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Foreword

Energy efficiency is a prime design objective for embedded systems. Over the years,
various techniques have been proposed highlighting energy-efficient systems de-
sign. These techniques have shown effective ways to reduce energy, while satisfying
the system performance needs. However, due to continued device miniaturization
and technology scaling, reliability in the presence of ever-increasing number of
faults is emerging as an additional design challenge. Incorporating fault tolerance
and energy efficiency is not trivial since they are two conflicting design objectives.
Currently no book exists that gives a complete account of the state-of-the-art and
emerging techniques for design, analysis, and testing of energy-efficient, fault-
tolerant electronic systems. The book at hand is expected to appropriately fill this
gap and will be highly useful for students, researchers, and practitioners working in
relevant areas.

Chalmers University of Technology Georgi N. Gaydadjiev
Gothenburg, Sweden
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Preface

Energy efficiency is a widely acknowledged design objective in electronic systems
research and development. With continued technology scaling reliability is an
emerging concern in these systems due to increased device-level vulnerability in
the presence of electromagnetic inductions and process variability. Achieving high
reliability and energy efficiency objectives jointly can, however, be challenging as
energy minimization techniques exacerbate the reliability further. Hence, energy-
efficient fault-tolerant (i.e. reliable) design is currently of high interest to both
industry and academia to address these challenges effectively. The aim of this
book is to introduce state-of-the-art and emerging issues in energy-efficient fault-
tolerant design techniques as applied or prototyped for current or future generations
of system-on-chip (SoC). Although necessary brief background has been provided
in each chapter, fundamental theories have been omitted or avoided. The reader is
expected to have preliminary background of electronic circuits and systems design
and synthesis.

The book consists of nine chapters; five chapters (Chaps. 1–5) are dedicated to-
wards systems modeling and design techniques, while four other chapters
(Chaps. 6–9) delve into emerging systems architectures and design challenges. The
individual chapter outlines are given below.

Chapter 1 (Introduction to Energy-Efficient Fault-Tolerant Systems) provides the
necessary background relevant to this book. Low-power design aspects are briefly
revisited, and concepts related to faults and reliability are reviewed. Underpinning
these basics, challenges of energy-efficient fault-tolerant systems design are high-
lighted showing various techniques.

Chapter 2 (Reliability Evaluation Techniques) gives a comprehensive review of
the reliability models. In particular, methods for evaluating system reliability with
stochastic modeling and other combinatorial methods are discussed in details.

Chapter 3 (Energy-Efficient Design Techniques) presents an overview of power
minimization and power management techniques. The impact of energy-efficient
design techniques on the system reliability is also investigated. Extensive case
studies are presented addressing energy-efficient fault-tolerant design techniques.

ix



x Preface

Chapter 4 (Error Correction Coding for Electronic Circuits) discusses various
existing and emerging error detection and correction (EDAC) codes mainly used
in sequential circuits. Implementation and suitability of various EDAC codes are
detailed with examples, followed by their analyses in terms of fault detection and
tolerance capabilities, overheads, and circuit complexities.

Chapter 5 (System-Level Design Methodology) introduces system-level design
methodology, particularly suitable for multiprocessor system-on-chip (MPSoC).
Various MPSoC design challenges are discussed, highlighting ways to effectively
address them using system-level design methodology. Later, an extensive system-
level design optimization case study is presented investigating into the impact of
application task mapping on MPSoC applications.

Chapter 6 (Fault-Tolerant Reconfigurable On-Chip Network) presents fault-
tolerant reconfigurable on-chip networks, which are infrastructure communication
architectures for future computing platforms. The impact of workload variations
on the fault-tolerance of reconfigurable on-chip network is also studied in details
through a number of case studies.

Chapter 7 (Bio-Inspired Online Fault Detection in NoC Interconnect) deals with
bio-inspired online and low-cost fault detection capabilities for emerging scalable
network-on-chip-based multiprocessor systems. In particular, a novel real-time
strategy for detecting faults in NoC interconnect is demonstrated that uses biological
synapses and neurons to detect temporal and spatial faults effectively. Analysis
of different fault scenarios and results from real-time experiments on an example
FPGA implementation are also provided.

Chapters 8 (Power-Efficient Fault-Tolerant Finite Field Multiplier) and 9 (Low-
Cost C-Testable Finite Field Multiplier Architectures) investigate into emerging
low-complexity techniques for secure and fault-tolerant hardware design. To solve
the problem of an attacker injecting faults into the hardware and then analyzing the
incorrect outputs, different detection and correction mechanism are studied in detail.
The aim is to ensure that the effect of injected errors is not visible at the outputs for
the attacker to be able to intercept and compromise the security and fault-tolerance
of the system. Moreover, new methods for secure error detection and correction
using various type of codes are investigated for scan-based attacks during testing.

We would like to acknowledge the outstanding contributions from our chapter
contributors. Without their valued efforts, this book would not have been possible.
We would also like to gratefully appreciate the efforts of our expert panel of
reviewers, who helped with their useful feedback to improve the overall quality
and coherence of the book.

Bristol, UK Jimson Mathew
Rishad A. Shafik

Dhiraj K. Pradhan
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Chapter 1
Introduction to Energy-Efficient
Fault-Tolerant Systems

Rishad A. Shafik, Jimson Mathew, and Dhiraj K. Pradhan

Embedded systems are making their way into more and more devices, from hand-
held gadgets to household appliances, and from mobile devices to cars. The current
trend is that this growth will continue and the market is expected to experience a
three-fold rise in the demand from 2013 to 2018 [20]. This growth has been possible
due to continued technological advancements in terms of device miniaturization,
feature richness, design cost control and performance improvement, originally
described by the Moore’s Law [32].

Since a vast majority of today’s embedded systems are battery powered, a prime
design objective is to minimize power consumption. Minimized power consumption
can extend the battery operating lifetime of a system with a given energy budget.
Although technology scaling has enabled the fabrication of faster and more power-
efficient devices than their predecessors due to smaller geometry and device
capacitance [3], increased computational demand and packing density has caused
a diminishing effect on the overall power consumption at system- and application-
level. In fact, the overall power consumption of a system-on-chip (SoC) is now
increasing beyond available maximum power density budget at chip-level [12]. This
has necessitated efficient and low power design techniques that have been studied
extensively by researchers in the indsutry and the academia [4, 15, 36].

A major challenge for modern SoC design is the increasing number of hardware
faults, such as those caused by imperfect lithographic pattering during manufac-
turing and induced electromagnetic induction during operational lifetime [5, 12].
These faults manifest themselves as logic upsets at circuit-level and can affect
the signal transfers and stored values leading to incorrect execution in embedded
systems. According to ITRS, 1 out of every 100 chips will experience a fault per
day during operational lifetime, while manufacturing defect rate will reach the level
of approximately 1,000 defects/m2 in the next few years [20]. Indeed, under the
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2 R.A. Shafik et al.

circumstances, reliable design and testing of current and future generations of SoCs
is of critical importance, in particular for high availability, safety-critical systems
etc. [24]. However, designing energy-efficient reliable systems is highly challenging
due to conflicting design trade-offs between power consumption and reliability
objectives [36]. This is because, reliable design and testing techniques generally
introduce redundant hardware or software resources that can increase the overall
power consumption of the system [15].

The rest of this chapter is outlined as follows. Section 1.1 gives brief introduction
to energy-efficient design. Section 1.2 outlines necessary background on faults and
reliability, highlighting the challenges of energy-efficient reliable design.

1.1 Energy-Efficient Design

The total power dissipated in a CMOS circuit is formed of two major components:
dynamic (Pdyn) and static power (Pstat) dissipation, i.e.

Ptotal D Pdyn C Pstat: (1.1)

Dynamic power is mainly caused by circuit activity. The main contribution of
dynamic power dissipation in (1.1) is incurred by capacitive switching current that
charges and discharges the circuit capacitive loads during various logic changes,
given by

Pdyn D ˛ CL V
2

dd f; (1.2)

where CL is the average load capacitance per cycle (generally constant for a given
circuit), Vdd is the supply voltage, f is the circuit operating frequency and ˛

is the switching activity factor (i.e. the ratio of switching activity over a given
time). Another contributor of dynamic power is short-circuit current that flows in
the circuit due to direct current (DC) path between the supply and ground when
the output transition is taking place. Compared to switching capacitive switching
power, short-circuit power is small and often it is ignored in total dynamic power
dissipation. Static power, on the other hand, is incurred even without any circuit
activity. The main contribution of static power is from sub-threshold gate leakage
currents. Sub-threshold current arises from the inversion charges that exist at the
gate voltages below the normal circuit threshold voltage. A simpler static power
model of leakage power (Pleak) can be given by

Pleak D VddNkIleak; (1.3)

where N is the number of transistors and and Ileak is the leakage current. The
leakage current (Ileak) depends on technology parameters like threshold voltage,
while k is circuit constant that depends on the number of transistors operating at
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Fig. 1.1 Trends of power dissipations with technology scaling

a given time. Similar to dynamic power, as can be seen from (1.3) leakage power
depends on the supply voltage (Vdd) and the number of transistors (N ), which is
increasing with technology scaling.

Figure 1.1 shows the normalized power dissipation trends with continued
technology scaling over a span of 30 years (from 1990 to 2020) [34]. As can
be seen, with previous technology nodes dynamic power dissipation dominated
the total power consumption in CMOS circuits. From (1.2) it is evident that the
most effective means of lowering total (dynamic and also static) power dissipation
(Pdyn) for these technology nodes is to reduce the operating voltage (Vdd). However,
lowering Vdd increases circuit propagation delay. This delay eventually restricts the
circuit operating frequency, which requires the operating clock frequency to be
lowereed to tolerate the propagation delay [39]. Dynamic voltage and frequency
scaling (DVFS) is an effective power minimization technique that reduces dynamic
power through lowering Vdd and f during runtime [11, 13]. The main working
principle of DVFS is to lower Vdd and f during slack times (i.e. time between
early completion of the previous computational task or late starting of the next
computational task) [42]. Over the last decade, power minimization using DVFS-
enabled SoCs has been extensively investigated considering its effects on system
performance [4, 15].

However, with continued technology scaling, static power dissipation is emerg-
ing as a major concern for systems designers (as shown in Fig. 1.1). To reduce static
power dissipation dynamic power management (DPM) is an effective technique.
The main strategy employed in DPM is to control the operational times of supply
voltages in system components. For example, power supply can be shut down for
components within an MPSoC when they are idle and can be switched on when
they are operational (otherwise known as power gating) or supply clock can be
gated off when certain components in a circuit are not active. However, shutting
down supply power or clock for these components can result in delay in retaining
fully operational mode of the circuit. Hence, DPM technique needs to carefully
take into consideration this delay effect to achieve power minimization without
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compromising the system performance [7]. Often, today’s MPSoCs include both
DVFS and DPM techniques to minimize dynamic and leakage power consumptions.

1.2 Faults and Reliable Design

An emerging challenge in today’s electronic system design is reliability of the
system when it is subjected to different errors or faults [23, 30]. In fact due
to technolgy scaling and aggressive voltage scaling, the number of these faults
occuring in a circuit is increasing exponentially. These faults manifest themselves as
temporary logic upsets, such as single-event upsets (SEUs), and can affect the signal
transfers and stored values leading to incorrect or undesired outcomes in circuit and
systems. Several academic and industrial studies, such as [18, 31, 35, 43, 48], have
investigated the presence and increase of these faults highlighting the impact of
operating environments.

Faults in electronic systems can be classified in two types: permanent and
transient. Permanent faults are related to irreversible physical defects in the
circuit. Major causes of permanent faults include improper lithographic process
or systematic aberrations during manufacturing or post-manufacturing burn-in, or
even burn-in caused by electro-migration and negative bias temperature instability
(NBTI) during operational lifetime etc. Since permanent faults can cause persistent
failures in the circuit, faulty chips are discarded or repaired after post-manufacturing
tests. Transient faults, also known as soft errors, can appear during the operation of
a circuit. Unlike permanent faults, transient faults do not represent a physical defect
in the circuit. Major causes of transient faults include cross-talk, power supply noise
and neutron or alpha radiations during operational lifetime. Radiation induced faults
are generally considered major source of transient faults as they take place during
operational lifetime when a single ionizing radiation event produces a burst of hole-
electron pairs in a transistor that is large enough to cause the circuit to change state.

To evaluate the rate and effect of fault occurrence, different parameters have been
reported to date. Major parameters are briefly defined below:

Fault Density is the measure of number of faults found in a device per unit of data.
For memories, this is generally expressed as the number of faults per megabyte
or gigabyte data. This parameter is used for permanent faults or defects only [9].

Fault injection time (FIT) is the rate at which the faults take place per unit of time
in an electronic component. It is generally denoted as � and expressed in unit of
number of fault per million of operating hours (fault/109 operating hours).

Mean time-to-failure (MTTF) is an estimate of the mean time expected until the
first fault occurs in a component of an electronic system. MTTF is a statistical
value and is meant to be the mean over a long period of time and large number
of units. It is usually expressed in unit of millions of hours. For constant failure
rate systems, MTTF is the inverse of FIT (i.e. MTTF D 1

�
) [44].
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Mean time-to-repair (MTTR) is described as the time elapsed between a fault
occurrence and its repair is completed, i.e. the system return back to its
operational mode.

Mean time-between-failures (MTBF) is described as the time elapsed before a
component in an electronic system experiences another fault. Unlike MTTF, the
time elapsed in MTBF includes the time required to recover from a fault, i.e.
MTBF D MTTF C MTTR.

Soft error rate (SER) is the rate at which the soft errors take place per unit time
and per unit data. It is generally used to describe the severity of an operating
environment and is expressed as number of soft errors per bit per cycle or number
of soft errors per cycle per chip.

Reliability is the ability of a system to perform a required function under given
conditions for a given time interval. Hence, with a given FIT (�) and time
interval, reliability can be expressed as R D e��t .

Availability is the ability of a system to be in a state to perform a required function
at a given instant of time or at any instant of time within a given time interval,
assuming that the external resources, if required, are provided. In other words, it
can also be expressed as the ratio of up time of a system to the total operating
time (up and down time). Since faults can cause failures and down time of a
system, availability can get affected.

Appropriate fault modeling is crucial for systems designers as it describes how a
physical fault in the underlying device affects the circuit-level behavior. Depending
on the nature and impact of occurrence of faults, fault models can be classified in
the following major ones:

Stuck-at Fault Model The most common fault model is the single stuck-at model.
In this model the defects behave like the given circuit line is permanently con-
nected to ground (stuck-at-0) or to power supply (stuck-at-1); and only a single
fault is present in a circuit at anytime. The stuck-at model has several advantages
that include simplicity, logical behaviour, tractability and measurability [2].
The single stuck-at fault model remains the most commonly used, even though
multiple technologies and numerous process shrinks.

Bridging fault An extension of the stuck-at model is the bridging fault model and
this models the short between two lines. This model is appealing because shorts
are generally considered the most common fault in CMOS circuits. Inductive
analysis has shown that the most commonly occurring type of fault resulting from
fabrication defects, modeled as dust particles of various sizes on photo-masks,
is the bridging fault [17]. Much of the earlier work in bridging faults claimed
that either wired-and or wired-or resulted when two nodes were bridged [1, 29].
Randomly placed bridging faults are complicated and can not be modeled by a
single fault model. As technology advance to smaller geometries, more metal
layers, reduced design margins and higher frequencies, the effect of these defects
will grow in complexity, increasing the variety of bridging behaviour we need to
detect.
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Fig. 1.2 Trends of power dissipations with technology scaling

Stuck Open Fault While shorts remain the most common type of defects in most
CMOS processes, open fault also cause concern. As the number of wiring levels
in circuits increases, the number of vias proliferates. We do not well understood
the effects of missing vias, partial vias and resistive vias on circuit operation [2].
In some cases, the circuit still functions correctly but at a lower speed. The best
known open model is the stuck-open fault model [2]. In this model, the gate to
a given transistor is fixed at the open or ‘off’ value. As a result transistor cannot
pull the cell output to its voltage. The length of time that the output remains at
the previous value depends on the length of time required to discharge the load
capacitance. A stuck-open fault requires a two-pattern test [22]. The first pattern
sets up the fault pulling the circuit output to a known state and the second pattern
activates the fault.

Delay Fault Failures causing logic circuits to malfunction at desired clock rates, or
not meeting timing specifications are modeled by what are called delay faults. A
change in the timing behaviour of the circuit, causes incorrect operation only
at certain frequencies. The two broad classes of delay faults are gate delay
fault and path delay faults. Gate delay fault models defects local to individual
circuit elements; whereas path delay fault models distributed failures caused
by statistical process variations and imprecise modeling [37, 41]. Because
delays refers to differences in behaviour over time, delay fault models focus on
transitions in logic values rather than logic values. A test for a delay fault consists
of an initialization pattern, which sets the stage for a transition and a propagation
pattern, which creates a desired transition and propagates it to observable points.

Figure 1.2 shows the trends of device failure rates over their lifetimes, highlight-
ing the impact of technology scaling [34]. As can be seen, due to manufacturing
silicon or metal defects many devices experience early burn-in and get discarded
from the shipment line. The good circuits that are delivered to customers also
experience failures due to mainly transient faults. Note that failure rates during
useful operating lifetime are more or less constant as failures during this period
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is dominated by the environmentally induced faults. However, as the devices
experience wearouts due to electromigration effects etc., the number of failures start
to increase. As can be seen, with technology scaling the normalized device failure
rates are also increasing. Moreover, useful operating lifetime is also shortening as
technology scaling increases the rate or device wearouts substantially. These issues
pose serious challenges to systems designers to ensure reliability in the presence of
different faults.

To mitigate the effect of faults, different techniques have been employed over the
years [33, 42]. These techniques are briefly outlined in the following.

Hardware Redundancy such as [28], is an effective technique, which employs
extra hardware and incorporates voting from multiple outputs to a single
output to mitigate the effect of transient or permanent faults. Due to usage
of extra hardware resources this technique incurs area and power overheads,
while achieving desired reliability. The trade-off between reliability and system
overheads in hardware redundancy techniques has been extensively studied [28].
An example implementation is Maxwell’s SCS750 supercomputer used in space
applications, which employs triple modular redundancy (TMR) technique for its
IBM’s PowerPC processors [27]. Due to such redundancy, SCS750 achieved
fault-tolerance with more than 180% overall hardware overheads.

Time Redundancy techniques require minimal hardware resources to detect
transient faults. Upon detection of faults, task replication or re-execution is
carried out during idle/slack times. Due to software-dependent nature of time
redundancy techniques, the hardware overhead is generally much lower than
hardware redundancy techniques. But this greatly depends on the availability of
idle or slack times during computation. For example, in [6] it is demonstrated
that the fault-tolerance can be improved without any impact on the execution
time by utilizing idle processors for duplicating some of the computations of
the active processors. However, several studies reported that these techniques
cause overheads in terms of computation and communication performance [25].
Application check-pointing is another effective time redundancy technique. The
fault-tolerance using such technique is achieved by selectively repeating (or
rolling back) an execution interval of an application to realise fault-tolerant
design. However, fault-tolerance using this technique is achieved at the cost of
high complexity of application design. Examples of effective application check-
pointing techniques highlighting such increased cost are, adaptive and non-
uniform online application check-pointing proposed in [47], offline application
check-pointing shown in [19].

Information Redundancy is another effective technique for fault detection and
correction, particularly for memory devices. Using this technique fault detection
and correction (EDAC) codes are integrated with the original logic circuit data
[45]. These extra information codes are generated from the original logic data to
effectively identify the presence of one or more transient or permanent faults and
possibly correct them. Recently, Intel introduced dual-core Xeon-7100 system
with several EDAC features to incorporate fault detection and correction [14].
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Combination of time and information redundancy techniques, such as [16], can
also be highly effective in achieving desired fault-tolerance at low cost.

System-level Techniques are highly effective as they can design hardware and
software with combinations of various redundancy techniques to achieve effec-
tive fault detection and tolerance [8]. A number of system-level techniques have
been proposed in past few years showing different fault-tolerance techniques to
extract maximum benefit in terms of fault-tolerance and low power consumption.
For example, pre-emptive online scheduling [46] of failed tasks has been
demonstrated as an effective system-level fault-tolerance technique. However,
the effectiveness of such technique depends upon predictability of slack times.
Fault-tolerance-based optimization of cost-constrained distributed real-time sys-
tems has been proposed [21]. Fault-tolerance in [21] is achieved through
system-level mapping and assignment of fault-tolerance policies to processing
cores. Another approach to fault-tolerant design using process re-execution and
scheduling in available hardware computing resources in an multiprocessor SoC
(MPSoC) application has been proposed in [38]. Highlighting the impact of
faults at application-level, various other researchers [10, 26] have shown low-
cost fault-tolerance techniques. The basic principle of these works is that the
faults manifested at architectural-level do not always lead to faults at application
level. Exploiting the relaxed requirements of application-level correctness, low
cost and energy-efficient fault-tolerance techniques have been proposed.

Indeed, energy-efficient fault-tolerant systems design is highly challenging
[40]. The following chapters present state-of-the-art and also emerging issues in
energy-efficient fault-tolerant systems design. Various case studies have also been
illustrated, where necessary, to demonstrate effective means of addressing the design
challenges.
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Chapter 2
Reliability Evaluation Techniques

Rong-Tsorng Wang

2.1 Introduction

From commercial to life-critical applications, the proliferation of computing systems
in everyday life has substantially increased our dependence on them. Failures in
air traffic control systems, nuclear reactors, or hospital patient monitoring systems
can bring catastrophic consequences. In order to enhance the dependability of
computing systems, an effective evaluation of their reliability is desired. This
chapter presents methods for evaluating system reliability, and indicates that
stochastic modeling has provided an effective and unified framework for analyzing
various aspects of reliability. The content of this chapter is devoted to combinatorial
methods, Markov models, and software models, and equally important is techniques
based on the theory of stochastic processes.

Section 2.1.1 reviews some basic notation and terminology of reliability. In
Sect. 2.2.1, we discuss combinatorial methods used in reliability analysis, including
basic system structures, reliability block diagram, and fault tree analysis. When
applying redundancy to improve system reliability, it is commonly assumed that
components work independently and their intrinsic failure time distributions have no
interdependence. In practical situations, however, the reliability of the system could
be significantly affected by components (or subsystems) with dependency, which
often occurs in three ways among others: components subjected to the same stresses,
components sharing the same load, or components failing with common causes [11].
In each case, the random variables of interest tend to act similarly – degrade the
performance and promote the system failure. For example, parallel systems such as
the pair of engines of an aeroplane have components whose lifetimes are dependent.
Thus, it is more realistic to assume certain forms of positive dependence among
components.
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In system reliability analysis, dependence concepts of multivariate models
for nonrepairable system have been studied by many authors, e.g., Barlow and
Proschan [11], Joe [43], and Balakrishnan and Lai [10]. For bivariate cases,
for example, the emphasis is either on the relationship between the joint reliabil-
ity function P.T1 > t1; T2 > t2/ and the product of marginal reliability functions
P.T1 > t1/P.T2 > t2/, or on the conditional reliability functions P.T2 > t2jT1 > t1/.
Balakrishnan and Lai [10] investigate various notions of positive dependence
between two random variables. In particular, they study dependence concepts that
are stronger (or weaker) than positive quadrant dependence (PQD), which appears
as a straightforward concept of positive dependence and is given byP.T1 � t1; T2 �
t2/ � P.T1 � t1/ � P.T2 � t2/.

One technique for characterizing a system having dependent component failure
rates is to apply the multi-version of exponential distributions. The most cited
bivariate exponential distribution is the one proposed by Marshall and Olkin [67],
known as the BVE distribution. The BVE distribution enable us to model common-
cause failures, and it is obtained by considering a model in which two components
fail separately or simultaneously upon receiving a shock that is governed by a
homogeneous Poisson process. Freund [29] proposed a bivariate extension of the
exponential distribution by allowing the failure rate of the surviving component to
be affected after the failure of another component. Freund’s model is one of the first
to study bivariate distributions from reliability considerations, and it can be used to
model load-sharing systems. In Sect. 2.2.2, we extend the BVE and Freund’s model
to n-components redundant systems for applying redundant system with common-
cause and load-sharing failures.

Fault tree analysis has been used in analyzing safety systems in nuclear power
plants, aerospace, and defense. However, dependencies of various types that do
occur in practice are not easily captured by fault tree models. In contrast, Markov
model is powerful in that it can solve system with dynamic and dependent
behaviors, although Markov model has the significant disadvantage that its size
grows exponentially as the size of the system increases. From the counting process
point of view, the birth process which counts the number of failed components
provides a simple representation for the failure process of a system. This approach,
however, does not help us to analyze the condition when component lifetimes are
dependent. Thus a more general model is required.

In Sect. 2.3, we discuss Markov chains, Poisson processes and nonhomogeneous
Poisson processes, and birth-death processes. Continuous-time Markov chains
can be used to model both nonrepairable and repairable system. By definition
a repairable system is a system which, after failing to perform one or more of
its functions satisfactorily, can be restored to fully satisfactory performance by a
method other than replacement of the entire system [8]. Commonly used models
for a repairable system are renewal processes (perfect repair) and nonhomogeneous
Poisson processes (minimal repair) [54].

In Sect. 2.4, we discuss the software reliability models. We aim to extend
common assumptions used in statistical software reliability, classify existing soft-
ware reliability models, and propose mathematical models for describing software
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reliability. We begin with the assumptions deduced from Jelinski and Moranda
model [42]. Then, we show relations between the transition failure rates of the
failure process and the conditional failure rates of times between failures, and
specify several common types of software reliability models. A self-exciting and
mixture model is then proposed as a generalization of perfect debugging models.

Section 2.5 discusses three examples. In Sect. 2.5.1, we consider a load-sharing
system with common-cause failures. Specifically, we formulate reliability properties
by introducing a continuous-time Markov chain to characterize systems in which
component lifetimes are dependent in two ways: common-cause failures and
increased failure rates for surviving components. In Sect. 2.5.2 we discuss a model
for a shared-load k-out-of-n:G repairable system studied by Shao and Lamberson
[97]. Specifically, a continuous-time Markov chain is used to create a set of
differential equations. Section 2.5.3 reviews a bivariate birth-death model for a N -
version programming fault-tolerant system proposed by Wang [115].

Effective and optimal techniques may be addressed according to system struc-
tures (e.g., hardware or software or integrated systems, binary-state or multi-state
systems, parallel or k-out-of-n systems, individual or network systems), failure
mechanisms (e.g., independent or common-cause failures), and repair patterns (e.g.,
repairable or non-repairable, perfect or minimal or general repair) [11, 22, 48, 64,
69, 71, 76, 78, 84, 85, 92, 100, 111]. Dependence concepts of Markov dependence,
stationarity, and Martingales have been applied for system failure characterizations.
Recent researches indicate that the modern theory of stochastic processes allows
for developing a general reliability model that incorporates time dynamics and
different information levels. More advanced issues can be found in for examples,
Singpurwalla [99], Peña [82], and Aalen et al. [1].

2.1.1 Definitions of Reliability

The lifetime of a component is usually unknown and is characterized by a non-
negative random variable (r.v.), say T , representing the time to failure of a system
since its inception. Usually T is measured from time t D 0. By definition, reliability
is the probability of a device performing its purpose adequately for the period
of time intended under the operating conditions encountered [11]. (Failures can
be defined in terms of degradation reaching a certain level, see, e.g., Meeker and
Escobar [69].) Let F.t/ D P.T � t/ be the cumulative distribution function (c.d.f.)
of T such that F.0�/ D 0 and F.C1/ D 1. The reliability function (or survival
function) of T is defined by

R.t/ WD NF .t/ D P.T > t/; 8t � 0: (2.1)

For example, the reliability required for aircraft control systems has been specified
as R.t/ > 1 � 10�9 for t D 1 h. The corresponding conditional reliability function
(or conditional survival function) of T of age x is given by
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R.t jx/ WD
NF .x C t/

NF .x/ ; 8t; x � 0;

provided that NF .x/ > 0. The expected time of T , also known as the mean time to
failure (MTTF), is given by

EŒT � D
Z 1
0

NF .t/dt D
Z 1
0

R.t/dt: (2.2)

In addition, the second moment of T is given by

EŒT 2� D 2

Z 1
0

t �R.t/dt:

The mean residual life of T of age x is given by

EŒT � xjT > x� D
R1
x

NF .t/dt
NF .x/ D

Z 1
0

NF .t C x/dt

NF .x/ D
Z 1
0

R.t jx/dt:

Equation (2.1) may or may not continuous in t . Suppose that Eq. (2.1) is
everywhere differentiable, then the probability density function (p.d.f.) f .t/ of T
exists for all t � 0, and

f .t/ ��t � Pr.t � T < t C�t/;

where �t is a small increment of t . The failure rate (or conditional failure rate) of
the r.v. T at time t is defined as

h.t/ WD lim
�t!0C

1

�t
Pr.t < T � t C�t jT > t/; t � 0: (2.3)

h.t/ gives the probability that a component of age t will almost immediately fail.
Since, for those t where h.t/ is continuous,

h.t/ D f .t/

NF .t/ ; 8t � 0: (2.4)

h.t/ is also known as the hazard rate, the force of mortality, and the intensity rate.
The functions f .t/; F .t/; NF .t/, and h.t/ are mathematically equivalent, since

Z t

0

h.x/dx D � ln NF .t/;

NF .t/ D exp

�
�
Z t

0

h.x/dx

�
:
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The function
R t
0
h.x/dx is called the cumulative hazard rate function. Many non-

normal univariate distributions have been used in reliability, such as exponential,
Gamma, Weibull and so forth. In particular, these distributions are applied to
three phases of the so-called bathtub curve: the infant mortality phase, the normal
operating phase, and the wear-out phase. The most commonly used distribution is
the exponential distribution.

Example 2.1. If the failure rate is given by h.t/ D ˇ2t=.1 C ˇt/, where ˇ > 0,
t > 0. Then

NF .t/ D exp

�
�
Z t

0

h.x/dx

�
D exp

�
�
Z t

0

�
ˇ � ˇ

1C ˇx

�
dx

�
D .1C ˇt/e�ˇt :

Observed that T has a gamma distribution. The MTTF is

EŒT � D
Z 1
0

NF .t/dt D
Z 1
0

.1C ˇt/e�ˇt D 2

ˇ
:

Example 2.2. If T has a Weibull distribution with shape parameter ˇ > 0 and scale
parameter � > 0, whose c.d.f. is given by

F.t/ D 1 � exp

"
�
�
t

�

�ˇ#
; t > 0:

The failure rate is

h.t/ D d

dt

�� ln NF .t/	 D ˇ

�

�
t

�

�ˇ�1
:

The hazard rate is increasing for ˇ > 1, decreasing for 0 < ˇ < 1, and constant
for ˇ D 1.

2.2 Combinatorial Methods

System failure is modeled in terms of the failures of the components of the system.
Both the system and its components are often allowed to take only two possible
states: a working state and a failed state. The linking of component failures to system
failures can be understood in several ways. Among these are the reliability block
diagram (success-oriented) and the fault tree analysis (failure-oriented). In some
cases, it is possible to convert the fault tree to a reliability block diagram, and vice
versa. In Sect. 2.2.1, we review basic system structures, reliability block diagram,
and fault tree analysis.
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Parallel redundancy is a common method to increase system reliability and
MTTF. Usually components in a reliability structure are dependent as they may
share the same load or may be failed with common-cause failures. Bivariate and
multivariate lifetime distributions play important roles in modeling these dependen-
cies. Many bivariate and multivariate exponential distributions have been proposed
[10], however, only a certain class of multivariate distributions is applicable for
reliability systems. The BVE distribution of Marshall and Olkin [67] is suited
for modeling common-cause failures. Freund’s model [29] can be applied to the
situation that the failed component increases the stress on the surviving component
and consequently increases the other component’s tendency of failure. In Sect. 2.2.2,
we extend the BVE and Freund’s distributions to n-components redundant systems,
and discuss the reliability functions of series, parallel, and k-out-of-n:F structures.

2.2.1 Independent Components

2.2.1.1 Three Basic Structures

Consider a system with n independent components, and the system reliability R.t/
can be determined by components’ reliability Ri.t/. We write R.t/ a function of
R1.t/; : : : ; Rn.t/ as

R.t/ D  .R1.t/; : : : ; Rn.t//:

The function  is decided by the structure of the system. We often use reliability
block diagram or network diagram to describe the system reliability structure. Let
T1; : : : ; Tn be the lifetimes of components. Assume that T1; : : : ; Tn are independent,
there are three common structures:

(1) series: R.t/ D
nY
iD1

Ri .t/; (2.5)

(2) parallel: R.t/ D 1 �
nY
iD1
.1 � Ri.t//; (2.6)

(3A) k-out-of-n:F: R.t/ D
k�1X
iD0

 
n

i

!
ŒR1.t/�

n�i Œ1 �R1.t/�i ; if Ri.t/ D R1.t/;

(2.7)

(3B) k-out-of-n:G: R.t/ D
nX
iDk

 
n

i

!
ŒR1.t/�

i Œ1 � R1.t/�
n�i ; if Ri.t/ D R1.t/:

(2.8)
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Fig. 2.1 A reliability
block diagram of a
complex system

A series system functions if and only if each component functions, and a parallel
system functions if and only if at least one component functions. A system is said to
be a k-out-of-n:F system if it fails if and only if at least k of the n components fail.
A dual concept called k-out-of-n:G system is defined as that it is good if and only if
at least k of n components are good. A system is a k-out-of-n:F system if and only
if it is a .n�kC1/-out-of-n:G system. Likewise, a system is a k-out-of-n:G system
if and only if it is a .n � k C 1/-out-of-n:F system. Apparently,

a system is ‘series’ () it is a 1-out-of-n:F system (or n-out-of-n:G);

a system is ‘parallel’ () it is an n-out-of-n:F system (or 1-out-of-n:G):

The reliability of a k-out-of-n:F system in (2.7) with independently and identically
distributed (i.i.d.) components is equal to the probability that the number of failing
components is less than or equal to k � 1. As a k-out-of-n:F system is equivalent to
a .n � k C 1/-out-of-n:G system, (2.7) is equivalent to

nX
jDn�kC1

 
n

j

!
ŒR1.t/�

j Œ1 �R1.t/�n�j :

If we denote RG.n; k/ the reliability of a k-out-of-n:G system and RF .n; k/ the
reliability of a k-out-of-n:F system, we have

RG.n; k/ D RF .n; n � k C 1/:

2.2.1.2 Reliability Block Diagram

A reliability block diagram is a success-oriented diagram describing a specified
function of a system. Each rectangular block in the diagram represents a function
of a component. If the function is available, we have connection through the block,
and if the function is failed, there is no connection through the block.

Consider the reliability block diagram in Fig. 2.1. The system is a parallel
structure of two independent modules: the structure comprising components 1 and 4,
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Fig. 2.2 A reliability
block diagram for a
2-out-of-3:G system

Fig. 2.3 A bridge
structure

and the structure comprising components 2, 3, and 5. From (2.5) and (2.6), the
reliability of the former structure equals R1R4, whereas the reliability of the latter
equals Œ1 � .1 �R2/.1 � R3/�R5. Thus the system reliability is given by

Rsystem D 1 � .1 �R1R4/f1� Œ1 � .1 �R2/.1 � R3/�R5g:

A reliability block diagram of 2-out-of-3:G system is illustrated in Fig. 2.2.

2.2.1.3 A Bridge Structure

The reliability block diagram of a bridge configuration is given in Fig. 2.3. Each
block in the diagram denotes a component. For independent components, the system
reliability of the bridge structure can be obtained by using minimal path or minimal
cut sets [11] and is expressed by

Rsystem D R1R2 CR4R5 CR1R3R5 CR2R3R4

�R1R2R3R4 � R1R2R3R5 �R1R2R4R5 �R1R3R4R5
�R2R3R4R5 C 2R1R2R3R4R5:

The minimal path sets of the bridge structure are f1; 2g, f4; 5g, f1; 3; 5g, and
f2; 3; 4g. The minimal path sets may represent the bridge as a parallel-series
structure. The minimal cut sets are f1; 4g, f2; 5g, f1; 3; 5g, and f2; 3; 4g. The minimal
cut sets may represent the bridge as a series-parallel structure. Alternative method to
obtain the system reliability of a bridge structure is the pivot-decomposition method
(or factoring method) [123]. The minimal path sets and minimal cut sets for the
bridge structure are given in Fig. 2.4.
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Fig. 2.4 Minimal path and minimal cut representations for bridge

2.2.1.4 A Non-i.i.d. k-out-of-n:F System

The reliability of a non-i.i.d. k-out-of-n:F system is given by

R.t/ D
k�1X
iD0

.ni /X
jD1

nY
mD1

R
ım;j
m .1 �Rm/Nım;j ; k D 1; : : : ; n;

where ım;j and Nım;j are complementary indicator functions for which

nX
mD1

ım;j D n � k;

nX
mD1

Nım;j D k;

and

ım;j D
�
1 if the mth component functions
0 if the mth component fails:

Myers [77] has studied extensively about k-out-of-n:G systems of this type.

Example 2.3. The reliability of a non-i.i.d. 3-out-of-4:F system is given by

R D
2X
iD0

.4i/X
jD1

4Y
mD1

R
ım;j
m .1� Rm/

Nım;j

D R1R2R3R4 CR1R2R3.1 � R4/CR1R2R4.1 �R3/CR1R3R4.1 � R2/

CR2R3R4.1 � R1/CR1R2.1 �R3/.1 � R4/CR1R3.1 �R2/.1� R4/

CR1R4.1 � R2/.1 �R3/CR2R3.1 � R1/.1 �R4/
CR2R4.1 � R1/.1 �R3/CR3R4.1 � R1/.1 �R2/:
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Fig. 2.5 Common fault
tree symbols

Fig. 2.6 A fault tree
diagram

2.2.1.5 Fault Tree Analysis

Fault tree analysis is a widely used method in the industrial sector to perform
reliability analysis of systems during their design and development, particularly in
system safety analysis. A fault tree diagram is the underlying top-down graphical
model in fault tree analysis. The starting point of a fault tree is a system failure,
known as a top event. Fault events that can cause the occurrence of the top event are
generated and connected by logic operators such as ‘AND’ and ‘OR’. The status of
output/top event can be derived by the status of input events and the connections of
the logical gates. The logical meaning of AND(OR) gate is the same as that of the
intersection(union) of events. That is, the AND gate provides a True output (fault)
if all its inputs are True (fault) and the OR gate provides a True output (fault) if
one or more of its inputs are True (fault). In other words, an AND gate in a fault
tree is logically equivalent to a parallel reliability block diagram, and an OR gate
corresponds to a series reliability block diagram. The fault tree is developed by
repeatedly asking which combinations of the component failures will result in a
system failure. Fault events are generated successively until the fault events need
not be developed any further. These lowest level causes are called basic events.

Four commonly used symbols in the construction of fault trees are shown in
Fig. 2.5. A fault tree diagram corresponding to Fig. 2.1 is shown in Fig. 2.6.
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2.2.1.6 Order Statistics

A r.v. T with d.f. F is said to be exponential distributed with parameter �, denoted
by T � Exp.�/ or F � Exp.�/, if the reliability function is given by R.t/ D e��t
for t > 0; � > 0.

Suppose that T1; : : : ; Tn are i.i.d. r.v.’s with d.f. F . We index the failure times
chronologically by 0 � T1Wn � � � � � TnWn, where TkWn denotes the occurrence time of
the kth failure, for k D 1; : : : ; n. That is, T1Wn; : : : ; TnWn are the corresponding order
statistics of T1; : : : ; Tn. We also denote the spacings by, for k D 1; : : : ; n, Dk D
TkWn � Tk�1Wn, where T0Wn D 0. That is, Dk denotes the time between the .k � 1/th
and the kth failure. The reliability of a system can then be studied through the order
statistics and spacings as an general order statistics model [90]. In particular, if
F � Exp.�/ the model is called an i.i.d. exponential order statistics [70]. Moreover
the kth order statistic TkWn can be considered as the time of failure of a k-out-of-n:F
system [11]. In the case that T1; : : : ; Tn are i.i.d. r.v.’s with d.f. F , the reliability
function of a k-out-of-n:F system at time t is given by

P.TkWn > t/ D
k�1X
iD0

 
n

i

!
ŒF .t/�i Œ1 � F.t/�n�i : (2.9)

Example 2.4. Let T1; : : : ; Tn be i.i.d. r.v.’s with d.f. F . If F � Exp.�/, then the
spacingsDk are independent exponential distributions with parameters .n�kC1/�,
for k D 1; : : : ; n [11]. Since TkWn D Pk

iD1 Di , the p.d.f. of TkWn is given by

fTkWn
.t/ D ˇ1 : : : ˇk

kX
iD1

�
‰i;ke

�ˇi t 	 ; (2.10)

where

ˇi D .n � i C 1/�;

‰�1i;k D .ˇ1 � ˇi / : : : .ˇi�1 � ˇi /.ˇiC1 � ˇi / : : : .ˇk � ˇi /:

The distributions of TkWn are Erlang distributions. The reliability functions of TkWn
are more conveniently obtained from Eq. (2.9) than from the p.d.f. (2.10). Namely,
for k D 1; : : : ; n,

P.TkWn > t/ D
k�1X
iD0

 
n

i

!
.1 � e��t /i .e��t /n�i :

In particular, the reliability functions of series and parallel systems are, respectively,

P.T1Wn > t/ D e�n�t and P.TnWn > t/ D 1 � .1 � e��t /n:
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2.2.1.7 Linear Combinations of Reliability of Series Systems

Consider a parallel system of n components. Let T and Ti be the lifetimes of the
parallel system and the component i , respectively, and consider the events A D
fT > tg and Ai D fTi > tg. Then A D Sn

iD1 Ai . Apparently, the sum of the
component reliabilities gives an upper bound of the parallel system reliability

P

 
n[
iD1

Ai

!
�

nX
iD1

P.Ai /:

To evaluate P.A/, apart from (2.6), we consider the inclusion-exclusion identity:

P.A/ D
nX
iD1

P.Ai / �
X
i<j

P.Ai \ Aj /

C
X
i<j<k

P.Ai \ Aj \Ak/ � � � � C .�1/nC1P
 

n\
iD1

Ai

!
: (2.11)

Here

P.Ai1 \ Ai2 \ � � � \Aik / D P.Ti1 > t; Ti2 > t; : : : ; Tik > t/ D P.U > t/;

where U is the lifetime of the series system of components i1; i2; : : : ; ik . Note that
the series system reliability has a lower bound

P

 
n\
iD1

Ai

!
�

nX
iD1

P.Ai / � .n � 1/;

known as Bonferroni’s inequality.
Equation (2.11) gives that the reliability of a parallel system can be expressed as a

linear combination of the reliability of all possible series systems. Taking integration
in (2.11) and applying (2.2), we have that the MTTF of parallel systems can be found
as a linear combination of the MTTF of all possible series systems. Rade [89] gives
the following theorem.

Theorem 2.1. Let � be the MTTF of a parallel system of n components and let
�i1i2:::ik be the MTTF of the series system of components i1; i2; : : : ; ik , assuming the
joint distribution of the components’ lifetime is the same as in the parallel system.
Then

� D
nX
iD1

�i �
X
i<j

�ij C
X
i<j<k

�ijk � � � � C .�1/nC1�12:::n: (2.12)
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If all series systems of k components have the same MTTF �.k/, then

� D
 
n

1

!
�.1/ �

 
n

2

!
�.2/ C

 
n

3

!
�.3/ � � � � C .�1/nC1

 
n

n

!
�.n/: (2.13)

Rade [89] also generalizes Theorem 2.1 to a series-parallel system and a k-out-
of-n:G system.

Example 2.5. Let the lifetimes T1; T2; : : : ; Tn of the components be independent
and exponentially distributed with parameters �1; �2; : : : ; �n. Then (2.12) gives

� D
nX
iD1

1

�i
�
X
i<j

1

�i C �j
C � � � C .�1/nC1 1

�1 C � � � C �n
:

In this case, the lifetime of the series system of components with intensities
�1; �2; : : : ; �k has an exponential distribution with parameter �1 C � � � C �k and
mean 1=.

Pk
jD1 �j /. If, furthermore, all �i are equal to �, the formula (2.13) gives

� D 1

�

nX
jD1

.�1/jC1
n
j

�
j

D 1

�

nX
jD1

1

j
:

A direct calculation from (2.6) yields

� D
Z 1
0

�
1� .1 � e��t /n

	
dt D 1

�

nX
jD1

1

j
:

For large n, � is approximately 1
�
.lnnC �/, where � D 0:577215664 : : : is Euler’s

constant. If the system is a k-out-of-n:G system, the mean time to failure of the
system is

Z 1
0

2
4 nX
jDk

 
n

j

!
e�j�t .1 � e��t /n�j

3
5 dt D 1

�

nX
jDk

1

j
:

2.2.2 Dependent Components

2.2.2.1 The Model of Marshall and Olkin

Marshall and Olkin [67] introduced a bivariate exponential distribution (BVE) by
considering a reliability model in which two components fail separately or simulta-
neously upon receiving a shock that is governed by a homogeneous Poisson process.
They derived the BVE in several ways: the bivariate lack of memory property, shock
models, a random sum model, and a minima model. The BVE distribution is the
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most important bivariate exponential distribution. It contains many properties which
inspire intensive investigations of the bivariate exponential distributions.

We say that .T1; T2/ has the BVE distribution if the joint reliability function is
given by, for t1 � 0 and t2 � 0,

NF .t1; t2/ D e��1t1��2t2��12max.t1;t2/;

where �1; �2; �12 are non-negative parameters such that �1C�12 > 0, �2C�12 > 0.
T1 and T2 are independent when �12 D 0. For 0 < t1 < t2 and 0 < t2 < t1 the
density can be obtained by @2 NF .t1; t2/=@t1@t2, and then for t > 0

P.t < T1 < T2/ D �1

�
e��t ;

P.t < T2 < T1/ D �2

�
e��t ;

where � D �1 C �2 C �12. It follows that P.T1 D T2 > t/ D �12
�
e��t . So .T1; T2/

has density f on the region f.t1; t2/ W t1 > 0; t2 > 0; t1 ¤ t2g with respect to two-
dimensional Lebesgue measure, and a density g on the line f.t; t/ W t > 0g in the
sense that P.T1 D T2 � t/ D R t

0
g.u/du with respect to one-dimensional Lebesgue

measure. Density functions f and g are given by

f .t1; t2/ D
�
�1.�2 C �12/e

��1t1�.�2C�12/t2 ; 0 < t1 < t2
�2.�1 C �12/e

�.�1C�12/t1��2t2 ; 0 < t2 < t1;
(2.14)

and

g.t/ D �12e
��t : (2.15)

In addition, P.T1 D T2/ D R1
0 g.t/dt D �12

�
� 0.

The Laplace transform  .s; t/ D E.e�sT1�tT2/ is given by, from (2.14)
and (2.15),

 .s; t/ D .�1 C �12/.�2 C �12/.�C s C t/C st�12

.s C t C �/.s C �1 C �12/.t C �2 C �12/
:

It follows that the marginal expectations, variances, and correlation coefficient can
be obtained. In particular, the correlation coefficient �.T1; T2/ D �12

�
� 0.

For the n-dimensional multivariate exponential distribution (MVE), the joint
reliability function is given by

NF .t1; : : : ; tn/ D exp

8<
:�

2
4 nX
iD1

�i ti C
nX
i<j

�ij max.ti ; tj /

C
nX

i<j<k

�ijk max.ti ; tj ; tk/C � � � C �1:::n max.t1; : : : ; tn/

3
5
9=
; ;

(2.16)
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where ti � 0 and the 2n � 1 different �-symbols are non-negative constants. By
setting ti D 0, we have a .n�1/-dimensional MVE distribution. Hence the marginal
distributions of all order are MVE. For example,

NF .t1; t2; 0/ D exp

(
�
"

2X
iD1
.�i C �i3/ti C .�12 C �123/max.t1; t2/

#)

is a BVE.
We next evaluate the reliability functions for a k-out-of-n:F system whose

components lifetimes are characterized by the MVE. Recall in Sect. 2.2.1.2 that
the time of failure of a k-out-of-n:F system may be represented in terms of the
kth order statistic, i.e., RkWn.t/ D P.TkWn > t/. The system reliability functions
for 1-out-of-2:F and 2-out-of-2:F are R1W2.t/ D e��t and R2W2.t/ D e�.�1C�12/t C
e�.�2C�12/t � e��t , respectively, where � D �1 C �2 C �12. The MVE distribution
gives a formidably large task to get the system reliability functions, as there are
2n � 1 different �0s in Eq. (2.16). For simplicity, we consider the case of identical
component lifetime distributions. Let

�i D ˇ1; i D 1; : : : ; n;

�ij D ˇ2; i; j D 1; : : : ; n; i ¤ j;

:::

�1:::n D ˇn;

then the joint reliability function (2.16) becomes

NF .t1; : : : ; tn/ D exp

8<
:�

2
4ˇ1

nX
iD1

ti C ˇ2

nX
i<j

max.ti ; tj /

Cˇ3
nX

i<j<k

max.ti ; tj ; tk/C � � � C ˇnmax.t1; : : : ; tn/

3
5
9=
; : (2.17)

The system reliability functions for 1-out-of-n:F and n-out-of-n:F are, respectively,

R1Wn.t/ D NF .t; : : : ; t/ D exp

(
�
" 
n

1

!
ˇ1 C

 
n

2

!
ˇ2 C � � � C

 
n

n

!
ˇn

#
t

)
;

and

RnWn.t/ D P

 
n[

kD1
fTk > tg

!

D
nX

kD1
P.Tk > t/�

X
1�i1�i2�n

P.Ti1 > t; Ti2 > t/C � � � C .�1/n�1P
 

n\
kD1

fTk > tg
!
:
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Fig. 2.7 Failure
events for a system
with three identical
components when
using the
beta-factor model

From (2.17), for k D 1; : : : ; n, we have

P.T1 > t; : : : ; Tk > t/

D P.T1 > t; : : : ; Tk > t; TkC1 D 0; : : : ; Tn D 0/

D exp

(
�
"
ˇ1kt C ˇ2

  
n

2

!
�
 
n� k

2

!!
t C ˇ3

  
n

3

!
�
 
n � k

3

!!
t C � � � C ˇnt

#)

D exp

8<
:�

n�1X
iD0

kX
jD1

 
n � j
i

!
ˇiC1t

9=
; ;

where we use the equality

kX
jD1

 
n � j

r

!
D
 

n

r C 1

!
�
 
n � k

r C 1

!
; r D 1; : : : ; n � 1;

where


x

y

� D 0 if x < y. Hence

RnWn.t/ D
nX

kD1
.�1/k�1

 
n

k

!
� exp

8<
:�

n�1X
iD0

kX
jD1

 
n � j

i

!
ˇiC1t

9=
; :

Reliability modeling of common cause failures was introduced in the nuclear
power industry more than 30 years ago [108]. According to NEA [79] a common
cause failure is defined as “a dependent failure in which two or more component
fault states exist simultaneously, or within a short time interval, and are a direct
result of a shared cause.” Common cause failures are especially important for
redundant components, and they may be classified in two main types: (i) multiple
failures that occur at the same time due to a common cause, and (ii) multiple failures
that occur due to a common cause, but not necessarily at the same time.

The beta-factor model is the most commonly used common cause failure model.
Figure 2.7 gives failure events for a system with three identical components
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when using the beta-factor model. Extensions of the beta-factor model have been
suggested, for example, the binomial failure rate model, the alpha factor model, the
multiple Greek letter model, and the multiple beta-factor model [38].

As for time-varying failure rates, there are considerable studies in the topic of
common cause failures for the system reliability modeling and analysis, such as
models apply to systems with exponential time-to-failure distributions [7, 17, 28];
components being affected by at most a single common-cause [105, 110]; a single
common-cause affects all components of a system [5]. Zhang and Horigome [125]
present a method for analyzing availability & reliability of repairable systems
with common cause failures among components. Xing [117] studies the reliability
analysis of computer network systems by allowing for multiple common cause that
can affect different subsets of system components.

2.2.2.2 Freund’s Model

Freund [29] proposed a bivariate extension of the exponential distribution by
allowing the failure rate of the surviving component to be affected after the failure
of another component. Freund’s bivariate distribution is absolutely continuous and
possesses the bivariate lack of memory property [12]. Suppose components T1
and T2 follow independently exponential distributions with parameters ˛1 and ˛2,
respectively, until one of components fails. When component T1.T2/ has failed, the
parameter of the surviving component T2.T1/ changes to ˛02.˛01/. T1 and T2 are
not independent, since the failure of one component changes the parameter of the
surviving one. Consequently, the joint density of .T1; T2/ is

f .t1; t2/ D
�
˛1˛
0
2e
�.˛1C˛2�˛0

2/t1�˛0
2t2 ; 0 < t1 < t2

˛2˛
0
1e
�˛0

1t1�.˛1C˛2�˛0
1/t2 ; 0 < t2 < t1:

(2.18)

For convenience, we call this distribution the FBVE.
The joint reliability function of .T1; T2/ is, for 0 < t1 < t2,

NF .t1; t2/ D
Z 1
t2

Z t2

t1

˛1˛
0
2e
�.˛1C˛2�˛0

2/x�˛0
2ydxdy C NF .t2; t2/

D ˛1

˛1 C ˛2 � ˛02
e�.˛1C˛2�˛0

2/t1�˛0
2t2 C ˛2 � ˛02

˛1 C ˛2 � ˛02
e�.˛1C˛2/t2 :

It is similar for 0 < t2 < t1. Thus the joint reliability function of the FBVE is
given by

NF .t1; t2/ D
�
	1e
�.˛1C˛2�˛0

2/t1�˛0
2t2 C .1 � 	1/e

�.˛1C˛2/t2 ; t1 < t2
	2e
�.˛1C˛2�˛0

1/t2�˛0
1t1 C .1 � 	2/e

�.˛1C˛2/t1 ; t2 < t1;
(2.19)

where 	1 D ˛1
˛1C˛2�˛0

2
and 	2 D ˛2

˛1C˛2�˛0
1
. T1 and T2 are independent when ˛01 D ˛1

and ˛02 D ˛2.
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The Laplace transform  .s; t/ is given by

 .s; t/ D E.e�sT1�tT2 / D .˛1 C ˛2 C s C t/�1
�
˛01˛2
˛01 C s

C ˛1˛
0
2

˛02 C t

�
:

We remark that the moment generating function E.esT1CtT2/ given by Freund [29]
was wrong. It follows that the marginal expectations, variances, and correlation
coefficient can be obtained. In particular, the correlation coefficient is

�.T1; T2/ D ˛01˛02 � ˛1˛2q
.˛021 C 2˛1˛2 C ˛22/.˛

02
2 C 2˛1˛2 C ˛21/

:

It can be shown that �1=3 < �.T1; T2/ < 1.
The marginals are not exponentials; each is a mixture of exponentials

f1.t1/ D .1 � 	2/.˛1 C ˛2/e
�.˛1C˛2/t1 C 	2˛

0
1e
�˛0

1t1 ;

f2.t2/ D .1 � 	1/.˛1 C ˛2/e
�.˛1C˛2/t2 C 	1˛

0
2e
�˛0

2t2 ;

provided that ˛1 C ˛2 � ˛01 ¤ 0 and ˛1 C ˛2 � ˛02 ¤ 0. The marginal density fi .ti /
contains various parameter ranges ˛01 < ˛1, ˛01 D ˛1, ˛1 < ˛01 < ˛1 C ˛2 and
˛1 C ˛2 < ˛

0
1. If ˛1 C ˛2 � ˛01 D 0 and ˛1 C ˛2 � ˛02 D 0, then

f1.t1/ D .˛1 C ˛01˛2t1/e�˛
0
1t1 ;

f2.t2/ D .˛2 C ˛02˛1t2/e�˛
0
2t2 :

Thus fi .ti / is a mixture of an exponential density gi .ti / and a gamma density
g�i .ti /, i.e.,

f1.t1/ D ˛1

˛01
g1.t1/C ˛2

˛01
g�1 .t1/;

where g1.t1/ D ˛01e�˛
0
1t1 and g�1 .t1/ D ˛01

2
t1e
�˛0

1t1 .
From (2.19), the reliability functions for 1-out-of-2:F and 2-out-of-2:F systems

are, respectively,R1W2.t/ D e�.˛1C˛2/t and

R2W2.t/ D

8̂
<̂
ˆ̂:

	1e
�˛0

2t C 	2e
�˛0

1t C .1 � 	1 � 	2/e�.˛1C˛2/t ; ˛1 C ˛2 ¤ ˛01; ˛02
	1e
�˛0

2t C .1 � 	1 C ˛2t/e
�.˛1C˛2/t ; ˛1 C ˛2 D ˛01 ¤ ˛02

	2e
�˛0

1t C .1 � 	2 C ˛1t/e
�.˛1C˛2/t ; ˛1 C ˛2 D ˛02 ¤ ˛01

Œ1C .˛1 C ˛2/t� e
�.˛1C˛2/t ; ˛1 C ˛2 D ˛01 D ˛02;

where 	1 D ˛1
˛1C˛2�˛0

2
and 	2 D ˛2

˛1C˛2�˛0
1
.
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Example 2.6. When ˛1 D ˛2 D ˛ and ˛01 D ˛02 D 2˛, the system reliabilityR2W2.t/
is given by

R2W2.t/ D .1C 2˛t/e�2˛t :

From (2.4), the system’s model failure rate function is

�.t/ D 4˛2t

1C 2˛t
:

This system is related to cascading failures models, see Singpurwalla [100].

For a n-component system of this type, the joint density can be formulated in
which the parameters of the surviving components change as components fail. Let
the n components fail at times T1Wn � T2Wn � � � � � TnWn. For j D 1; : : : ; n and
k D 1; : : : ; j � 1, Tj Wn has failure rate ˛.k/j after k of the components have failed,
i.e., for j D 1; : : : ; n,

Tj Wn W ˛j 1 failed�! ˛
.1/
j

2 failed�! ˛
.2/
j

3 failed�! : : :
(j � 1) failed�! ˛

.j�1/
j :

The joint density of T1; : : : ; Tn is, similar to (2.18),

f .t1; : : : ; tn/ D
nY

kD1

2
4˛.k�1/k

nY
jDk

exp
�
�˛.k�1/j .tkWn � tk�1Wn/

35 ;

where 0 D t0Wn � t1Wn � � � � � tnWn. We call this distribution the FMVE.
The formulae become more complicated as the number of components becomes

larger than two. However, if we assume these different components are the same
versions with equal parameters, then the reliability functions have simpler forms. If
k components failed, the conditional distribution of the surviving components will
have exponential distributions with parameters ˛kC1, for k D 0; 1; : : : ; n � 1. That
is, for j D 1; : : : ; n,

Tj Wn W ˛1 1 failed�! ˛2
2 failed�! ˛3

3 failed�! : : :
(j � 1) failed�! ˛j :

The joint density of T1; : : : ; Tn becomes

f .t1; : : : ; tn/

nY
kD1

˛k exp Œ�˛k.n � k C 1/.tkWn � tk�1Wn/� ;
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where 0 D t0Wn � t1Wn � � � � � tnWn. The spacings Dk D TkWn � Tk�1Wn are
independent exponential distributions with mean 1=
k, where


k D .n � k C 1/˛k; k D 1; : : : ; n:

The kth order statistics TkWn D Pk
iD1 Di can be considered as the time of failure

of a k-out-of-n:F system. Thus the reliability function for the 1-out-of-n:F system
is R1Wn.t/ D P.T1Wn > t/ D e�
1t D e�n˛1t . In order to obtain the reliability
function for the n-out-of-n:F system, we need to obtain the p.d.f. of TkWn. The
Laplace transform of TkWn is

 .s/ D E.e�sTkWn / D
kY
iD1


i


i C s
:

The p.d.f. of TkWn is obtained by expressing the Laplace transform in partial fraction
form as

kX
iD1

pi

i


i C s
;

where

pi D
nY

jD1;j¤i


j


j � 
i :

Thus the p.d.f. of TkWn is

fTkWn
.t/ D

kX
iD1

pi
i expŒ�
i t �:

It follows that the reliability function for the n-out-of-n:F system is

RnWn.t/ D P.TnWn > t/ D
Z 1
t

fTnWn .�/d� D
nX
iD1

pi expŒ�
i t �;

that is,

RnWn.t/ D
nX
iD1

2
4 nY
jD1;j¤i

.n � j C 1/˛j

.n � j C 1/˛j � .n� i C 1/˛i

3
5 expŒ�.n � i C 1/˛i t �;

(2.20)

provided that .n� j C1/˛j � .n� i C1/˛i ¤ 0; for j ¤ i . The reliability function
RnWn.t/ is a mixture of exponentials, since

Pn
iD1 pi D 1.
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Example 2.7. Suppose that a system consists of n identical components connected
in parallel. Let us suppose that failures of certain components lead to increase in the
functional load applied to the components still in operation. The failure rate of each
component is independent of time but depends on the number of components that
have not failed. At a given instant, .n�kC1/ components are in operation, then the
failure rate of each of them is equal to ˛k . The reliability function is given by (2.20).
It can be shown that the mean lifetime of the system is [32]

1

n˛1
C 1

.n � 1/˛2 C � � � C 1

˛n
:

Load-sharing model is originated from the study of the failure properties of
composite materials using the concept of fiber bundles. The model can be either
static or time-dependent. Experiments usually favor the dynamic failure fiber bundle
models [50]. The load-sharing rule is an important element of the load-sharing
models. It governs how the loads on the working components change after some
components in the system fail. There are equal, local, monotone, and non-monotone
load-sharing rules, and the equal rule is the one most applied. FBVE is a simple
load-sharing model and is applicable to almost all load-sharing rule.

Studies of k-out-of-n system related to FMVE are Scheuer [94], Lin et al.
[53], and Amari and Misra [4]. Amari et al. [6] study tampered failure rate load-
sharing k-out-of-n:G systems. Huang and Xu [41], Liu [62], and Lu [63] study
reliability functions of load-sharing redundant systems with non-exponential or
arbitrary failure distributions. Shao and Lamberson [97] models a load-sharing k-
out-of-n:G system by a continuous-time Markov chain and solves its differential
equations using inverse Laplace transforms. We return to this model in Sect. 2.5.2.

2.3 Markov Models

Markov models are commonly used to perform reliability analysis of engineering
systems and fault-tolerant systems. They are also used to handle reliability and
availability analysis of repairable systems. We first give notations and several
properties of stochastic processes. Next, we explore Markov chains focusing on
criteria of recurrent/transient state, and long-run probabilities. We then discuss
basic properties of the homogeneous Poison process, which is one of the most
important stochastic processes. The nonhomogeneous Poisson process (NHPP) is an
time-dependent variation of the homogeneous Poisson process. NHPP models has
been applied to various fields, such as repairable systems and software reliability
modeling. The discussion is then going to the continuous-time Markov chain,
including the birth, the death, and the birth-death processes. It is not an easy task to
solve the state equations. A number of solution techniques exist, such as analytical
solution [9], Laplace-Stieltjes transforms [92], numerical integration and computer-
assisted evaluation [88].
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2.3.1 Basic Properties of Stochastic Processes

A stochastic process is a mathematical model for the occurrence, at each moment
after the initial time, of a random phenomenon. Mathematically, a stochastic process
is a collection of random variables fX.t/; t 2 T g defined on a common probability
space indexed by a suitable index set T which describes the evolution of some
systems. That is, for each t 2 T , X.t/ is a random variable. Generally these
random variables X.t/ are dependent. Stochastic processes are then characterized
by different dependency relationships among X.t/. We often interpreted t as time
and call X.t/ the state of the process at time t . If T is a countable set, we call
fX.t/ W t 2 T g a discrete-time stochastic process. If T is a continuum, we call
fX.t/ W t 2 T g a continuous-time stochastic process.

Often T D Œ0;1/ if the system evolves in continuous time. For example, X.t/
might be the number of people in a queue at time t , or the accumulated claims paid
by an insurance company in Œ0; t �. Alternatively, we could have T D f0; 1; : : : g
if the system evolves in discrete time. Then X.n/ might represent the number of
arrivals to a queue during the service interval of the nth customer.

Any realization of a stochastic process fX.t/ W t 2 T g is called a sample path.
The space of the possible values of each X.t/ is called the state space S . If S is a
countable set, we call fX.t/ W t 2 T g a discrete state stochastic process. If S is a
continuum, we call fX.t/ W t 2 T g a continuous state stochastic process. Several
common properties of stochastic processes are given as follows.

Markov property: A Markov process is a stochastic process having the Markov
property that, given the present state at time s and all past states, the future state
at t C s is independent of the past and depends only on the present state at s.
Formally, if 8s; t � 0 and 0 � u � s,

P.X.t C s/ D j jX.s/ D i; X.u/ D x.u/; 0 � u < s/ D P.X.t C s/ D j jX.s/ D i/:

A Markov process having a countable state space is called a Markov chain.
A discrete-time Markov process is simply called a Markov chain. Random walk
is a Markov chain. The Poisson process and birth-death processes are continuous-
time Markov chains. A Markov process for which all realization are continuous
functions is called a diffusion process. Brownian motion is a diffusion process.

Homogeneous (or Stationary): A stochastic process is said to be homogeneous or
stationary if the transition probability pij.t/ D P.X.t C s/ D j jX.s/ D i/ is
independent of s. Many continuous-time Markov chain we consider will have
homogeneous property. Let �i be the amount of time that the process stays in
state i . By the Markovian property, P.�i > s C t j�i > s/ D P.�i > t/ for all
s; t � 0. Hence, the random variable �i is memoryless and must be exponentially
distributed. That is, the amount of time a continuous-time Markov chain spends
in each state, before jumping to the next state, is exponentially distributed.

Independent increments: A continuous-time stochastic process fX.t/; t 2 T g is
said to have independent increments if, for all 0 � t0 < t1 < t2 < � � � < tn, the
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random variables X.t1/ � X.t0/; X.t2/ � X.t1/; : : : ; X.tn/ � X.tn�1/ are jointly
independent, where the difference X.ti / � X.ti�1/ is called the increment. That
is, for all n,

P.X.t0; t1/ D k1; : : : ; X.tn�1; tn/ D kn/ D
nY
iD1

P.X.ti�1; ti / D ki /;

where X.t2/ � X.t1/ D X.t1; t2/. If the index set contains a smallest index t0, it
is also assumed thatX.t0/; X.t1/�X.t0/; X.t2/�X.t1/; : : : ; X.tn/�X.tn�1/ are
jointly independent. Brownian motions, Poisson processes and Lévy processes
have homogeneous independent increments.

Martingale processes: A stochastic process fXt W t 2 T g is said to be a martingale
process if, for t1 < � � � < tn < tnC1,
1. E .jXt j/ < 1; 8t;
2. E



XtnC1

jXt1; Xt2; : : : ; Xtn
� D Xtn;

3. For any t 2 T the random variable X.t/ is Ft -measurable.

Taking expectation of (2) gives E.XtnC1
/ D E.Xtn/, and so E.Xtn/ D E.Xt1/

for all t’s. For any s � t , s; t 2 T , if E.X.t/jFs/ � X.s/ P-a.s., then we have
the definition of a submartingale; if E.X.t/jFs/ � X.s/ P-a.s., then we have a
supermartingale.

A martingale is a generalized version of a fair game. Martingale concepts and
methodologies have provided a far-reaching apparatus vital to the analysis of all
kinds of functionals of stochastic processes. In particular, martingale constructions
serve decisively in the investigating of stochastic models of diffusion type.

2.3.2 Markov Chains

2.3.2.1 Transition Probabilities

A Markov chain with discrete-state space S is a collection of random variables Xn
with the Markov property

P.XnC1 D j jX0 D i0; X1 D i1; : : : ; Xn�1 D in�1; Xn D i/

D P.XnC1 D j jXn D i/ D pij;

for all states i0; i1; : : : ; in�1; i; j and all n � 0. pij is called a 1-step transition
probability, representing the probability that a process in state i will next make a
transition into state j . We write pij instead of pn;nC1ij to represent the homogeneous
transition probabilities.
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We often display the 1-step transition probabilities pij D P.XnC1 D j jXn D i/

in a matrix P D Œpij�, called the transition probability matrix (or simply transition
matrix), such that

P D Œpij� D

2
6666664

p00 p01 p02 : : :

p10 p11 p12 : : :
:::

:::
::: : : :

pi0 pi1 pi2 : : :
:::

:::
::: : : :

3
7777775
;

where pij � 0 8i; j � 0, and
P1

jD0 pij D 1, i D 0; 1; : : : .
A Markov chain fXn; n D 0; 1; 2; : : : g is completely defined by its (1-step)

transition probability matrix and its initial distribution (i.e., the specification of a
probability distribution on the state of the process at time 0):

P .X0 D i0; X1 D i1; : : : ; Xn D in/

D P .Xn D injX0 D i0; X1 D i1; : : : ; Xn�1 D in�1/

�P .X0 D i0; X1 D i1; : : : ; Xn�1 D in�1/

D pin�1;in � pin�2;in�1 � � � � � pi1;i2 � pi0;i1 � P.X0 D i0/;

where P.X0 D i0/ is the initial probability.
The analysis of a Markov chain concerns mainly the calculation of the probability

of the possible realizations of the process. Central in these calculations are the n-
step transition probability matrices P.n/ D Œp

.n/
ij � where p.n/ij is the n-step transition

probability and p.n/ij D P.XnCm D j jXm D i/, n � 0, i; j � 0. The interest is to

calculate p.n/ij in terms of the transition probability pij.

2.3.2.2 Chapman-Kolmogorov Equations

The Chapman-Kolmogorov equations calculate the .n C m/-step transition proba-
bility p.nCm/ij by summing over all the intermediate state k at time n and moving to
state j from state k at the remaining time m: P.nCm/ D P.n/ � P.m/. A consequence
of the Chapman-Kolmogorov equations is that P.n/ D Pn, i.e., the n-step transition
probability matrix is equal to the nth power of the 1-step transition matrix.

The distribution of position at any time, P.Xn D j /, is given by the initial
distribution and the n-step transition probabilities: (n � 1)

P.Xn D j / D
1X
iD0

P.X0 D i/P.Xn D j jX0 D i/ D
1X
iD0

P.X0 D i/p
.n/
ij :
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Example 2.8. Consider a system with three state components situated in a shock
environment that generates shocks according to a Poisson process with intensity �.
The three states can be described as 0 or good, 1 or degraded, and 2 or failed. When
a component is hit by a shock it will (independently of the other components) pass
from state 0 to state 1 with probability p1 D 1 � q1 and from state 1 to state 2 with
probability p2 D 1 � q2 (p1 ¤ p2). Let Pk be the probability that a component in
state 0 survives k shocks. Then

Pk D qk1 C
k�1X
jD0

q
j
1 p1q

k�1�j
2 D p1q

k
2 � p2q

k
1

q2 � q1
:

2.3.2.3 Stationary Distributions

Let w D Œw0;w1;w2; : : : � and
P1

iD0 wi D 1. Then w is said to be a stationary
distribution (or equilibrium vector, steady-state vector) for the Markov chain if
w P D w. If w is a stationary distribution, then 8n � 1,

wPn D .wP/Pn�1 D wPn�1 D � � � D wP D w:

The chain is sometimes said to be in equilibrium.

Example 2.9. Consider a two-state Markov chain with the state space S D f0; 1g
and the transition probability matrix P D

�
1� ˛ ˛

ˇ 1 � ˇ
�

, 0 < ˛; ˇ < 1. The

stationary distribution of the Markov chain is
�

ˇ

˛Cˇ ;
˛

˛Cˇ


.

2.3.2.4 Classification of States

• Accessible: If p.n/ij > 0 for some n � 0. That is, the state j is accessible from the
state i if there is positive probability that in a finite number of steps a Markov
chain moves from i to j .

• Communicate: If 9 m; n � 0 such that p.m/ij > 0 and p.n/j i > 0. That is, two states
communicate if each is accessible from the other.

• Irreducible: “Communicate with” is an equivalence relation, which breaks state
space S up into disjoint equivalence classes. Two states that communicate are
in the same class. If there is just one class, the chain is irreducible (all states
communicate with each other), otherwise it is Reducible. A closed class is one
we cannot leave. A closed class containing exactly one state is called absorbing.

• Transient/recurrent: A state is transient if it is not certain we shall return to it
sometime, otherwise it is recurrent. Formally,

P.Xn D i for some n � 1jX0 D i/

� D 1; state i is recurrent
< 1; state i is transient.
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Fig. 2.8 A six-state
system transitions

• Periodicity: Period d.i/ of a state i is the greatest common divisor of those time
n� 1 taken to return to i , given we start there. That is, d.i/ D gcdfn W n � 1;

p
.n/
ii > 0g. In particular, if d.i/ D 1, then the state i is called aperiodic.

Example 2.10. If S D f1; 2; 3; 4; 5; 6g and the transition probability matrix is
given by

P D

2
66666664

0 1=3 1=3 1=3 0 0

1=3 0 1=3 1=6 1=6 0

1=3 1=3 0 0 0 1=3

0 0 0 0 1 0

0 0 0 2=3 0 1=3

0 0 0 0 1 0

3
77777775
:

Then f1; 2; 3g: transient, aperiodic; f4; 5; 6g: irreducible closed set, recurrent,
period 2 (Fig. 2.8).

2.3.2.5 First Hitting Probability

The states of a Markov chain are classified independently from two viewpoints:
(i) recurrent and transient states, and (ii) periodic and aperiodic states. The vast
majority of Markov chains we deal with are aperiodic, and criteria for a state to be
recurrent or transient is closely related to the first hitting probability. The first hitting
probability is defined as

f
.n/

ij D P.Tj D njX0 D i/; n � 1;

representing the probability that, starting from state i , the first transition into state j
occurs at time n. The random variable Tj represents the time (i.e., number of steps)
for the first transition into state j , i.e., Tj D minfn � 1 W Xn D j g. If 8 n � 1,

Xn ¤ j , then define Tj D 1. Define fij D P1
nD1 f

.n/
ij to be the probability that the
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chain ever visits j , starting from i . For i ¤ j , fij > 0 if and only if j is accessible
from i . Of course, fij � 1. Now we have a criterion for a state to be recurrent or
transient.

Definition 2.1. State j is recurrent if and only if fjj D 1, and transient if and only
if fjj < 1.

If state j is an absorbing state, then P.Tj D 1jX0 D j / D 1. This implies that
fjj D 1. Thus an absorbing state is recurrent. If a Markov chain is in state j and j
is recurrent, the probability that the process will return to that state is 1. Since the
process is a Markov chain, this is equivalent to the process beginning once more
from state j , and with probability 1, it will once again return to that state. Repeating
this argument leads to the conclusion that state j will be entered infinitely often.
Hence, a recurrent state has the property that the expected number of time periods
that the process is in state j is infinite. If state j is transient, then the probability of
reentering state j is fjj (< 1) and the probability of not reentering state j is 1� fjj.
Then the expected number of time periods that the process is in state j is finite and
given by 1

1�fjj
.

2.3.2.6 A Criterion for Recurrent and Transient

Theorem 2.2. An important formula that connect f .n/
ij and p.n/ij is

p
.n/
ij D

nX
kD1

f
.k/

ij p
.n�k/
jj ; 8i; j and 1 � n < 1:

Theorem 2.3. A criterion for identifying a state to be recurrent or transient in
terms of the n-step transition probabilities p.n/ij is: (1) State j is recurrent if and

only if
P1

nD1 p
.n/
jj D 1, (2) State j is transient if and only if

P1
nD1 p

.n/
jj < 1.

2.3.2.7 Examples of Recurrent/Transient

Example 2.11. Consider a two-state Markov chain with states f0; 1g and the

transition probability matrix P D
�
1 0

1=2 1=2

�
. It is obvious that

P1
nD1 p

.n/
00 D

1C 1 C � � � D 1 and
P1

nD1 p
.n/
11 D 1

2
C 


1
2

�2 C � � � D 1 < 1, which implies that
state 0 is recurrent and state 1 is transient.

Example 2.12. Consider a three-state Markov chain with states f1; 2; 3g and the
transition probability matrix

P D
2
4 ˛ 1 � ˛ 0

0 0 1

1 � ˇ 0 ˇ

3
5 :
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Since f11 D P1
nD1 f

.n/
11 D ˛CP1

nD3.1�˛/.1�ˇ/ˇn�3 D ˛C .1�˛/ .1�ˇ/
.1�ˇ/ D 1,

then f11 D 1, and consequently the state 1 is recurrent.

2.3.2.8 Ergodic

Ergodic states are important in the classification of chains, and in proving the
existence of limiting probability distributions.

Definition 2.2. The mean recurrence time �jj denotes the expected time of transi-
tions needed to return to state j , starting from state j :

�jj D E.Tj jX0 D j / D
( P1

nD1 nf
.n/

jj if j is recurrent
1 if j is transient:

�jj may be infinite even if j is recurrent. The recurrent state j is called positive
recurrent if �jj < 1 and it is null recurrent if �jj D 1.

It can be shown that for a finite-state Markov chain, all recurrent states are
positive recurrent. Note that �ij D E.Tij/ is the mean first passage time, where
Tij D minfn � 0 W Xn D j jX0 D ig.

Definition 2.3. Positive recurrent states that are aperiodic are called ergodic states.
A Markov chain is said to be ergodic if all its states are ergodic states.

Example 2.13. Consider a two-state Markov chain S D f1; 2g with transition

probability matrix P D
�
1=3 2=3

1=4 3=4

�
. Given X0 D 1, the chain enters state 2 as

soon as it leaves state 1. Hence

P.T12 D n/ D 2

3

�
1

3

�n�1
; n � 1;

and

�12 D
1X
nD1

nf
.n/
12 D

1X
nD1

n
2

3

�
1

3

�n�1
D 3

2
:

Likewise, first return to state 1 at the nth step occurs after n � 2 consecutive visits
to state 2, so

P.T1 D n/ D
(

1
3
; n D 1
2
3



3
4

�n�2 1
4
; n � 2:
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Hence

�11 D
1X
nD1

nf
.n/
11 D 1

3
C
1X
nD2

n
2

3

�
3

4

�n�2
1

4
D 11

3
:

Example 2.14. If the transition probability matrix is given by

P D
2
4 ˛ 1 � ˛ 0

0 0 1

1� ˇ 0 ˇ

3
5 :

The state 1 is recurrent and its mean recurrence time is given by

�11 D
1X
nD1

nf
.n/
11 D ˛ C .1 � ˛/.1 � ˇ/

1X
nD3

nˇn�3 D 3 � 2˛ � 2ˇ C ˛ˇ

1 � ˇ < 1:

Hence state 1 is positive recurrent. Because p.n/11 > 0 for n � 3, state 1 is aperiodic.
Hence state 1 is ergodic (and also states 2 and 3).

Theorem 2.4. An irreducible chain has a stationary distribution  if and only if all
the states are positive recurrent; in this case,  is the unique stationary distribution
and is given by j D 1=�jj for each j 2 S , where �jj is the mean recurrence
time of j .

Example 2.15. Consider the Markov chain

P D
2
4 0 1=3 2=3

2=3 0 1=3

1=3 2=3 0

3
5 :

The unique stationary distribution is  D .1=3; 1=3; 1=3/. Thus, �11 D �11 D 3,
�22 D �12 D 3, and �33 D �13 D 3. The mean recurrence time for all states is 3.

Theorem 2.5. If we have an irreducible aperiodic chain:

(1) If it is transient, then p.n/ij �! 0 8i; j ;

(2) If it is positive recurrent, then p.n/ij �! j D 1=�jj;

(3) If it is null recurrent, then p.n/ij �! 0 8i; j , and the mean time to return to any
state is infinite.

2.3.2.9 Limiting Probabilities in Finite-State Markov Chains

For a finite-state Markov chain: (i) not all states are transient, and (ii) there are no
null recurrent states. An irreducible finite chain must be positive recurrent. If the
irreducible finite-state Markov chain is aperiodic, there exists a unique and positive
stationary distribution which is the limiting distribution.
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For a Markov chain, all states can be classified into several recurrent classes
C1; : : : ; Cm, and remaining transient states which form a transient set T . Then all
sets C1; : : : ; Cm; T are disjoint. Rearranging (or relabeling) all the states so that the
irreducible classes are together and transient states are last, the Markov chain can
be rewritten in the form

P D

0
BBBBB@

C1 C2 : : : Cm T

C1 P1 0 : : : 0 0

C2 0 P2 : : : 0 0
:::

:::
:::

: : :
:::

:::

Cm 0 0 : : : Pm 0

T R1 R2 : : : Rm Q

1
CCCCCA
;

where P1; : : : ; Pm are the transition matrices for recurrent classes C1; : : : ; Cm, Q
is a square matrix for describing the transitions among all transient states for T ,
and R1; : : : ; Rm are (not necessarily square) matrices describing the transitions
from all transient states to the corresponding recurrent classes C1; : : : ; Cm. Let
us consider the limiting probabilities limn!1P .n/

ij for all states. Assume that all
positive recurrent states are aperiodic, we have

lim
n!1p

.n/
ij D 1

�jj
.i; j 2 Ck I k D 1; : : : ; m/;

lim
n!1p

.n/
ij D 0 .i 2 Ck; j 2 Cl I k ¤ l/;

lim
n!1p

.n/
ij D 0 .i 2 Ck; j 2 T /;

lim
n!1p

.n/
ij D fij

�jj
.i 2 T; j 2 Ck/;

lim
n!1p

.n/
ij D 0 .i; j 2 T /:

Theorem 2.6. For a finite-state Markov chain, the eventual transition probability
fij from state i 2 T to state j 2 Ck (k D 1; : : : ; m) satisfies

fij D
X
l2Ck

Pil C
X
l2T

Pilflj .i 2 T; j 2 Ck/;

or in a matrix form

Œfij� D ŒI �Q��1Rk � 1;

where I is a identity matrix and 1 is a column vector of all the components’ unity.

Example 2.16. Consider a Markov chain with the state space S D f1; 2; 3; 4g and
the transition probability
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P D

2
664
1 0 0 0

0 0:3 0:7 0

0 0:5 0:5 0

0:2 0 0:1 0:7

3
775 :

We know that f1g is an absorbing state, f2; 3g are positive recurrent states, and f4g
is a transient state. For the recurrent class f1g, we have P1 D Œ1� and the limiting
distribution 1 D 1=�11 D 1. For the recurrent class f2; 3g, we have the submatrix

P2 D
�
0:3 0:7

0:5 0:5

�
and the stationary distribution is .2; 3/ D .1=�22; 1=�33/ D

.5=12; 7=12/. For the transient set f4g,

ŒI �Q��1 D Œ10=3�;

ŒI �Q��1 R1 � 1 D Œ10=3�Œ2=10�Œ1� D 2=3;

ŒI �Q��1 R2 � 1 D Œ10=3�Œ0 1=10�

�
1

1

�
D 1=3:

That is, f41 D 2=3 and f42 D f43 D 1=3. Thus, P .1/
41 D f41=�11 D 2=3. P .1/

42 D
f42=�22 D 5=36, and P .1/

43 D f43=�33 D 7=36. The limiting probability matrix is

P1 D lim
n!1P

n D

2
664

1 0 0 0

0 5=12 7=12 0

0 5=12 7=12 0

2=3 5=36 7=36 0

3
775 :

2.3.3 Poisson Processes

The Poisson process is the simplest stochastic process that arises in many applica-
tions, especially as a model for the ‘counting process’ (or ‘arrival processes’) that
counts the number of failures through time. A stochastic process fN.t/; t � 0g is
said to be a counting process if N.t/ represents the total number of ‘events’ that
have occurred up to time t .

2.3.3.1 Poisson Process

Definition 2.4. A counting process fN.t/; t � 0g is said to be a Poisson process
with rate � > 0 if

(i) N.0/ D 0;

(ii) The process has independent increments.
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(iii) The probability that k events take place for any interval t is Poisson distributed

with mean �t . That is, 8 s; t � 0,P.N.t C s/ � N.s/ D k/ D e��t .�t/
k

kŠ
;

k D 0; 1; 2; : : : :

It follows from condition (iii) that a Poisson process has stationary increments
and also thatEŒN.t/� D �t , which explains why � is called the ‘rate’ of the process.
To determine if an arbitrary counting process is actually a Poisson process, we must
show that conditions (i)–(iii) are satisfied. Conditions (i) and (ii) can usually be
verified from our knowledge of the process. However, it is not at all clear how we
would determine that condition (iii) is satisfied, and for this reason we need an
alternative definition of a Poisson process.

Definition 2.5. A counting process fN.t/; t � 0g is said to be a Poisson process
with rate � > 0 if the following conditions are satisfied:

(i) N.0/ D 0;

(ii) fN.t/; t � 0g has stationary (or homogeneous) independent increments,
(iii) P.N.h/ D 1/ D �hC o.h/;

(iv) P.N.h/ � 2/ D o.h/:

From this definition, we derive the probabilities Pn.t/ D P.N.t/ D n/,
n D 0; 1; 2; : : : , which denotes the probability that n events occur in Œ0; t �, andP1

nD0 Pn.t/ D 1. To find the distribution of N.t/, we first derive a differential
equation for P0.t/.

P0.t C h/ D P.N.t C h/ D 0/

D P.N.t/ D 0/P.N.t C h/ �N.t/ D 0jN.t/ D 0/

D P0.t/P0.h/ D P0.t/Œ1 � �hC o.h/�;

where the final two equations follow from (ii), (iii), and (iv). Hence

P0.t C h/ � P0.t/
h

D ��P0.t/C o.h/

h
:

Letting h ! 0 yields P
0

0.t/ D ��P0.t/. Next, for n � 1,

Pn.t C h/ D P.N.t C h/ D n/

D P.N.t/ D n;N.t C h/ �N.t/ D 0/

CP.N.t/ D n � 1;N.t C h/ �N.t/ D 1/

CP.N.t C h/ D n;N.t C h/�N.t/ � 2/:

By (iv), the last term in the above is o.h/; hence, by (ii), we obtain

Pn.t C h/ D Pn.t/P0.h/C Pn�1.t/P1.h/C o.h/

D .1 � �h/Pn.t/C �hPn�1.t/C o.h/:
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Thus,

Pn.t C h/� Pn.t/

h
D ��Pn.t/C �Pn�1.t/C o.h/

h
:

Letting h ! 0 yieldsP
0

n.t/ D ��Pn.t/C�Pn�1.t/. Thus, we need to solve a family
of differential equations:

P
0

0.t/ D ��P0.t/;
P

0

n.t/ D ��Pn.t/C �Pn�1.t/; n D 1; 2; : : : :

Subject to (i), P0.0/ D 1 andPn.0/ D 0 for all n � 1, solving recursively we obtain

Pn.t/ D e��t
.�t/n

nŠ
; n D 0; 1; 2; : : : :

Thus, for a fixed t , N.t/ � Poisson.�t/.
From the above results, Definition 2.5 implies Definition 2.4. In fact, two

definitions are equivalent. It is obvious that the process has stationary increment
from (iii) of Definition 2.4. Moreover, from (iii) of Definition 2.4, we have

P fN.h/ D 1g D �he��h D �hC o.h/;

P fN.h/ D kg D .�h/k

kŠ
e��h D o.h/; k D 2; 3; : : : ;

where we use

e��h D 1 � �hC .�h/2

2Š
� .�h/3

3Š
C � � � D 1 � �hC o.h/:

Thus Definition 2.4 implies Definition 2.5. A Poisson process implies all properties
in Definitions 2.4 and 2.5.

2.3.3.2 Interarrival Time and Arrival Time Distributions

For a Poisson process with rate � > 0, the interarrival times Xn .n D 1; 2; : : : / are
i.i.d. exponential r.v.s with parameter �:

P.X1 > t/ D P.N.t/ D 0/ D e��t ;

P.X2 > t jX1 D s/ D P (0 event in .s; s C t �jX1 D s)

D P (0 event in .s; s C t �) D e��t ;

i.e., the conditional distribution P.X2 > t jX1 D s/ is independent of X1, and
X2 � Exp.�/. Repeating the same argument yields the desired results.
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0 t1 ...

...

tn−1 tn tn+1

X1 Xn

Time

SnFig. 2.9 Interarrival times
and waiting times

The assumption of stationary and independent increments is equivalent to
asserting that, at any point in time, the Poisson process probabilistically restarts
itself. In other words, the process has no memory, and hence exponential interarrival
times are to be expected. Thus, we have a third definition for the Poisson process.

Definition 2.6. A Poisson process with rate � > 0 is a renewal process with the
exponential interarrival distribution F.t/ D 1 � e��t .

The arrival time of the nth event, also called the waiting time until the nth event
(from the origin), is Sn D Pn

iD1 Xi , where S0 D 0 (Fig. 2.9). It can be shown that
Sn has a gamma distribution with shape parameter n and scale parameter �. Use the
independent increment assumption as follows:

P.t < Sn < t C dt/ D P.N.t/ D n � 1/ � P.1 event in .t; t C dt//C o.dt/

D e��t .�t/n�1

.n� 1/Š
�dt C o.dt/:

Dividing by dt and then letting it approach 0, we have fSn.t/ D �e��t .�t/
n�1

.n�1/Š .

2.3.3.3 Some Examples of the Poisson Process

Example 2.17 (Superposition). The pooled process fN1.t/C N2.t/; t � 0g of two
independent Poisson processes fN1.t/; t � 0g and fN2.t/; t � 0g with respective
rates � and � is again a Poisson process with rate �C �:

P.N1.t/CN2.t/ D n/ D
nX

kD0
P.N1.t/ D k;N2.t/ D n � k/

D e�.�C�/t
Œ.�C �/t�n

nŠ
:

Example 2.18 (Decomposition). Let fN.t/; t � 0g be a Poisson process with rate
� and let the consecutive events follow the Bernoulli trials. For instance, each
arrival of failures at an assembly line can be classified as a major and a minor
with probability p and probability 1 � p, respectively. The classified processes
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fN1.t/; t � 0g and fN2.t/; t � 0g of major failures and minor failures are
independent Poisson processes with rates p� and .1 � p/�, respectively:

P.N1.t/ D k;N2.t/ D n � k/ D P.N1.t/ D k;N2.t/ D n � kjN.t/ D n/ � P.N.t/ D n/

D e�p�t .p�t/
k

kŠ
� e�.1�p/�t ..1 � p/�t/n�k

.n� k/Š
:

Example 2.19. Let fN.t/; t � 0g be a Poisson process with rate �. For s < t and
k < n

P.N.s/ D kjN.t/ D n/ D P.N.s/ D k;N.t/ �N.s/ D n � k/
P.N.t/ D n/

D
 
n

k

!
sk.t � s/n�k

tn
� Binomial

�
n;
s

t


:

Example 2.20. Given two independent Poisson process fN1.t/; t � 0g and fN2.t/;
t � 0g with rates �1 and �2

P.N1.t/ D kjN1.t/CN2.t/ D n/ D P.N1.t/ D k;N2.t/ D n � k/
P.N1.t/CN2.t/ D n/

D
 
n

k

!�
�1

�1 C �2

�k �
�2

�1 C �2

�n�k
� Binomial

�
n;

�1

�1 C �2

�
:

2.3.3.4 The Order Statistic Property

Suppose that exactly one event of a Poisson process has taken place by time t . The
time at which the event occurred is a uniform distribution over Œ0; t �: For s � t ,

P.X1 � sjN.t/ D 1/ D P.N.s/ D 1;N.t/�N.s/ D 0/

P.N.t/ D 1/
D s

t
:

This result is generalized as the following order statistic property.

Theorem 2.7. Suppose fN.t/; t � 0g is a Poisson process, and let Sk D Pk
iD1 Xi

be the kth arrival time. Given that N.t/ D n, the n arrival times S1; S2; : : : ; Sn
have the same distribution as the order statistics corresponding to n independent
random variables uniformly distributed on the interval Œ0; t �.

Example 2.21 (A Counter Model). Suppose that a device is subject to shocks that
occur in accordance with a Poisson process having rate �. The i th shock gives rise
to a damageDi . The Di , i � 1, are assumed to be i.i.d. and also to be independent
of fN.t/; t � 0g, where N.t/ denotes the number of shocks in Œ0; t �. The damage
due to a shock is assumed to decrease exponentially in time. That is, if a shock
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has an initial damage D, then a time t later its damage is De�˛t . If we suppose
that the damage are additive, then D.t/, the damage at t , can be expressed as
D.t/ D PN.t/

iD1 Die
�˛.t�Si /, where Si represents the arrival time of the i th shock.

The question is to find EŒD.t/�.

Conditioning on N.t/ yields

EŒD.t/jN.t/ D n� D E

"
nX
iD1

Di e
�˛.t�Si /jN.t/ D n

#

D E ŒD� e�˛tE
"

nX
iD1

e˛Si jN.t/ D n

#
:

Letting U1; : : : ; Un be i.i.d. U.0; t/ r.v.’s, then, by Theorem 2.7,

E

"
nX
iD1

e˛Si jN.t/ D n

#
D E

"
nX
iD1

e˛UiWn

#
D E

"
nX
iD1

e˛Ui

#
D n

˛t
.e˛t � 1/:

Hence,

EŒD.t/jN.t/� D N.t/

˛t
.1 � e�˛t /EŒD�;

and, taking expectations,

EŒD.t/� D �EŒD�

˛
.1 � e�˛t /:

2.3.3.5 Nonhomogeneous Poisson Process

Definition 2.7. The counting process fN.t/; t � 0g is said to be a nonstationary or
nonhomogeneous Poisson process (NHPP) with intensity function �.t/, t � 0 if:

(i) N.0/ D 0;

(ii) fN.t/; t � 0g has independent increments,
(iii) P.N.t C h/ �N.t/ D 1/ D �.t/hC o.h/;

(iv) P.N.t C h/ �N.t/ � 2/ D o.h/:

The NHPP has independent increments but does not have stationary property.
Thus, there is the possibility that events may be more likely to occur at certain times
than at other times. It can be shown that N.t C s/ � N.t/ � Poisson.m.t C s/ �
m.t//, wherem.t/ D R t

0
�.u/du. Thus,N.t/ is Poisson distributed with meanm.t/,
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and for this reason m.t/ is called the mean value function of the process. We use
Definition 2.7 to find the probability Pn.s/ D P.N.t C s/�N.t/ D n/. For fix t ,

P0.s C h/ D P.N.t C s C h/ �N.t/ D 0/

D P.N.t C s/�N.t/ D 0/ � P.N.t C s C h/�N.t C s/ D 0/

D P0.s/Œ1 � �.t C s/hC o.h/�:

Hence

P0.s C h/ � P0.s/
h

D ��.t C s/P0.s/C o.h/

h
:

Letting h ! 0 yields

P 00.s/ D ��.t C s/P0.s/: (2.21)

By integration and setting P0.0/ D 1, we have P0.s/ D e�Œm.tCs/�m.t/�. Similarly,
by the same procedure used in the Poisson process, we have

P.N.t C s/�N.t/ D n/ D e�Œm.tCs/�m.t/�
Œm.t C s/�m.t/�n

nŠ
; n D 0; 1; 2; : : : :

In particular,

P.N.t/ D n/ D e�m.t/
Œm.t/�n

nŠ
; n D 0; 1; 2; : : : :

The entire course of a NHPP is determined by the distribution of first failure
time:

P.XnC1 > xjS1 D s1; : : : ; Sn D sn/ D P.X1 > snCxjX1 > sn/; n D 0; 1; 2; : : : ;

where X ’s are interarrival times and S ’s are arrival times. In addition, setting t D 0

in (2.21), the intensity function of a NHPP satisfies d
dt
EN.t/ D d

dt
Œ� lnF .t/�, the

failure rate of first failure time. For example, if the first failure time has a Weibull
distribution F.t/ D 1� exp.�˛tˇ/ with a shape parameter ˇ and a scale parameter
˛, then the mean value function of the corresponding NHPP is m.t/ D ˛tˇ . Such
a NHPP is called a Weibull process, because first failure time has the Weibull
distribution.

A NHPP model also corresponds to what is called minimal repairs, meaning that
the system after repair is only as good as it was immediately before the failure. This
means that the intensity function �.t/ of the failure process immediately after the
failure is the same as it was immediately before the failure, and hence is exactly as
it would be if no failure had ever occurred. Thus we must have �.t/ D h.t/, where
h.t/ is the failure rate of the first failure time. That is, the intensity function �.t/ of



48 R.-T. Wang

the failure process is completely defined by the failure rate h.t/, and the mean value
function of a NHPP is m.t/ D R t

0
h.w/dw. Formally,

P.XnC1 > xjSn D t/ D P.X1 > t C xjX1 > t/ D F .t C x/

F .t/
D e�Œm.tCx/�m.t/�:

(2.22)

Thus, the conditional distribution of time to failure, given Sn D t , is Fi .xj
Sn D t/ D 1 � e�Œm.tCx/�m.t/�. The conditional expectation is given by

Z 1
0

Œ1 � Fi .xjSn D t/�dx D
Z 1
0

exp

�
�
Z tCx

t

�.w/dw

�
dx:

For example, if �.t/ D t then the conditional expectation is

Z 1
0

exp

�
�
Z tCx

t

wdw

�
dx D

Z 1
0

exp

�
�1
2



.t C x/2 � t2�

�

dx D .2/1=2et
2=2Œ1 �˚.t/�;

where ˚ is the standard normal distribution function.
Parzen [81] gives the unconditional distributions of the nth failure time Sn:

P.Sn > t/ D P.N.t/ � n�1/ D
n�1X
jD0

e�m.t/
.m.t//j

j Š
D
Z 1
m.t/

xn�1

�.n/
e�xdx: (2.23)

The p.d.f. of Sn is

fSn.t/ D �.t/e�m.t/
Œm.t/�n�1

.n � 1/Š
: (2.24)

From (2.22) and (2.24),

P.XnC1 > x/ D
Z 1
0

�.s/e�m.xCs/
Œm.s/�n�1

.n � 1/Š ds: (2.25)

By comparing (2.25) with (2.22) we see explicitly that the interarrival times are not
independent, as is stated in Cox and Lewis [20].

From (2.23), the expectation of Sn is

ESn D
Z 1
0

P.Sn > t/dt D
Z 1
0

m�1.x/
xn�1

�.n/
e�xdx;
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where m�1 is the inverse function of m. For example, the Weibull process where

m.t/ D ˛tˇ , ˛ > 0, thenm�1.x/ D 

x
˛

�1=ˇ
and

ESn D
Z 1
0

�x
˛

1=ˇ xn�1
�.n/

e�xdx D
�.nC 1

ˇ
/

˛1=ˇ � �.n/ :

2.3.3.6 Some Properties of NHPP

1. Like homogeneous Poisson process, NHPPs are closed under superposition, that
is, the sum of a number of NHPPs is also a NHPP. Generally, we may mix the
failure time data from different failure processes assumed to be NHPP and obtain
an overall NHPP with a mean value function which is the sum of the mean value
functions of the underlying NHPP models.

2. If events occur at 0 < t1 < t2 < � � � < tn < t , the likelihood function of a
NHPP is

f .t1; : : : ; tn/ D
(

nY
iD1

�.ti /

)
exp

�
�
Z t

0

�.u/du

�
:

Assume that at Œsi�1; si /, the actual observed cumulative number of detected
faults is ni . The likelihood function is

L.n1; : : : ; nk/ D
nY
iD1

e�Œm.si /�m.si�1/�
Œm.si /�m.si�1/�ni

ni Š
:

3. Any NHPP can be transformed to a homogeneous Poisson process through
an appropriate time-transformation, and vice versa. Specifically, let m.t/ be a
continuous nondecreasing function of t . Then S1; S2; : : : are arrival times in a
NHPP fN.t/; t � 0g with EN.t/ D m.t/ if and only if m.S1/;m.S2/; : : : are
the arrival times in a homogeneous Poisson process with rate one. Lindqvist et al.
[55] study the trend renewal process, by allowing above rate one homogeneous
Poisson process to be any renewal process.

4. In software reliability modeling, we are interested in the cumulative number of
failures X.t/ experienced up to time t � 0. We assume that the number of
initial faults in a software is a finite unknown constant N , and fX.t/; t � 0g
is a pure linear birth process with birth rate �. If we write Y.t/ D N �X.t/, then
fY.t/; t � 0g is a linear death process representing the number of remaining
faults or undiscovered faults up to time t . If N has a Poisson distribution
with parameter 
 , then X.t/ and Y.t/ are independent and the unconditional
distribution ofX.t/ is a NHPP with the mean value functionm.t/ D 
.1�e��t/.

5. (M/G/1 queue) Suppose that customers arrive at a service station in accordance
with a Poisson process with rate �. Upon arrival the customer is immediately
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served by one of an infinite number of possible servers, and the service times are
assumed to be independent with a common distribution G. We want to find the
distribution of the number of customers that have completed service by time t
and the distribution of the number of customers that are being served at time t .
Consider an entering customer a type-I customer if it completed its service by
time t and a type-II customer if it does not complete its service by time t . If the
customer enters at time s, s � t , then it will be a type-I customer if its service
time is less than t�s, and since the service time distribution isG, the probability
of this will be G.t � s/. Similarly, a customer entering at time s will be a type-II
customer with probability 1�G.t � s/. LetNi.t/ represents the number of type-
i events that occur by time t (i D 1; 2), then N1.t/ and N2.t/ are independent
Poisson random variables having respective mean EŒN1.t/� D �

R t
0
G.y/dy and

EŒN2.t/� D �
R t
0
Œ1�G.y/�dy, respectively. Details of this example, and further

examples of this type, we refer the readers to Ross [93].

2.3.4 Birth and Death Processes

2.3.4.1 Chapman-Kolmogorov Equations

Definition 2.8. A stochastic process fX.t/; t � 0g is a continuous-time Markov
chain if it takes on values in the set S (state space) of nonnegative integers and
satisfies the Markov property:

P.X.tnC1/ D xnC1jX.t1/ D x1;X.t2/ D x2; : : : ; X.tn/ D xn/

D P.X.tnC1/ D xnC1jX.tn/ D xn/;

for 0 � t1 < t2 < � � � < tn < tnC1 and x1; x2; : : : ; xn; xnC1 2 S .

Definition 2.9. The continuous-time Markov chain is called time-homogeneous or
stationary if the transition probability pij.s; t/ D P.X.t C s/ D j jX.s/ D i/ is
independent of s, for all i; j; s; t , and we write

pij.t/ D P.X.t C s/ D j jX.s/ D i/ D P.X.t/ D j jX.0/ D i/;

where pij.t/ is the probability that a Markov chain, presently in state i , will be in
state j after an additional time t .

By the Markov property and the homogeneity, the amount of time a continuous-
time Markov chain spends in each state is exponentially distributed.

If we put pij.t/ into the i th row, the j th column of a matrix, then the resulting
matrix P.t/ D .pij.t// is called the transition matrix of fX.t/; t � 0g. The family
fP.t/; t � 0g is a stochastic semigroup; that is, it satisfies:
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(i) P.t/ is stochastic (0 � pij.t/ � 1 and row sums equal to 1),

(ii) P.0/ D I (the identity matrix), (2.26)

(iii) The Chapman-Kolmogorov equation: P.t C s/ D P.t/P.s/.

2.3.4.2 Infinitesimal Generator

A matrix Q, called the infinitesimal generator (or generator, Q-matrix, transition
rate matrix), plays a role similar to that of a 1-step transition matrix in discrete-time
Markov chains. Later in (2.30), we will see that there is a one-to-one correspondence
between the infinitesimal generator Q and the transition matrix P.t/.

Assume that the probability of 2 or more transitions in the interval .t; t C h/ is
o.h/. We are interested in the behavior of pij.h/ for small h. Following (2.26), it
turns out that pij.h/ is approximately linear in h when h is small. That is, there exist
constants fqijI i; j 2 Sg such that

pij.h/ �
�
qijh if i ¤ j

1C qiih if i D j .

It can be shown that each transition probability pij.t/ is uniformly continuous in
t � 0, and pij.t/ is differentiable with respect to t � 0 [45]. Let us define

Q � P0.0C/ or Q D lim
h!0C

P.h/ � I
h

:

Since P.0/ D I, we have

qij D
8<
:

limh!0C pij.h/

h
D p0ij.0/ i ¤ j

limh!0C pii.h/�1
h

D �Pj¤i p0ij.0/ i D j;

with qij � 0 for i ¤ j and qii D �Pj¤i qij � 0. We call qij the transition rate
from state i to state j . State i is an absorbing state if qii D 0.
.�qii/ is the expected number of times that the process leaves state i per unit of

time spent in state i . It is also called the mean sojourn rate of state i . Thus .�qii/

is the reciprocal of the expected holding time that the process spends in state i per
visit to state i . Similarly, qij is the transition rate from state i to state j in the sense
that qij is the expected number of times that the process leaves from state i to state
j per unit of time spent in state i . Thus .�qii/ D P

j¤i qij.
The information of the generator is a combination of the embedded Markov

chain and the mean sojourn rates. Not only can the generator be obtained from
the embedded Markov chain and mean sojourn rates, but the reverse is also true.
For the generator matrix, the absolute value of the diagonal elements gives the mean
sojourn rates. The transition matrix for the embedded Markov chain is then obtained
by dividing the off-diagonal element by the absolute value of that row’s diagonal
element. The diagonal elements of the transition matrix for the embedded Markov
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chain are zero (except an absorbing state). qij=.�qii/, for example, is the conditional
probability of a transition from state i to state j given that a transition from state
i has taken place. If the holding time in each state follows an arbitrary distribution
other than exponential, the involved process is a semi-Markov process.

Example 2.22. Suppose a Markov process with state space fa; b; cg has a generator

Q D
2
4�2 2 0

2 �4 2

1 4 �5

3
5 :

The mean sojourn rates are �a D 2, �b D 4, and �c D 5, and the transition matrix
for the embedded Markov chain is

P D
2
4 0 1 0

0:5 0 0:5

0:2 0:8 0

3
5 :

2.3.4.3 Steady-State Probabilities

The steady-state probabilities are obtained directly from the generator Q. Let � be
a vector of steady-state probability matrix, then � is the solution to �Q D 0, with
row sum of � is 1. This equation is similar to �P D �. Since Markov matrices have
row sum of 1, the right-hand side of �P D � is one times � . Since the generator
has row sums of 0, the right-hand side of �Q D 0 is zero times �.

Example 2.23. A 3-state Markov process S D f0; 1; 2g with generator Q D2
4�2 2 0

2 �3 1

0 2 �2

3
5 has the steady-state distribution .0; 1; 2/ D .2=5; 2=5; 1=5/.

2.3.4.4 Eigenvalue Approach

The eigenvalue approach is useful for finding the transition probabilities of a finite
states Markov process. In principle, if we can calculate all the eigenvalues and their
associated column eigenvectors for the generator Q, then we can calculate P.t/
analytically. Assume that w1; : : : ;wn are eigenvalues of Q and u1; : : : ;un are their
associated right eigenvectors. We also assume that all the eigenvalues are different.
We can write Q D UWU�1, where U D Œu1; : : : ;un�, U�1 is the inverse matrix
of U, and W is the orthogonal matrix with eigenvalues on the main diagonal. Then
Qn D UWnU�1. It follows thats

P.t/ D I C
1X
iD1

.Qt/i

i Š
D I C

1X
iD1

U.Wt/iU�1

i Š
D UeWtU�1: (2.27)
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Example 2.24. Consider an electronic device that is either “on standby” or “in use.”
The on-standby period is exponentially distributed with a mean of 20 s, and the in-
use period is exponentially distributed with a mean of 12 s. Because the exponential
assumption is satisfied, a Markov process fY.t/I t � 0g with state space E D f0; 1g
can be used to model the electronic device as it alternates between being on standby
and in use. State 0 denotes on standby, and state 1 denotes in use. The generator is

given by Q D
��3 3

5 �5
�

, where the time unit is minute. The long-run probability

of being in use is 3
8
. Now, we are interested in the time-dependent probabilities.

Two eigenvalues are w1 D 0 and w2 D �8, and the corresponding eigenvectors are
.1 1/0 and .3 � 5/0, respectively. Therefore, from (2.27), we have

P.t/ D UeWtU�1 D
�
1 3

1 �5
� �

1 0

0 e�8t
� �

0:625 0:375

0:125 �0:125
�

D
�
0:625C 0:375e�8t 0:375� 0:375e�8t
0:625� 0:625e�8t 0:375C 0:625e�8t

�
; t � 0:

The probability that the electronic device is in use at time t given that it started in
use at time 0 is

P.Y.t/ D 1jY.0/ D 1/ D 0:375C 0:625e�8t :

Example 2.25. Consider an alternating renewal process whose infinitesimal gener-
ator is

Q D
��� �

� ��
�
:

Two eigenvalues are w1 D 0 and w2 D �.� C �/, and the corresponding
eigenvectors are .1 1/0 and .� � �/0, respectively. Thus, from (2.27), we have

P.t/ D

2
664

�

�C �
C �

�C �
e�.�C�/t

�

�C �
� �

�C �
e�.�C�/t

�

�C �
� �

�C �
e�.�C�/t

�

�C �
C �

�C �
e�.�C�/t

3
775 ; t � 0:

2.3.4.5 Kolmogorov Backward/Forward Equations

When the eigenvalue approach is not applicable, we need an alternative method to
find transition probabilities pij.t/. Applying the Chapman-Kolmogorov equations
P.t C s/ D P.t/P.s/, then

P.t C h/� P.t/
h

D P.t/P.h/ � P.t/
h

D P.t/
P.h/ � I

h
; h > 0:
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This implies

P
0

.t/ D P.t/Q or p
0

ij.t/ D
X
k

pik.t/qkj : (2.28)

This is Kolmogorov forward differential equation. Similarly, using P.t C s/ D
P.s/P.t/, we have

P.t C h/� P.t/
h

D P.h/P.t/ � P.t/
h

D P.h/ � I
h

P.t/; h > 0:

This implies

P
0

.t/ D QP.t/ or p
0

ij.t/ D
X
k

qikpkj .t/: (2.29)

This is Kolmogorov backward differential equation. Subject to the boundary
condition P.0/ D I, the unique solution for both forward and backward equations is
given by

P.t/ D eQt D
1X
iD0

.Qt/i

i Š
; t � 0: (2.30)

2.3.4.6 Birth Process

Poisson Process: A Poisson process discussed in Sect. 2.3.3.1 is a pure birth
process. The generator of a Poisson process with state S D f0; 1; 2; : : : g is

Q D

2
6664

�� � 0 0 : : :

0 �� � 0 : : :

0 0 �� � : : :
:::

: : :

3
7775 :

From the Kolmogorov forward equations (2.28), we have

p0ij.t/ D pij.t/qjj C pi;j�1.t/qj�1;j D ��pij.t/C �pi;j�1.t/:

Pure Birth Process: The pure (or simple) birth process is a natural and the simplest
generalization of the Poisson process. It permits the chance of an event occurring
at a given instant of time to depend upon the number of events which have already
occurred.



2 Reliability Evaluation Techniques 55

Definition 2.10. A pure birth process fX.t/; t � 0g is a continuous-time Markov
chain with positive parameters f�k; k D 0; 1; 2; : : : g called birth rates satisfying the
following statements.

1. P.X.t C h/� X.t/ D 1jX.t/ D k/ D �khC o1;k.h/;

2. P.X.t C h/� X.t/ D 0jX.t/ D k/ D 1 � �khC o2;k.h/;

3. P.X.t C h/� X.t/ � 2jX.t/ D k/ D o3;k.h/;

4. X.0/ D 0:

The infinitesimal generator of a pure birth process fX.t/; t � 0g is

Q D

0
BBB@

��0 �0 0 0 0 : : :

0 ��1 �1 0 0 : : :

0 0 ��2 �2 0 : : :
:::

:::
:::

:::
:::

1
CCCA :

To find the distribution of X.t/, we let Pn.t/ D P.X.t/ D n/. The probability
Pn.t/ is the transition probability P.X.t/ D njX.0/ D 0/. Using the Kolmogorov
forward equations (2.28), we have

P
0

0.t/ D ��0P0.t/;
P

0

n.t/ D ��nPn.t/C �n�1Pn�1.t/; n D 1; 2; : : : ;

with the initial conditions P0.0/ D 1 and Pn.0/ D 0, n D 1; 2; : : : . Solving
recursively, we have

P0.t/ D e��0t ;

P1.t/ D �0

"
e��0t
�1 � �0

C e��1t
�0 � �1

#
; .�0 ¤ �1/;

P2.t/ D �0�1

"
e��0t

.�1 � �0/.�2 � �0/ C e��1t
.�0 � �1/.�2 � �1/

C e��2t
.�0 � �2/.�1 � �2/

#
;

:::

Pn.t/ D �0�1 : : : �n�1
h
 0;ne

��0t C  1;ne
��1t C � � � C  n;ne

��nt
i
;

where

 k;n D Œ.�0 � �k/ : : : .�k�1 � �k/.�kC1 � �k/ : : : .�n � �k/�
�1

(�j ¤ �k unless j D k).
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To find a general transition probability Pij.t/, we again use the Kolmogorov
forward equations (2.28) and yield the differential equations

P
0

ii.t/ D ��iPii.t/;

P
0

ij.t/ D Pi;j�1.t/qj�1;j C Pi;j .t/qjj

D �j�1Pi;j�1.t/ � �jPij.t/; t � 0 .j > i I Pij.t/ D 0 if j < i/;

with Pii.0/ D 1 and Pij.0/ D 0; j ¤ i . Solving recursively we get

Pii.t/ D e��i t ;

Pij.t/ D �j�1
Z t

0

e��j .t�s/Pi;j�1.s/ds; j > i: (2.31)

Yule Process: The Yule process is a well-known example of a pure birth process
in biology. It characterizes the reproduction of living organisms, in which under
certain conditions (sufficient food, no mortality, no migration, etc.) the probability
of a birth at a given instant is proportional to the population size at that time. That is,
the Yule process is a linear birth process with birth rate �k D k� (k D 0; 1; 2; : : : ).

We first start with a single individual at time 0, i.e., X.0/ D 1. The infinitesimal
generator with S D f0; 1; 2; : : : g is

Q D

0
BBB@

0 0 0 0 0 : : :

0 �� � 0 0 : : :

0 0 �2� 2� 0 : : :
:::
:::

:::
:::
:::

1
CCCA :

Let Pn.t/ D P.X.t/ D n/, given X.0/ D 1. The Kolmogorov forward
equations (2.28) is

P
0

0.t/ D 0;

P
0

n.t/ D �n�Pn.t/C .n � 1/�Pn�1.t/; n D 1; 2; : : : ;

with the initial conditions P1.0/ D 1 and Pn.0/ D 0 (n D 2; 3; : : : ). Solving
recursively we get P0.t/ D 0 and

Pn.t/ D e��t .1 � e��t /n�1; n D 1; 2; : : : : (2.32)

Thus, starting with a single individual at time 0, X.t/ is geometric distributed with
mean e�t and variance .1 � e��t /e2�t .
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Example 2.26. Applying the binomial theorem into (2.32), we write

Pn.t/ D e��t .1 � e��t /n�1 D e��t �
n�1X
kD0

 
n � 1

k

!
.�1/ke��kt :

Let QPn.s/ D R1
0 Pn.t/e

�st dt be the Laplace transform of Pn.t/ for the linear birth
process with X.0/ D 1. Then

QPn.s/ D
Z 1
0

e��t �
n�1X
kD0

 
n� 1

k

!
.�1/ke��kt e�st dt D

n�1X
kD0

.�1/k
 
n � 1
k

!
1

s C .k C 1/�
:

Next, if the population starts with � individuals, its size at time t will be the
sum of � i.i.d. geometric r.v.’s, and thus have a negative binomial distribution. Let
P
�
n .t/ D P.X.t/ D njX.0/ D �/, then

P�
n .t/ D

 
n � 1
� � 1

!

e��t

�� 

1 � e��t �n�� ; n D �; � C 1; : : : :

To obtain a general transition probability Pij.t/, we substitute �j D j� into (2.31)
and solve them recursively to get the desired results.

The following is an example of the Yule process as a epidemic model, which may
be used to model faults propagation in network or software reliability.

Example 2.27. Consider a population ofm individuals that at time 0 consists of one
“infected” andm�1 “susceptibles”. Once infected an individual remains in that state
forever and suppose that in any time interval h any given infected person will cause,
with probability ˛hC o.h/, any given susceptible to become infected. Let X.t/= #
of infected individuals at time t , the fX.t/; t � 0g is a pure birth process with

�n D
�
.m � n/n˛; n D 1; : : : ; m � 1

0; otherwise.

Let T be the time until the total population is infected, then T D Pm�1
iD1 Ti , where

Ti is the time from i infectives to i C 1 infectives (i D 1; : : : ; m � 1). Because
Ti � Exp..m � i/i˛/, the mean and variance of T are, respectively,

EŒT � D
m�1X
iD1

1

.m � i/i˛
D 1

m˛

m�1X
iD1

�
1

m � i
C 1

i

�
� 2 log.m � 1/

m˛
;

Var.T / D 1

˛2

m�1X
iD1

�
1

.m � i/i
�2
:
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2.3.4.7 Death Process

Pure Death Process:

Definition 2.11. A pure (or simple) death process fX.t/; t � 0g is a continuous-
time Markov chain with parameters f�k; k D 1; 2; : : : ; ng called death rates
satisfying the following properties:

(i) P.X.t C h/ �X.t/ D �1jX.t/ D k/ D �khC o1;k.h/;

(ii) P.X.t C h/ �X.t/ D 0jX.t/ D k/ D 1 � �khC o2;k.h/;

(iii) P.X.t C h/ �X.t/ � �2jX.t/ D k/ D o3;k.h/; k � 0;

(iv) X.0/ D n:

It is natural that in the pure birth process, the events take place infinitely often
for an infinite interval of time. However, in the pure death process, at most n events
take place for any interval of time, since no event take place once the process reaches
state 0, an absorbing state.

Let Pk.t/ D P.X.t/ D kjX.0/ D n/, k D 0; 1; : : : ; n, be the transition
probability with the initial condition X.0/ D n. The Kolmogorov forward equa-
tions (2.28) for the pure death process are

P
0

n.t/ D ��nPn.t/;
P

0

k.t/ D ��kPk.t/C �kC1PkC1.t/; k D 1; 2; : : : ; n � 1;

P
0

0.t/ D �1P1.t/;

subject to the initial conditions Pn.0/ D 1 and Pk.0/ D 0 .k D 1; 2; : : : ; n � 1/.
Solving recursively we obtain

Pn.t/ D e��nt ;

Pn�1.t/ D �n

�
e��n�1t

�n � �n�1 C e��nt

�n�1 � �n
�
;

Pn�2.t/ D �n�n�1
�

e��nt

.�n�1 � �n/.�n�2 � �n/ C e��n�1t

.�n � �n�1/.�n�2 � �n�1/

C e��n�2t

.�n � �n�2/.�n�1 � �n�2/
�
;

:::

P0.t/ D �n�n�1 : : : �1
�
 n;0e

��nt C  n�1;0e��n�1t C � � � C  0;0e
��0t 	 ;

where

 k;0 D Œ.�n � �k/ : : : .�kC1 � �k/.�k�1 � �k/ : : : .�0 � �k/��1

(�j ¤ �k unless j D k).
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Linear Death Process: If �k D k� (k D 1; 2; : : : ; n), i.e., the death rate is
proportional to the number of members alive in a population. With the initial
conditions Pn.0/ D 1 and Pk.0/ D 0 (k D 1; 2; : : : ; n � 1), we have

Pk.t/ D
 
n

k

!
.e��t /k.1 � e��t /n�k; k D 0; 1; 2; : : : ; n:

That is, X.t/ � Binomial.n; e��t /. The mean and variance are, respectively,

EŒX.t/� D ne��t and VarŒX.t/� D ne��t .1 � e��t /:

2.3.4.8 Birth and Death Processes

Birth and Death Process

Definition 2.12. A birth and death process fX.t/; t � 0g is a continuous-time
Markov chain on the states f0; 1; 2; : : : g with stationary transition probability
Pij.t/ D P.X.t C s/ D j jX.s/ D i/ satisfying

1. Pi;iC1.h/ D �ihC o1;i .h/;

2. Pi;i�1.h/ D �ihC o2;i .h/;

3. Pii.h/ D 1 � .�i C �i /hC o3;i .h/;

4. Pij.0/ D �ij; .i.e., Pii.0/ D 1; Pij.0/ D 0 if j ¤ i/;

5. �0 D 0; �0 > 0; �i ; �i > 0; i D 1; 2; : : : ;

where �i are called the birth rates and �i are called the death rates.

The infinitesimal generator of a birth and death process fX.t/; t � 0g is

Q D

0
BBBBB@

��0 �0 0 0 0 : : :

�1 �.�1 C �1/ �1 0 0 : : :

0 �2 �.�2 C �2/ �2 0 : : :

0 0 �3 �.�3 C �3/ �3 : : :
:::

:::
:::

:::
:::

1
CCCCCA
:

The amount of time the process in state k before making a transition into a different
state is Exp.�k C �k/. From the Kolmogorov forward equations (2.28), we have

P
0

ij.t/ D Pi;j�1.t/qj�1;j C Pij.t/qjj C Pi;jC1.t/qjC1;j
D �j�1Pi;j�1.t/ � .�j C �j /Pij.t/C �jC1Pi;jC1.t/; j � 1;

P
0

i0.t/ D ��0Pi0.t/C �1Pi1.t/; .�0 D 0; ��1 D 0/:
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From the Kolmogorov backward equations: P
0

ij.t/ D P1
kD0 qikPkj .t/, we have

P
0

ij.t/ D qi;i�1Pi�1;j .t/C qiiPij.t/C qi;iC1PiC1;j .t/

D �iPi�1;j .t/ � .�i C �i/Pij.t/C �iPiC1;j .t/; i � 1;

P
0

0j .t/ D ��0P0j .t/C �0P1j .t/:

For both cases, the initial conditions are Pij.0/ D ıij. The transition probabilities
Pij.t/ may in principle be calculated from a knowledge of the birth and death
rates, although in practice these functions rarely have nice forms. It is an easier
matter to determine the asymptotic behavior of the process as t ! 1. There
is a theoretical interest involving the transition probabilities Pij.t/ called Karlin-
McGregor representation, see Doom [109].

A Linear Growth Model with Immigration: A birth-death process is called a
linear growth process with immigration if

�n D n�; n � 1;

�n D n�C 
; n � 0:

Such processes occur naturally in the study of biological reproduction and popu-
lation growth. Each individual is assumed to give birth at an exponential rate �;
in addition, there is an exponential rate of increase 
 of the population due to an
external source such as immigration. Hence, �n D n� C 
 . Deaths are assumed
to occur at an exponential rate � for each member of the population, and hence
�n D n�. Substitute �n D n� C 
 and �n D n� into the Kolmogorov forward
equations (2.28):

P
0

i0.t/ D �
Pi0.t/C �Pi1.t/; .�0 D 0/;

P
0

ij.t/ D .�.j � 1/C 
/Pi;j�1.t/ � ..�C �/j C 
/Pij.t/

C�.j C 1/Pi;jC1.t/; j � 1:

IfX.0/ D i and we multiply the j th equation by j and sum, it can be shown that the
expected value M.t/ D EŒX.t/� D P1

jD1 jPij.t/ satisfies the differential equation

M
0

.t/ D 
 C .� � �/M.t/;

with the initial conditionM.0/ D i .
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2.4 Software Reliability Models

2.4.1 Introduction

Musa et al. [76] pointed out that three of the most significant software product
characteristics are quality, cost, and time of delivery. It seems unlikely that anyone
can create a software product simultaneously satisfying high quality, rapid delivery,
and low cost, so trade-offs are required among the characteristics. Quantitative
measures exist for cost and schedule, but the quantification of quality is more
difficult. The quality of a software product can be represented by software quality
attributes which are multidimensional properties and even hierarchical structures.
Before a software product is released for service, it is developed through software
development life cycle (SDLC): requirements, design, implementation, testing,
and validation. Determination and measurement of user desirable software quality
attributes is a subject of software engineering which concerns the study of the SDLC
in various aspects.

Software reliability is defined as the probability of failure free software operation
for a specified period of time in a specified environment [76]. Software reliability
is an attribute of software quality and it has proved to be the most readily
quantifiable of the attributes of software quality. Many software reliability models
are applied to the testing or debugging phase of software development. There is
an implicit assumption in most works on software reliability that the failure data
obtained during the test and development phase represents its behaviour in the use
environment [56].

Early software reliability models were deterministic models which are also
called software metrics or complexity metrics. Software metrics are defined by
analyzing the structure of the program or the flowgraph of the program. These
models usually empirically measure the software quality attributes. They are used
in the early phases of the SDLC to predict the number of faults, or are used in the
maintenance phase for assessing and controlling the quality of a software product
[37, 46, 68, 91]. Nowadays software reliability models refer to probabilistic ones
and they have become the mainstream of software reliability study. The subject of
software reliability has rapidly developed and spawned some original probability
models of its own [22].

A fault is defined as a defect in a system that may cause an error during its
operation. If an error affects the service to be provided by a system, a failure occurs.
Because of the characteristics of software products, the operational environments
of software, and the variety of development processes, the definition of software
failure differs from application to application and should be defined clearly in the
specifications. For example, a response time of 30 s could be a serious failure for an
air traffic control system, but acceptable for an airline reservation system.

There is no physical process that determines when a program should fail, rather
there occur in the program certain faults of logic or syntax that might cause the
program to crash or produce results contrary to the specifications. Upon execution
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of a program, an input state is translated into an output state. Hence, a program
can be regarded as a function mapping the input space (the set of all input states)
to the output space (the set of all output states). Different users have different
operational profiles which will determine the probabilities of selection of different
inputs during execution. Software failures may not be ‘generated’ stochastically but
may be ‘detected’ in a random way [42]. It justifies the use of stochastic models.

A large number of statistical software reliability models have been proposed
over the past decade for evaluating the reliability of computer software. For
reviews of the existing models, see [2, 33, 52, 64, 76, 83, 102, 104]. One of the
main approaches of those models is to obtain results from assumptions about the
stochastic behavior of how failures occur during software’s running time. In this
approach, the methods deal with the failure process by characterizing the time
pattern of failure occurrences.

It is of great interest to classify or unify the large amount of software reliability
models. Model classification and unification are useful in research in a sense
that similar models are related to each other, and new and useful models can
be built based on this. Section 2.4.2 reviews classification and unification of
software reliability models. The most cited software reliability models are the
Jelinski-Moranda model [42], henceforth the JM model, and the Goel-Okumoto
model [34], henceforth the GO model. Essentially, the JM model corresponds to
a (bounded) pure birth process, while the GO model corresponds to an NHPP
process. In Sect. 2.4.3, we review the assumptions of the JM model. Sections 2.4.4–
2.4.6 introduce several types of SRGMs by relations between the transition rate
functions and the conditional failure rates, including i.i.d. order statistic models,
time-between-failure models, and NHPP models. In Sect. 2.4.7, a more general
setting of self-exciting processes is discussed.

2.4.2 Taxonomy of Software Reliability Models

Software reliability models can be broadly divided into the so-called white-box
and black-box models. The white-box (or architecture-based) models incorporates
information on the structure of the software in the models, while the black-box
models disregard the internal structure of the system and represent solely its
external failure behavior. A good review of architecture-based models is given
by GoMseva-Popstojanova and Trivedi [36]. The black-box approach is the most
prevalent approach, and they can be further classified as static and dynamic. Static
models include input-domain related models, complexity models (deterministic),
and error seeding models (probabilistic). Error seeding models are also called
capture-recapture models, and hypergeometric distribution is the basic tool [14].
The dynamic models consider the failure process as a stochastic process, and the
reliability of the software changes at different stages of testing and debugging.
Classifications of black-box software reliability models have been discussed by
Goel [33], Gokhale et al. [35], Musa et al. [76], Pham [83], and Singpurwalla
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and Wilson [102]. Recently, Sharma et al. [98] have provide a figure which
thoroughly classifies software reliability model according to SDLC. Models are
classified into six categories: early prediction models, software reliability growth
models (SRGMS), input domain based models, architecture based models, hybrid
black box models, and hybrid white box models.

By unification we mean a mechanism which can generate new models and
accommodate some existing models. Several such unifications had been proposed.
For example, Langberg and Singpurwalla [51] unified some earlier models by
adopting Bayesian method, Miller [70] discussed general order statistic models,
Chen and Singpurwalla [18] unified software reliability models by self-exciting
processes, Pham [86] generalized NHPP by extending the differential equations
of the GO model, Wang [113] generalized existing software reliability models by
considering both properties of mixture and self-exciting, and Huang et al. [40]
presented how several existing software reliability growth models based on NHPPs
can be derived according to the concept of weighted arithmetic, weighted geometric,
or weighted harmonic means.

For many SRGMs, it is usually assumed that a fault is removed immediately on
detection and correction, and no new faults are introduced. The so-called perfect
debugging. In addition, the removal time is always assumed to be negligible.
However, it is more practical to consider effect of debugging and timing of
debugging as the imperfect removals happen in practice.

Effect of debugging:

• Perfect removal: detected faults are removed successfully,
• Imperfect removal: detected faults are not removed successfully and no new fault

is introduced,
• Fault introduction: new faults may be introduced by incorrect debugging.

Timing of debugging:

• Immediate: all detected faults instantaneously repaired at time of first
manifestation,

• Time-delayed: a fault may manifest itself repeatedly before being debugged.

The term imperfect debugging is used for both imperfect removal and fault
introduction. In terms of the number of remaining faults, under certain assumptions
(see Sect. 2.4.3), the imperfect removal process can be described by a simple death
process [13, 33], and the imperfect debugging process can be modeled by a birth-
death process [49].

Intuitively, we may assume a probabilityp for a fault to be removed successfully,
and consider that there are two types of failures. The first type of failures are
caused by inherent faults and the second type of failures are caused by introduced
faults. A simple way for describing introduced faults is to assume that new faults
are introduced by a homogeneous Poisson process with some parameter 
 . For
examples, Tokuno and Yamada [107] assume that failures caused by inherent faults
follow Moranda’s geometric model [72], while Yamada [118] assumes that inherent
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Table 2.1 Assumptions from the JM model

Initial fault content:
(A1) The number of initial faults is a finite unknown constant, say N

Independent of faults:
(A2) Faults are assumed to be statistically independent

Constant failure rates:
(A3) Each fault has the same constant detection rate, say �

Fault removal (debugging) process:
(A4) A fault is removed immediately on detection and correction, and

no new faults are introduced. The removal time is negligible

faults follows NHPP models. Zeephongsekul et al. [124], based on NHPPs, consider
that primary failures generate secondary-faults under imperfect debugging. Pham
et al. [86] propose generalized NHPP models for modeling imperfect debugging.

An intrinsic assumption in most models is that a fault is removed immediately on
detection. Consequently, the failure detected process and the fault corrected process
are regarded as the same. An alternative approach, using queueing theorem, studies
the detection process and the correction process separately, see Yang [122], Dohi
et al. [23], and Huang and Huang [39].

We will not pursue further about imperfect debugging and time-delay correction
models. However, in Sect. 2.5.3, a bivariate counting process is applied to a
2-version programming system to illustrating the effect of imperfect debugging.

2.4.3 The JM Model

The JM model [42] is the first software reliability model to be widely known
and used. Assumptions of the JM model are important but seems not realistic.
Many models are proposed hereafter to challenge the JM model. However, most
of them are propagated from the JM model by extending one or more assumptions.
Assumptions from the JM model are listed in Table 2.1. Assumption (A4) is known
as perfect debugging. A program will exhibit the phenomenon of reliability growth
after fault detection and correction, and thus perfect debugging models are usually
called software reliability growth models (SRGMs). Assumption (A3) is a basic
property of the exponential distribution. Hence the time to failure for each fault has
the exponential distribution with parameter �. From assumption (A2), given N and
�, the Ti are independent exponential distributions with parameters .N � i C 1/�.
The p.d.f. of Ti is given by fi .� j�;N / D .N � i C 1/� � e�.N�iC1/�� , � > 0. Let
hi .�/ be the conditional failure rate of Ti , then hi .�/ D .N � i C 1/�. Thus the
failure rates of the program at any time are proportional to the number of remaining
faults, and the sequence of failure rates shows a decreasing trend. The MTTF of Ti
is f.N � i C 1/�g�1, an increasing function of i .
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Table 2.2 Five types of software reliability models

Si�1 � t < Si
(a) Specify ri .t / D .N � i C 1/ .t/ Then hi .�/ D .N � i C 1/ .� C Si�1/

(b) Specify ri .t / D .N � i C 1/ i .t/ Then hi .�/ D .N � i C 1/ i .� C Si�1/

(c) Specify ri .t / D �.t/ Then hi .�/ D �.� C Si�1/

0 � � < Si � Si�1

(d) Specify hi .�/ D .N � i C 1/ .�/ Then ri .t /D .N � i C 1/ .t � Si�1/

(e) Specify hi .�/ D  i.�/ Then ri .t /D  i.t � Si�1/

Let fX.t/; t � 0g be the software failure process where X.t/ is the cumulative
number of failures experienced up to time t � 0. For the JM model, the failure
process fX.t/; t � 0g is a linear birth continuous-time Markov chain with failure
state space f0; 1; : : : ; N g. This failure process satisfies two properties: homogeneity
and conditional orderliness. The property of conditional orderliness prevents the
process having multiple simultaneous failures.

For a conditional orderly failure process fX.t/; t � 0g with state space
f0; 1; : : : g, the transition rate ri .t/ is the probability of encountering a new fault
in the next instant of time dt , given that there are .i � 1/ failures in Œ0; t/, i.e., for
i D 1; : : : ,

ri .t/ D lim
�t!0C

1

�t
P.X.t C�t/ � X.t/ D 1jX.t/ D i � 1/; Si�1 � t < Si :

(2.33)

Recall that the conditional failure rate of Ti is defined by

hi .�/ D lim
�t!0C

1

�t
P.� < Ti � � C�t jTi > �/; � � 0: (2.34)

hi .�/ is assumed to exist for all the Ti . Relations between ri .t/ and hi .�/ can be
established in the following theorem.

Theorem 2.8. Let 0 � S1 � S2 � : : : be the indexed failure times and let
Ti D Si � Si�1; i D 1; : : : . The relations between the transition rate ri .t/ given
in Eq. (2.33) and the conditional failure rate hi .�/ given in Eq. (2.34) are, for
i D 1; : : : ,

ri .t/ D hi.t � Si�1/; Si�1 � t < Si ; (2.35)

hi .�/ D ri .� C Si�1/; 0 � � < Si � Si�1: (2.36)

Thus, if we specify ri .t/ then we have hi .�/, and vice versa. Five types of
software reliability models are given in Table 2.2. The JM model is a special
example of all cases with ri .t/ D hi .�/ D .N � i C 1/�.

Type (a) is the class of i.i.d. order statistic models, type (c) is the class of
NHPP models, types (d) and (e) are the class of time-between-failure models
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(or concatenated failure rates models), and type (b) seems not be considered by
the existing models. In type (b) we retain the explicit factor .N � i C 1/ rather than
subsuming it into  i , because it is more intelligible to do so. Note that types (a),
(b) and (d) have finite fault content while types (c) and (e) may have infinite fault
content.

Theorem 2.9. Let 0 � S1 � S2 � : : : be the indexed failure times and let Ti D
Si � Si�1; i D 1; : : : . The joint density function of T1; : : : ; Tk is given by

f .t1; : : : ; tk/ D
kY

jD1

�
hj .tj / exp

�
�
Z tj

0

hj .�/d�

��
;

and the joint density function of S1; : : : ; Sk is

f .s1; : : : ; sk/ D
kY

jD1

�
hj .sj � sj�1/ exp

�
�
Z sj�sj�1

0

hj .�/d�

��
;

where the conditional failure rates hi .�/ are defined by Eq. (2.34). When the hj .�/
are given as types (a), (b) and (d) of Table 2.2, k must be less than or equal to the
initial number of faults.

Theorem 2.9 is useful to obtain the likelihood functions of parameters. We can
then find estimates of parameters by applying the usual estimation techniques, such
as the maximum likelihood approach or the least squares approach.

Example 2.28. The JM model [42]: hj .�/ D .N � j C 1/�

f .t1; : : : ; tk/ D NŠ

.N � k/Š�
k exp

2
4��

kX
jD1

.N � j C 1/tj

3
5 ; k � N;

or

f .s1; : : : ; sk/ D NŠ

.N � k/Š
�k exp

2
4��

0
@ kX
jD1

sj C .N � k/sk
1
A
3
5 ; k � N:

Example 2.29. The Littlewood model [57]: hj .�/ D .N �j C1/˛=.ˇC�CSj�1/
For k � N ,

f .t1; : : : ; tk/ D NŠ

.N � k/Š
˛kˇN˛

2
4k�1Y
jD1

�
1

ˇ C t1 C � � � C tj

�˛C135

	
�

1

ˇ C t1 C � � � C tk

�.N�kC1/˛C1
;
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or

f .s1; : : : ; sk/ D NŠ

.N � k/Š˛
kˇN˛

2
4k�1Y
jD1

�
1

ˇ C sj

�˛C135
�

1

ˇ C sk

�.N�kC1/˛C1
:

Example 2.30. The Schick-Wolverton model [95]: hj .�/ D .N � j C 1/��

For k � N ,

f .t1; : : : ; tk/ D NŠ

.N � k/Š�
k

2
4 kY
jD1

tj

3
5 exp

2
4��

2

kX
jD1

.N � j C 1/t2j

3
5 ;

or

f .t1; : : : ; tk/ D NŠ

.N � k/Š
�k

2
4 kY
jD1

.sj � sj�1/
3
5 exp

2
4��

2

kX
jD1

.N � j C 1/.sj � sj�1/2
3
5:

Example 2.31. The Littlewood-Verrall model [60]: hj .�/ D ˛=.� C  j /

f .t1; : : : ; tk/ D
kY

jD1

"
˛

 j

�
 j

tj C  j

�˛C1#
;

or

f .t1; : : : ; tk/ D
kY

jD1

"
˛

 j

�
 j

sj � sj�1 C  j

�˛C1#
:

2.4.4 I.I.D. Order Statistic Models

Let assumptions (A1), (A2) and (A4) in Table 2.1 hold. Assumption (A3) states
that every fault has the same deterministic effect on the overall failure rate.
However, faults may have different failure rates. To generalize this, we consider two
approaches. First, assumption (A3) can be interpreted by a Poisson shock model.
A fault causes a failure to occur according to a Poisson process with rate �. We
may assume that shocks follow a Poisson process with rate  .t/ representing that
faults have different failure rates. Second, recall that failure rates of Ti , time between
failures, in the JM model are hi .�/ D .N � i C 1/�. Each failure rate of Ti is a
summation of failure rates of remaining faults that are equally �. It has been argued
that the detection rates fhig depend on the size of faults subsets which may not be
of the same size [56]. Faults with larger size tend to be removed first. Thus we may
assume that the sequence fhig is a stochastic process.
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Table 2.3 Type (a):ri .t / D .N � i C 1/ .t/; i.i.d. order statistics models

(M1) Exponential  .t/D � JM model [42]
F.t/ D 1� exp.��t/ (� > 0)

(M2) Pareto  .t/D ˛=.ˇ C t / Littlewood [57]
F.t/ D 1� Œˇ=.ˇC t /�˛ (˛; ˇ > 0)

(M3) Gamma(2,�)  .t/D �2t=.1C �t/
F.t/ D 1� .1C �t/ exp.��t/ (� > 0)

(M4) Logistic  .t/D �=Œ1C c exp.��t/�
F.t/ D Œ1� exp.��t/�=Œ1C c exp.��t/� (�; c > 0)

(M5) Weibull  .t/D ˛ˇtˇ�1 Wagoner [112]
F.t/ D 1� exp.�˛tˇ/ (˛ > 0; ˇ > 0)

(M6) Rayleigh  .t/D �t

F.t/ D 1� exp.��t2=2/ (� > 0)
(M7) Parabola  .t/D �.�at2 C bt C c/

F.t/ D 1� expŒ�.�at3=3C bt2=2C ct/� (a; b; c > 0)

In the first approach, we assume that shocks follow a Poisson process with
rate  .t/. This in turn generalizes the exponential distribution by a distribution F
such that

F.t/ D 1 � exp

�
�
Z t

0

 .s/ds

�
: (2.37)

One way to obtain a reasonable common distribution F is using the doubly
stochastic process. Assume that time to failures caused by faults are independent
exponential distributions with rates �1; �2; : : : ; �N . If the rates � have a mixing
distribution G, then we have i.i.d. mixture distributions given by

F.t/ D
Z 1
0

.1 � e��t /dG.�/ D 1 �
Z 1
0

e��tdG.�/: (2.38)

So that the unconditional failure rates are

 .t/ D f .t/

F .t/
D
R1
0
�e��tdG.�/R1

0
e��tdG.�/

:

Thus the models become the i.i.d. order statistic models [70]. From Eqs. (2.37)
and (2.38), the Laplace transform of the mixing distribution G is given by

G�.t/ D
Z 1
0

e��tdG.�/ D exp

�
�
Z t

0

 .s/ds

�
:

Let X.t/ be the cumulative number of failures up to time t , then X.t/ has a
binomial distribution similar to that in the JM model. The mean value function of
X.t/ is m.t/ D NF.t/. Models in this class, listed in Table 2.3, correspond to type
(a) of Table 2.2.
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Table 2.4 Type (e): hi .�/ D  i.�/; time-between-failure-models

(M8) Pareto hi .�/ D ˛=.� C  i/ Littlewood-Verrall [60]
Fi .�/ D 1� Œ i=.� C  i/�˛ (˛ > 0;  " i )

(M9) Geometric hi .�/ D Dki�1 Moranda [72]
Fi .�/ D 1� expŒ�Dki�1� � (D > 0; 0 < k < 1)

(M10) Power hi .�/ D �.N � i C 1/� Xie [116]
Fi .�/ D 1� expŒ��.N � i C 1/� � � (� > 0; � > 1)

Model (M2) is proposed by Littlewood [57]. He assumed the mixing distribution
G to be a gamma distribution with the scale parameter ˇ and the shape parameter
˛, namely, dG.�/ D ˇ˛

�.˛/
�˛�1e�ˇ� , ˛; ˇ > 0. Models (M3) and (M4) can be

viewed as variations of Yamada et al. [120, 121] in Table 2.6.  .t/ in model (M5)
is decreasing for 0 < ˇ < 1, constant for ˇ D 1, and increasing for ˇ > 1.
In model (M6), the distribution function F is known as the Rayleigh distribution,
a Weibull distribution with shape parameter 2. In model (M7),  .t/ is a parabola
which increases and reaches a maximum, then declines. Both models (M6) and (M7)
are variations of Schick and Wolverton [95, 96] in Table 2.5.

2.4.5 Time Between Failures Models

In the second approach of extension from assumption (A3), partially due to the
difficulty in defining what a program fault is, the failure rates of the Ti , times
between successive failures, are given by hi .�/ D ƒi , i D 1; 2; : : : , which form a
stochastic process. To describe reliability growth, we may choose fƒig such that the
ƒi are stochastically decreasing with i , i.e., P.ƒiC1 < �/ � P.ƒi < �/;8� � 0,
or equivalently such that the Ti are stochastically increasing with i , i.e., P.TiC1 >
t/ � P.Ti > t/, 8t � 0. If the ƒi have a mixing distribution Gi , then the mixture
distribution is

Fi .�/ D 1 �
Z 1
0

e��i �dGi.�i /:

The posterior failure rate is

hi .�/ WD  i.�/ D
R1
0
�i e

�i �dGi.�i /R1
0
e��i �dGi.�i /

:

In some cases, one can simply specify a particular function  i.�/. This class of
models, listed in Table 2.4, corresponds to type (e) of Table 2.2.

The above approach, however, does not depend on the number of remaining faults
.N �iC1/. An alternative way is to assume that hi .�/ D .N �iC1/ .�/. This can
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Table 2.5 Type (d): hi .�/ D .N � i C 1/ .�/; time-between-failure-models

(M11) Rayleigh hi .�/ D .N � i C 1/�� Schick-Wolverton [95]
Fi .�/ D 1� exp


� R �0 hi .s/ds
�

(� > 0)
(M12) Parabola hi .�/ D .N � i C 1/�.�a�2 C b� C c/ Schick-Wolverton [96]

Fi .�/ D 1� exp

� R �0 hi .s/ds

�
(a; b; c > 0)

be explained as that faults are i.i.d. within each Ti with common failure rate  .�/.
The distribution functions of Ti are

Fi .�/ D 1 � exp

�
�
Z �

0

hi .s/ds

�
:

This class of models, listed in Table 2.5, corresponds to type (d) of Table 2.2.
In model (M8), Littlewood and Verrall [60, 61] assumed that the ƒi are

independent gamma random variables with the shape parameter ˛ and the scale
parameter  i , namely, g.�i j˛; i / D  ˛i

�.˛/
�˛�1i exp.� i�i /. Model (M9) is the JM

geometric de-eutrophication model suggested by Moranda [72]. The failure rates
are constant for each Ti , but they decrease geometrically in i after each failure. D
is the program failure rate during the first interval and k is a constant such that
the rates form a converging geometric series. When a failure occurs and a fault is
removed, the drop in the failure rates is D.1 � k/ki�1. Since hi .t/ ! 0 when
i ! 1, thus the fault content is infinite. Model (M9) has been generalized to the
so-called proportional models, see Moranda [73], Gaudoin and Soler [30], and
Gaudoin et al. [31].

Model (M10) is a power-type function of the number of remaining faults where
0� D 0 and � > 1 such that hi .t/ is a convex function denoting that early stage of
debugging has higher detection probability than later. Models (M11) and (M12) in
Table 2.5 are different from models (M6) and (M7) in Table 2.3, although with the
same name of distributions. For example, in model (M11) the failure rate drops to 0
immediately after the .i � 1/th failure, while in model (M6) the failure rate drops to
.N � iC1/�� where � is the time to the .i �1/th failure. In both models (M11) and
(M6), the failure rate increases linearly with slope .N � i C 1/ until the i th failure.

2.4.6 NHPP Models

Assume that assumptions (A2) and (A4) in Table 2.1 hold, and that the number of
initial faults N in assumption (A1) has a Poisson prior distribution with finite mean

 > 0. One way of constructing an NHPP is to assume thatN is Poisson distributed
in the i.i.d. order statistics models discussed in Sect. 2.4.4. Let F be the common
distribution of faults, usually continuous with positive support. For each fault, given
that we haven’t found it by time s, the conditional probability that we find it in time
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Table 2.6 Type (c): ri .t / D �.t/; NHPP models with m.1/ <1
(M13) Exponential �.t/ D 
�e��t GO model [34]

m.t/ D 
.1� e��t / (� > 0)
(M14) Pareto �.t/ D 
˛ˇ˛=.ˇ C t /˛C1 Miller [70]

m.t/ D 
Œ1� .ˇ=.ˇ C t //˛� (˛; ˇ > 0)
(M15) Gamma(2,�) �.t/ D 
�2te��t Yamada et al. [120]

m.t/ D 

�
1� .1C �t/e��t

	
(� > 0)

(M16) Logistic �.t/ D 
.1C c/�e��t .1C ce��t /2 Yamada et al. [121]
m.t/ D 
.1� e��t /=.1C ce��t / (�; c > 0)

(M17) Weibull �.t/ D 
˛ˇtˇ�1 exp.�˛tˇ/ Goel [33]
m.t/ D 
Œ1� exp.�˛tˇ/� (˛ > 0; 0 < ˇ < 1)

(M18) Logistic �.t/ D 
�˛e��t=.1C ˛e��t /2 Yamada-Osaki [119]
m.t/ D 
=.1C ˛e��t / (˛; � > 0)

interval .s; t � is P.s < � � t j� > s/ D 1 � NF .t/= NF .s/. Then for a fixed number n
of faults and n � u, we have, for k D 0; 1; : : : ; n � u,

P.X.t/�X.s/ D kjN D n;X.s/ D u/ D
 
n � u

k

! 
1 �

NF .t/
NF .s/

!k  NF .t/
NF .s/

!n�u�k
;

which is the probability that we find k of n � u independent faults in time interval
.s; t �. Thus, for 0 < s < t ,

X.t/ �X.s/jN;X.s/ � Binomial.N � X.s/; 1� NF .t/= NF .s//:

In particular, X.t/jN � Binomial.N; 1 � NF .t//. If N has a Poisson distribution
with parameter 
 , then it can be shown that fX.t/; t � 0g is a NHPP with the mean
value functionm.t/ D 
F.t/.

In Table 2.6, we list models in which the expected number of initial faults are
finite, m.1/ D limt!1m.t/ D 
 < 1. Model (M14), mentioned by Miller
[70], is the NHPP version of Littlewood model (M2). Models (M15) and (M16) are
discussed by Yamada et al. [120, 121], and are referred to as the delayed S-shaped
and the inflection S-shaped SRGMs, respectively. Both models have increasing
failure rates  .t/. Model (M17) is proposed by Goel [33] to describe the situation
that the intensity function first increases and then decreases. Model (M18) is the
logistic growth curve model suggested by Yamada and Osaki [119]. However, we
have F.0/ D 1=.1C ˛/ > 0. If we modify F.t/ by

F 0.t/ D
�
F.t/ � 1

1C ˛

�
1C ˛

˛
;

such that F 0.0/ D 0 and F 0.1/ D 1, then we have the same model as (M16).
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Table 2.7 Type (c): ri .t / D �.t/; NHPP models with m.1/!1
(M19) Poisson �.t/ D � Musa-Ackerman [74]

(N !1 in (M1)) m.t/ D �t (� > 0)
(M20) Power law process �.t/ D ˛ˇtˇ�1 Crow [21]

(N !1 in (M5)) m.t/ D ˛tˇ (˛; ˇ > 0)
(M21) Logarithmic Poisson �.t/ D �0=.�0�t C 1/ Musa-Okumoto [75]

(N !1 in (M2)) m.t/ D ln.�0�t C 1/=� (�; �0 > 0)

Another class of NHPP models can be generated directly from various mean
value functions m.t/ or intensity functions �.t/. Some of them are originally used
in hardware system reliability, and are referred to as reliability growth models.
A growth function (the intensity function or the mean value function) is used
to represent the growth of system reliability after improvement. For the models
listed in Table 2.7, the expected number of initial faults are infinite, i.e., m.1/ D
limt!1m.t/ ! 1.

Model (M19) is the homogeneous Poisson process appeared in Musa and
Ackerman [74]. Model (20) is the Duane model or the Duane process. In light of
Duane’s discovery [24], Crow [21] proposes the model (M20) where the intensity
function �.t/ D ˛ˇtˇ�1 is the failure rate of a Weibull distribution and the time to
the first failure is Weibull distributed. Hence this model is commonly referred to as
the Weibull process. As Ascher and Feingold [8] point out, the name of the Weibull
process is improper. We refer this model as the power law process according to
them. The logarithm of the mean value function is lnm.t/ D ln ˛ C ˇ ln t which
is consistent with Duane’s empirical observation that the cumulative number of
failures versus cumulative operation hours is approximately linear on the log-log
plot. It is clear that 0 < ˇ < 1 corresponds to the decreasing intensity function. In
this case, the intensity function �.t/ ! 1 as t ! 0 is an unrealistic property for
real systems. See Littlewood [58] for a modified Duane model. Model (M14), with
inverse power law intensity function �.t/ D 
˛ˇ�.ˇ C t/�˛�1, can be viewed as a
modified model of (M20).

Model (M21) is Musa and Okumoto’s logarithmic Poisson model [75]. They
postulate that the intensity function �.t/ is a exponentially decreasing function
of the mean value function m.t/ given by �.t/ D �0 exp.��m.t//, where �0
represents the initial value of �.t/, and � measures the relative decrease in the failure
intensity that follows every failure. Since �.t/ D dm.t/=dt andm.0/ D 0, we have
m.t/ D ln.�0�t C 1/=� and �.t/ D �0=.�0�t C 1/. By the fact that m.t/ is an
NHPP and a logarithmic function of t , model (M21) is then called the logarithmic
Poisson model.

In fact, it can be shown that Model (M21) is a limit case of the Littlewood model
(M2), the Poisson model (M19) is a limit case of the JM model (M1), and that the
power law process (M20) is a limit case of the Wagoner model (M5).



2 Reliability Evaluation Techniques 73

2.4.7 Self-exciting Point Processes

2.4.7.1 Self-exciting Point Process

Let fX.t/; t � 0g be a counting process, which characterizes failure occurrences of
a computer software, defined on a filtered probability space .�;F ; .Ft /t�0;P/ with
fX.t/; t � 0g adapted to the filtration .Ft /t�0 where Ft WD �fX.s/; 0 � s � tg.
A filtration fFt ; t � 0g is a family of sub-�-fields of F such that Fs 
 Ft for
all s � t in Œ0;1/. A probability space endowed with such a filtration is called
a filtered probability space. We assume that the filtration is standard. That is, the
filtration satisfies right-continuous: Ft D FtC WD T

s>t Fs , 8t � 0, and complete:
F0 contains all of the P-null sets in F . A counting process fX.t/; t � 0g is said to
be adapted to the filtration .Ft /t�0 if X.t/ is Ft -measurable for each t . Thus X.t/
is known when Ft is known at time t , i.e., Ft represents the history or information
available up to time t .

A counting process is said to be self-exciting if it depends on the entire or some
fractions of its history .Ft /t�0 that affects or excites the intensity functionƒ.t j Ft /
of the process defined as

ƒ.t j Ft / D lim
�t!0C

1

�t
EŒX.t C�t/ � X.t/j Ft �:

Assume that the process does not have failures which occur simultaneously. In other
words, the process satisfies the conditional orderliness property [19]: for any Gt 

Ft and t � 0, as ı # 0,

P.X.t C ı/ �X.t/ � 2j Gt / D o.ı/P.X.t C ı/� X.t/ D 1j Gt /:
When such is the case, the intensity function becomes

ƒ.t j Ft / D lim
�t!0C

1

�t
P.X.t C�t/ �X.t/ D 1j Ft /; SX.t/ � t < SX.t/C1;

(2.39)

where Si is the time of occurrence of the i th failure with S0 � 0. Let Ti D Si �Si�1
be the interarrival time, for i D 1; 2; : : : .

A self-exciting point process takes account of the points generated by the failure
times so that, for example, Ft D fX.t/; S1; : : : ; SX.t/g. A point process is said to
have no-memory ifƒ.t j Ft / D ƒ.t/; it has 0-memory ifƒ.t j Ft / D ƒ.t jX.t//; and
it hasm-memory if ƒ.t j Ft / D ƒ.t jX.t/; SX.t/; : : : ; SX.t/�mC1/, form D 1; 2; : : : .
It has been shown that if fX.t/; t � 0g is m2-memory then it is m1-memory, for
0 � m1 � m2 < 1, and a counting process is 0-memory if and only if it
is a Markov process. In addition, a self-exciting point process is 1-memory with
intensity function

ƒ.t jX.t/; SX.t// D f .X.t/; t � SX.t//;
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for some function f if and only if the times between failures T1; T2; : : : are
independent [103]. Note that the intensity function ƒ.t j Ft / is continuous from
the left, and we assume for t � 0 that EŒƒ.t j Ft /� < 1.

Recall that the expectation of X.t/ is called the mean value function, and we
denote it by m.t/ D EŒX.t/�. The derivative of the mean value function is called
the rate of occurrence of failures (ROCOF) representing approximate probability
that a failure occurs in .t; t C dt�, and we denote it by v.t/ D d

dt
EŒX.t/�. If the

counting process fX.t/; t � 0g does not have failures which occur simultaneously,
the ROCOF is equivalent to

v.t/ D lim
�t!0C

1

�t
P.X.t C�t/ � X.t/ D 1/: (2.40)

ƒ.t j Ft / is the probability of encountering a failure within the next instant of time
dt , given the history available up to the present time t . For Poisson processes, due
to the property of independent increments, the ROCOF (2.40) and the intensity
function (2.39) are the same, but in general these two functions are different. When
a system has only one r.v. T and we define X.t/ WD IfT � tg, then the intensity
function (2.39) is equivalent to the failure rate function (2.3). Thus, failure rate
function is a special case of intensity function.

2.4.7.2 Classification of SRGMs

Another function which is used in reliability modeling (to include software reliabil-
ity), is the concatenated failure rate function of the failure process. Given Ft , it is
defined by Chen and Singpurwalla [18],

H.� j Ft / D lim
�t!0C

1

�t
P.� C SX.t/ < SX.t/C1 � SX.t/ C � C�t j Ft /; � � 0:

(2.41)

The intensity function (2.39) and the concatenated failure rate function (2.41) can
be viewed as a wilder sense of the transition rate function (2.33) and the conditional
failure rate function (2.34).

Let us consider that a system consists of only one component whose lifetime is T ,
and defineX.t/ D IfT � tg; thus, for a 1-component systemƒ.t j Ft / is equivalent
to H.� j Ft /. As might be expected, there is a close relation between ƒ.t j Ft / and
H.� j Ft /, similar to Theorem 2.8, as is shown in the following:

ƒ.t j Ft / D H.t � SX.t/j Ft /; SX.t/ � t < SX.t/C1;

H.� j Ft / D ƒ.� C SX.t/j Ft /; 0 � � < SX.t/C1 � SX.t/:
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Table 2.8 Relations between ƒ.t j Ft / and H.� j Ft /
(a) ƒ.t j Ft / D .N �X.t// .t/ H) H.� j Ft / D .N �X.t// .� C SX.t//
(b) ƒ.t j Ft / D .N �X.t// X.t/C1.t / H) H.� j Ft / D .N �X.t// X.t/C1.� C SX.t//
(c) ƒ.t j Ft / D �.t/ H) H.� j Ft / D �.� C SX.t//
(d) H.� j Ft / D .N �X.t// .�/ H) ƒ.t j Ft / D .N �X.t// .t � SX.t//
(e) H.� j Ft / D  X.t/C1.�/ H) ƒ.t j Ft / D  X.t/C1.t � SX.t//

Accordingly, this relation enables us to indicate a method to classify software
reliability models. The implication is that if we can specify ƒ.t j Ft / then we have
H.� j Ft /, and vice versa. Here we give five cases as examples in Table 2.8, similar
to Table 2.2, where �.�/ and  .�/ are continuous functions.

Obviously, ƒ.t j Ft / is no-memory in case (c), 0-memory in cases (a) and (b),
and 1-memory in cases (d) and (e). Except for case (b), the given cases correspond
to some categories of software reliability models in the context of Chen and
Singpurwalla [18]. Thus, case (a) corresponds to the class of i.i.d. order statistic
models, case (c) corresponds the class of NHPP models, and cases (d) and (e)
correspond to the concatenated failure rate models. For m � 2 memory models,
we refer the readers to Singpurwalla and Soyer [101] and Al-Mutairi et al. [3].

Observe that the relation between the intensity function (2.39) and the concate-
nated failure rate function (2.41) is analogous to the relation of the transition rate
function (2.33) and the conditional failure rate function (2.34). The difference is
on the filtration Ft D �fX.s/ W 0 � s � tg. Based on these relations, a software
reliability model can be represented simply by the intensity function according to
various filtrations we might choose. Thus, a more general class of models can be
constructed from a more wilder filtration.

2.4.7.3 A Self-exciting and Mixture Model

Apart from the self-exciting, another property for the model in our discussion is
mixture which is assumed that individual faults come with i.i.d. random failure rates
� and that failure times have intensity function �.t j�;Ft /. LetXi.t/ be the indicator
function of failure due to fault i up to time t � 0. Therefore, the cumulative number
of software failures up to time t � 0 is given by X.t/ D PN0

iD1 Xi.t/, where N0 is
the unknown initial number of faults in the software.

Now we can discuss an intensity function which have both properties of self-
exciting and mixture. Assumptions are given in the following.

(i) The Xi are mutually independent, given N0, f�i gi�0, and Ft ;
(ii) �.t j�i ; Ft / D lim

�t!0C

1

�t
P.Xi .t C�t/ � Xi.t/ D 1jN0; f�igi�0; Ft /;

(2.42)
(iii) The failure process satisfies the conditional orderliness property;
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where �i is the random failure rate of faults i . The intensity function of the software
can be determined and

ƒ.t jN0; f�igi�0; Ft / D lim
�t!0C

1

�t
P.X.t C�t/ � X.t/ D 1jN0; f�igi�0; Ft /:

(2.43)

The following results are provided by Wang [113].

Theorem 2.10. Under the conditions of (2.43), if the �i have a mixing distribution
function G, then the intensity function of fX.t/; t � 0g, given N0 and Ft D
�fX.s/; 0 � s � tg, is

�.t jN0;Ft / D .N0 �X.t// � �.�;Ft ; G/ (2.44)

where

�.�;Ft ; G/ D
R1
0
�.t j�; Ft / expŒ�˚.t j�; Ft /�dG.�/R1

0 expŒ�˚.t j�; Ft /�dG.�/
;

and

˚.t j�/ D
Z t

0

�.sj�; Fs/ds:

Example 2.32 (Littlewood [57]). Assume that the mixing distribution G is gamma
distributed with the scale parameterˇ and the shape parameter ˛. If �.t j�; Ft / � �,
then the intensity function is

ƒ.t jN0/ D .N0 �X.t// ˛

ˇ C t
:

This is an example corresponds to case (a) of Table 2.8.

Example 2.33 (Goel and Okumoto [34]; Miller [70]). Assume thatN0 � Poisson

.
/ and �.t j�; Ft / � �. If the �i degenerate to a constant �0, then the intensity
function is

ƒ.t/ D 
�0e
��0t :

Furthermore, if the mixing distribution G is gamma distributed with the scale
parameter ˇ and the shape parameter ˛ then the intensity function is

ƒ.t/ D 
˛ˇ˛

.ˇ C t/˛C1
:

These are examples correspond to case (c) of Table 2.8.
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Example 2.34 (Schick and Wolverton [95]). Assume that the �i degenerate to a
constant �0 and �.t j�0; Ft / D �0.t � SX.t//, then the intensity function is

ƒ.t jN0; Ft / D .N0 �X.t//�0.t � SX.t//:

The concatenated failure rate function is

H.� jN0; Ft / D .N0 �X.t//�0�; � � 0:

This is an example corresponds to case (d) of Table 2.8.

2.5 Examples

2.5.1 A Model for Load-Sharing System
with Common-Cause Systems

In Sect. 2.2.2, we have discussed the MVE and FMVE models. The idea here is
to combine both models together. Consider a system consisting of n components
whose lifetimes have the occurrence of common-cause failures and the increase of
failure rates for the surviving components. Such phenomena happen especially in
redundant systems [76]. A series of Poisson shocks can be used to describe such
failures, where each shock may destroy components separately or simultaneously.
Accordingly, failures of the system can be considered to be n possible transitions
of a Markov chain. One (or more) components fails first, then one (or more) of the
surviving components fails, and so on. Initially there is 2n � 1 independent Poisson
processes that govern the occurrence of the shocks. After the system receives a
shock, which destroys one (or more) of the n components, the surviving components
are subject to shocks governed by another cluster of independent Poisson processes
which may have different parameters (failure rates) from the previous ones due to
an increased load. At this stage the number of processes will depend on the number
of surviving components. The system may continue to function, depending on the
structure of the system (e.g., a k-out-of-n:F system), and is waiting for receiving
another shock.

Let X D .Xt /t�0 be the failure process of the system where Xt denotes the
number of failed components up to time t . The state space E consists of 2n states
and we partition it into nC 1 classes as E D fE0;E1; : : : ; Eng, where the subscript
of Ei denotes number i of failed components and the elements of Ei indicate



n
i

�
combinations of failed components. We denote these classes by the notations:E0 D
f0g; E1 D f11; : : : ; 1ng; : : : ; En D fng, where the permutation of subscript in each
class is in lexicographical order and the cardinality of Ei is jEi j D 


n
i

�
. Class En is

the absorbing class containing only one state, and other classes constitute a partition
of the set of transient states. One of the simplest example is a birth process which
passes through all nC1 classes byE0 ! E1 ! � � � ! En. In our discussions, after
visiting class Ei , the next visited class may be any class Ej with i < j � n.
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Let Q be an infinitesimal generator of the failure process X , and the submatrix
from class Ei to class Ej be denoted by Qi;j which is defined by

Qi;j D lim
h#0C

1

h
P fXtCh 2 Ej jXt 2 Eig; if i < j ;

Qi;j D lim
h#0C

1

h
.P fXtCh 2 Ej jXt 2 Eig � I /; if i D j ;

where I is an identity matrix. The submatrix Qi;j is a


n
i

� 	
�
n
j


constant matrix

which is a zero matrix if i > j . The entries of Qi;j are denoted by k�li;j , where

k D 1; : : : ;


n
i

�
and l D 1; : : : ;

�
n
j


, and k�ki;i D �Pi<j

P
l¤k k�li;j < 0.

The permutation of subscripts of theQi;j ’s are again arranged in lexicographical
order. Such arrangement guarantees that Q is a upper triangular matrix. For each
state s, we let Ps.t/ D P fXt D sjX0 D 0g as usual. We assemble the functions

Ps.t/ for s 2 Ej into a row vector with
�
n
j


entries in lexicographical order and

denote it by PEj .t/.

Q D

0
BBBBBBB@

E0 E1 E2 � � � En�2 En�1 En

E0 Q0;0 Q0;1 Q0;2 : : : Q0;n�2 Q0;n�1 Q0;n

E1 0 Q1;1 Q1;2 : : : Q1;n�2 Q1;n�1 Q1;n

E2 0 0 Q2;2 : : : Q2;n�2 Q2;n�1 Q2;n

:::
:::

:::
:::

: : :
:::

:::
:::

En�1 0 0 0 : : : 0 Qn�1;n�1 Qn�1;n
En 0 0 0 : : : 0 0 0

1
CCCCCCCA
:

In particular,Q0;0 D 0�01;1, Qn;n D 0, and for j D 1; : : : ; n � 1,

Qj;j D

0
BBBBBBB@

1�1j;j 0 : : : 0 0

0 2�2j;j : : : 0 0
:::

:::
: : :

:::
:::

0 0 : : :
jEj j�1

�
jEj j�1

j;j 0

0 0 : : : 0
jEj j

�
jEj j

j;j

1
CCCCCCCA

is a jEj j 	 jEj j diagonal matrix where jEj j D 

n
j

�
the cardinality of the Ej class.

The transient state probabilities PEj .t/ can be shown to be

PE0.t/ D exp.Q0;0t/;

PEj .t/ D
j�1X
kD0

X
0Di0<i1<���<ik<j

W0;i1 ıWi1;i2 ı � � � ıWik;j .t/ exp.Qj;j t/; (2.45)
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for j D 1; : : : ; n � 1, where

Wi;j .t/ D
Z t

0

expŒQi;i .�/�Qi;j expŒ�Qj;j .�/�d�;

and the function A ı B.t/ is a convolution defined by A ı B.t/ WD R t
0
A.�/dB.�/.

The proof of (2.45) and related reliability properties are presented by Wang
[114]. To illustrate the usefulness of the infinitesimal generator representation, we
investigate the following 2- and 3-component systems.

For a 2-component system, state 0 denotes no failure, and State 11, 12, 2 denote
the failure of components 1, 2, and both components, respectively. The infinitesimal
generator of the given model is

Q D

0
BB@

0 11 12 2

0 �.�1 C �2 C �12/ �1 �2 �12
11 0 �.�02 C �12/ 0 �02 C �12
12 0 0 �.�01 C �12/ �01 C �12
2 0 0 0 0

1
CCA: (2.46)

Let Pn.t/ D P.Xt D njX0 D 0/ be the transient state probabilities, given the
initial conditionX0 D 0. From the Kolmogorov forward equation (2.28) with initial
condition P0.0/ D 1, we have the solution

P0.t/ D e��t ;

P11 .t/ D
(

�1
�1C�2��0

2

h
e�.�0

2C�12/t � e��t
i
; �1 C �2 ¤ �02

�1te
��t ; �1 C �2 D �02;

P12 .t/ D
(

�2
�1C�2��0

1

h
e�.�0

1C�12/t � e��t
i
; �1 C �2 ¤ �01

�2te
��t ; �1 C �2 D �01;

where � D �1 C �2 C �12.
P0.t/ is the probability of no component failing up to time t, and it is equivalent

to the probability that the system is considered as a series structure so thatR1W2.t/ D
P0.t/ D e��t . The system reliability for the parallel structure is the probability that
at most one component fails in this 2-component system. It follows that

R2W2.t/ D P0.t/C P11.t/C P12.t/

D

8̂
<̂
ˆ̂:

	1e
�.�0

2C�12/t C 	2e
�.�0

1C�12/t C .1 � 	1 � 	2/e
��t ; �1 C �2 ¤ �01; �02

	1e
�.�0

2C�12/t C �2te
�.�0

1C�12/t C .1 � 	1/e��t ; �1 C �2 D �01 ¤ �02
	2e
�.�0

1C�12/t C �1te
�.�0

2C�12/t C .1 � 	2/e��t ; �1 C �2 D �02 ¤ �01
Œ1C .�1 C �2/t� e

��t ; �1 C �2 D �01 D �02;
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where 	1 D �1
�1C�2��0

2
and 	2 D �2

�1C�2��0
1
. When �12 D 0, i.e., no common-cause

occurs, this model reduces to the FBVE model. If there is no change of failure rate
on first failure, i.e., �01 D �1 and �02 D �2, the model reduces to the BVE model.

Let T1.T2/ be the time at which component 1(2) fails. If the generator is given
as (2.46), then the joint density function of T1 and T2 can be shown to be

f .t1; t2/ D
�
�1.�

0
2 C �12/e

�.�1C�2��0
2/t1�.�0

2C�12/t2 ; 0 < t1 < t2
�2.�

0
1 C �12/e

�.�0
1C�12/t1�.�1C�2��0

1/t2 ; 0 < t2 < t1;
(2.47)

for the absolutely continuous part, and

g.t/ D �12e
��t ; (2.48)

for the singular part. Equations (2.47) and (2.48) lead to the joint reliability function

NF .t1; t2/ D
�
	1e
�.�1C�2��0

2/t1�.�0
2C�12/t2 C .1� 	1/e

��t2 ; t1 < t2
	2e
�.�1C�2��0

1/t2�.�0
1C�12/t1 C .1� 	2/e

��t1 ; t2 < t1;
(2.49)

where � D �1 C �2 C �12; 	1 D �1
�1C�2��0

2
and 	2 D �2

�1C�2��0
1
. For convenience,

we call the distribution of (2.49) the bivariate exponential shared-load distribution
(BVESL).

For a 3-component system, state 0 denotes no failure, and states 11, 12 and 13
denote respectively the failure of component 1, 2 and 3, states 212, 213 and 223 denote
respectively the failure of two components 1 and 2, 1 and 3, and 2 and 3, and state 3
denotes the failure of all three components. The infinitesimal generator of the given
model is

Q D

0
BBBBBBBBBB@

0 11 12 212 13 213 223 3

0 �˛0 �1 �2 �12 �3 �13 �23 �123
11 0 �˛1 0 �02 C �12 0 �03 C �13 0 �23 C �123
12 0 0 �˛2 �01 C �12 0 0 �03 C �23 �13 C �123
212 0 0 0 �˛12 0 0 0 ˛12
13 0 0 0 0 �˛3 �01 C �13 �02 C �23 �12 C �123
213 0 0 0 0 0 �˛13 0 ˛13
223 0 0 0 0 0 0 �˛23 ˛23
3 0 0 0 0 0 0 0 0

1
CCCCCCCCCCA

;

where

˛0 D �1 C �2 C �3 C �12 C �13 C �23 C �123;

˛1 D �02 C �03 C �12 C �13 C �23 C �123;

˛2 D �01 C �03 C �12 C �23 C �13 C �123;

˛3 D �01 C �02 C �13 C �23 C �12 C �123;
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˛12 D �003 C �13 C �23 C �123;

˛13 D �002 C �12 C �23 C �123;

˛23 D �001 C �12 C �13 C �123:

Note that the upper .22	22/ submatrix denotes the failure process of components
1 and 2. In order to obtain the reliability functions of the system, we need
to find the transient state probabilities Pi.t/ D P.Xt D i jX0 D 0/, i D
0; 11; 12; 13; 212; 213; 223. It follows that the reliability functions areR1W3.t/ D P0.t/,
R2W3.t/ D P0.t/CP3

iD1 P1i .t/, andR3W3.t/ D P0.t/CP3
iD1 P1i .t/C

P
i<j P2ij.t/.

Example 2.35. Assume that the failure rates of a 3-component system are

�1 D �2 D �3 D 0:01 failure/h; �12 D �13 D �23 D 0:002 failure/h; �123 D 0:001 failure/h
�0
1 D �0

2 D �0
3 D 0:012 failure/h; �00

1 D �00
2 D �00

3 D 0:015 failure/h:

The infinitesimal generator of the system is

Q D

0
BBBBBBBBBB@

0 11 12 212 13 213 223 3

0 �0:037 0:01 0:01 0:002 0:01 0:002 0:002 0:001

11 0:0 �0:031 0:0 0:014 0:0 0:014 0:0 0:003

12 0:0 0:0 �00:031 0:014 0:0 0:0 0:014 0:003

212 0:0 0:0 0:0 �0:020 0:0 0:0 0:0 0:020

13 0:0 0:0 0:0 0:0 �0:031 0:014 0:014 0:003

213 0:0 0:0 0:0 0:0 0:0 �0:020 0:0 0:020

223 0:0 0:0 0:0 0:0 0:0 0:0 �0:020 0:020

3 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0

1
CCCCCCCCCCA

:

The transient state probabilities are given by

P00.t/ D e�0:037t ;

P011.t/ D p012.t/ D p013.t/ D �1:6667e�0:037t C 1:6667e�0:031t ;

P0212.t/ D p0213.t/ D p0223.t/ D 2:6275e�0:037t � 4:2424e�0:031t C 1:615e�0:02t :

It follows that the system reliability functions are given by

R1W3.t/ D e�0:037t ;

R2W3.t/ D 5e�0:031t � 4e�0:037t ;

R3W3.t/ D 4:8449e�0:02t � 7:7272e�0:031t C 3:8824e�0:037t :

By integrating system reliability functions over the time interval Œ0;1�, we obtain
the MTTFs for i -out-of-3:F systems, i D 1; 2; 3:

MTTF1W3 D 27:027 h; MTTF2W3 D 53:182 h; MTTF3W3 D 97:91 h:
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2.5.2 A Shared-Load k-out-of-n:G Repairable System

Shao and Lamberson [97] proposed an approach to compute and analyze a shared-
load k-out-of-n:G repairable system. The assumptions of the model are given as
follows:

Assumptions:

1. The failure rate of all functioning components in the system is the same and
constant in each success state. When a component fails, the system state changes
and the failure rate for every functioning component changes. For i components
functioning, every functioning component has the constant failure rate, �i , i D
k; : : : ; n. And �n < �n�1 < � � � < �k .

2. A failed component must be detected and disconnected by a controller. The
probability of successful detection and switching of the controller is ˛, for each
failure event. If the controller cannot detect and disconnect a failed unit or
the controller itself has failed, the system fails. The controller failure rate is a
constant, �c . The controller is never repaired or replaced during a mission.

3. At most r components can be in repair at one time; the constant repair rate is �.
The repair rate for j components failed is: �j D � � minfj; rg.

4. A repaired component is as good as new and is immediately re-connected to the
system.

5. The switch-over time and the time for re-energizing a repaired component are
negligible.

Based on the above assumptions, a continuous-time Markov chain can be used to
create a set of differential equations. The state space for the system is given below.

State Space:

• State j (j D 0; 1; : : : ; n � k) : j components have failed and have been
disconnected from the network, the remaining .n � j / components and the
controller are functioning.

• State n�kC1: The system fails because only .k�1/ components are functioning.
However, the system can return to the working state .n � k/ at a repair rate
�n�kC1.

• State f : The system fails because the controller cannot detect and disconnect a
failed component (Fig. 2.10).

The system state spaceE D f0; 1; : : : ; j; : : : ; n�k; n�kC1; f g, andE D S [F ,
where the failed state space F consists of failed states n � k C 1 and f , while the
success state space S includes the remaining states.
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Fig. 2.10 Markov transition diagram for a shared-load k-out-of-n:G
system

Generator: The infinitesimal generator of the given model is

QD

0
BBBBBBBBBBBBBBBB@

0 1 : : : n� k n� k C 1 f

�n�n � �c ˛n�n .1� ˛/n�n C �c

�1 ��1 � .n� 1/�n�1 � �c .1� ˛/.n� 1/�n�1 C �c

�2

: : :
:
:
:

: : :
:
:
:

˛.k C 1/�kC1 .1� ˛/.k C 1/�kC1 C �c

��n�k � k�k � �c ˛k�k .1� ˛/k�k C �c

�n�kC1 ��n�kC1

0

1
CCCCCCCCCCCCCCCCA

:

Differential Equations: The set of differential equations based on the generator is

P 00.t/ D Œ�n�n � �c�P0.t/C �1P1.t/;

P 0j .t/ D Œ˛.n � j C 1/�n�jC1�Pj�1.t/C Œ��j � .n � j /�n�j � �c�Pj .t/

CŒ�jC1�PjC1.t/; j D 1; 2; : : : ; n � k;

P 0n�kC1.t/ D Œ˛k�k�Pn�k.t/C Œ��n�kC1�Pn�kC1.t/;

P 0f .t/ D
n�kX
jD0

Œ.1 � ˛/.n � j /�n�j C �c�Pj .t/:

The initial conditions for this set of linear differential equations are: P0.0/ D 1 and
Pi.0/ D 0 for i 2 E � f0g.
System Availability & Reliability: The system availability A.t/ is the probability
that the system is surviving at time t :

A.t/ D
X
i2S

Pi .t/ D
n�kX
jD0

Pj .t/:

The Pj .t/ can be determined by integrating the set of linear differential equations
numerically. Availability can be considered as the generalized reliability when the
system is repairable or component-replaceable.
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System reliability is the availability of the same system without repair and
replacement. Let �j D 0, for j D 1; 2; : : : ; n � k C 1, then the set of linear
differential equations becomes

P 00.t/ D �.ˇn C �c/P0.t/;

P 0j .t/ D .˛ˇn�jC1/Pj�1.t/ � .ˇn�j C �c/Pj .t/; j D 1; 2; : : : ; n � k;
P 0n�kC1.t/ D .˛ˇk/Pn�k.t/; (2.50)

where ˇj D j�j , j D k; k C 1; : : : ; n. Taking the Laplace transform of (2.50), we
have the following expressions:

sP �0 .s/� 1 D �.ˇn C �c/P
�
0 .s/;

sP �1 .s/ D ˛ˇnP
�
0 .s/ � .ˇn�1 C �c/P

�
1 .s/;

sP �j .s/ D .˛ˇn�jC1/P �j�1.s/� .ˇn�j C �c/P
�
j .s/; j D 2; : : : ; n � k:

Thus,

P �j .s/ D ˛ˇn�jC1
s C ˇn�j C �c

P �j�1.s/ D
Qj
iD1 ˛ˇn�iC1Qj

iD0.s C ˇn�i C �c/
; j D 1; 2; : : : ; n � k:

Next, we use an inverse Laplace transform to solve the above equations. The
approach is to expand the product fraction into a partial fraction form:

1Qj
iD0.s C ci /

D
jX
iD0

2
4 jY
kD0;k¤i

1

.ck � ci /

3
5 1

s C ci
; j D 1; 2; : : : ; n � k:

Thus, the result is P0.t/ D e�.ˇnC�c/t and

Pj .t/ D
jY
iD1

˛ˇn�iC1 �
jX
iD0

e�.ˇn�iC�c/tQj

kD0;k¤i .ˇn�k � ˇn�i /
; j D 1; 2; : : : ; n�k: (2.51)

The reliability function of the shared-load system is R.t/ D Pn�k
jD0 Pj .t/.

Special cases: (1) If the absorbing state is removed from the chain by considering
perfect fault coverage (˛ D 1 and �c D 0), the result is a birth-death process.
(2) If we further assumed that the components are nonrepairable and �i D � for
i D 0; 1; : : : ; n, then the shared-load system reduces to a regular k-out-of-n system.
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Fig. 2.11 Software
faults in the
2-version software
system

2.5.3 A Dependent Model for Fault-Tolerant Software Systems
During Debugging

N-version programming (NVP) is one of the most important software fault-
tolerance techniques. Numerous researchers have studied the effect of NVP for
the improvement of software reliability on fault correlation theoretically [25, 27,
53, 59, 80, 87, 106] as well as empirically [15, 16, 26, 44, 47, 65, 66]. However,
only a few of them consider this issue during the testing and debugging part of
the software development life cycle. During testing and debugging, faults may
not be successfully removed. Imperfect debugging may result in unsuccessful
removal, and the introduction of new faults. In this example we review a model
proposed by Wang [115], who developed a bivariate counting process for a 2VP by
assuming positive dependency among versions. Considering imperfect debugging,
this bivariate process characterizes dynamic changes of fault contents for each
version during testing and debugging. Further explanations for the assumptions and
proofs of the given model, see Wang [115].

2.5.3.1 Model Assumptions

The fault content of a 2VP system is divided into three components, according to
their independence. That is, the system is composed of three mutually exclusive
components, as depicted in Fig. 2.11. Here A1 and A2 represent independent faults
which do not cause failing of the other version, andA12 represents related faults that
affect both versions.

Assumptions:

1. Both software versions can fail on the sample input, which can be caused by
either the related faults (A12) or the independent faults (A1 and A2).

2. Related and independent faults are mutually exclusive.
3. When a failure occurs at a version, a debugging effort occurs immediately. The

fault content of that version is instantaneously reduced by one, increased by
one, or remains the same.

4. An independent fault can be successfully removed with high probability.
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5. Debugging of a related fault may result in successful removal (reduce size of
A12 by one), introduction of a new related fault (increase size of A12 by one),
or unsuccessful removal (size of A12 has no change).

6. In terms of unsuccessful debugging of a related fault in A12, it can become an
independent fault in either A1 or A2.

7. The version-failure detection rate at any time is proportional to its current fault
content (the number of faults remaining in the version at that time).

8. The fault removal rate of version 1 (2) is proportional to the current fault content
of version 1 (2).

9. The fault introduction rate of version 1 is proportional to the current fault con-
tent of version 2, and vice versa. This mainly reflects the common assumption
of positive correlated failures.

10. The removal rate per fault and introduction rate per fault are constant.
11. The simultaneous occurrences of multiple failures in a version are not allowed

(i.e., the ‘orderly property’).

2.5.3.2 The Proposed Model

According to the assumptions, the model developed here is a bivariate counting
process. LetNi.t/ be the fault content (total number of faults) of version i at time t .
The transition probabilities in .N1.t/; N2.t// during the time interval .t; t C dt/ are

P.N1.t C dt/�N1.t/ D i; N2.t C dt/�N2.t/ D j jN1.t/ D x;N2.t/ D y/

D fij.x; y/dt;

where i and j are not both zero and fij.x; y/ are suitable non-negative functions of
x and y. Assume that

f�1;0.x; y/ D ˛1x; f0;�1.x; y/ D ˛2y;

f1;0.x; y/ D ˇ1y; f0;1.x; y/ D ˇ2x;
(2.52)

where ˛1; ˛2; ˇ1 and ˇ2 are unknown constants, although it is possible to let them be
functions of time. Let the joint state probability ofN1.t/ andN2.t/ at time t be given
by Pm;n.t/ D P.N1.t/ D m;N2.t/ D n/. The fundamental equations governing
this bivariate counting process are the following Kolmogorov forward equations [9]

P
0

m;n.t/ D ˛1.mC 1/PmC1;n C ˛2.nC 1/Pm;nC1 C ˇ1nPm�1;n
Cˇ2mPm;n�1 � Œ.˛1 C ˇ2/mC .˛2 C ˇ1/n�Pm;n; form; n � 0:

Let M.
; �; t/ be the moment generating function and it is given by

M.
; �; t/ D
1X
mD0

1X
nD0

em
Cn�Pm;n.t/:
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It can be shown that [9]

@M.
; �; t/

@t
D
X
i;j



ei
Cj� � 1�fij

�
@

@

;
@

@�

�
M.
; �; t/; (2.53)

where i and j are not both zero. From (2.52) and (2.53), the partial differential
equation of the moment generating function is given by

@M

@t
D �

˛1.e
�
 � 1/C ˇ2.e

� � 1/	 @M
@


C �
˛2.e

�� � 1/C ˇ1.e

 � 1/

	 @M
@�

;

with initial condition M.
; �; 0/ D eb1
Cb2� . It is sometimes easier to work with
the cumulant generating function,K.
; �; t/, which is defined by K D logM . The
partial differential equation of the cumulant generating function is

@K

@t
D �

˛1.e
�
 � 1/C ˇ2.e

� � 1/	 @K
@


C �
˛2.e

�� � 1/C ˇ1.e

 � 1/	 @K

@�
;

(2.54)

with initial condition K.
; �; 0/ D b1
 C b2�. Express the cumulant generating
function into a Taylor expansion

K.
; �; t/ D
X
i;j�0

Kij.t/

 i

i Š

�j

j Š
;

where Kij.t/ are cumulants and K00 � 0. It can be shown that the first and second
order cumulants correspond to the expected number, variances, and covariance of
fault contents as [9]

K10.t/ D EŒN1.t/�; K01.t/ D EŒN2.t/�;

K20.t/ D VarŒN1.t/�; K02.t/ D VarŒN2.t/�;
K11.t/ D CovŒN1.t/; N2.t/�:

To obtain the desired cumulants, we use the following procedure. Taking the first
and second order cumulants and equating coefficients of 
; �; 
2; 
�; and �2 on
both sides of (2.54) give the following differential equations

dK10

dt
D �˛1K10 C ˇ1K01;

dK01

dt
D ˇ2K10 � ˛2K01;

dK20

dt
D �2˛1K20 C ˛1K10 C ˇ1K01 C 2ˇ1K11;
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dK11

dt
D ˇ2K20 � .˛1 C ˛2/K11 C ˇ1K02;

dK02

dt
D ˇ2K10 C ˛2K01 C 2ˇ2K11 � 2˛2K02: (2.55)

These equations can be solved by the general ordinary differential equation method,
using the initial conditions K10.0/ D b1 and K01.0/ D b2, and all other cumulants
being zero. Solving dK10=dt D �˛1K10 Cˇ1K01 and dK01=dt D ˇ2K10 �˛2K01,
we have

K10.t/ D A1e
�1t C A2e

�2t ; (2.56)

K01.t/ D B1e
�1t C B2e

�2t ; (2.57)

where A1;A2; B1 and B2 are constants and

�1 D �.˛1 C ˛2/Cp
.˛1 � ˛2/2 C 4ˇ1ˇ2

2
; (2.58)

�2 D �.˛1 C ˛2/�p
.˛1 � ˛2/2 C 4ˇ1ˇ2

2
: (2.59)

Let C D �1 � �2 D p
.˛1 � ˛2/2 C 4ˇ1ˇ2, then coefficients of A1;A2; B1 and

B2 are

A1 D b1.C � ˛1 C ˛2/C 2ˇ1b2

2C
; (2.60)

A2 D b1.C C ˛1 � ˛2/ � 2ˇ1b2
2C

; (2.61)

B1 D ˛1 � ˛2 C C

2ˇ1
A1; (2.62)

B2 D ˛1 � ˛2 � C

2ˇ1
A2: (2.63)

Parameters ˛1; ˛2; ˇ1 and ˇ2 can be expressed as, by substituting (2.56) and (2.57)
into (2.55),

˛1 D A1B2�1 � A2B1�2

A2B1 � A1B2
; (2.64)

˛2 D A2B1�1 � A1B2�2

A1B2 � A2B1
; (2.65)

ˇ1 D A1A2C

A2B1 � A1B2
; (2.66)
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ˇ2 D B1B2C

A1B2 � A2B1
: (2.67)

Thus, if we have numerical estimates for values of A1;A2; B1; B2 and �1; �2, then
˛1; ˛2; ˇ1 and ˇ2 are given by (2.64)–(2.67), respectively.

Since ˇ1 and ˇ2 are all positive, the roots �1 and �2 given in (2.58) and (2.59)
are always real. If ˛1˛2 < ˇ1ˇ2, then one of the �i is positive and the other is
negative. If ˛1˛2 > ˇ1ˇ2, both �1 and �2 are negative. This suggests that the result
of eventually extinguishing the faults is certain, if ˛1˛2 > ˇ1ˇ2.

Special case 1. Let ˛1 D ˛2 � ˛ and ˇ1 D ˇ2 � ˇ. This case describes the
situation that both versions affect each other in a ‘symmetric’ fashion. It can
be shown that the expected number of faults are K10.t/ D b1Cb2

2
e�.˛�ˇ/t C

b1�b2
2
e�.˛Cˇ/t and K01.t/ D b1Cb2

2
e�.˛�ˇ/t � b1�b2

2
e�.˛Cˇ/t .

Special case 2. Let ˇ1 D 0 and ˛1 ¤ ˛2. In this case, only version 2 is affected by
version 1. The expected number of faults are K10.t/ D b1e

�˛1t and K01.t/ D
b2e
�˛2t C b1ˇ2

˛1�˛2 Œe
�˛2t � e�˛1t �. Further, if ˛1 D ˛2 � ˛, the expected number

of faults are K10.t/ D b1e
�˛t and K01.t/ D b2e

�˛t C b1ˇ2te
�˛t .

Special case 3. Let ˇ1 D 0 and ˇ2 D 0. This case describes that the failure
behavior of both versions are s-independent. As such the expected number of
faults are K10.t/ D b1e

�˛1t and K01.t/ D b2e
�˛2t . In fact, this is the JM model

[42] for two independent versions.

2.5.3.3 Expectation of Failures

The bivariate counting process by itself cannot fully describe the debugging process,
for example it cannot provide the total number of failures up to time t . We need
to consider both failure content and fault content. A failure occurs when the actual
output deviates from the expected output as a result of executing the faulty program.
For each version, when a failure has occurred it can reduce one fault, increase one
fault, or give no change of the fault content. The associated fault content and failure
content can also be studied by a multivariate processes. Let

Ni.t/ � the fault content of version i at time t , i D 1; 2;

Mi .t/ � the number of observed failures of version i up to time t , i D 1; 2:

Set

P.N1.t C dt/ �N1.t/ D i; N2.t C dt/�N2.t/ D j;M1.t C dt/�M1.t/ D k;

M2.t C dt/�M2.t/ D l j N1.t/ D x;N2.t/ D y/ D fi;j;k;l .x; y/dt:
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Then we assume that

f�1;0;1;0.x; y/ D ˛1x; f1;0;1;0.x; y/ D ˇ1y;

f0;�1;0;1.x; / D ˛2y; f0;1;0;1.x; y/ D ˇ2x:

Follow the similar procedure discussed in Sect. 2.5.3.2, we get the partial differential
equation of the cumulant generating functionK.
1; 
2; 
3; 
4/

@K

@t
D �

˛1.e
�
1C
3 � 1/C ˇ2.e


2C
4 � 1/
	 @K
@
1

C �
ˇ1.e


1C
3 � 1/C ˛2.e
�
2C
4 � 1/

	 @K
@
2

:

In addition to (2.56) and (2.57), the expected numbers of failures are

EŒM1.t/� D
Z t

0

�
.˛1A1 C ˇ1B1/e

�1� C .˛1A2 C ˇ1B2/e
�2�
	
d�;

EŒM2.t/� D
Z t

0

�
.ˇ2A1 C ˛2B1/e

�1� C .ˇ2A2 C ˛2B2/e
�2�
	
d�;

where A1;A2; B1 and B2 are expressed in (2.60)–(2.63), respectively. Moreover,

lim
t!1EŒM1.t/� D

(
˛1A1Cˇ1B1
.��1/ C ˛1A2Cˇ1B2

.��2/ if �1 < 0 and �2 < 0

1 otherwise;
(2.68)

and

lim
t!1EŒM2.t/� D

(
ˇ2A1C˛2B1
.��1/ C ˇ2A2C˛2B2

.��2/ if �1 < 0 and �2 < 0

1 otherwise.
(2.69)

2.5.3.4 Reliability

Suppose that n1 faults of version 1 and n2 faults of version 2 still remain in the
program at time te . The overall failure rate at that time would be n1.˛1.te/ C
ˇ2.te//C n2.˛2.te/C ˇ1.te//. If the system fails when one of its versions fail, then
the reliability of the entire system as a function of time t takes the form

RDep.t jte/ D ŒR1.t jte/�n1 ŒR2.t jte/�n2 ;
if the system fails only when both its versions fail, the reliability of the entire
system is

RDep.t jte/ D 1 � 

1 � ŒR1.t jte/�n1

� 

1 � ŒR2.t jte/�n2

�
; (2.70)
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where R1.t jte/ D exp f�.˛1 C ˇ2/tg and R2.t jte/ D exp f�.˛2 C ˇ1/tg. The
function R1.t jte/ and R2.t jte/ can be viewed as reliabilities attributable to each
of the individual faults of versions 1 and 2, respectively.

2.5.3.5 Estimation of Parameters

In fact, the actual fault contents for each version cannot be observed. However, the
number of failures can be observed. Thus, we use the number of observed failures to
estimate the unknown parameters, ˛1; ˛2; ˇ1 and ˇ2. We can minimize the objective
function

S D
mX
iD1

n
.cM1.ti /� EM1.ti //

2 C .cM2.ti / �EM2.ti //
2
o
;

i.e., the sum of two least squares functions, where cM1.ti / and cM2.ti / represent the
number of observed failures of versions 1 and 2 up to time ti , respectively. However,
the estimates for ˛1; ˛2; ˇ1 and ˇ2 may not be very reliable since a small change in
�1 and �2 may magnify the effect in these estimates.

2.5.3.6 Example

We illustrate the proposed model by using the observed failure data of the water
reservoir control (WRC) system [106]. Water is supplied via a source pipe controlled
by a source valve and removed via a drain pipe controlled by a drain valve. The
WRC system achieves fault-tolerance and high reliability by using NVP software
control logic with N D 2. This 2VP system application assumes that the reliability
of the voter is 1, and that the voter can identify exactly which version(s) is failed
when a failure occurs [106]. Following these assumptions, the 2VP system fails
only when both its software versions fail at the same input data. This WRC system
data set is listed in Table 2.9.

Apply the method in Sect. 2.5.3.5 to the WRC data set, the LSEs of ˛1; ˛2; ˇ1
and ˇ2 are

Ǫ1 D 0:00568; Ǒ
1 D 0:000399;

Ǫ2 D 0:00735; Ǒ
2 D 0:000874:

Based on estimated values of ˛i and ˇi , related measurements can be obtained.
Since Ǫ1 Ǫ2 > Ǒ

1
Ǒ
2, the perfect debugging (elimination of all faults) is certain.

Substituting Ǫ i and Ǒ
i into (2.56) and (2.57) and setting t D 0, we have the initial

fault contents for both versions

Ob1 D 29:594 and Ob2 D 25:004:
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Table 2.9 Failure-time normalized-data of WRC 2VP system

Failure time Failure time

Failure no. Version 1 Version 2 Failure no. Version 1 Version 2

1 1.2 3.6 14 39.2 34.8
2 2.8 8.4 15 40.0 36.4
3 8.4 12.8 16 44.0 36.8
4 10.0 14.4 17 44.8 38.0
5 16.4 17.2 18 54.0 39.2
6 20.0 18.0 19 56.0 41.6
7 24.4 20.0 20 62.4 42.0
8 28.0 23.2 21 80.0 46.4
9 29.2 25.2 22 92.0 59.6
10 31.2 28.0 23 99.6 62.4
11 34.0 28.4 24 98.8
12 36.0 30.8 25 99.6
13 36.8 31.2 26 100.0

This shows that the initial number of faults in version 1 is bigger than that
in version 2. The expected numbers of failures eventually encountered for both
versions are obtained by substituting estimated values of parameters into (2.68)
and (2.69). The numbers are 32.826 and 34.608 for version 1 and version 2,
respectively. This shows that we expect that more failures occur in version 2 than
that in version 1. Initially the number of faults in version 1 is bigger than version
2. However, we expect that version 1 has less failures eventually encountered than
version 2. This shows that version 1 may have a better debugging performance than
version 2. Part of the reason may be attributed to dependency between versions.
From (2.56) and (2.57), we have the expected numbers of remaining faults for
versions at time t

EŒN1.t/� D .�2:162/e�0:00754t C .31:755/e�0:00549t ;

EŒN2.t/� D .10:083/e�0:00754t C .14:921/e�0:00549t :

If these two versions are assumed to be independent of each other, then the expected
numbers of remaining faults at time t are given by EI ŒN1.t/� D .31:697/e�0:00564t
andEI ŒN2.t/� D .33:600/e�0:00629t . From (2.70), the reliability for the 2VP system
when te D 250 is

RDep.t j250/ D 1 � .1 � e�0:0506t /.1 � e�0:04117t /:
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Chapter 3
Energy-Efficient Design Techniques

Rong Ye and Qiang Xu

3.1 Introduction

While the relentless scaling of CMOS technology has brought digital IC designs
with enhanced functionality and improved performance in every new generation, at
the same time, the associated ever-increasing on-chip power and temperature densi-
ties make them suffer from more severe reliability threats [6, 93]. For example, as
demonstrated in [94], the average mean-time-to-failure (MTTF) of a contemporary
superscalar processor drops by about 4	 from 180 to 65 nm technology node. In
fact, the failure rates for today’s electrical systems can be quite high, e.g., as high as
16.4 % for the Microsoft Xbox 360 within 10 months [90].

On the one hand, from the circuit level up to the system level, numerous
power- and energy-efficient techniques have been proposed in the literature to
achieve high energy efficiency. On the other hand, these solutions have high
impact on system reliability, which needs to be addressed together with system
performance and energy consumption in a holistic manner. For example, one of the
most widely-used power minimization techniques, dynamic voltage and frequency
scaling (DVFS) reduces power dissipation by scaling down supply voltage and
operational frequency at runtime. By trading off performance for power, high energy
efficiency can be achieved. As DVFS facilitates to reduce circuit temperature, it
is also helpful for the lifetime reliability of the system. However, lowering down
supply voltage inevitably leads to the increase of soft error rate due to the reduction
of critical charge.

The remainder of this chapter is organized as follows. In Sect. 3.2, we present
the preliminaries and background knowledge of this chapter. Various circuit-level
and system-level energy-efficient design techniques are then introduced in Sects. 3.3
and 3.4, respectively. Next, Sect. 3.5 discusses the impact of power minimization
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techniques on system reliability and Sect. 3.6 focuses on some emerging energy-
efficient design solutions. Finally, Sect. 3.7 concludes this chapter.

3.2 Preliminaries

This section reviews the background knowledge in energy-efficient designs to make
clear the definitions and models used in this domain.

3.2.1 Optimization Objectives

Before introducing the various sources of IC power dissipation, it is worth spending
some efforts discussing the typical metrics used to evaluate the quality of a
circuit design. The optimization objective during the design of complex chips has
undergone a series of revolutions in the past several decades. As shown in Fig. 3.1,
hardware area, circuit performance, and power dissipation are three important
design factors that IC designers are familiar with. To be specific, for a circuit, its
silicon cost is proportional to its size. Path delay distribution (in particular, critical
path delay) determines its operational frequency, the most intuitive and commonly-
used metric to evaluate circuit performance. As for power dissipation, it is not only
related to the battery endurance of portable electronic devices but also affecting the
reliability of the circuit. Therefore, IC design optimization is to explore the solution
space to achieve an optimized tradeoff among the above three factors.

Thanks to the continuous scaling of CMOS technology, billions of transistors
can be integrated onto a single chip nowadays, rendering hardware area no longer a
serious concern. However, many other challenges emerge, among which reliability
is probably the most critical one due to the ever-decreasing transistor feature size
and the ever-increasing power and temperature density of the circuit. In fact, it is
imperative for designers to explore the tradeoff among power, performance and
reliability nowadays, as shown in Fig. 3.2.

Fig. 3.1 Design tradeoff in
conventional IC design
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Fig. 3.2 Design tradeoff in
today’s IC design

Fig. 3.3 Power versus
energy

3.2.2 Power Versus Energy

It is essential to understand the difference between power and energy. Simply put,
energy is the integral of power over time. As shown in Fig. 3.3, power is represented
by the curve stretching with respect to time while energy is the area under the power
curve. With low-power design techniques, we can lower the height of the power
curve of Task 1 from Case 1 to Case 2 (see Fig. 3.3), but the energy consumptions
in these two cases may be the same. For example, suppose the power consumptions
of Task 1 in Case 1 and Case 2 are 8 and 4 W respectively and the times spent on
executing it in these two cases are 1 and 2 s, respectively, the energy consumption
in both Case 1 and Case 2 would be 8 J.

As for the impacts of power and energy, there are many factors and each
of them has its specific role. For example, average power dissipation largely
determines circuit operational temperature; peak power dissipation is one of the
most significant factors to be considered when designing IC power distribution
network. Energy consumption, on the other hand, determines the operating time of
battery-powered portable device. Nevertheless, many low-power design techniques
are indeed helpful to improve system energy efficiency, and in the rest of this
chapter, we do not differentiate them much and the terms (e.g., power-efficient and
energy-efficient) are often used interchangeably.
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Fig. 3.4 Dynamic power due
to signal transition

3.2.3 Power Models

Modeling the power consumption of circuits and systems is essential towards
establishing measures to compare the quality of alternative designs in terms of the
power needed for its operation. Generally speaking, the total power consumption
of an electronic system consists of two components: dynamic power and static
power [67, 82, 114]. Dynamic power is the power dissipation when devices are
switching, while static power is caused by leakage currents (primarily caused by
subthreshold leakage current) that are present even when no logic operations are
performed.

3.2.3.1 Dynamic Power Dissipation

In a digital CMOS circuit, there are two sources of dynamic power dissipation. The
first one results from charging and discharging of the load capacitance with signal
transitions, wherein current flows through transistor channels and electrical energy
gets converted into heat and dissipated away, as shown in Fig. 3.4. Such dynamic
power is called switching power dissipation.

Instantaneous switching power dissipation Psw.t/ can be modeled as

Psw.t/ D Vdd � Idd .t/; (3.1)

where Vdd is the supply voltage and Idd is the current without considering leakage
current. As for the average dynamic power dissipation, we can first have the energy
consumed in each transition Ept as follows:

Ept D CL � V 2
dd ; (3.2)
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Fig. 3.5 Dynamic power due
to short-circuit currents

where Ept is the energy per transition and CL is the load capacitance. Finally, we
have

Psw D ˛ � CL � V 2
dd � f; (3.3)

where ˛ is the switching activity and f is the operational clock frequency.
The second source of dynamic power dissipation comes from the short-circuit

currents as shown in Fig. 3.5, flowing directly from the power supply to the
ground when the n-subnetwork and p-subnetwork of a CMOS gate are in on-state
simultaneously. With input to the gate stable at either logic level, only one of the
two subnetworks conducts and no short-circuit flows. However, when the output
of a gate switches in response to changing inputs, both subnetworks are in on-
state simultaneously for a short interval, resulting in short-circuit current flows. The
duration of the interval depends on the input and the output transition times and
hence the short-circuit dissipation also depends on it.

Both of the above sources of power dissipation in CMOS circuits are related to
transitions at gate outputs and therefore collectively referred to as dynamic power
dissipation. Because the ramp time of the input signal is usually quite short, the
short-circuit current lasts for only a short time interval in each transition. Therefore,
the switching power is usually the dominating one in dynamic power dissipation
while short-circuit power is only of interest in some cases.

3.2.3.2 Static Power Dissipation

Static power is caused by leakage currents, which flow even when the input and
output of a gate are not changing. One of the main reasons why CMOS technology
becomes the dominating semiconductor technology is due to the fact that static
power dissipation in CMOS circuits is much lower than that in other technologies.
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However, as supply voltage reduces with technology scaling, transistors with low
threshold voltages have to be used to maintain performance and reliability, yet the
lower the threshold voltage, the greater the standby leakage current. In fact, for some
high-performance circuits, the contribution of static power dissipation already has a
dominant share of the total power dissipation.

In the near future, subthreshold leakage and gate leakage will be the dominant
types of leakage current [64, 76]. Consequently, static power dissipation can be
roughly modeled as follows:

Pleakage D Isr � T 2 � e ��VddC� �VbsC


T � C jVbsj � Ij u; (3.4)

wherein Isr is the reference leakage current at reference temperature, T is tempera-
ture, Vbs is the body bias voltage, Ij u is the junction leakage current, and �, � and

 are all curve fitting parameters depending on fabrication technology.

3.2.4 Power Minimization Methodology

As power minimization is one of the most important optimization objectives in
today’s IC designs, numerous energy-efficient design techniques at various steps of
the design flow have been proposed in the literature and realized in industry designs,
targeting at dynamic and/or static power dissipation. Many design parameters can be
adjusted to achieve power reduction. Some of them are continuous, such as supply
voltage and threshold voltage; while some others are discrete, such as different logic
styles, topologies, and micro-architectures.

Ideally, designers would like to consider all parameters at the same time, and
to define a single optimization problem to minimize power from the viewpoint
of the entire system. However, the complexity of such an optimization problem
with all the parameters included would be practically unsolvable. Consequently, IC
design methodologies rely on some important concepts to help manage complexity:
abstraction and hierarchy. Abstraction is used to hide the details, while hierarchy is
for building larger entities through a composition of smaller ones. The abstraction
and hierarchy in design process of ICs is shown in Fig. 3.6. There have been many
techniques employed to perform energy-efficient computing at these different levels.
For example, at device level, we can employ multi-threshold devices to reduce
power dissipation of certain logic gates; at circuit level, clock gating can be used
to turn off the clock tree for inactive parts of the circuit to reduce dynamic power;
at logic level, low-power logic synthesis can be used to reduce power dissipation; at
architecture level, some techniques like architecture synthesis and transformation
can be used; and at system level, designers can perform task scheduling and
allocation to optimize power consumption for processors. In this chapter, we mainly
discuss power optimization techniques at circuit level and system level.
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Fig. 3.6 Abstraction and
hierarchy in design process of
ICs

3.3 Circuit Level Power Minimization Techniques

In this section, we discuss some representative low-power design techniques at
circuit level.

3.3.1 Transistor Sizing

Transistor sizing, the operation to manipulate the width of the channel of a transistor,
is an effective technique to improve the timing performance and/or power efficiency
of CMOS circuits [10]. That is, by increasing the width of the channel and hence the
transistor size, the driving capability of the transistor increases with reduced signal
rise/fall times at the gate output.

Earlier works in transistor sizing focus on minimizing the area of the circuit
subject to a certain delay constraint [14, 78]. With aggressive technology scaling,
silicon area is of less concern and sizing transistors for power minimization has been
popular [32, 54].

Theoretical analysis for transistor sizing usually assumes a continuous sizing
model, which is only possible for full custom design. For standard cell based
IC designs, transistor sizes are pre-determined in the cell library and with some
discrete values only. In the early days, the number of library cells were quite
small, ranging between 50 and 100 cells. Further optimization needs for power-
performance tradeoff have changed this situation substantially. With the need for
more sizing options for each logical cell, today’s libraries usually have up to 1,000
cells.
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3.3.2 Technology Mapping

Technology mapping is an optimization technique that selects library cells for the
implementation of a given logic function, serving as the final step of logic synthesis.
The logic network, resulting from technology-independent optimizations, is mapped
with given library cells to generate an optimized circuit while satisfying design
constraints.

Technology mapping is the step in IC design flow where transistor/gate sizing
is actually performed. Besides choosing between the same kind of cells with
different sizes, it also chooses between different gate mappings: either simple
cells with small fan-in logic or complex cells with large fan-in logic. Generally
speaking, simple gates are good from a performance perspective due to the quadratic
relationship between delay and fan-in logic, while complex gates with smaller
intrinsic capacitance are attractive from the energy perspective. Consequently,
designers tend to replace simple gates with complex ones in non-critical timing
paths for power reduction.

Technology mapping is usually formulated as a directed acyclic graph (DAG)
covering problem [99, 100]. To be specific, the Boolean function to be mapped
is represented in canonical form as a subject DAG. Similarly, gates in the library
are represented as gate DAGs. Technology mapping is then to find an optimized
covering of the nodes of the subject DAG using the available gate DAGs.

While conventional technology mapping focuses on minimizing area and/or
circuit delay, the graph covering formulation of technology mapping has been
extended to integrate power optimization as an important objective [26, 62, 99–
101]. For instance, in [99,100], the subject DAG is created for the Boolean function
to be mapped using a basis function consisting of two-input NAND/NOR gates
and inverters, and the overall algorithm flow of technology mapping for low power
follows along the algorithm for area and delay.

3.3.3 Supply Voltage Scaling

Supply voltage scaling is probably the most effective technique used for power re-
duction, due to the quadratic dependency of dynamic power on supply voltage [114].
Moreover, it also facilitates to reduce leakage power since leakage currents decrease
as supply voltage scaling down. Both static voltage scaling (SVS) and dynamic
voltage scaling (DVS) have been widely used in today’s IC designs, which achieve
power reduction with small performance penalty.

With SVS, we have a multiple supply voltage (MSV) design, wherein circuits are
partitioned into multiple “voltage islands” and each island operates at a specified
supply voltage that satisfies its own performance requirement. In such designs,
to meet the timing requirement of each voltage island, the corresponding supply
voltage has to be high enough to drive the most timing-critical cell, even though
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the rest of cells may have much more relaxed timing requirements. Consequently,
the voltage assignment to a certain island is dominated by the required voltage of
the most timing-critical path, and designers tend to group cells with similar timing
requirement together as voltage islands. Numerous works have been presented to
achieve an optimized MSV design at various design stages, e.g., floorplanning [67–
69, 82], post-floorplanning [60, 61], placement [34, 63], and post-placement [17,
55, 106–108]. Note that, wherever an output from a low Vdd island needs to drive
an input to a high Vdd island, a level shifter is required at the interface, resulting
in extra power overhead. Because of this, more islands do not always imply better
energy efficiency, as shown in [69].

With DVS, supply voltage is adaptively changed according to runtime per-
formance demands [38, 45, 88]. When relatively low performance is sufficient,
supply voltage and clock frequency are both lowered at runtime, delivering reduced
performance with substantial power reduction. Similar to most control systems,
there are three key components to implement a DVS system: a targeted system
that supports operation at multiple voltages, a management centre that generates
commands to control the behavior of the targeted system, and a control loop that
delivers the commands and collects system status at runtime.

3.3.4 Clock Gating

Up to 50 % or even more of dynamic power is spent in clock distribution network,
driving clock buffers with extremely high toggle rates. Clock gating is an effective
technique to address this problem, which disables a portion of inactive clock tree and
its relevant logic elements. The dynamic power consumption is hence dramatically
reduced (leakage power dissipation remains) [72].

Clock gating is usually implemented at register-transfer level (RTL) [57], which
identifies the clusters of FFs that share a common enable control signal, and uses
this enable signal to control such a clock gating circuit that is connected to the clock
ports of all these FFs. Consequently, as long as the enable signal is de-asserted, these
FFs under control are clock-gated to have no switching activities and consume no
dynamic power. Generally speaking, EDA tools are able to identify fine-grained
clock gating opportunities while module-level clock gating is conducted manually.

3.3.5 Input Vector Control

The input vector control (IVC) problem is to find input vector combinations that
minimize the leakage current of a circuit, taking advantage of stacking effect, the
phenomenon that subthreshold leakage current flowing through a stack of series
connected transistors is greatly reduced if some of them are turned off. Simply
speaking, the subthreshold leakage through a logic gate depends on the applied
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Fig. 3.7 An example to show MTCMOS circuit structure

input vector, making the total leakage current of a circuit depend on primary input
combinations. Consequently, by applying proper input vectors, the circuit can work
in a low leakage state.

The most straightforward method to find low-leakage input vectors is to enumer-
ate all combinations of primary inputs. Clearly, such an exhaustive method is only
applicable to those circuits with a small number of primary inputs. For large circuits,
a more efficient and effective method is to use some probabilistic metaheuristic
algorithms that can exploit historical information in order to speculate on new
search points to obtain a near optimal solution. With the ever-increasing impact of
leakage power in nanometer devices, IVC techniques have attracted lots of attention
(e.g., [1,30,47,71]). For example, a stack transistor insertion technique is presented
in [47], wherein the authors first identify circuit input vectors, putting most of the
circuit into a low-leakage state, and then insert transistors to enable leakage control
of those leakage paths that are not able to turn off series transistors.

3.3.6 Multi-threshold Designs

Multiple threshold CMOS (MTCMOS) circuit, which has both high and low
threshold transistors in a single chip, can be used to tradeoff circuit performance
and leakage power.

A common implementation of MTCMOS for reducing power makes use of
sleep transistors. That is, low Vt transistors are used as logic cells to provide high
performance while high Vt transistors with low leakage serve as sleep transistors,
disconnecting logic cells from power supply network. As shown in Fig. 3.7,
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MTCMOS involves high Vt transistors to gate the power supply of a logic block
constructed using low Vt transistors [53]. When high Vt sleep transistors are turned
on, low Vt logic works as usual, and switching is performed through fast low Vt
devices. When the circuit is in inactive mode, high Vt transistors are turned off,
disconnecting the gates from the ground and resulting in low subthreshold leakage
current.

Compared to MSV designs, which require level shifters and special layout
strategies, introducing multiple thresholds has relatively smaller impact on the
design flow. Existing designs can be modified into MTCMOS blocks by simply
adding high Vt transistors as power supply switches. However, by introducing
an extra series device to the power supply network, MTCMOS circuits incur a
performance penalty when compared to regular CMOS circuits, if these devices
are not sized properly. Moreover, retention registers need to be added to hold the
data of main register of the power-gated block.

3.4 System Level Power Minimization Techniques

Managing power dissipation at system level is able to considerably decrease energy
consumption because we have a better view on application needs at this level.
Various energy-efficient design techniques, such as dynamic power management
(DPM), dynamic voltage scaling (DVS) and task migration, have been explored in
the literature and applied in state-of-the-art low-power system designs.

DPM for electronic systems, which trades off performance for power savings
in a controlled fashion, is one of the most successful techniques used for energy-
efficient computing [7]. By taking system workloads into account, DPM reduces
power dissipation via selectively shutting down (or lowering the performance of)
inactive system components. For example, a microprocessor can be put in sleep
mode for power reduction when it is idle for some time and it is waken up when
new tasks arrive. Consequently, the system can be modeled as a power state machine
[110]. The transitions between states are controlled by commands issued by a power
manager (PM) that observes the workload of the system and decides when and how
to force power state transitions. The power manager makes state transition decisions
according to the power management policy implemented in the system a priori.
The choice of DPM policy that minimizes power under performance constraints
(or maximizes performance under power constraint) is a constrained optimization
problem.

To be specific, a power-manageable system can be modeled as shown in Fig. 3.8
[7,97], which includes three components: service requester (SR), service queue (SQ)
and service provider (SP). SR issues requests as the event source, while SP processes
requests. SQ buffers requests that cannot be processed at once, if SP is too busy. SR
has several operational states to represent different service request rates, which can
roughly be considered as the possible request number issued in a time unit. SP can
have different modes, such as run mode to process requests, and sleep mode to save
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Fig. 3.8 Abstract structure of DPM system model

power in case of no requests. As for SQ, its state can be simply described as the
stored request number. The power manager observes system states (consisting of
SR, SQ and SP states), and controls the behavior of SP, to achieve power savings at
certain performance penalty. This is a general framework and in practice designers
should detail this framework to make it more applicable and efficient.

System level DPM effectively reduces power consumption by shutting down
during the idle periods between application workloads. DVS, on the other hand,
reduces energy consumption by changing processor speed and voltage at run-time
depending on the needs of the executed applications [88]. Early DVS algorithms
simply set processor speed based on the processor utilization of fixed intervals;
while more sophisticated voltage scaling techniques consider the individual re-
quirements of running tasks. The approaches presented in [45] assume that all
tasks run at their worst case execution time (WCET). The workload variation slack
times are exploited on a task-by-task basis in [84], and are fully utilized in [59].
Pering et al. [73] introduces a voltage scheduler that determines the operating
voltage by analyzing application requirements. The scheduling is done at task
level, by setting processor frequency to the minimum value needed to complete all
tasks. For applications with high frame-to-frame variance, such as MPEG video,
schedule smoothing is done by scheduling tasks to complete twice the amount
of work in twice the allocated time. In most DVS approaches presented in the
literature, scheduling is done at the task level, assuming multiple threads. The
prediction of task execution times is done either using worst case execution times, or
heuristics. Such approaches neglect that DVS can be done within a task or for single-
application devices. For instance, in MPEG decoding, the variance in execution time
on frame basis can be very large.

Note that, conducting system level power optimization can be quite different in
different types of targeted systems. In this section, we introduce system level power
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Fig. 3.9 Power states of
StrongARM SA1100

management technique based on two important types of computing devices: general
purpose processors and embedded systems. Generally speaking, in general purpose
processors, the arrivals of tasks are unknown and hence how to predict task arrivals
is quite important for effective DPM, while in embedded systems some preliminary
information about tasks is assumed to be acquired in advance.

3.4.1 General Purpose Processors

Due to the unknown task characteristics in general purpose processors, state
transitions in DPM usually involve non-trivial performance penalty and power cost.
An eager power management policy that turns off system components as soon as
they are idle may even increase the system power dissipation and degrades its
performance at the same time. Consequently, how to optimize the DPM policy, the
procedure that takes decision on the state of the system components, is a rather
complex constrained optimization problem, especially considering the fact that a
component may have multiple operational modes with different power benefits and
transition costs [18]. For example, a processor in deep sleep state has lower power
consumption but requires more transition time and transition power when waken up,
compared to that in light sleep state.

For a complex electronic system that supports DPM, we can model it as a
finite-state machine with multiple power modes [18], as shown in Fig. 3.9, taking
StrongARM SA-1100 processor as an example. This processor has three operational
modes: run mode, idle mode, and sleep mode. In each mode, the processor has
different power dissipation, and the mode transition would induce both performance
penalty and power cost. As systems typically experience non-uniform workloads
(manifested as idle periods among tasks), we can still obtain power savings from
selective shutdown even after compensating the non-trivial transition cost.

There are numerous related works in dynamic power management in the
literature. From the aspect of conducting effective power state transitions, generally
speaking, existing DPM policies can be classified into two categories [27]: heuristic
policies and stochastic policies. Time-out policy [56] is one of the most widely-used
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heuristic policies, which simply turns off a component when the duration time, for
which the component has been in idle period, exceeds a pre-defined time interval.
Time-out policies are simple and robust, but they may be too fast or too slow to
react. Stochastic policies, on the other hand, model system state changes and request
arrivals as stochastic processes. Markov decision process [7] and Semi-Markov
decision process [87] are often adopted to derive an optimal DPM policy according
to these models.

In the above works, DPM policies are determined at design stage and they may
not work well with varying workload characteristics and environment conditions.
Learning-based DPM solutions are thus attractive since they are able to adapt
to varying system conditions and workloads. Srivastava et al. [91] explored a
shutdown mechanism to predict the length of idle time based on real-life traces
and recent computation history. In [43], Hwang et al. predicted the current idle
period length using exponential average approach based on previous idle periods.
In [96], Steinbach proposed reinforcement learning-based DPM policy to perform
mid-level power management in wireless network cards. Theocharous et al. [98]
considered user annoyance as a performance constraint and presented a user-based
adaptive power management technique. In [27], Dhiman and Rosing proposed to
dynamically select the best DPM policy from a set of candidate policies. In [97],
Tan et al. presented an approach for system-level power management in a partially
observable environment, based on model-free constrained reinforcement learning.

There are also some recent works that consider DPM in multi-core processors,
which can be categorized into per-core approach [44, 49, 50] and chip-wide
approach [31, 38]. In [44], Canturk et al. proposed an approach to set the
power mode of each core to meet a power budget. Jung et al. [49, 50] presented
a supervised learning-based DPM framework for multi-core processors. Their
approach, however, determines power management actions for each core based on
their individual workload prediction and hence is not a “true” multi-core power
management scheme. In [38], Sebastian et al. utilized a control theory based
controller to apply DVFS technique, but the task-to-core allocation is fixed in their
approach. In [31], Mohammad et al. proposed a hierarchical DPM framework under
given throughput constraint, which employs core consolidation, coarse-grained
DVFS and task allocation at the CMP level and fine-grained DVFS based on closed-
loop feedback control at the individual core level. This work required to obtain task
characteristic a priori for task allocation.

3.4.2 Embedded Systems

In response to today’s competitive electronics market, when designing complex
embedded systems, it is increasingly popular to employ pre-designed multiprocessor
system-on-a-chip (MPSoC) platforms and map applications onto them to reduce
design risk and achieve short time-to-market [77]. Various platforms with specific
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functionalities reflecting the need of the expected application domain have been
developed in the industry recently, e.g., ARM PrimeXsys platform [2].

When building platform-based embedded systems, a basic issue is to conduct
task allocation and scheduling for applications, in which the allocation of tasks
is to effectively utilize the available processors while scheduling is to meet
various requirements. One major trend in embedded system design is towards
energy-efficient computing based on the concept of performance on demand, by
dynamically adjusting the operational voltage and frequency of processors based on
instantaneous processing requirement. There is a rich literature on energy-efficient
design methodologies (e.g., [46]), which mainly resort to DVS and slack reclaiming
to cut down the energy consumption of embedded processors. In particular, Schmitz
et al. [81] proposed an energy-efficient co-synthesis framework for multi-mode
embedded systems under the consideration of mode execution probabilities, in
which a single execution mode occupies the entire MPSoC at a time.

Both DVS and DPM can be used to achieve energy-efficient scheduling for
embedded systems. When both solutions are available, it is advocated to consider
DVS first [46]. The input specification of low power system scheduling problem is
usually given in terms of a set of task graphs. A typical problem formulation based
on MPSoCs can be developed as follows:

Problem: Given

• The floorplan of the platform-based MPSoC embedded system that consists of `
processor cores;

• n execution modes. Each mode i is represented by a directed acyclic task graph
Gi D .Vi ;Ei /, wherein each node in Vi indicates a task in Gi , and Ei is the set
of directed arcs that represent precedence constraints;

• The joint probability density function1 that the system is in various modes
fY1;Y2;��� ;Yn .y1; y2; � � � ; yn/, where yi represents the probability that the system
is in execution mode i ;

• The execution time wi;j;k of task j of mode i on processor k under maximum
supply voltage Vdd ;

• The power consumption Pi;j;k of task j of mode i on processor k under
maximum supply voltage Vdd ;

• Deadline di;j of task j of mode i , meaning that task j in Gi should be finished
before di;j ;

• Other design constraints, e.g., target service life L and the corresponding
reliability requirement �%;

• System parameters, e.g., failure mechanism parameters (e.g., activation energy
Ea of electromigration) and the corresponding failure distributions;

to determine a periodical task allocation and schedule on the given MPSoC platform
for each execution mode such that the expected energy consumption is minimized,

1The mode execution probabilities can be estimated as in [81].
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under the performance constraints that real-time tasks are finished before deadlines
and some other design constraints.

3.5 Impact of Power Minimization Techniques on Reliability

With technology scaling, reliability has emerged as a major design constraint for
high-performance IC designs. As energy-efficient design techniques change the
power/temperature densities of a circuit, it is imperative to take their impact on
reliability into consideration. In this section, we discuss the above issue from three
aspects: hard errors that affect circuit lifetime reliability (Sect. 3.5.1); soft errors that
cause flipping of values in circuit storage elements (Sect. 3.5.2); and timing errors
that appear on circuit critical paths (Sect. 3.5.3).

3.5.1 Hard Error

No doubt to say, designers need to ensure the lifetime reliability of IC products
so that their failure rates would not exceed customers’ expectations. This has
become a challenging task with relentless technology scaling [93]. On the one
hand, some well-known failure mechanisms such as time dependent dielectric
breakdown (TDDB) in the gate oxides and electromigration (EM) on interconnects
have increasing adverse effects due to shrinking feature size. On the other hand,
degradation of device parameters over the circuit’s lifetime has emerged as a major
threat to system reliability. In particular, circuit wearout resulting from negative
bias temperature instability (NBTI) and random telegraph noise (RTN) that cause
electrical parameter shift (e.g., transistor threshold voltage increase) is of particular
concern with technology scaling and it is shown that they could result in significant
performance degradation of the circuit over its service life [90].

Energy-efficient design techniques generally are helpful to improve circuit
lifetime reliability as they facilitate to reduce circuit power/temperature density.
However, as functional blocks in a system age differently, without explicitly taking
their aging rates into consideration, IC designs may still not meet their lifetime
reliability requirement. As discussed earlier, DVS reduces power consumption by
scaling down voltage and frequency of operation at runtime. As reducing circuit
power facilitates to lower device temperature while most circuit failure mechanisms
exacerbate themselves under high temperature, circuit lifetime reliability is usually
improved implicitly. On the other hand, aggressive power management policies
may also decrease circuit lifetime reliability because of the degradation effect that
temperature cycles have on modern IC materials [92]. Rosing et al. [75] plot
the tradeoff between mean time to failure (MTTF) and power saving in Fig. 3.10,
wherein they present three common failure mechanisms: EM, TDDB, and thermal
cycling (TC). These values are obtained from a particular test core that has only one
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sleep state but no DVS capability with 95 nm technology. Although more aggressive
power management policies improve MTTF due to EM and TDDB, the circuit suffer
from significant thermal cycling due to frequent shutdowns. As a result, the overall
MTTF in fact decreases as more power savings are obtained.

Many widely-accepted reliability models for the above failure mechanisms at
device and circuit level have been proposed and empirically validated by academia
and industry [8, 9, 48, 95]. They are usually quite complex and involve a number of
parameters. Let us take MTTF due to EM as an example [48]:

MT TFEM D AEM

J n
� e EaEM	T ; (3.5)

where AEM is a constant determined by the physical characteristics of the metal
interconnect, J is the current density, EaEM is the activation energy of electromi-
gration, n is an empirically-determined constant, 	 is Boltzmann’s constant, and T
is the temperature.

Circuit lifetime reliability can be improved at various design levels. At de-
vice/gate level, we can employ gate resizing and threshold voltage tuning to make
device less vulnerable [21,74,109]. At circuit level, we can give more design margin
to those frequently-stressed circuit paths. For example, in [15], a variable-latency
adder design is presented for NBTI tolerance, wherein the proposed VL-adder
can automatically shift data capturing clock edge to tolerate NBTI-induced delay
degradation on critical timing paths. In [105], a novel input vector control technique
is proposed to minimize NBTI effects. In [16], the minimum cost reliability driven
routing is considered and an iterative rounding-based integer linear programming
algorithm is proposed to mitigate EM effects. At micro-architectural level, block-
level redundancy can be introduced to protect those functional units that are prone
to wearout failures. In [25], a tool capable of evaluating NBTI vulnerabilities early
in the design cycle was developed to facilitate architectural level aging analysis,
which can be used to guide redundancy allocation. In [23], by judiciously binding
and scheduling applications onto the buses in the microarchitecture, the activities
on some critical wires can be reduced to mitigate EM degradation. In [86], the
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Fig. 3.11 Interaction of an
alpha particle or a neutron
with silicon crystal

Fig. 3.12 Strike on a storage
device can flip the bit stored

authors proposed to use the inherent redundancy available in microarchitectures to
handle hard failures and enable graceful performance degradation in fail-in-place
systems. Finally, at architectural and OS level, reliability-driven task allocation
and scheduling techniques and dynamic reliability management (DRM) policies
can be employed to balance the stress on different processor cores on an MPSoC
design. In [39–42], several task allocation and scheduling techniques are presented
to tradeoff lifetime reliability and energy consumption for MPSoC designs.

From the above, we can see that although energy-efficient design techniques
can lower system power dissipation and thus implicitly increase circuit lifetime
reliability for some failure mechanisms, its impact to the overall system lifetime
reliability is not certain. Without a systematic solution, today’s IC designs either take
a rather conservative approach that employs many of the above solutions to mitigate
reliability threats, which results in non-trivial hardware/performance overhead, or
simply rely on power/thermal control techniques to improve reliability, which may
not be sufficient to meet lifetime requirement [41].

3.5.2 Soft Error

Radiation-induced transient faults arise from energetic particles, such as alpha
particles from packaging material and neutrons from the atmosphere, generating
electron-hole pairs (directly or indirectly) as they pass through a semiconductor
devices, as demonstrated in Fig. 3.11. Transistor source and diffusion nodes can
collect these charges. A sufficient amount of accumulated charge may invert the
state of a logic device, such as a latch, static random access memory (SRAM) cell,
or gate, thereby introducing a logical fault into the circuit’s operation (Fig. 3.12).
Because this type of fault does not reflect a permanent malfunction of the device, it
is termed soft or transient.
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As a fundamental parameter to reflect soft error vulnerability of an electronic
device, critical charge (Qcrit ) describes the minimum charge that must be deposited
by particle strike to cause a device to malfunction. It is usually computed using
integrated circuit simulators, such as SPICE, by injecting current pulses into
the sensitive nodes of device. These pulses represent the current generated from
electron-hole pairs created by an alpha particle or neutron strike. Because the
charge value has the following quadratic relationship with respect to the supply
voltage Vdd :

Qcharge D C 	 V 2
dd ; (3.6)

where C is capacitance, it is clear to observe that the soft error vulnerability of a
device, represented by critical charge Qcrit , will also quadratically increase with
respect to Vdd . For example, Hazucha et al. [36] showed that reducing the supply
voltage from 3.3 to 2.2 V for an SRAM cell in a 0.6�m technology decreases the
Qcrit from 91.4 to 51.5 fC. As many energy-efficient techniques achieve power
saving by reducing supply voltage, it is inevitable that they are associated with
higher soft error rate [83].

In order to mitigate the impact of soft errors, we have to rely on redundancy, i.e.,
either by duplicating hardware component or by performing redundant computa-
tion. With redundancy, computational results are compared, and the disagreement
between redundant components indicates the occurrence of soft error. Clearly,
without a careful vulnerability analysis, this redundancy-based protection would
lead to significant area/performance overhead and cause more energy consumption.
Consequently, when pursuing power minimization with reduced supply voltage, the
increase of soft error rate and its associated overhead should be carefully taken into
account.

3.5.3 Timing Error

In a synchronous design, the delays of combinational logic paths must not exceed
the operational clock period; otherwise, timing errors occur. To be specific, in a
synchronous circuit, let Sij represent the timing slack of a certain path between two
flip-flops (FFi and FFj ), we have

Sij D Tcp � Tsetup �Dij ; (3.7)

where Tcp is the clock period, Tsetup is the setup time of FFs, and Dij is the
maximum path delay. If the timing slack Sij is not positive, we say timing error
occurs on this path.

With the continuous downscaling of transistor feature size, there is an increasing
uncertainty for the timing behavior of today’s ICs, often manifesting themselves as
infrequent timing errors on speed-paths, i.e., critical or near-critical paths. There are
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multiple factors that contribute to this effect: (i) inevitable static process variation
caused by manufacturing imperfection leads to the mismatch of timing performance
between the designed value and the actual one; (ii) dynamic variations in supply
voltage, temperature, and multiple-input switching cause varying circuit delay at
runtime; (iii) circuit aging mechanisms such as NBTI lead to gradual increase of
circuit delay over its lifetime. Considering these variation effects, the path delay
becomes a random variable, therefore we have

QSij D Tcp � Tsetup � QDij ; (3.8)

where QSij is the random variable of timing slack and QDij is the random variable of
the maximum path delay. The probability for QSij being negative is considered as the
timing error probability. Traditionally, a large timing guard band has to be reserved
to tolerate the above variation effects.

With supply voltage scaling down to reduce power consumption, there are some
other side-effects, e.g., the delay increase of logic gates, thereby increasing the
possibility of timing violation. To be specific, we have the delay model as follows:

D D Ki � Vdd
.Vdd � Vth/˛

; (3.9)

where D is gate delay, Ki and ˛ are fitting parameters as defined in [82].
That is to say, power consumption is reduced with voltage scaling down at the
expense of reduced timing performance or increased timing error probability. From
this perspective, the tradeoff between power and performance must be carefully
considered when conducting power minimization. For example, in the region-based
multi-supply voltage (MSV) design, one of the most critical problems is to identify
those non-critical circuit blocks and group them together as an individual voltage
island, so that low supply voltage can be applied to these blocks for power reduction
while timing performance of the entire system would not be reduced.

3.6 Emerging Energy-Efficient Design Techniques

The quest for better energy efficiency is never ending, even after decades of research
and practice. In this section, we discuss three emerging energy-efficient design
techniques: timing speculation (TS) at circuit level, approximate computing at logic
level and adaptive power management at system level. Both timing speculation and
approximate computing achieve power savings by allowing errors to occur, while
adaptive power management is a robust power management technique that can
work under variable system environment (e.g., workloads and usage patterns). In
Sect. 3.6.1, we introduce timing speculation and show how it enables the tradeoff
among performance, power and reliability by allowing infrequent timing errors to
occur. In Sect. 3.6.2, we discuss approximate computing techniques, which are able
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to trade off computation quality (e.g., accuracy) and computational effort (e.g.,
energy consumption). In Sect. 3.6.3, we introduce adaptive power management
techniques. A case study on learning-based power management is shown in
Sect. 3.6.4.

3.6.1 Timing Speculation

Conventional IC designs try all means to achieve error-free computation, even under
worst-case combinations of process, voltage, and temperature (PVT) variations and
wearout effects [12, 29]. As the above circuit non-idealities inevitably worsen with
technology scaling [11], more design guardband has to be incorporated to ensure
IC timing correctness. Consequently, such worst-case design methodology results
in pessimistic designs with considerable power and performance overheads [5],
lessening the benefits provided by technology scaling. As can be seen in Fig. 3.13,
even though a particular circuit may operate at point B without timing errors,
during the design phase, we have to conservatively let the circuit work at point A
with lower frequency and/or higher supply voltage to ensure its timing correctness
throughout its service life. To address the above problem, better-than-worst-case
(BTWC) design methodology that allows reliability to be traded off against power
and performance was proposed to dramatically improve the energy efficiency of
computation [4,37]. The basic idea behind BTWC design methodology is that, since
circuit non-idealities mainly manifest themselves as infrequent timing errors on
critical paths of the circuit (if sufficient design guardband is not incorporated) [79],
we can over-clock the chip and/or reduce the supply voltage of the chip to a point
that timing errors occur and achieve resilient computation (instead of error-free
computation) by performing timing error detection and correction. This approach
is generally referred to as timing speculation. As can be seen in Fig. 3.13, a timing
speculative circuit can operate at point C with much higher frequency or much less
supply voltage, thus greatly improving the circuit’s energy efficiency. Due to this
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significant benefit, TS techniques have attracted lots of research interests from both
academia and industry [3].

Without loss of generality, let us discuss one of the most representative TS
techniques, Razor [22, 28], to illustrate how resilient computation can be achieved
with timing speculation. To detect timing errors on critical paths, the receiving ends
of critical paths, referred to as suspicious flip-flops, are replaced with Razor flip-
flops (Razor-FFs), which includes a main flip-flop, an additional shadow latch and
some control logic (see Fig. 3.14). The main flip-flop latches the output signal at
the clock edge with possible timing error, while the shadow latch, controlled by a
delayed clock signal, latches the signal a fraction of a cycle later, which guarantees
to receive the correct value. Consequently, when the shadow latch and the main
FF values do not agree, indicated by the comparator, the timing error is detected.
For microprocessors, timing error recovery can be achieved with microarchitectural
support [89]. That is, when a timing error is detected, the processor pipeline
is flushed and the correct result from the shadow latch is returned back into
the pipeline. Then, by replaying instructions (at possibly lower frequency), the
processor is able to recover from the timing error [13].

Timing error recovery inevitably incurs some performance loss and extra energy
consumption. As can be observed in Fig. 3.13, further increase of frequency and/or
decrease of voltage beyond point C will lead to too many rollbacks and hurt system
performance/energy efficiency. Therefore, it is essential to reduce timing error rate
(TER) to optimize timing speculative circuits [24]. However, there is usually a “wall
of critical paths” in the final implementation of the circuit from the traditional worst-
case design flow. This is due to the nature of today’s IC design and optimization
flow, e.g., gates on those initially non-critical paths are often downsized to tradeoff
for power and area, making many such paths to be critical too. This suggests that,
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given a fixed circuit design, the effectiveness of timing speculation techniques is
limited by a fixed threshold beyond which the circuit will become unusable.

To address the above issue, various optimization techniques were presented
for timing speculative circuits in the literature. The key issue in this optimiza-
tion problem is to reshape the path delay distribution of the circuit so that
those frequently-exercised timing paths are optimized with more timing slack
while other paths are allowed to have timing errors. EVAL [80] proposes a so-
called high-dimensional dynamic adaptation technique that trades error rate for
processor frequency by tilting, shifting, or reshaping the path distributions of
various functional units. Blueshift [33] identifies and optimizes the most frequently
exercised critical paths by on-demand selective biasing and path constraint tuning.
DynaTune [104] optimizes the most frequently-sensitized critical paths of the circuit
by assigning low threshold voltage to those critical gates that are strongly related to
the occurrence of timing errors. Kahng et al. [52] proposed a slack redistribution
strategy to increase the level of voltage overscaling under a given TER constraint
to minimize the power consumption. Ye et al. conducted pre-silicon clock skew
scheduling [112] and post-silicon clock skew tuning [111] to manipulate timing
slacks at circuit level to reduce timing error rate in timing-speculative circuits.
In [113], the authors studied the voltage island generation problem to achieve better
energy efficiency in timing-speculative circuits.

The above techniques are helpful for TER reduction, but one common limitation
is that they conduct optimization on top of a given circuit netlist and hence are
not capable of manipulating the logic structure of the circuit. In [19], the authors
attempted to conduct logic synthesis for BTWC designs. They constructed a simple
timing error probability model and used it to guide the “balance” logic optimization
step, which is a logic decomposition method initially used for delay minimization
[20]. The effectiveness of this solution, however, is not very impressive from their
experimental results, likely due to the lack of accuracy of the unvalidated timing
error model and the simple strategy to include timing errors into optimization cost
function only. In [66], the proposed logic synthesis technique manipulates circuit
structures from the ground up and dramatically reduces timing error rates. In [65],
cost-efficient re-synthesis solutions are proposed to reduce the number of suspicious
FFs and pad the short paths.

3.6.2 Approximate Computing

A large and growing number of applications are inherently error-tolerant, which
do not require “strict” correctness but rather approximate correctness. Applications
of such kind include multimedia, DSP, wireless communication, data mining and
synthesis. They may process noisy data sets and the associated algorithms are
stochastic or involve a human interface with limited perceptual capability. For these
applications, approximate computing, being able to trade off computation quality
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(e.g., accuracy) and computational effort (e.g., energy), has attracted lots of attention
recently (e.g., [51, 58, 85, 102, 103]).

Generally speaking, approximate hardware designs implement a slightly differ-
ent yet more energy-efficient and/or faster Boolean function. Various approximate
designs for specific arithmetic components were presented in the literature, taking
advantage of the structural properties of these components. In [35], the authors
proposed to design approximate full adder cells with reduced complexity at the
transistor level and utilized them to design approximate multi-bit adders. In [58],
the authors presented a 2 	 2 approximate multiplier block by elaborately revising
the K-map of 2	2multiplier. By using this inaccurate multiplier with simpler logic
design, significant power savings can be achieved. The above works try to substitute
original computation components with approximate ones at design stage, while
in [51], the authors illustrated how power benefits can be obtained at runtime with
an accuracy-configurable design. As shown in Fig. 3.15, the dashed line represents
the case with accurate computation while the solid line represents the case with
approximate computing. In accurate computation, we always have a relatively high
power consumption while in approximate computing we can adjust the system
setting and hence consume less power according to varying accuracy requirement
of different system workloads. Motivated by the above, [51] proposes a pipelined
adder and an error correction mechanism. By selectively turn on/off the correction
component in different pipeline stages of the approximate adder, the computation
accuracy can be controlled to satisfy system requirement.

Instead of designing certain arithmetic components, [102] presents a systematic
methodology for logic synthesis of functionally approximate circuits. As shown in
Fig. 3.16, the concept “quality constraint circuit” is used to formulate the problem
of approximate synthesis, which consists of three components: the original circuit,
the approximate circuit and the quality function. The original circuit represents the
structural description of circuit specification that needs to be approximated while the
quality function defines the acceptable accuracy constraint. By using the primary
outputs of both original circuit and approximate circuit, the quality function can
output one bit Q-value to indicate whether the accuracy constraint is satisfied.
Consequently, by taking primary inputs into the original circuit, we can utilize
quality function to obtain the output range of approximate circuit that would not
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Fig. 3.16 Logic synthesis framework of quality constraint circuit

Fig. 3.17 Conceptual
framework of adaptive power
management

affect the value of Q. These input combinations can be used to obtain a simplified
approximate design to achieve power savings or performance improvement.

3.6.3 Adaptive Power Management

Adaptive power management (APM) techniques reduce power dissipation by
turning off certain idle components adaptively according to the characteristics of
runtime workloads. As discussed in Sect. 3.4, when designing power management
policies, the main challenge is that it is difficult, if not impossible, to know which
components should be shut down and when is the opportune moment.

APM is an example of autonomic system, where autonomic control is applied
for regulation of processes without direct human intervention. Conceptually, au-
tonomics is derived from human body’s autonomic nervous system that controls
individual organ function. The objective of autonomic computing is to create
systems that are self-managing, self-healing, and self-protecting. It promises to
reduce expenditures associated with operations, and to significantly improve the
end user’s experience [98].

As shown in Fig. 3.17, an APM system [98] consists of two components at
least: power manager and environment. Usually, power manager monitors the
environment states and uses this information as inputs to determine a power control
action that adapts to current environment condition. After applying the generated
action to environment, the environment under control can tune itself to meet varying
condition. From this perspective, an APM system needs to be able to reason about
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Fig. 3.18 A motivational example for task allocation on multi-core processors

the environment uncertainty, due to the fact that user context cannot be directly
observed from sensors in a completely accurate manner, such as temperature and
current sensors.

To deal with the above uncertainties, artificial intelligence and machine learning
techniques can be employed in APM systems, which facilitate to understand the
environmental behavior and then take proper management actions under a self-
improved control policy.

3.6.4 Case Study

In this subsection, we take a learning-based power management technique on multi-
core processors as an example to show how to utilize machine learning algorithm to
realize APM.

3.6.4.1 Motivation

In multi-core processors, we have the flexibility to assign a task to any processor
core and hence the idle periods on processor cores become partially controllable,
which can be exploited for power savings. Note that, for the sake of simplicity, we
assume that each task is executed on only one core and there is no dependency
between tasks. In addition, we mainly consider dynamic power consumption for
task execution.

Figure 3.18 presents the motivational example. In this 4-core processor, when
tasknC1 arrives, allocating it to different cores for processing may lead to very
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Fig. 3.19 Q-learning
cycle [70]

different results. Suppose the task is assigned to core 2. Since this core has been
idle for some time, it might be in sleep mode at this time point, and we have to
wake it up to process this task, causing extra power dissipation and performance
penalty. If, however, the task is assigned to core 1, we are able to save the above
cost without incurring much performance penalty since it is about to finish the task
assigned to it earlier. Ideally, if we can assign a new task to a processor core that has
just finished its earlier-assigned task at that time point, we do not need to suffer from
any cost.

Motivated by the above, we develop a novel learning-based DPM framework for
multi-core processors that judiciously allocate tasks on processor cores to achieve a
better tradeoff between power dissipation and system performance, as discussed in
the following.

3.6.4.2 Background on Q-Learning

Q-learning, as one of the prevalent reinforcement learning algorithms, has been
applied in many scientific and engineering fields. Since it is also used in our
proposed DPM solution, we briefly introduce it in the following.

The basic idea of Q-learning [70] is to decide on what action to take based on
current system state information in order to maximize the expected reward in the
future by mapping states to actions. In standard Q-learning framework (as shown
in Fig. 3.19), an agent is connected to its environment via perception and actions.
In each step t , the agent observes the system state st , chooses an action at to
perform, and then receives r.st ; at / from the environment and observes new state
stC1. Formally, the model consists of

• A discrete set of environmental states, S = fst g;
• A discrete set of agent actions, A = fat g;
• A reward function R=fr.st ; at /g: S 	 A ! R.

In each state, there is a Q-value associated with each action. The definition of
Q-value is the sum of the reinforcements received when performing the associated
action and then following the given policy thereafter. Given the definition, it is easy
to derive the equivalent of the Bellman equation for Q-learning:

Q.st ; at / D r.st ; at /C � � max
atC1

Q.stC1; atC1/; (3.10)
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which is the objective to be maximized in Q-learning. According to this definition,
when receiving reward in each learning cycle, we update Q-value according to the
following equation:

Qnew.st ; at / D Q.st ; at /C��Œr.st ; at /C� �max
atC1

Q.stC1; atC1/�Q.st ; at /�: (3.11)

Here r.st ; at / is the reward received in state st with action at taken; � is learning
rate; and � is discount rate. It should be noted that

• The learning rate � determines what extent the newly acquired information
will override the old information to, while the discount rate � determines the
importance of future rewards;

• The number of possible system states and actions must be finite, and as the
number of states and actions increases, the Q-table gets bigger and thus the
learning accuracy deteriorates quickly;

• If the agent always just takes the action with the highest Q-value for a given state,
it might end up in a local maximum, because one action might be repeatedly
taken without exploring new actions.

3.6.4.3 System Framework

As discussed earlier, we can model the targeted power-manageable system as shown
in Fig. 3.8 with three components: SR, SQ and SP. The power manager observes
system states (consisting of SR, SQ and SP states), and controls the behavior of SP,
to achieve power savings at certain performance penalty. Based on the above, we
setup our Q-learning model for DPM problem in multi-core processors.

State Space

In our Q-learning model, system states are composed of the states of SQ and SP
only, because the state of SR is unknown a priori. To simplify the problem, we
firstly consider how to describe the state space of a single-core system, and then
extend it to multi-core processors.

For single-core processors, we use a vector with two dimensions to describe its
state .st ; qt /. Therein, st stands for the processor power state, e.g., run mode or
sleep mode. qt represents the queue status, which indicates how many task requests
are stored in queue to wait for processing. Suppose we consider qt D 0; 1, and 2
respectively for the cases that the number of requests in the queue is 0, 1 and larger
than 1. There are as many as .nc �nq/ states, where nc is the number of power states,
and nq is the number of queue states. Let .stC1; qtC1/ represent the next state and at
represent the taken action, we have .st ; qt /

at! .stC1; qtC1/.
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To represent system states in multi-core processors with n cores, we can extend
the state vector from two dimensions to 2n dimensions. Hence, we have the state
representation .st1; st2; : : : ; stnI qt1; qt2; : : : ; qtn/, wherein sti and qti are the core
power state and the waiting queue state for core i , respectively. With the above
representation, however, the size of the state space increases to .nc � nq/n. Such a
huge state space is a critical problem for learning-based approaches, because in this
case many more training samples are needed, and learning accuracy deteriorates
quickly. To solve this problem, we utilize neural network to approximate Q-values.

Action Space

In our model, we sample the system state at each time point when a task request
arrives. The power manager then observes the current system state, and determines
an action for SP to operate. As shown in Fig. 3.18, when tasknC1 arrives, its
arrival time can determine the time point t2. At that time point, power manager
samples system state, and chooses an action to apply. The action is composed of
two components: not only the core that tasknC1 is assigned to, but also the power
state of the assigned core after finishing this task. In other words, the power manager
presets the power modes for all the cores. If idle time slots appear in the cores, they
will transfer to the appointed power modes.

The action can be represented as (coret ,modet). The variable modet stands for
the preset mode for assigned core, and coret is the core index to indicate which core
to assign this task to. In this case, the action space size is .nc � n/, where nc is the
number of power modes for each core and n is the number of cores.

Reward

The objective of DPM techniques is usually to achieve the maximum power savings
at slight performance penalty cost. To achieve a tradeoff between the two items, the
reward function used in our Q-learning model is expressed as below:

R.st; at/ D �.P.st; at/C ˇ �RT .st; at//; (3.12)

where R is reward, P is mean power dissipation, RT is response time and ˇ is
the coefficient to trade off power and performance. If ˇ-value is changed, the
weights of mean power and response time in reward function are adjusted to satisfy
system demand. A larger ˇ-value means that response time is more important to our
concern.

At the time point with system state st, the power manager chooses action at.
Then the system state transfers from st to stC1, and corresponding reward value can
be received.
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Fig. 3.20 Multi-layer sigmoid approximation neural network

3.6.4.4 Learning Algorithm

Q-Function Approximation

One of the most challenging issues in our work is the huge system space size ..nc �
nq/

n � .nc � n//, which is exponentially increased with respect to processor core
number n. Q-learning at its simplest version uses tables to store Q-values. This
not only costs insufferable memory, but also requires a huge amount of training
samples to learn the Q-table accurately. For example, if we describe core with up
to 3 power states and 2 queue states, a 8-core processor would have .3 � 2/8 system
states and .3 � 8/ actions. Suppose that 5 training samples are needed for each table
cell, ..3 � 2/8 � .3 � 8/ � 5/ D 201; 553; 920 training samples are required, which is
almost impossible.

To address the above issue, we use neural network (NN) [70] to approximate the
Q-function. Hence, the key task in the Q-learning for our problem becomes how to
estimate the mappingQ.s; a/ W s	a ! Q. We adopt the feedforward neural network
to model the mapping Q.s; a/ and represent the value function of state-action pair
(st , at ). There are a variety of neural networks that are applicable to function
approximation, and we consider back propagation neural network (BPNN) [70], one
of the most prevailing neural algorithms in dealing with function approximation.

As shown in Fig. 3.20, there are three layers in the used neural network, namely,
input, hidden, and output layers, respectively. In the input layer, the input vector is
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the composite of state vector (s1,. . . ,sn) and action vector a. We use binary encoding
scheme to denote the input vectors for every possible system state and action. In the
hidden layer, the hidden nodesHi employs the following sigmoid function,

Hj D 1=.1C e�
PpCq
iD1 ˆi �wi;j /; (3.13)

where wi;j and ui are the parameters of neural network,ˆi denotes one bit of binary
input, p denotes the bit number of binary input for system state, while q denotes the
bit number of binary input for action. In the output layer, the approximated Q-value
function is given by

Q.s; a/ D
hX
iD1

Hi � uj : (3.14)

As a whole, this neural network describes a non-linear mapping Q.s; a/. At
each time t , the parameters of the network (w1;1,. . . , wpCq;h; u1,. . . ,uh) are updated
in a gradient manner with the help of the back-propagation algorithm [70]. The
errors propagate backwardly from the output nodes to the inner nodes to adjust the
network’s weights. When it is applied to Q-learning, the input of back propagation
neural network is the state-action pair and its output is the Q-value corresponding to
the state-action pair.

Action Selection

The action selection mechanism is an important component of Q-learning. There
are two problems to tackle in our action selection phase.

First, if the agent always takes the action with the highest Q-value for a given
state, it might end up in a local maximum, because one action might be repeatedly
taken without exploring new actions, which prevents us from finding other solution.
In other words, action selection may greatly affect learning effectiveness, due to
the tradeoff between exploitation and exploration. To balance these two aspects,
we employ "-greedy method for action selection, so that the agent can reinforce the
evaluation of the known actions to be good and also explore unknown actions, which
helps in avoiding local maximum. We gives the action that owns the highest Q-value
a high selected probability (1 � "), and all the actions equally share the remaining
probability ". The probability for choosing a certain action ai is presented as below:

Pi D
�
.1 � "/C ."=num/ if the Q value of action ai is the highest;
"=num otherwise.

(3.15)
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1. Initialization()
2. Set neural network parameters to random values

between 0 and 1.0
3. Initialize system state s
4. Repeat for each step of the current episode
5. Select action a using "-greedy
6. Take action a
7. Observe next state and receive reward R
8. Update back propagation neural network parameters

using gradient descent algorithm
9. Set system state s s0

10. Until there are no more episodes

Fig. 3.21 Q-learning algorithm based on back propagation neural network

We consider " D 10% here, and num is action number. That means, we have the
probability of 10% to select another action instead of the action with highest Q-
value, to void local maximum.

Second, since one of the motivations is to reduce unnecessary power state
transitions to avoid transition costs, our algorithm has the trend to allocate tasks
successively to certain cores. This may induce temperature stress on certain
cores and cause reliability concerns. To tackle this problem, our action selection
mechanism is further modified. Each time, if the temperature of the core chosen is
higher than a pre-defined temperature threshold, we would give up this action and
try to select another action from the remaining cores by "-greedy again.

Overall Flow

To sum up, the Q-learning algorithm is illuminated in Fig. 3.21, which starts with
initialization (Line 1). The procedure is repeated until there are no more episodes.
For every episode, the Q-values are computed via back propagation neural network.
We then select an action in the "-greedy manner (Line 5), and take the action to
transfer system state from s to s0 and receive reward value (Line 7). When we get the
reward as feedback, we update the parameters of back propagation neural network
using gradient descent algorithm (Line 8), and update state s using next state s0
(Line 9).

Note that, an off-line training phase with a convergence criterion (e.g., the
normalized error of approximated Q-value is less than 5 %) can be used to improve
the solution quality during the beginning of task execution, if necessary. We perform
online training to both Q-learning and neural network by considering each task as
one training sample.
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3.7 Conclusion

The quest for high energy efficiency is never ending. A large amount of works in
this area have been presented in the literature and implemented in industrial designs.
In this chapter, we first introduce background knowledge in low power designs.
We then discuss some classic energy-efficient design techniques and their impact
on circuit reliability. Finally, some emerging energy-efficient design techniques are
introduced.
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Chapter 4
Error Correction Coding for Electronic Circuits

Juan A. Maestro, Pedro Reviriego, and Mark F. Flanagan

4.1 Introduction

Digital electronic circuits are subject to many types of error. Considering the effect
of such errors on the circuit functionality, they can be classed as permanent, transient
or intermittent. Permanent (or “hard”) errors disrupt the functionality of the circuit
for its entire lifetime [1]. An example of a hard error is a stuck at one/zero fault in a
logical gate, in which the output is fixed to a logical value regardless of the values of
the inputs. Permanent errors can be caused, for example, by manufacturing defects,
aging, or radiation effects. Transient (or “soft”) errors only affect the functionality
of the circuit for a short time. An example of a transient error is a radiation-induced
soft error, in which a particle impacts the circuit and changes the logical value of
one circuit node [2]. Transient errors can also be caused by noise or crosstalk. The
circuit functions correctly after the error event, but if an incorrect value is stored in
a register or memory then the system state can be erroneous. Intermittent errors are
those which affect a circuit node in such a way as to cause errors frequently but not
constantly [3]. These errors are commonly caused by marginal or unstable behavior,
which may or may not cause an error, depending on the conditions.

A wide range of techniques can be used to deal with errors in electronic circuits.
Permanent faults which occur during the manufacturing process can be identified
in the test phase, and the defective parts can be discarded [1]. In some circuits, it
may be more cost-effective to include redundant elements that are used to repair
the errors detected in the test phase. This is commonly the case for memories,
where redundant rows/columns are used to replace those with permanent errors [4].
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For permanent errors caused by aging, discarding the defective part is not an option
as the part is already working in the system. Therefore, preventive actions are taken
in the design phase to ensure that the parts will be operational for the specified
lifetime. One example of aging effects is Negative Bias Temperature Instability
(NBTI), which tends to degrade the circuit speed [5]. Therefore, in the design
phase some additional delay margin is added so that when the speed degrades over
time, the circuit still meets the delay requirements. Intermittent errors are typically
a symptom of a marginal failure which can degenerate into a permanent error.
Therefore, the same techniques as those described for permanent errors can be used,
the main challenge being the identification of the errors during the testing phase. To
mitigate transient errors, some techniques can be used during the manufacturing
phase to improve noise immunity or to reduce the probability of particle impacts
causing soft errors. However, ensuring that no errors will occur may not be possible
or may have an unacceptable cost. When that is the case, some transient errors
will occur. In addition, in many cases the error is caused by an external source
that can affect any circuit node and therefore no screening can be done at the test
phase. To mitigate the effects of these transient errors, redundancy can be added
to the design so that the errors are detected and corrected [6]. A typical solution
is to replicate the design; with duplication, an error can be detected, and with
triplication, corrected. Replication requires a large overhead in terms of circuit area
and energy consumption, which limits its application. In some specific applications
it is possible to design ad-hoc redundancy schemes that provide efficient protection
at a lower cost. One example is that of signal processing circuits whose algorithmic
properties can be used to implement fault-tolerance [7]. For memories, registers and
interconnections, another option is to use Error Correction Codes (ECCs) [8]. While
replication can be viewed as a primitive ECC, ECCs in general represent a more
sophisticated way of adding redundancy, enabling more powerful error correction
capabilities with a lower overhead. There are different types of ECCs; one important
category is that of block codes [9]. In a block code, a set of k bits is used to generate a
larger block of n bits. The n-k additional bits, called parity bits, enable the detection
and correction of errors. The operation of generating the block of n bits is known as
encoding and the operation of decoding extracts the k original bits from the n coded
bits. Another type of code, known as a convolutional code, operates on a sequence
of bits for which there is no fixed length. The overheads associated with an ECC
are mainly the number of added parity bits (n-k), the encoder, and the decoder. The
purpose of this chapter is to provide an overview of the use of ECCs to protect
electronic circuits from errors.

Most existing work on error correction coding has been carried out in the area of
communications. Error Correction Codes have in fact played a fundamental role in
the development of modern communication systems [9]. The use of error correction
enables transmission over noisy channels and makes it possible to approach the
capacity of the channel. The use of ECCs in electronic circuits started decades ago,
focusing on the protection of memories [8]. In this case, the design requirements for
the ECC are different from those in communication systems. This has led to different
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solutions being used in memories to those used in communications. The same
reasoning applies to other electronic circuits. For example, in communications the
received signal is typically quantized with more than two levels. This provides
additional information (called soft information) on the reliability of each of the
bits, which is then used in the decoding process. For electronic circuits, this
additional information is available only in a few cases, as for example in some Flash
memories [10]. In most electronic circuits, the values read from a memory or register
are simply equal to zero or one. Therefore, the decoding algorithm is different.
Another difference is that in electronic circuits, the decoding latency typically has
to be smaller. For example, in a processor register file or cache, the access to a
value has to be done typically in one clock cycle, or else in a few clock cycles.
In communications, even if the link speed is high, larger decoding latencies are
allowed as the main concern is to ensure that the decoder throughput meets the link
speed. These latency requirements influence the algorithms and architectures for
the encoder and decoder. In electronic circuits, the data divides naturally into blocks
such as a memory word or a register which stores a value. In communications, data
is typically received serially and the concept of block, when used, is introduced
somewhat artificially. Therefore, in this context serial decoding algorithms are
commonly used. However, in circuits the decoding of a block is typically done in
parallel as the complete block is accessed in a single operation. From this discussion,
the specifics of the use of ECCs to protect electronic circuits become apparent.
The objective of this chapter is to provide an overview of ECCs used for circuit
protection, focusing on their implementation and describing which codes are most
suited for each circuit type. To this end, the rest of the chapter is divided into two
parts. In the first part, the requirements of different types of electronic circuit are
described. This analysis focuses on the protection requirements in terms of the types
of error that the circuit suffers and also on the performance requirements in terms
of circuit energy consumption, area and delay. The second part of the chapter then
describes the different ECCs that are commonly used to protect circuits, as well
as some which have been recently proposed in research papers. The description
provides a basic introduction to the codes used, and then focuses on describing the
error correction capabilities and the implementation overheads. This is then linked
at the end of the chapter with the first part by highlighting, for each type of circuit,
the ECCs which are most suitable.

4.2 Protection Requirements of Electronic Circuits

There are many different types of electronic circuits and when considering protec-
tion against errors, each one has its own set of requirements. In the following, these
requirements are discussed for the circuits in which Error Correction Codes (ECCs)
are commonly used. The parameters considered are the type of error that needs to
be corrected, and the area and latency constraints for the ECCs.
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4.2.1 Registers

In digital circuits, it is common to find a set of flip-flops that are grouped to store
a value. This is the case, for example, in Finite State Machines (FSMs) where a
register is used to store the state [11]. A soft error that affects a register can cause
a system malfunction, requiring a reset to recover the correct functionality. Error
Correction Codes are used to protect registers, so that even when a soft error affects
the register, the correct value can be recovered. The most common assumption is
that errors will affect only a single bit in the register. This can be reasonable, as flip-
flops have a larger size than memory cells and therefore it is less likely that a particle
impact affects more than one register bit. However, as technology scales, multiple
bit errors may become an important issue. The requirements in terms of latency are
typically such that encoding and decoding must take place in a fraction of a clock
cycle. Larger latencies would make it impossible to decode, use a value, and encode
the new value within a clock cycle. The duration of a clock cycle is design-specific
and can vary significantly. For a very high speed circuit, the use of ECCs may not
even be possible, while for a low speed design, complex ECCs may not impact the
overall latency. In any case, the complexity of the encoder and decoder also has to
be low, since otherwise it may be more cost-effective to use replication. The same
reasoning applies to the number of parity bits. Another important parameter for
an ECC is the block size. In the case of registers, the block can have any number
of bits depending on the specific design. In many cases, the number of bits in the
block should be a power of two, and typically does not exceed 64 bits. All these
requirements restrict, in most cases, the use of ECCs in registers to simple codes.
The requirements are summarized below:

• Correct single bit errors.
• Latency equal to a fraction of a clock cycle.
• Complexity of encoder/decoder equal to or smaller than that of the register.
• Number of added bits (parity bits) is smaller than the number of bits in the

register.
• Variable register length, typically equal to or smaller than 64 bits.

4.2.2 Register Files

Another structure that is commonly found in digital circuits is a set of registers, or
a register file. This is the case for example in processors and controllers [12]. Many
other circuits also have a set of registers for configuration and monitoring. The ECC
requirements of a register file are similar to those of a single register, but there are
two main differences. The first difference is that in register files, the bit width is
almost always a power of two. The second difference deals with the complexity of
the ECC, and may be explained as follows. For a register file, the area cost of the
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encoder and decoder can be larger, as it is shared among a set of registers. On the
other hand, the number of parity bits has a larger impact as the bits are added to
each of the registers. This means that ECCs with more complex encoding/decoding
can be used if they reduce the number of parity bits. Finally, regarding the type of
errors which affect the register file, in most studies single bit errors are considered,
but multi-bit errors are also starting to become an issue [13]. The requirements are
summarized below:

• Correct single bit errors (multiple bit errors starting to become an issue).
• Latency equal to a fraction of a clock cycle.
• Complexity of encoder/decoder should be a small fraction of that of the

register file.
• Number of parity bits is significantly smaller than the number of bits in the

register.
• Block size is a power of two; typical values are 16, 32 and 64 bits.

4.2.3 Caches

Memory caches are an important element in modern processors and computing
systems [14]. Since they are intended to improve the speed of access to data stored
in the memory, they work at high speed. This imposes tight constraints on the
latency of any ECC. The size of caches becomes larger with every new technology
generation and is commonly in the order of Megabytes. This means that the encoder
and decoder complexity can be significant and yet still have a small impact on the
circuit area of the cache. The number of parity bits, on the other hand, should be
minimized as it impacts directly the size of the cache (this is because these parity
bits are added to each cache entry). The block sizes in caches are typically larger
than those in register files, with values that are also powers of two. Block sizes of
512, 1024 and 2048 bits are commonly used. It is important to note that in addition
to radiation-induced errors, there is another source of transient errors in caches that
is important, which may be explained as follows. Energy consumption is a large
issue in caches, and one way to reduce it is to lower the voltage supply; this can
cause some random transient errors that are then corrected by the ECC [14]. This
type of error, as well as radiation-induced errors, can affect single or multiple bits
in caches [15]. The requirements for caches are summarized below:

• Correct single bit errors and multiple bit errors.
• Latency equal to a fraction of a clock cycle.
• Significant complexity of encoder/decoder can be acceptable.
• Number of parity bits significantly smaller than the number of bits in an entry.
• Block size is a power of two; typical values are 512, 1024 and 2048 bits.
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4.2.4 SRAM Memories

The transient errors in Static Random Access Memories (SRAMs) can affect a
single bit or multiple bits in a memory word. As technology scales, the proportion of
multiple bit errors increases [16]. This means that the ECC must be able to correct
multiple bits unless interleaving is used. Interleaving consists in placing the bits that
belong to the same logical word physically apart. This ensures that a particle impact,
even if it affects multiple memory cells, will only corrupt one bit per memory word.
Interleaving can however have an impact on memory area and power consumption
[17]. Latency has to be a fraction of the memory access time to ensure that the
impact of the ECC on the memory speed is small. The complexity that can be
afforded in the encoder and decoder depends largely on the size of the memory.
For a large memory, a complex decoder can represent only a small fraction of the
memory area, while for a small memory the overhead may be unacceptable. The
impact of the number of redundant bits is independent of the memory size, as the
bits are added in each word. The word size of the memory is in most cases a power
of two with common values being 16, 32 and 64 bits. This value coincides, in most
cases, with the data bus and register file width. The requirements for SRAMs are
summarized below:

• Correct single bit errors and multiple bit errors.
• Latency equal to a fraction of a clock cycle (although larger than in the case of

register files and caches).
• Acceptable complexity of encoder/decoder depends on the memory size.
• Number of parity bits is significantly smaller than the number of bits in a word.
• Block size is a power of two; typical values are 16, 32 and 64 bits.

4.2.5 DRAM Memories

Dynamic Random Access Memories (DRAMs) suffer from errors of a specific type:
these are known as data retention failures. In DRAM memories, the contents of
the cells have to be refreshed periodically to avoid data loss. To minimize the
probability of data loss, frequent refreshes can be used. This however increases
power consumption, which is an important issue in modern computing systems. This
leads to a tradeoff between reliability and power consumption. DRAMs also suffer
radiation-induced soft errors which can affect multiple bits as in SRAMs. A recent
study on a large number of DRAMs operating in computing systems shows that
permanent errors are also frequent during the device lifetime [18]. Therefore, Error
Correction Codes in this case have to deal with both transient and permanent errors.
DRAM devices are commonly grouped in memory modules with larger bit widths.
In this case, the correction of errors due to the failure of one of the devices is also an
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important issue. This can be achieved by using interleaving as proposed in [19] or
more sophisticated non binary codes like for example Reed-Solomon (RS) codes.

The latency of the ECCs used has to be a fraction of a clock cycle, but in this case
the memories are slower than caches, so that larger latencies can be tolerated. The
size of the DRAM modules is typically large, and therefore significant complexity
can be allowed in the encoder/decoder with little impact on the cost of the module.
The data bit width of the modules is typically a power of two, with values of 64 bits,
128 bits or more. The total number of bits in the module is typically larger to allow
the implementation of ECCs. The requirements for DRAMs are summarized below:

• Correct single bit errors and multiple bit errors. Multiple bit errors include failure
of an entire DRAM device in a memory module.

• Latency equal to a fraction of a clock cycle.
• Significant complexity of encoder/decoder is acceptable.
• Number of parity bits is significantly smaller than the number of bits in a word.

In many cases, the number of parity bits is restricted by the configuration of the
memory module.

• Block size is a power of two; typical values are 64 and 128 bits.

4.2.6 Content Addressable Memories (CAMs)

Content Addressable Memories (CAMs) are a special type of memory used in a
variety of applications in computing and communications [20]. A CAM stores keys,
together with their associated values, in pairs (key, value), and when a search key
is presented to the memory, the address of the key that matches the search key
is obtained. Using that address, the associated value can be read from a standard
memory where the values are stored. A CAM includes additional logic to compare
the stored keys with the key presented to the memory. This is done in parallel for
all the memory words, using comparators for each cell and merging the results of
all bits in a word to determine if there is a match. The need to merge the results
of the individual cells of a word limits the use of interleaving to deal with multiple
errors. Another important consideration is that errors in CAMs have different effects
than in standard memories. Errors in a CAM can cause two effects: false positives
and false negatives [21]. A false positive occurs when the key stored in the word
affected by errors matches a search key presented to the memory. In this case, an
incorrect value is returned by the CAM. A false negative occurs when the search
key presented to the memory should match the key stored in the word, but does not
since the latter contains errors. In this case, the corrupted entry will not match the
search key and no match will be found. Error correction codes can be used to avoid
false positives by storing the key and the additional parity bits in each CAM entry.
Also, to avoid false negatives, the circuit which merges the results of the individual
bits can be modified to allow for mismatches in some bits [22].
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Content Addressable Memories (CAM) can suffer single as well as multiple
bit errors. Latency is not a critical issue for CAMs because the decoder is not
needed (the comparison is done directly with the coded key). Therefore, only the
encoder is used when accessing the CAM, to encode the presented key and compare
it with the encoded keys stored in the CAM. The same reasoning applies to the
encoder/decoder complexity, as the most complex block is typically the decoder,
which is not used in CAMs. The number of parity bits has to be small, since
it impacts directly the power consumption of CAMs as well as the area. Power
consumption is an important issue for CAMs as they perform many comparisons in
parallel which results in large power consumption. The bit width of CAM memories
depends on the application, but the most common values are powers of two. The
requirements for CAMs are summarized below:

• Detect and/or correct single and multiple bit errors.
• Latency equal to a fraction of a clock cycle (only applies for the encoder).
• Complexity is only that of the encoder.
• Number of parity bits is significantly smaller than the number of bits in a word.
• Block size is a power of two.

4.2.7 Flash Memories

Flash memories provide non-volatile storage and are used in a wide range of
applications. They are characterized by the use of large block sizes of several
thousands of bits. This enables the use of more complex ECCs [23, 24]. Also, the
information retrieved when the memory is read is not simply a binary value, but an
analog voltage. The value of the voltage provides an indication of the reliability of
the bit read, and can be used to improve the performance of the ECCs [25, 26]. This
is similar to the case of communications [9]. Therefore, the use of ECCs in Flash
memories is quite different from the case of the other circuits considered. In this
case, advanced codes such as Low-Density Parity-Check (LDPC) are used [10, 27]
and the decoding resembles that used in a communication system. At the same time,
there are some salient differences regarding data representation and coding for this
application which make it an active area of current research [26]. The use of ECCs
in Flash memories is not considered in the rest of this chapter. For further reading
on this topic, the reader is referred to [25].

4.2.8 Interconnections

As the complexities of electronic circuits increase, an Integrated Circuit (IC)
typically incorporates more and more blocks. Interconnections are needed to
connect those blocks and also to connect the IC with other ICs in the system [28].
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These interconnections can suffer errors due to noise and crosstalk, and therefore
ECCs are used to protect them [29]. As with memories, interconnections can suffer
from single and multiple bit errors. The number of bits is also typically a power
of two, with values of 32 and 64 being common. Most of the time, this is also the
width of a memory word. The latency of the ECC is important as it impacts the
speed of the interconnection. The same is true of the complexity of the encoder and
decoder, which impacts area and power consumption. Therefore, both latency and
complexity should be small. The number of parity bits should be a fraction of the
number of data bits, but this number is not as critical as in memories.

Apart from noise and crosstalk (mentioned previously), combinational logic
provides another source of errors affecting interconnections. An error in a logic
gate would produce an incorrect output which would be transmitted forward by
an interconnection. All combinational modules (multiplexers, gates, arithmetic
modules, etc.) are subject to error, and therefore they are a potential hazard for the
reliability of the system.

Moreover, errors may be produced in the combinational logic which forms the
encoding and decoding processes associated with the ECCs themselves, which
would produce a major breakdown of the protection system.

There are many mechanisms which prevent errors in combinational logic, but
these are outside the scope of this chapter.

The requirements for interconnections are summarized below:

• Correct single bit errors and multiple bit errors.
• Latency should be small.
• Complexity of encoder/decoder should be small.
• Number of parity bits is smaller than the number of data bits.
• Block size is typically a power of two, with values of 32 and 64 being common.

4.3 Error Correction Codes for Electronic Circuits

There are two main types of Error Correction Code: convolutional codes and
block codes. Both types are widely used in digital communications. Convolutional
codes have been traditionally preferred due to the availability of efficient decoding
algorithms which can use soft-input decoding [30]. Soft-input decoding uses not
only the value of the received bit, but also the value of the received signal as an
indication of the reliability of that bit. As mentioned previously, this improves the
performance of the decoder. In recent years, algorithms for block and convolutional
codes, which are based on the principle of processing soft inputs and producing
soft outputs, have led to extremely advanced codes such as Turbo Codes and
Low Density Parity Check (LDPC) codes; these codes are now commonly used in
communication systems. For circuits, although the use of convolutional codes has
been proposed to protect memories [31] and state machines [32], in most cases block
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codes are used [6, 8]. This is because in memories and circuits, typically no soft
information is available, i.e., a register or memory cell takes a value of zero or one
with no indication of its reliability. The concept of block is also natural to memories
and flip-flops which are typically organized in words and registers. Therefore, in
what follows, convolutional codes are not considered.

There are many different types of block code. Most codes used to protect circuits
are linear block codes and many of them are also binary. A binary (n,k) linear block
code takes k data bits and produces (by encoding) a larger block of n bits such that
each of the n bits is equal to the exclusive-OR (XOR, or modulo-2 sum) of some
subset of the k original data bits. This means that the coded block can be obtained
by multiplying the original data block by a Generator Matrix G. If u is the block (or
vector) containing the k data bits, then the coded block v is obtained as follows:

v D uG (4.1)

The Hamming distance between two binary blocks is defined as the number of
bits that are different in the two blocks. Also, the minimum distance of the code,
written dmin, is defined as the minimum over all Hamming distances between pairs
of different valid coded blocks. If a code has minimum distance dmin, then by adding
the additional n-k parity bits, the code ensures that any two coded blocks have
different values in at least dmin positions. For a code with minimum distance dmin,
errors affecting up to dmin-1 bits will be detected. To correct errors, the optimal
approach is to assume that the original data was that corresponding to the valid
coded block closest (in Hamming distance) to the block read. A code with minimum
distance dmin can correct errors that affect up to (dmin-1)/2 bits. Therefore, the main
parameters of the code are n, k and dmin. In circuits, k is typically given by the
bit width of the memory word or register that needs to be protected. The values of
n-k and dmin are correlated, so that generally speaking, to achieve larger minimum
distances, more parity bits need to be added to the original k data bits. The relative
overhead to achieve a given minimum distance decreases with larger block sizes,
lowering the protection cost. As discussed previously, other important parameters in
the selection of an ECC for a circuit are the latency and complexity of the encoder
and decoder, and the ability to correct multiple errors, especially correlated multiple
errors. In the rest of this section, different ECCs used for circuit protection are
described and their features are related to the needs of each circuit type described
in the previous section. The results of the analysis are summarized at the end of the
section in a table (Table 4.7) which lists suitable ECCs for each circuit category.

4.3.1 Single Parity Check (SPC) Codes

The simplest type of linear code is a Single Parity Check (SPC) code which
computes the exclusive-or (XOR, or modulo-2 sum) of the k data bits, and appends
this single parity bit to the data block to form the overall coded block. In this case,
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n-k D 1 and dmin D 2. A Single Parity Check code can detect single errors and the
encoding and error checking procedures are trivial. The G matrix is formed by an
identity matrix of size k to which a column containing ones in all positions is added.
In spite of its simplicity, a Single Parity Check is used in many circuits in which
error detection is sufficient. Those include register files in processors [33], state
machines [34] and arithmetic circuits [35, 36]. In the latter case, parity prediction
can be used to detect errors in the combinational logic that computes the arithmetic
operation [35]. Parity bits can also be used to correct errors in memories when they
are combined with other techniques such as Built-in Current Sensors (BICS). In this
case, the parity bit identifies the word in error and the BICS identifies the bit affected
[37]. A Single Parity Check can be also used in Content Addressable Memories to
avoid false positives due to a single bit error. The main features of SPC codes are
summarized below:

• Detect single errors.
• The number of additional (parity) bits is always equal to one.
• There are no restrictions on the size of the data block (k).
• Encoding and decoding latency is approximately equal to the delay of log2(n)

two-input XOR gates.
• The area of the encoder/decoder is approximately that of n two-input XOR gates.

4.3.2 Single Error Correction Double Error Detection
(SEC-DED) Codes

When error detection is not sufficient, codes that can correct errors can be used.
Single Error Correction (SEC) codes which can correct a single bit error in a block
are commonly used to protect memories and circuits [6, 8]. There are different types
of SEC codes, a famous example being the class of Hamming codes [38]. SEC
codes have a minimum distance of three. This means, however, that a double error
can be miscorrected into another valid coded word. For this reason, Single Error
Correction Double Error Detection (SEC-DED) codes are preferred [8]. SEC-DED
codes have a minimum distance of four, guaranteeing that a word with two errors
cannot be at a Hamming distance of one from a valid coded word. A SEC-DED
code can be constructed from a Hamming code by adding a parity bit; this parity
bit is used to identify single errors and avoid miscorrection (this is often referred
to as an extended Hamming code [9]). Other SEC-DED codes have been proposed
over the years to reduce the implementation cost [39] or to minimize the probability
of miscorrection when a triple error occurs [40]. Another extension of SEC-DED
codes are SEC-DED-DAEC codes that can also correct double errors when they are
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adjacent [41]. This is interesting to protect against correlated errors such as Multiple
Cell Upsets (MCUs). This approach has recently been extended in order to develop
SEC codes that also correct double/triple adjacent errors and double almost-adjacent
errors [42].

For a block of k data bits, the number of redundant bits (n-k) required by typical
SEC-DED codes is log2(k) C 2. Therefore, the relative overhead is smaller for larger
data blocks. SEC-DED codes can be used to protect blocks of any size by using code
shortening, but they are typically used for block sizes which are equal to a power
of two. The encoder for a SEC-DED code is simply a set of parity equations, each
covering some subset of the data bits. As an example, the G matrix of a SEC-DED
code with n D 22 and k D 16 proposed by Hsiao in [39] is shown in Eq. 4.2. Note that
here the original data bits appear in the coded word unchanged; such an encoder is
called systematic. The final six columns contain the parity-check equations for each
of the n-k D 6 parity bits. One possible implementation of the encoder is presented
in Fig. 4.1; it can be observed that some XOR gates can be shared in the computation
of several parity bits. The number of two-input XOR gates required to implement
the encoder is related to the number of ones in the G matrix and to the amount of
sharing between parity bits. As an example, the number of required XOR gates for
the SEC-DED codes proposed by Hsiao is 48, 96 and 208 for k D 16, 32 and 64
respectively [41].
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G D

2
66666666666666666666666666664

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
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0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
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0 0 0 1 1 1

0 1 0 0 1 1

0 0 1 1 1 0
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0 0 1 1 0 1

3
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(4.2)

The decoding of a systematic SEC-DED code starts by re-computing the parity
bits from the data bits read, and checking these against the parity bits read. The
vector obtained is known as the syndrome [39]. This process is similar to that of
the encoder and is illustrated in Fig. 4.2. Whenever there are nonzero-valued bits
in the syndrome, at least one error must have occurred. In this case, the value of
the syndrome is used to identify if the error has affected a single bit or two bits.
This is done by comparing the value of the syndrome with each one of the values
that correspond to single bit errors. If one of those patterns match, the error is
corrected; otherwise an uncorrectable error is signaled. The structure of the decoder
is illustrated in Fig. 4.3. The syndrome decoding consists of a set of k AND gates
each having n-k inputs. Each gate checks if the syndrome matches the syndrome
caused by one of the k possible single bit errors. The syndrome decoding and
correction make the decoder more complex than the encoder – this is typically the
case for ECCs in general.

The latencies of both the encoder and decoder grow with the data block size (k),
but the increments are small. They are typically measured using the logic depth in
number of gates. As a summary of the complexity of SEC-DED codes, the gate
count and logic depth are presented in Table 4.1. This is a simplification, as the
area and delay of different gate types can vary significantly. However it provides
a useful first estimate. It can be observed that the gate count grows approximately
linearly with k while the delay has a much smaller increment. Comparing with a
Single Parity Check, both the gate count and the delay are increased significantly.

The main features of SEC-DED codes are summarized below:

• Can correct single bit errors and detect double errors.
• The number of parity bits, n-k, is log2(k) C 2.
• They are designed for blocks where the number of data bits (k) is a power of two.
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• Encoding and decoding latency is moderate.
• The area of the encoder/decoder is also moderate.

4.3.3 Multi-bit Error Correction Codes

When single error correction is not enough, multi-bit error correction codes are
needed. For electronic circuits, the appearance of soft errors which affect multiple
bits is becoming increasingly common, and is expected to grow even further in
the coming years [16]. Manufacturing defects or errors due to low-power/reliability
tradeoffs can also cause multiple bit errors [14]. For environments in which the
error arrival rate is high, multiple bit errors caused by the accumulation of single
bit errors over time can also be a concern [43]. In some cases, such as a radiation-
induced multiple error, the bits affected are correlated [44], while in others, such as
the accumulation of single bit errors, they are not. In the first case, codes that can
correct large bursts of errors are useful [9]. This will be discussed in more detail in
the rest of this section. The main issues associated with multi-bit error correction
codes in electronic circuits are related to their complexity. For the same data block
size k, they require a larger number of additional parity bits. The decoding is also
more complex and slower, which can result in large latencies.
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Table 4.1 Complexity
estimates for SEC-DED
codes

n k Gate count Logic depth

22 16 180 8
39 32 369 8
72 64 728 9
137 128 1705 11

As mentioned previously, advanced ECCs are commonly used in communication
systems [9]. Those include Reed-Solomon (RS), Bose-Chaudhuri-Hocquenghem
(BCH) and Low-Density Parity-Check codes. However, for electronic circuits the
design parameters are different, as in most cases the latency and complexity has
to be smaller; also, no soft information is available in the decoding. RS, BCH and
LDPC codes have been proposed to protect some circuits like caches and memories
[45–48]. The implementation of BCH decoders has also been optimized to the needs
of memory protection [49]. Since RS, BCH and LDPC codes are well known and
described in detail in many textbooks, we focus in this chapter on specific codes
that have been proposed to protect electronic circuits. These include Orthogonal
Latin Square (OLS) codes, Euclidean Geometry (EG) codes and Difference Set
(DS) codes. In all of these cases, a simple decoding algorithm can be implemented
with low latency which is an important feature for circuit applications. In the
following, each of the codes is described in detail, focusing on the features of the
code that are relevant for circuit protection. Finally, at the end of the section several
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enhancements in the use of multi-bit ECCs are discussed. These enable low power
implementations, additional error detection capabilities and the correction of burst
of errors.

4.3.3.1 Orthogonal Latin Square (OLS) Codes

Orthogonal Latin Square codes for memory protection were introduced in [50].
They are based on the concept of a Latin Square, which has seen many applications
[51]. A Latin square of size m is an m-by-m matrix, each of whose rows and columns
are permutations of the digits 0, 1, : : : , m – 1. Two Latin squares are orthogonal if,
when one is superimposed on the other, every ordered pair of digits appears exactly
once. An OLS code with k D m2 is derived from a set of h mutually Orthogonal Latin
Squares of size m as follows. Each Latin square is used to compute m parity check
bits, such that each parity check involves the bits that have the same digit value in the
Latin Square. This means that each parity check is computed from exactly m bits.
The total number of parity checks is then equal to mh, and each bit participates in
exactly h parity checks. Also, any two bits share at most one parity check equation.
Therefore, using the h parity checks, h independent error checks can be done for
each bit. Each other bit can only corrupt one of those checks. Therefore decoding
can be done by inverting the bit when the majority of the h checks takes a value of
one. This will correct errors affecting up to t D h/2 bits. This decoding algorithm
is known as One-Step Majority Logic Decoding (OS-MLD) and can be used only
for certain classes of codes [9]. Its simplicity results in a low latency which, as
mentioned previously, is important in many circuits. An interesting property of OLS
codes is that for a given data block size k, a code that can correct t C 1 errors has a
parity check matrix that contains that of a code that can correct t errors, and so on.
This enables a modular construction and usage of these codes, which can be useful
to provide schemes in which the error correction capability is adaptive [29].

The main parameters of an OLS code are the data block size k D m2 and the
number of parity bits n-k D 2mt. This number of parity bits is large compared with
other codes, such as for example BCH codes for which n-k � t log2(n). In many
designs the block size is a power of two, and for these cases OLS codes are limited
to values which are a power of four, e.g. k D 16, 64, 256, etc. For a code with data
block size k D m2 that can correct t errors, the decoding latency is log2(m C 1) � 0.5
log2(k) two-input XOR gates plus a 2t-input majority gate, as well as the final XOR
gate to perform correction. The number of gates required to implement the decoder
is 2m2t D 2kt two-input XOR gates plus k 2t-input majority gates. The decoder
structure is very regular and therefore amenable to implementation optimizations
using full-custom or semi-custom designs. The implementation of the majority vote
can also be optimized using a voltage sense amplifier instead of a logic design
to reduce latency. In [14], a latency similar to that of a two-input XOR gate was
mentioned for this optimized majority gate implementation. Assuming this result,
the total decoding latency would be that of log2(m C 1) C 2 two-input XOR gates.
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Table 4.2 Parameters of
OS-MLD decodable
Euclidean Geometry codes

n k J t

15 7 4 2
63 37 8 4
255 175 16 8
1023 781 32 16

Finally, it is worth mentioning that OLS codes can also be extended to correct
bursts of errors that affect multiple adjacent bits. This has been studied in [52],
showing that for k D 256, large bursts can be corrected by adding a few additional
parity check bits to the code.

The main features of OLS codes are summarized below:

• Can correct a variable number of errors t; furthermore, these codes can be
extended to also correct bursts of adjacent errors.

• The code construction is modular, so that a code that can correct t C 1 errors
includes a code that can correct t errors.

• The block sizes are typically a power of four, i.e., k D 16, 64, 256.
• The number of additional bits is 2

p
kt .

• Encoding and decoding latency is moderate. With an optimized majority vote
implementation, the decoding latency can be approximately that of log2.

p
k C 1/

C 2 two-input XOR gates. Encoding latency is log2.
p
k/ two-input XOR gates.

• The area of the encoder/decoder is moderate. The decoder requires 2kt two-input
XOR gates plus k 2t-input majority gates.

4.3.3.2 Euclidean Geometry (EG) Codes

Finite geometries have been used to derive many error-correcting codes [9]. One
example is the class of Euclidean Geometry (EG) codes; these codes are based on
the structure of Euclidean Geometries over a Galois Field. For circuit applications,
it is interesting that among EG codes there is a subclass of codes that is one-step
majority logic decodable (OS-MLD) [9]. As discussed in the context of OLS codes,
this enables a simple decoder implementation with low latency. This subclass of EG
codes has been proposed to protect memories [53–56].

The parameters of EG codes are limited to a small number of options, which are
shown in Table 4.2 for block sizes up to 1023 bits. The parameter J is the number
of MLD equations for each bit and t denotes the number of errors that the code can
correct. It can be observed that as the data size k grows, so too does the number
of correctable errors. It is also interesting to note that here k is not a power of two.
Therefore, shortening should be used to adjust the data block size when it has to be
a power of two. The construction of the codes is not modular as with OLS codes,
but the number of parity bits is lower. The number of parity bits, n-k, is given by
3s�1, where the parameter s is related to the coded block size via n D 22s�1 [9].
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Fig. 4.4 Serial type-II one-step majority logic decoder for the (nD 15, kD 7) EG code

The decoding can be implemented using OS-MLD. For EG codes, there are two
alternatives to implement OS-MLD, called type-I and type-II decoders [9]. In both
cases, traditional implementations are serial, i.e., bits are decoded one at a time. This
is suitable for communications systems, where the bits are received serially, but not
for circuit or memory protection, where in most situations correction needs to be
done for the complete block at one time. For circuit protection, the type-II decoder
has been considered, as it is amenable to a parallel implementation [56]. The serial
type-II decoder for the EG code with n D 15 and k D 7 is shown in Fig. 4.4. The
logic needed to implement the decoder is very simple. However, the number of
cycles required for serial decoding is equal to n, which results in a large latency. A
parallel implementation can be obtained by replicating the combinational logic in
Fig. 4.4 for each of the n bits [56]. The properties of EG codes enable an optimized
implementation of the parallel decoder, as some equations are shared for different
bits. This reduces the number of required MLD equations to n instead of nJ, as
discussed in [57].

The decoding complexity is best expressed as a function of J D 2s, where s
is related to the block size via n D 22s�1 D J2�1. For large values of n, the
approximation J � p

n can be used in the complexity estimations. The complexity
of the combinational logic needed in a serial decoder is only J .J � 1/C1 � n�p

n

two-input XOR gates plus a J-input majority gate.1 For a parallel decoder, the
complexity increases to approximately nJ two-input XOR gates plus n J-input
majority gates. The decoding latency is that of log2(J) C1 two-input XOR gates plus
a majority gate. As discussed previously in the context of OLS codes, it has been
reported that majority gates can be implemented with low latency using a voltage
sense amplifier [14]. In that case, latency would be approximately log2(J) C 2 two-
input XOR gates. Given the reduced number of choices for the code parameters, the

1For EG codes, J DpnC 1D 2s .
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Table 4.3 Number of
two-input gates required to
implement a parallel decoder
for EG codes

n
Majority
logic Equations

Correction
gate Total

15 105 45 15 165
63 1,701 441 63 2,205
255 23,205 3,825 255 27,285

Table 4.4 Logic depth, in
number of two-input gates, of
a parallel decoder for EG
codes

n
Majority
logic Equations

Correction
gate Total

15 3 2 1 6
63 6 3 1 10
255 10 4 1 15

complexity estimates are summarized in Tables 4.3 and 4.4. In this evaluation, the
implementation of the majority gate was done using logic gates as proposed in [56].
Therefore, a detailed breakdown among majority gates, parity check equations and
correction gates is provided to enable the evaluation of alternative majority gate
implementations [14]. This is important, as in our evaluation majority gates are
the major component in both area and latency, especially for large data blocks.
Comparing the results with those for SEC-DED codes in Table 4.1, it can be
observed that the circuit area is significantly larger but the increase in delay is small.

The main features of OS-MLD EG codes are summarized below:

• Can correct a variable number of errors t, depending on the block size.
• The block sizes are limited and the values are not a power of two.
• The number of parity bits for a coded block of size n D 22s�1 is 3s�1.
• Encoding and decoding latency is moderate. With an optimized majority vote

implementation, the decoding latency can be approximately that of s C 2 two-
input XOR gates.

• The area of the encoder/decoder is moderate and can be reduced by optimizing
the majority gate implementation. The decoder requires n2s two-input XOR gates
plus n 2s-input majority gates.

4.3.3.3 Difference Set (DS) Codes

Another class of codes that are OS-MLD decodable is that of Difference Set (DS)
codes. These codes are based on the concept of a perfect difference set [9]. Their
use to protect memories has been recently studied [58, 59]. As with EG codes, the
number of options is limited as regards block sizes and error correction capabilities.
The available parameters for block sizes up to 1057 bits are shown in Table 4.5. The
number of choices is the same as that for EG codes and the values of the parameters
are also similar. DS codes have one more MLD equation than their EG counterparts
for the same value of t (the value of the parameter J is greater by one). This can



156 J.A. Maestro et al.

Table 4.5 Parameters of
difference set codes n k J t

21 11 5 2
73 45 9 4
273 191 17 8
1057 813 33 16
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Fig. 4.5 Serial type-II one-step majority logic decoder for the (nD 21, kD 11) DS code

be used to provide additional error detection capabilities, as will be discussed in the
next subsections. The number of parity bits, n-k, is given by 3s C 1 where s is related
to the coded block size via n D 22s C 2s C 1. This is similar to the case of EG codes.

The decoding of DS codes is also similar to that of OS-MLD EG codes. The
type-II decoder for the code with n D 21 and k D 11 is illustrated in Fig. 4.5. An
important difference is that in a DS code, every bit participates in exactly one of
the MLD equations, except the bit being decoded (which participates in all of the
equations). By contrast, in an EG code, some bits do not participate in any of the
MLD equations at a given iteration.

The complexity and latency of the decoder for a DS code is similar to that of an
EG code with corresponding parameters. The complexity is better expressed as a
function of J D 2s C 1 (recall that s is related to the block size via n D 22s C 2s C 1).
For large values of n, the approximation J � p

n can be used in the complexity
estimations. The serial decoder requires J*(J�1) C 1 two-input XOR gates and a
majority gate. The parallel decoder can be implemented with nJ � n

p
n two-input

XOR gates and n majority gates. The latency of decoding is that of log2(J) C 1 two-
input XOR gates plus a majority gate. All these values are in line with those of EG
codes. Therefore, DS codes provide additional code parameter choices with similar
decoding complexity and latency.

However, Difference Set codes have some particular features which can be used
to correct burst of errors. This has been recently studied in [60]. The results show
that by judiciously placing the bits in the memory/circuit and correspondingly
modifying the OS-MLD decoding algorithm, large bursts of adjacent errors can be
corrected.
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The main features of DS codes are summarized below:

• Can correct a variable number of errors t, depending on the block size. Burst
error correction capabilities can also be implemented with no additional bits.

• The block sizes are limited and the values are not a power of two.
• The number of parity bits for a coded block of size n D 22s C 2s C 1 is 3s C 1.
• Encoding and decoding latency is moderate. With an optimized majority vote im-

plementation, the decoding latency can be approximately that of log2(2s C 1) C 2
two-input XOR gates.

• The area of the encoder/decoder is moderate and can be reduced by optimizing
the majority gate implementation. The decoder requires n(2s C 1) two-input XOR
gates plus n majority gates each having 2s C 1 inputs.

4.3.3.4 Enhancing the Use of Multi-bit ECCs for Circuit Protection

This subsection presents several enhancements in the use of multi-bit ECCs for cir-
cuit protection. These are related to power consumption and latency optimizations,
additional error detection capabilities, and the correction of burst of errors.

Reducing Decoding Power Consumption and Latency

The discussion of multi-bit ECC has so far focused on the use of OS-MLD codes
which enable decoding with moderate complexity and low latency. This is because
latency is a critical factor in many circuit and memory designs. Power consumption,
which is also important, has however not been addressed so far. It could be argued
that power consumption is directly related to encoder/decoder complexity and to the
number of parity bits, and therefore complexity estimates could also provide a first
indication of power consumption. However, there are some enhancements which
can be used to reduce the power consumption of ECCs. One approach is to perform
error detection first, and to then proceed with the rest of the decoding only when
there are detected errors. The rationale is that in most cases the decoded block will
be error-free, and therefore the rest of the decoding process can be spared. This
will reduce power consumption and may also lower the latency when the block is
error-free.

The method by which error detection is performed varies with the ECC code.
Checking for any non-zero bit in the syndrome is a simple alternative which is
especially suitable for ECCs in which the syndrome is computed as part of the
decoding process. This is the case for BCH and OLS codes. For BCH codes, the
use of this approach has been proposed to optimize the implementation of ECCs in
caches [45]. For codes such as OLS codes which have a modular construction, this
approach can be further optimized by noting that an ECC that can correct t errors
contains in its parity check matrix, the parity check matrix of a code that corrects
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dt=2e errors.2 Therefore the syndrome for the code that corrects dt=2e errors can be
used to detect errors affecting t or fewer bits. This optimization can also be used for
BCH codes (which have a modular structure for the parity check matrix); this has
been evaluated recently in [61].

For EG and DS codes, when the type-II OS-MLD decoder is used, the syndrome
is not computed as part of the decoding. In these cases, it may be more interesting
to perform error detection as part of the OS-MLD process. For a serial decoder,
the first decoding cycles can be used to detect errors. This has been studied for DS
codes in [57] and for EG codes in [62], showing that three decoding cycles can detect
most errors. In fact, all errors affecting five or fewer bits were detected for the case
of DS codes. For EG codes, all errors affecting four or fewer bits were detected.
This method can also be used in a parallel decoder to reduce power consumption
significantly.

Improving the Error Detection Capability

For memories and circuits, it is important to avoid undetected errors, as these may
lead to silent data corruption. This is the main reason why SEC-DED codes are
preferred over SEC codes. For multi-bit error correction codes, it is interesting that
a code which corrects t errors can also detect t C 1 or more errors. For t C 1 errors
this requires a minimum distance of 2t C 2, such that block with t C 1 errors is at
least at distance t C 1 from any valid coded word and no miscorrection takes place.
For the codes considered, DS codes have precisely a minimum distance of 2t C 2
and therefore can provide additional error detection. This is not the case for EG
codes, while for OLS codes, since code construction is modular it can be achieved
by adding more parity bits. Some techniques can be used to also detect some of the
errors which affect more than t C 1 bits. For example, the number of corrected bits
can be checked to see whether it is larger than t.

The additional error detection for DS codes has been studied in [63], showing that
detection of t C 1 errors can be achieved by modifying the OS-MLD process. The
error detection enhanced decoder is shown in Fig. 4.6 for the code with n D 21 and
k D 11. The modifications are (i) that now correction is only done when there is a
majority of four (in general, t C 2) among the MLD equations and (ii) that an OR of
all the MLD equations is used to detect errors. The modification of the majority vote
threshold to t C 2 avoids miscorrections when there are t C 1 errors. Once the OS-
MLD is completed, if there were t C 1 errors there could still be errors in the coded
block. Therefore those errors are detected by repeating the first OS-MLD iterations
as described in the previous subsection. This scheme was also extended to detect
more than t C 1 errors by counting the number of corrected errors and checking for
specific values in the majority votes.

2Here dxe denotes the smallest integer greater than or equal to x.
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Fig. 4.6 Error detection enhanced type-II one-step majority logic decoder for the (nD 21, kD 11)
DS code

For OLS codes, error detection of t C 1 errors can be implemented by adding
additional parity bits. For a data block of size k and a code that can correct t bits,
2t

p
k parity bits are required in an OLS code. By adding a further

p
k bits the code

will have a minimum distance of 2t C 2, and 2t C 1 MLD equations can be used
to correct each bit. Then a similar approach as that proposed for DS codes can be
used. In this case, the error detection after the modified OS-MLD decoding can be
implemented using the syndrome computation. Therefore, enhanced error detection
OLS codes can also be efficiently implemented.

Correction of Bursts of Errors

There are many different sources of errors in electronic circuits, which cause both
random and correlated errors. An example of random errors is the accumulation of
single radiation-induced soft errors, and an example of correlated errors is multiple
radiation-induced soft errors. The codes described so far can correct t random errors,
but when correlated errors are present, it is also important to consider whether the
codes can correct bursts of adjacent or physically close errors. The correction of
burst of errors has been considered for OLS and DS codes, while no study has yet
been presented for EG codes.

For OLS codes, the correction of bursts of adjacent errors was considered in [52].
The proposed scheme adds a few additional bits to the coded block to achieve the
correction of burst of errors. For example, the correction of triple adjacent errors for
a double error correction OLS code is achieved with few additional bits. Correction
of larger bursts is also studied, showing that only slightly more additional bits are
needed. However, no analysis of the impact of the modifications on the decoder
latency and complexity has been presented.

For DS codes, the correction of bursts of errors has been considered in [60]. In
this case, no additional parity bits are added to the coded block. The scheme relies
on placing bits that belong to the same MLD equation together, in order that bursts
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Fig. 4.7 Proposed bit placement for the bits in the (nD 21, kD 11) DS code

of errors affect bits in only one or two MLD equations. This is illustrated in Fig. 4.7,
where two examples of burst errors are shown. In this case, the errors are Multiple
Cell Upsets (MCUs) caused by radiation. It can be observed that the first MCU
affects only bits that belong to equation w1, while errors in the second MCU affect
both w2 and w3. The key observation is that errors which lie in one MLD equation
when decoding a given bit will also be in one MLD equation when decoding each of
the bits of the original equation. This is a consequence of the properties of perfect
difference sets which are used to derive DS codes, and enables the correction of
bursts of errors. To see how correction can be achieved, let us consider that there are
tb errors in a single MLD equation, for example w1. Then when decoding the bits
that formed part of w1 in the beginning, all errors will be in one MLD equation. This
means that the majority vote will take a value of at least J�1, and the errors will be
corrected. However, previous to that other bits will be decoded and for these, errors
can appear in different MLD equations causing the vote to take a value of up to tb.
This means that if a simple majority of J=2 is used for correction, miscorrection
can take place when tb � J=2. Therefore, to effectively correct bursts of errors, the
decoding is done first with a large threshold for the majority vote (J�1), and then
repeated with values decreasing down to J=2. The proposed algorithm is illustrated
in Fig. 4.8. This modified decoding procedure has an impact on latency which, as
mentioned previously, can be mitigated by first checking whether there are errors,
in which case we proceed with the rest of the decoding stages.

The proposed scheme is able to correct up to J�2 errors in a single MLD equation
and a variable number of additional errors in the other equations. If the number
of errors in one equation is denoted by C and the number of the other errors by
R, then the error correction capabilities of the proposed scheme are those shown
in Table 4.6. For the code with n D 1057, only values of R up to 8 are presented.
It can be observed that significant burst error correction capabilities are achieved,
especially for codes with large n.

4.3.4 Emerging Codes and Error Correction Schemes

The codes described or mentioned so far are linear codes; this means that the
computation of each of the parity check bits is achieved via modulo-2 summation
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Table 4.6 Error correction capabilities for the DS codes with the burst correction algorithm

N J RD 0 RD 1 RD 2 RD 3 RD 4 RD 5 RD 6 RD 7 RD 8

21 5 CD3 CD 1 CD 0 – – – – – –
73 9 CD7 CD 5 CD 3 CD 1 CD 0 – – – –
273 17 CD15 CD13 C D11 CD 9 CD 7 CD 5 CD 3 CD 1 CD 0
1057 33 CD 31 CD 29 CD 27 CD 25 CD 23 CD 21 CD 19 CD 17 CD 15

(or XOR operation) of some of the data bits. This ensures that when the receiver
computes the syndrome to perform error detection and/or correction (as explained
in Sect. 4.3.2), this syndrome does not depend on the values of the data bits stored,
but only on the set of bit positions in which the errors have occurred. This property
allows for low-complexity syndrome-based error detection and correction schemes.
Recently, the use of nonlinear codes has been proposed to protect memories. For
example, in [64] the use of nonlinear SEC-DED codes is analyzed, showing that
they can reduce the number of undetected or miscorrected errors. The area and



162 J.A. Maestro et al.

delay results presented suggest that these codes are more complex to implement
than traditional linear SEC-DED codes. In any case, the use of nonlinear codes for
circuit protection is an interesting area for future research.

Another topic that has gained interest in recent years is the development of
adaptive ECC schemes that can provide a variable ECC solution depending on the
observed error rate. One example is the adaptive ECC presented in [65] in which
the block size is adapted dynamically. Another interesting idea was presented in
[66] where the ECC is decoupled from the physical memory implementation, thus
enabling greater flexibility. Taking advantage of that flexibility while maintaining
performance in terms of area, power and speed is also an interesting research
problem.

4.4 Selection of Error Correction Codes
for Electronic Circuits

This chapter began by first presenting an overview of the main circuits for which
error correction codes are used. The goal was to summarize, for each of these, the
protection requirements and the implementation constraints. Subsequently, several
error correction codes capable of meeting these requirements have been discussed.
Now these parts are linked together by discussing which codes are most suitable to
protect each circuit type.

4.4.1 Registers

In registers, encoding and decoding complexity is a limiting factor as the encoder
and decoder are used to protect a single register and are not shared among many
words as in the case of memories. Latency is also an important constraint. These
factors in most cases limit the use of ECCs in registers to Single Parity Check (SPC)
and SEC/SEC-DED codes. The use of multi-bit error correction codes has a large
impact on performance and other alternatives like triplication (commonly known as
Triple Modular Redundancy or TMR) may be more effective.

4.4.2 Register Files

Similarly to registers, register files impose tight latency constraints on the ECC.
The limits to the complexity of the encoder and decoder are however relaxed, as
they are shared among all the registers. This again makes SPC and SEC/SEC-DED
codes good options for protection. When the cost of the additional bits is acceptable,
OLS codes are also an attractive option which fit well with common register sizes
(64 bits).
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4.4.3 Caches

A distinct feature of caches is the use of large data blocks (512, 1024, etc.). Large
blocks reduce the relative overhead of the ECC, making the use of multi-bit ECCs
more attractive. At the same time, the encoder and decoder complexity is shared
among a large number of blocks, reducing the impact on overall cost. Latency is an
important issue as only low delay decoders can be used.

In addition to SPC and SEC/SEC-DED codes, OLS and BCH codes are good
options to protect caches. The use of DS or EG codes for block sizes of 512 can also
be of interest when the number of errors to correct is large (>10).

4.4.4 SRAM Memories

For memories, the cost of the encoder and decoder is shared among many words,
making it less critical. On the other hand, the number of parity bits has a direct
impact on the cost and must therefore be minimized. To deal with multiple errors
which are physically correlated, interleaving can be used [17]. Interleaving spreads
the multiple errors among different words to try to ensure that each word contains
only one bit error. The use of interleaving impacts area, delay and power, and
complicates the memory design. Therefore, whether it is better to use interleaving
and a simple ECC, or no interleaving with a more complex ECC, depends on the
specific design. The block sizes for memories are smaller than for caches, with
typical values of 16, 32 and 64 bits.

The large number of parity bits for these block sizes means that OLS codes are
not an attractive option for SRAM memories. Shortened versions of DS and EG
codes can be a good option for data blocks of 32 bits when strong error correction is
required. However, SPC for error detection and SEC-DED codes for error correction
remain the default choices for SRAM protection.

4.4.5 DRAM Memories

The considerations for DRAM memories are similar to those for SRAMs. The main
difference is that in DRAMs, memory modules that are composed of a number
of memory ICs are commonly used. In this case, the protection against a device
failure is an interesting problem and can be solved by the use of SEC combined
with interleaving [19] or by the use of more advanced codes like DS or RS codes.
The extension of SEC-DED codes to protect against device failures has also been
studied in [67].
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Table 4.7 Suitable error correction codes for different circuit types

Circuit type Error correction codes

Registers SPC, SEC,SEC-DED
Register file SPC, SEC,SEC-DED,OLS
Caches SPC, SEC,SEC-DED,OLS,EG,DS
SRAM/DRAM memories SPC, SEC,SEC-DED,EG,DS
Content Addressable Memories (CAMs) SPC, SEC,SEC-DED
Interconnections SEC,OLS

4.4.6 Content Addressable Memories (CAMs)

The protection of CAMs is different than that of SRAM and DRAM memories
as discussed before. A parity bit (i.e., SPC code) can be used to provide single
error protection against false positives. The use of ECCs has to be combined with
a modified match line to also protect against false negatives [22]. In this case, SEC
codes can be used. More complex codes can be used when multiple error correction
is needed. In this regard, it is important to note that decoder latency and complexity
are not an issue for CAMs, as the decoder is not needed in the scheme proposed
in [22]. This means that codes with large decoding complexity or latency could
eventually be used if the correction of more errors is required.

4.4.7 Interconnections

The correction of single and multiple errors has been considered for interconnec-
tions. In this case the data block sizes are similar to those of memories, with
common values being 16, 32 and 64. The decoding has to be simple and must also
have low latency. This makes OLS codes an attractive option, while shortened DS
or EG codes can be a good option for interconnections of 32 bits. When a lower
degree of error protection is sufficient, SEC codes are a good option.

4.4.8 Summary

Table 4.7 summarizes the ECCs which are suitable for the different circuit types. It
can be observed that while SPC and SEC/SEC-DED codes are suitable for many of
these circuits, the multi-bit ECCs described above can also be useful in a wide range
of circuits.
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4.5 Conclusions

This chapter has presented an overview of the use of error correction codes
to protect digital circuits. First, the protection and performance requirements of
different circuits have been discussed. Then several error correction codes have
been presented. The description of the codes has focused on their error correction
capabilities and their implementation. The objective is to provide the reader with
an understanding of which codes can be used to protect which circuits, as well as
the tradeoffs involved. To this end, estimates of decoding complexity and latency
are provided for the different codes where possible. The more theoretical aspects of
these codes are not discussed as they require a strong mathematical background and
our focus here is on facilitating the practitioner who wishes to select an appropriate
ECC to protect a given circuit.

The discussion above has covered commonly used SEC or SEC-DED codes as
well as more advanced multi-bit error correction codes. In the latter case, codes
which can be implemented with low latency have been selected for the exposition,
as this is an important requirement in many circuits.
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Chapter 5
System-Level Design Methodology

Rishad A. Shafik, Bashir M. Al-Hashimi, and Krishnendu Chakrabarty

5.1 Multiprocessor System-on-Chip

Continued technology scaling has enabled the fabrication of ever more efficient
and low power electronic devices for current and future generation of embedded
systems. Examples of such devices include IBM’s 22-nm [33] and Intel’s emerging
16-nm [63] devices with promises to provide with unprecedented integration capac-
ity and performance. However, with these technological advances, design complex-
ity is also increasing significantly with emerging challenges related to performance,
power and reliability. To address the design complexity while meeting power and
performance requirements of modern applications, recently multiprocessor system-
on-chip (MPSoC) has emerged as a popular embedded systems platform [44]. An
MPSoC contains multiple processing elements on a single piece of silicon, each
with an assigned task to define an expected application domain. The inclusion of
multiple processing elements in MPSoCs has a number of benefits. These include
parallel processing, low clock speed, low power consumption, etc. [72].

Depending on the type of processing elements and nature of application,
MPSoCs can be either homogeneous or heterogeneous. Figure 5.1 shows example
homogeneous and heterogeneous MPSoCs with processing elements and memories.
As can be seen, the homogeneous MPSoC has three RISC processors (Fig. 5.1a).
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Fig. 5.1 Example MPSoCs with processing elements inter-connected by on-chip communication
architectures: (a) a homogeneous MPSoC with similar RISC processors, (b) a heterogeneous
MPSOC with different processing elements, both organized in different voltage islands

Due to similar instruction set architectures (ISA) homogeneous processing cores
have the advantage of easier inter-core communication and mapping or migration
of tasks between them. However, depending on the nature of applications often
MPSoCs have different processing elements in a single piece of silicon, known
as heterogeneous MPSoC. From Fig. 5.1b it can be seen that the heterogeneous
MPSoC has two different kinds of processors: digital signal processor (DSP)
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and RISC processors. Due to different ISAs between DSP and RISC processors,
communication between them can be non-trivial. Moreover, mapping and migration
of tasks among the processors may require sophisticated task based modeling and
virtualization techniques [51]. From Fig. 5.1 it can also be seen that depending on
computational and communication requirements of the processing cores, memories
can be allocated as either private (i.e. mapped and used by a particular processing
core) or shared (i.e. used by multiple processing cores).

The interconnection of processings elements and memories within the MPSoC
is controlled by on-chip communication architecture, which defines how inter-
component communication takes place (Fig. 5.1). Since inter-component communi-
cation is crucial for system functionality and parallelism, on-chip communication
architecture greatly influences the underlying performance of the system. Major
MPSoC on-chip communication architectures are briefly introduced in Sect. 5.1.1.

Since MPSoCs enable modular design and layout, it is often advantageous to
allow one or more processing and memory cores to share a common operating volt-
age, otherwise known as voltage islands. These voltage islands can be conveniently
controlled in MPSoCs to reduce power consumption through dynamic voltage and
frequency (DVFS) scaling. Operating at various supply voltages is very common in
today’s MPSoCs, which are designed specifically with low power requirements [52].
To achieve low power and high performance objectives, MPSoCs are carefully
designed with higher inter-core parallelism. However, low power design of these
systems can be highly challenging as reliability is seriously degraded due to
significant increase in the number of hardware faults caused by electromagnetic
radiations, among others [58]. MPSoC design challenges and system-level design
methodologies to effectively address them are further described in Sect. 5.1.2.

5.1.1 On-Chip Communication Architectures

On-chip communication architecture facilitates communication between compo-
nents within an MPSoC. Depending on how inter-component connections are laid
out, on-chip communication architectures can be of three major types, as shown
in Fig. 5.2: point-to-point (P2P), on-chip shared bus and network-on-chip (NoC).
P2P on-chip communication architecture provides with dedicated interconnection
between each communicating component within an MPSoC (Fig. 5.2a). Such
interconnection gives high performance as inter-component communications are
non-blocking. However, scalability of P2P architecture is poor as adding extra
components can make inter-component connectivity complex, often introducing
prohibitively higher layout overheads [39]. Hence, the use of P2P architectures
is limited in MPSoCs [59]. On-chip bus provides with a shared communica-
tion architecture between number of MPSoC components (Fig. 5.2b). Unlike P2P
architectures, on-chip shared bus provides with higher scalability and connectiv-
ity as adding more components can be easily incorporated through further bus
extensions. However, due to shared and blocking communication with mutually
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Fig. 5.2 Block diagram
different MPSoC on-chip
communication architectures:
(a) point-to-point (P2P),
(b) shared bus and (c)
network-on-chip (NoC)

exclusive access to the interconnect, on-chip bus introduces performance overheads
for inter-component communication in MPSoCs. This performance overhead can
increase further as the number of communicating components in MPSoC scale
higher. The Advanced Microprocessor Bus Architecture (AMBA) [5] and Advanced
eXtensible Interface (AXI) [6] are dominant, industrial standard on-chip bus
architectures for today’s MPSoCs. To meet the demand of increased performance
and scalability of current and future generations of MPSoCs, recently network-on-
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chip (NoC) communication architectures have been proposed. NoCs are similar
to P2P except that they organize the connections through modular packet-based
link-to-link interfaces with switches and routers laid in between them. Due to high
level of modularity, NoCs have advantages of high scalability and performance at
the expense of silicon area and complexity [20,49]. To date a great deal of research
works have already been carried out to explore efficient and reliable NoC topologies
and routing techniques [38, 58, 68].

5.1.2 MPSoC Design Challenges

MPSoCs are becoming de facto standards for system-on-chip design due to its
various advantages related to performance and modularity [34]. The performance
advantage is realized through overlapped processing among the processing el-
ements, which depends on the underlying on-chip communication architecture
(see Sect. 5.1.1). These interconnected processing elements together with the
memories and other peripherals are often organized in a modular design hierarchy in
MPSoCs with an aim to facilitating design scalability and reducing time-to-market.
However, despite these advantages, design of MPSoCs is highly challenging. In the
following major challenges are discussed in further detail.

5.1.2.1 System Gap

Traditional system development introduces system gap due to separate hardware and
software design and synthesis flow as shown in Fig. 5.3. As can be seen, initially
the target system in partitioned into hardware and software components after
systematic evaluations. The development of hardware components involves initial
specifications, followed by simulations with hardware description language (HDL)
modeling. The HDL model is then sufficiently validated for its functionality and
then synthesized to generate actual hardware prototype. To meet the initial hardware
specifications, the development steps may involve iterations between HDL based
design, design validation and synthesis. Similar to hardware, software development
also starts with initial specifications. Based on these specifications, initial software
prototype is developed using systematic application models (e.g. task graphs and
algorithmic models). The prototype is then tested and validated with sufficient
constraints and portability checks with the target hardware. With both hardware
and software prototypes, the system implementation proceeds with further testing
and validations. This is then followed by iterative system optimizations to meet the
original system constraints. Finally, when system constraints are met, market-ready
system design is delivered for fabrication and customer shipment. As expected, due
to separate hardware and software design and synthesis, a system gap exists in the
early design stages. This system gap makes the design of MPSoCs highly time-
consuming and challenging later in the design stage to optimize the design according
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Fig. 5.3 Traditional system development steps showing separate hardware and software design
and synthesis flow

to the original specifications and objectives. To make matters worse, this system gap
is widening further with ever evolving complexity of hardware and software design
and synthesis. Clearly, bridging this gap through system-level design methodology
is a major challenge for MPSoCs, which requires extensive design space exploration
early in the design phase to expedite the design optimization and integration.

5.1.2.2 Programming Model and Prototyping

The demand of performance-oriented parallel multiprocessing in MPSoCs have
necessitated a design paradigm shift from computation-centric to communication-
centric approaches. In communication-centric approaches, software routines and
their inter-dependence need to be explicitly modeled considering the impact of un-
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derlying hardware resources (i.e. processing elements and on-chip communication
architectures). Modeling such impact is critical for achieving concurrency between
different software routines. However, programming such model can be tricky for the
following reasons [25, 44]:

• Traditional programming tools are invariably sequential in their nature. Hence,
modeling concurrency between software routines can be non-trivial.

• In symmetric multiprocessing (SMP) systems, multiple processing elements
share a common view of memory. Modeling memory and interconnect arbitration
for such systems can be tricky.

• In asymmetric multiprocessing (AMP) systems, processing elements tend to be
loosely coupled from each other with local memories. Modeling communication
between processing elements for AMPs require emulating complicated interface
protocols.

• To avoid all possible unwanted on-chip communication scenarios leading to
asynchronizations, deadlocks, livelocks etc. programming model must reflect
the actual on-chip communication behaviour. In particular, this can be highly
daunting when processing elements have different on-chip interconnects and
arbitration requirements between them.

• Debugging and validation in such programming model are other major chal-
lenges. To account for all possible physical scenarios, it is important that
sufficient debugging and validation is carried out with the system model.
Currently, there is a need for multiprocessing-enabled debugging and validation
environment for MPSoCs.

• Accurate computation and communication modeling and prototyping of het-
erogeneous MPSoCs is highly complex. In particular, modeling computation
and communication tasks with various scenarios and possibilities can be highly
challenging for design space exploration.

5.1.2.3 Design Optimization

Low power consumption is a prime design requirement for MPSoCs. Dynamic
voltage and frequency scaling (DVFS) is an effective power minimization technique
often employed in hand-held devices to extend the battery life [2]. DVFS technique
works by lowering the processor voltage and frequency according to its workload to
achieve power reduction [3,57]. However, it has been reported that the reduction of
supply voltage causes an exponential increase in the rate of soft errors, particularly
that of single-event upsets (SEUs), leading to degradation of reliability [14,15]. This
is further exacerbated by device miniaturization and continuing technology scaling,
which causes hardware faults due to systematic abberations (e.g. imperfections in
lithographic patterning and random effects like dopant density fluctuations) during
manufacturing process [73] and electromigration during operating lifetime [18].
As a result, reliable design of MPSoCs is an emerging challenge that has been
acknowledged widely [14, 15, 43, 45, 64, 76].
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Traditionally power-aware fault-tolerance or soft error hardening have been em-
ployed in MPSoCs using redundancy based techniques. This technique is generally
effective in that the redundant resources provide a voting system from multiple
resources to produce a single output in the presence of soft errors or faults [69]. Over
the years, a number of redundancy-based techniques have been reported at various
levels of design abstraction. The triple modular redundancy (TMR) is the most basic
circuit-level redundancy technique, such as [1, 69]. The fault-tolerance is achieved
through TMR technique using three hardware elements to incorporate voting a
single output from multiple outputs. Due to the increase in hardware resources,
large overhead in terms of power consumption and chip area is incurred using such
technique [4, 8]. Another effective technique in terms of power consumption is the
time redundancy, such as [10, 47]. Such technique employs multiple instances of
execution to achieve fault-tolerance. Although no overhead in terms of hardware
resources or area is caused, this technique has overhead in terms of performance.
Information redundancy proposed in [54, 71] is also an effective fault-tolerance
technique. The main idea is to append error-detection and error-correction codes
along with the usual information bits to increase reliability of the system [54]. The
addition of these extra codes add to the communication and computation overhead,
while improving the reliability in the presence of soft errors [23]. Recently joint
time and information redundancy-based technique has been proposed in a number
of publications, such as [22, 35]. Using such technique has advantages of high
reliability or fault-tolerance at low cost and low overhead.

Alternatives to the redundancy-based technique are the re-execution and replica-
tion of computational tasks among idle processing elements. Using this technique,
no overhead in incurred in terms of extra execution time. For example, in [16, 65]
low power fault-tolerance technique has been presented utilizing the idle processing
elements for duplicating some of the computations. Other flexible techniques to
achieve high fault-tolerance are the pre-emptive on-line scheduling, such as [75]
and check-pointing during slack times between tasks, such as [36]. Using these
techniques, high fault-tolerance can be achieved at the cost of increased complexity
in the design of MPSoC application. However, the effectiveness of these techniques
depends upon predictability of slack times, which incur large overheads and often
leads to problems related to unschedulability [31]. Also, achieving fault-tolerance
using check-pointing technique is limited by the schedulability and the number
of check-points. The optimal number of check-points that can be inserted and
scheduled in the presence of a given number faults is determined by the worst case
execution time of a task [42].

Recently, researchers have shown combination of different fault-tolerance tech-
niques to reduce system overhead for fault-tolerant and low power design. For
example, fault-tolerance-based optimization of cost-constrained distributed real-
time systems has been proposed in [31]. The fault-tolerance in [31] is achieved
through mapping and assignment of different fault-tolerance policies to processes.
Another fault-tolerant design using process re-execution and re-scheduling of low
power heterogeneous MPSoC applications has been proposed in [52]. The power
minimization is achieved through scheduling of voltage levels to different processes
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and the fault-tolerance is achieved by deciding the start times of processes and
the transmission times of messages in the presence of faults. In [27] a dynamic
fault-tolerance technique is presented using independent task sets scheduling with
precedence relationship in MPSoC systems. Due to the use of such scheduling, the
fault-tolerance technique in [27] benefits from less communicational complexity
and better scheduling performance in terms of power consumption.

Traditionally power-aware fault-tolerant design techniques consider low power
and reliability as two separate objectives [16,31,75]. For effective design optimiza-
tion with low power and improved reliability as a joint objective, further studies
are needed to understand reliability of applications, particularly from system- and
application-level design perspective.

5.1.2.4 Runtime System Management

Operating conditions in many applications often require managing the MPSoC
hardware and software resources during runtime. For example, when a particular
task in an application is performance critical, higher voltage and frequency scaling
may need to applied, or task may need to be mapped dynamically on a processing
core with higher performance. Likewise, when a particular task requires high
reliability, it may need to be mapped in multiple processing cores to ensure efficient
fault detection and tolerance. With such requirements, runtime system management
is of crucial importance in MPSoCs to ensure system requirements are met at all
times. Various studies suggest that runtime system management has the potential to
reduce the system overheads during runtime and increase system adaptability and
lifetime substantially [48, 74]. However, such management often requires runtime
optimization in NP-hard decision space and can potentially incur large management
overheads [56].

A crucial aspect in runtime system management is the ability to accurately
estimate the power, performance and reliability of the MPSoC and its different com-
ponents [13]. Such estimation can be carried out by using separate sensors [74] or
by using monitor modules alongside original components [46]. Runtime estimation
gives an insight into comparative analysis of different components and identifies
different scenarios for system adaptation and management [12]. Estimation at
circuit- or device-level [46], or at architectural-level [4,66] can be computationally
extensive for complex circuits. Hence, there is increased interest in system-level
estimation of different system metrics for MPSoCs [30, 62].

5.2 Hardware/Software Co-design

Over the years, various system-level design techniques and methodologies have
been devised both by academia [11] and industries [17, 67]. Among them,
hardware/software (HW/SW) co-design is particularly of high interest as MPSoCs
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Fig. 5.4 Block diagram of hardware/software co-design and co-synthesis

are intrinsically based on software routine executing on a set of hardware resources,
including processing elements and on-chip communication resources. HW/SW
co-design describes the techniques for simultaneous design and synthesis with
systematic combination and co-operation between hardware and software com-
ponents [37]. Such design process extracts the benefits of both hardware- and
software-based design and reduces time-to-market greatly [21, 26].

Figure 5.4 shows a block diagram illustrating major steps involved in HW/SW
co-design. The process is initiated by partitioning of the HW/SW tasks within the
embedded system (Fig. 5.4). Once a required partitioning is found, specifications
for hardware (FPGA, ASIC, etc.), software (MCU, DSP, etc.) and their interfaces
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Fig. 5.5 Flowchart of
hardware/software co-design
steps

are defined to enable design of the prototype hardware and software components
(Fig. 5.4). During design phase, software based implementations are co-simulated
and interfaced with hardware based implementations. Often this is done within a
real-time operating system (RTOS) environment, which emulates a multi-tasking
environment for real-time applications. Finally, the target architecture is found by
HW/SW co-synthesis process, which derives a mixed HW/SW implementation from
the high-level hardware and software specification. To achieve optimization for
target embedded system with different objectives, the whole process in Fig. 5.4
may need to be repeated several times. HW/SW co-design requires a combination
of instruction set simulators and hardware emulators to effectively enable design
space exploration. Over the years a number of HW/SW co-design tools have been
proposed, such as COSYN [21], POLIS [9], MPARM [11].

HW/SW co-design process involves various system-level design steps to effec-
tively allocate and partition the hardware/software communication and computation
tasks and schedule them, as shown in Fig. 5.5. In the following, these steps are
briefly detailed.
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5.2.1 Overall System Specification

Accurate system specification is crucial for identifying the target system require-
ments in terms of power, performance and reliability. System specification affects
the following design steps depending on the evaluated requirements.

5.2.2 Architecture Allocation

Architecture allocation deals with allocation of different design components for a
target MPSoC application [57]. This may involve selection of number and types of
processors, memories and interconnections for the application under concern. The
overall goal of the architecture allocation process is to identify the most suitable
architecture, which provides the best performance and cost under given constraints.

5.2.3 Application Partitioning and Task Mapping

Application task mapping describes the process of distributing the computation
and communication tasks among the allocated processing and communicating
elements [40]. The mapping considerations may include different performance
and cost involved with each task. The mapping process explicitly determines
the implementation related issues in hardware and software. Determining a good
mapping is of crucial importance as inappropriately mapped tasks for a given
allocated architecture may under-utilize its performance and increase the system
costs [7, 29].

5.2.4 Task Scheduling

Task scheduling generally follows task mapping, which defines the order of execu-
tion of the different tasks, such that timing constraints are satisfied. It is generally
carried out through operating system routines. Various scheduling algorithms have
been proposed over the years considering various design objectives, including
energy [57], performance [28] and reliability [31].

5.2.5 Energy Management and Evaluation

Architecture allocation, application task mapping and task scheduling have direct
impact on performance and power consumption of MPSoC [57, 61]. Further



5 System-Level Design Methodology 181

power minimization can be achieved using DVFS technique and dynamic power
management using slack time management (see Chap. 3). The power management
is then followed by system evaluation, which may repeat the previous design steps
to achieve optimized HW/SW partitioning and design.

5.3 Case Study: Power- and Reliability-Aware
Design Optimization

To demonstrate the effectiveness of system-level design methodology in MPSoC
application optimizations, a case study is investigated in detail. In particular, the
impact of application task mapping, which is a crucial system-level design step
of MPSoCs, is extensively studied in terms of MPSoC reliability (see Sect. 5.2.3
for details related to application task mapping). Based on this study, a system-
level design optimization technique for MPSoC application through joint power
minimization and reliability improvement is developed. Power minimization in the
design optimization is carried out using voltage scaling technique, while reliability
improvement is achieved through careful choice of application task mapping on
the homogeneous MPSoC processing cores. The case study is outlined as follows.
Section 5.3.1 presents MPSoC system model used, which is then followed by the
study of application task mapping impact on reliability of MPSoC application
in Sect. 5.3.2. Section 5.3.3 outlines a design optimization technique based on
this study and Sect. 5.3.4 demonstrates the effectiveness of the technique through
experimental observations.

5.3.1 System Model

In this section, the models of the system architecture, application and fault injection
used in this study are introduced.

5.3.1.1 Architecture Model

In this study, an MPSoC architecture, A, based on 2D-mesh network-on-chip
(NoC) with C processing cores is considered. Due to its high performance and
scalability [39], NoC-based MPSoC architecture is gaining popularity and a number
of academic or industrial designs have been proposed to date, such as xPIPES [19],
Intel 80-core [70]. Figure 5.6 shows an example MPSoC architecture consisting
of four processing cores. As shown, each block (or NoC tile) consists of a
processing core and switch (Fig. 5.6). Each processing core consists of, among
others, ARM7TDMI processor, an instruction cache (8 kbits), a data cache (16 kbits)
and a dedicated private memory (256 kbits). Network interface attached to each
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Fig. 5.6 MPSoC architecture with four processing cores and power minimization support through
clock tree generator

processor (Fig. 5.6) incorporates packet-based communication with 32-bit payload
and switches carry out inter-core packet-based communication with XY routing,
chosen due to its performance and simplicity [39]. The cache and memory sizes
have been chosen to provide high availability of data and parallelism among the
processing cores. To introduce power minimization through voltage scaling in the
MPSoC architecture, a clock tree generator has been included to provide different
clock frequencies for the processing cores through voltage scaling (Fig. 5.6).

For a given voltage scaling, the dynamic power, P , of a processing core is
given as

P D ˛CLf Vdd
2; (5.1)

where CL is the processor load capacitance per cycle, Vdd is the supply voltage,
f is the operating frequency and ˛ is the processor activity factor (0 � ˛ � 1).
The voltage scaling technique effectively reduces the power consumption, defined
by (5.1), by reducing Vdd and f through scaling. For ARM7TDMI processor, the
relationship between Vdd (in volts) and f (in MHz) is given by [53] as

Vdd .f; s/ D
�
0:1667C 4:1667 	 f

103 	 s
�
; (5.2)
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Table 5.1 Operating
frequency, f , and supply
voltage, Vdd , for different
voltage scaling of
ARM7TDMI processor

Scaling, s f , MHz Vdd , V

1 200 1.00
2 100 0.58
3 66.7 0.44

Fig. 5.7 MPEG-2 video decoder task graph with 11 tasks and associated register resources

where s is the frequency scaling constant. Table 5.1 shows the three voltage scaling
options (with s D 1; 2 and 3 in (5.2)) used in this study. The impact of choice of
voltage scaling levels on design optimization is discussed in Sect. 5.3.4.

5.3.1.2 Application Model

An application is modelled as a directed, acyclic task graph G .V ;E / withN nodes.
Each node tj 2 V represents j -th computational task within the application and
each edge dj;k 2 E represents inter-task communication and data dependency
between j -th and k-th tasks (j , k D 1:N , where N is the number of computational
tasks in the task graph). An application is realized on the MPSoC architecture
by distributing the computation and communication tasks among the processing
cores and their interconnects through application task mapping. Figure 5.7 shows an
example task graph of MPEG-2 video decoder using 11 tasks and their associated
register resources. The computational and communication costs of tasks are shown
with numbers on the nodes and edges, Fig. 5.7. The computational cost represents
execution time of each task and the communication cost represents the time required
to transfer data between tasks (actual costs are approximate multiples of 5:5 	 106
clock cycles). The computational and communication costs are obtained using
SystemC cycle-accurate simulations assuming 32-bit inter-core transfer. The com-
putational tasks are modelled as separate task processes, while the communication
between tasks is modelled as message passing queues. The communication cost
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Table 5.2 Register usage of MPEG-2 video decoder tasks (Fig. 5.7) and their approximate sizes

Register set Type
Size,
bits/cycle

r1 Scan tables and variables 4,132
r2 Sequence types 1,124
r3 Header sequence variables (before decoding) 640
r4 VLC tables and variables 5,124
r5 Header sequence variables (after decoding) 2,134
r6 Video blocks (coded) 12,288
r7 Scanned video blocks 13,218
r8 Quantized video blocks 13,132
r9 Picture ready video blocks (before motion compensation) 13,274
r10 Motion compensated video data and variables 13,326
r11 Decoded and motion compensated video data 13,174
r12 Display/storage ready video data structure 12,288

is found by dividing the size of inter-task queue by the bandwidth of the channel
(in bits per cycle). Similar evaluation of computation and communication costs has
also been used in [31, 50].

Also attached with each node is a set of application registers showing the register
usage by the computational tasks. Due to inter-dependent nature of the tasks of
an application, the tasks share register resources among themselves. For example,
the task t1 uses the set of registers r1, r2 and r3, while the task t2 uses the set
of registers r3 and r4. Note that between these two tasks, r3 is shared. Table 5.2
shows the different register sets used by the MPEG-2 video decoder tasks along
with their types and approximate sizes (obtained by using variable or signal type
tags within the SystemC simulation environment). The actual register usage of the
i -th processing core (i D 1 W C , where C is the number of processing cores of
an MPSoC), Ri , is found through SystemC simulation after the application tasks
and their associated registers (Table 5.2) are mapped on the processing cores of an
MPSoC. The Ri is given as

Ri D 1

Ti

TiX
tD1

Ri;t ; (5.3)

where Ri;t is the register usage (in bits) at t-th clock cycle of the i -th processing
cores. The Rit in (5.3) depends on the number of tasks mapped with associated
resources (Table 5.2).

5.3.1.3 Fault Injection Model

In this study, fault injection is carried out using SEU-based fault model employing
the fault injection simulator proposed in [60]. Using this technique the injection
of SEUs is initiated through replacement of variable or signal types in the original
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Fig. 5.8 Fault injection setup for MPSoC architecture with four processing cores

design specification to equivalent fault injection enabler types. These fault injection
enabler types help form fault locations database for the device under test, which
contains the target registers for SEU injection. The fault injection simulator injects
SEUs in these target registers based on the specified soft error rates and probability
distribution for determining fault locations. Figure 5.8 shows the fault injection
setup used for the MPSoC architecture with four processing cores as an example.
As can be seen, four fault locations databases are formed for four processing cores
through replacement of variable/signal types to fault injection enabler types. For a
given base soft error rate (SER, �0, in SEUs per bit per cycle considering no scaling),
the actual SERs (�, in SEUs per bit per cycle after scaling) for processing cores are
found by the corresponding voltage settings used. For these actual SERs, the SEUs
are injected at random locations determined by Poisson’s distribution within the
register space of the fault locations database. To control fault injection timings the
system clock is connected to the fault injection simulator. Using SystemC monitor
modules in cycle-accurate simulations, register usage and the number of SEUs
experienced are found (Fig. 5.8).
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5.3.2 Impact of Task Mapping on Reliability

Reliability of an MPSoC application in the presence of SEUs is related to the total
number of SEUs experienced [41]. For a soft error rate (SER) of �i (SEUs per bit
per clock cycle), the total number of SEUs experienced, � , by an MPSoC with C
processing cores is given as

� D
CX
iD1

RiTi�i D TM

CX
iD1

Ri˛i�i ; (5.4)

where Ti is the execution time, Ri is the register usage of i -th processing core
and TM is the multiprocessor execution time (in clock cycles, 8i :Ti D ˛iTM )
of the i -th processing core. The register usage of a processing core, defined
by (5.3), depends on the nature of processing being carried out by the tasks
mapped, data dependency and resource sharing among them. The TM in (5.4)
affects multiprocessor performance and depends on the number of mapped tasks
on a processing core and the data dependency among them. As a result, when
more related tasks are mapped on a processing core, TM increases for a given
operating frequency but the register resources related to tasks are localized reducing
the overall register usage (R D P

iRi ). On the other hand, when tasks are distributed
among processing cores to achieve higher parallelism, TM decreases at the expense
of increased R due to higher duplication of shared register resources among tasks.
Examples of this trade-off follow. In the MPEG-2 decoder (Fig. 5.7), the tasks t5
and t6 share about 13 kbits registers (r7 is shared between them), while the tasks
t6, t7 and t8 share approximately 15 kbits registers among them (r5 and t8 are
shared among them). To reduce register usage, for example it is possible to map
tasks t5, t6, t7 and t8 on a processing core through localization of the registers.
However, due to computationally intensive nature of these tasks, TM will be high
(with total computation cost of 188). To reduce TM , an alternative option is to map
tasks t5 and t6 on a processing core, while the tasks t7 and t8 can be mapped on
another core. However, this gives a duplication of about 15 kbits registers (increased
register usage) between the processing cores. Because of this register usage (R)
and multiprocessor execution time (TM ) trade-off, the MPSoC experiences varying
number of SEUs (� ) for different task mappings given by (5.4). The � also depends
on the voltage scaling of the MPSoC processing cores as it affects �i in (5.4).
To demonstrate the impact of application task mapping and voltage scaling on the
number of SEUs experienced (� ), a total of 120 random task mappings were carried
out using the MPEG-2 decoder (Fig. 5.7) on the MPSoC architecture (Fig. 5.6).
Figure 5.9 shows the TM , R and � obtained through SystemC simulation and fault
injection (Sect. 5.3.1.3) using an SER of 10�9 SEU per bit per cycle (i.e. 1 SEU per
10ms for 1 kbits register bank) as an example. Three key observations are made:

Observation 1: Figure 5.9a shows the trade-off between multiprocessor execution
time (TM , ms) and overall register usage (R). As can be seen, when tasks are
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Fig. 5.9 (a) Trade-off between multiprocessor execution time (in ms) and register usage (in
kbits/cycle), (b) SEUs experienced and multiprocessor execution time (in ms) when no scaling
is used for MPSoC cores, and (c) SEUs experienced and execution time when MPSoC cores are
scaled by 2; all for different task mappings of MPEG decoder with four processing cores

mapped to reduce R by localization of tasks, TM increases. On the other hand,
as tasks are mapped to reduce TM , register resources shared among tasks are
duplicated, leading to increased register usage, R.
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Observation 2: Figure 5.9b shows the total number of SEUs experienced (� ) and
multiprocessor execution time, TM (in ms), when all the decoder processing
cores are scaled by 1 (f D 200MHz and Vdd D 1V). It can be seen that
when tasks are distributed among processing cores to reduce TM , the decoder
experiences more higher � given by (5.4) due to higher R (Fig. 5.9a). When
tasks are localized to reduce R, the decoder also experiences higher number of
SEUs due to increased TM (Fig. 5.9a). This results in a concave curve for � given
by (5.4), with the minimum � located around the middle of TM range.

Observation 3: Figure 5.9c shows the total number of SEUs experienced (� ) and
multiprocessor execution time (TM , in ms) when all the decoder processing cores
are scaled by 2 (f D 100MHz and Vdd D 0:58V). As can be seen, � increases
by approximately 2:5 times due to Vdd scaling from 1 to 0:58V (found through
Vdd and � relationship shown in [32]) and TM is increased by a factor of 2 due to
reduced f from 200 to 100MHz. For example, for an application task mapping
� increases from 1:71	105 to 4:12	105, while TM increases from 9:5 to 18:2 s
due to scaling of Vdd from 1 to 0:58V.

The above observations demonstrate the impact of application task mapping and
voltage scaling on the MPSoC decoder reliability in the presence of SEUs. Hence,
an interesting design optimization problem is to identify suitable voltage scaling
of the MPSoC processing cores to minimize power consumption and to improve
reliability through application task mapping, while meeting a real-time constraint.

5.3.3 Proposed Design Optimization

To solve the problem of joint power minimization and reliability improvement of an
application, a novel design optimization is proposed. Figure 5.10 shows flowchart
of the proposed design optimization with three major steps: power minimization
(step 1), soft error-aware application task mapping (step 2) and iterative assessment
(step 3).

For a given SER and real-time constraint, the design optimization is initiated
by power minimization (step 1) through voltage scaling of the MPSoC cores. This
is followed by soft error-aware application task mapping (step 2) to minimize the
number of SEUs experienced for the chosen voltage scalings in step 1. These two
steps are repeated and assessed in step 3 to find a design with minimized power
consumption and improved reliability in terms of SEUs experienced, while meeting
the real-time constraint. The design optimization steps are discussed next.

5.3.3.1 Power Minimization

Power minimization in the proposed design optimization is performed using the
voltage scaling algorithm, Fig. 5.11a. The voltage scaling algorithm, nextScaling,
starts with the lowest voltage scaling on all identical cores and generates the next
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Fig. 5.10 Flowchart of the proposed design optimization

set of higher voltage scaling, nextS, based on the previous set of coefficients, prevS
(Fig. 5.11a). In each iteration, nextS is updated as the prevS reduced by 1 on a
processing core until the voltage scaling on the core reaches the nominal voltage
scaling level (s D 1, lines 3–6). When the nominal level (s D 1) is reached, nextS
of the core is updated by increasing voltage scaling of the core by 1 (line 9) and
reducing the voltage scaling of the next processing core by 1 in steps (lines 7–11).
The aim is to generate non-repetitive combinations and reduce the number of voltage
scalings that need to be investigated. For example, for a homogeneous architecture
with four processing cores (Fig. 5.6) and three scaling options (Table 5.1), the
voltage scaling algorithm, Fig. 5.11a, generates 15 unique combinations, Fig. 5.10b,
compared to a total of 34 D 81 possible combinations. As can be seen, the voltage
scaling starts with the highest scaling coefficient of 3 for all cores, followed by
3 for core 1, core 2, core 3, and 2 for core 4 as the next scaling combination
(Fig. 5.11b). As core 4 reaches nominal value of 1, the next combination is generated
by nextScaling algorithm as 3 for core 1, core 2, and 2 for core 3 and core 4. This
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Fig. 5.11 (a) Voltage scaling algorithm used for power minimization, (b) example of voltage
scaling coefficients for four processing cores using voltage scaling algorithm shown in (a)

is followed by 3 for core 1, core 2, 2 for core 3, and 1 for core 4. The voltage
scaling algorithm, thus, effectively generates all possible combinations. For a set of
scaling coefficients from voltage scaling algorithm (Fig. 5.11a), the dynamic power
consumption, P , of the MPSoC with C processing cores can be expressed as a
function of voltages scaling coefficient, si , as

P D CL

CX
iD1

˛ifi .si /V
2
ddi
.si /; (5.5)

where fi .si / and Vddi .si / take values depending on the voltage scaling coefficient si
(Table 5.1). For each set of voltage scaling coefficients, soft error-aware application
task mapping is carried out (step 2, Fig. 5.10) to minimize the number of SEUs
experienced.

5.3.3.2 Soft Error-Aware Application Task Mapping

The problem of application task mapping on MPSoC cores to minimize SEUs
experienced (� ) is an NP-complete problem [31]. In this section, a soft error-
aware application task mapping is developed in two stages (step 2, Fig. 5.10): the
stage 1 is the initial soft error-aware application task mapping, followed by stage 2
of search-based optimized application task mapping. Figure 5.12 shows the initial
soft error-aware application task mapping algorithm (stage 1), InitialSEAMapping,
which aims to simplify the optimization process by reducing the number of
task movements. The InitialSEAMapping starts with mapping the task with no
predecessor in task graph (G) (line 1). The dependants of the currently mapped
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Fig. 5.12 Initial soft
error-aware mapping
algorithm,
InitialSEAMapping

Fig. 5.13 Flowchart of optimized mapping, OptimizedMapping

task in G are then sorted by SEUs experienced if they are to be mapped with the
current task. The sorted list of dependants is stored in L (line 5). The task that
gives the minimum SEUs in L is then mapped next (lines 6–10). This is continued
until the execution time of the current core does not exceed the real-time constraint
(TMref

) and the number of unmapped tasks left in task graph G is higher than the
number of remaining cores to ensure that tasks are mapped in all cores (lines 4–13).
The unmapped tasks are stored in a queue, Q (line 10), which are then mapped
gradually to the other cores using the same criteria. After all tasks are mapped, the
initial mapping (M ) is returned by InitialSEAMapping (lines 6–15).

After the initial soft error-aware task mapping (InitialSEAMapping, Fig. 5.12),
the design optimization is continued further through optimized mapping (stage 2,
step 2, Fig. 5.10). The optimization is carried out through iterative search-based
mapping algorithm, OptimizedMapping, Fig. 5.13, employing the list scheduling for
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mapped tasks. The aim of such scheduling is to make an ordered grouping of tasks in
processing cores to accommodate different constraints and task dependencies [31].
The OptimizedMapping starts with scheduling the initial task mapping,M (step A,
Fig. 5.13). The mapping M is then checked to see if it violates the schedulability
requirements or real-time constraints (step B). If any such violation is found
within the search time, the optimization proceeds with generating neighbouring task
movements to find out a possible next mapping solution (step C). With neighbouring
task movement, the new mapping (M ) is then list scheduled, if schedulable (step D).
This is followed by comparison with the previous best solution, Mbest. IfM is better
than Mbest in terms of lower number of SEUs experienced and meets the given real-
time constraint, it is then updated as the new Mbest (steps E–F). The optimization
steps C–F are repeated until the specified search time is not over (step B). Once the
search time is over, Mbest is returned as the optimized design for the chosen voltage
scalings (step G).

In OptimizedMapping, the multiprocessor execution time (TM , in seconds) for
an application task mapping is found by the dividing the total number of execution
cycles of all mapped tasks by the effective number of cycles executed by processing
cores per second for chosen voltage scaling (step B, E, Fig. 5.13), i.e.

TM D
2
4 CX
iD1

NX
jD1

 
t ij C

NX
kD1

d ij;k

!3
5 =

"
CX
iD1

˛ifi .si /

#
; (5.6)

where t ij is the execution time (in clock cycles) of the j -th task mapped on i -th
processing core, d ij;k is the dependency cost (in clock cycles) between j -th and k-
th task (j; k D 1 W N ) due to selection of j -th task on i -th processing core. The
total number of SEUs experienced (� ) for an application task mapping with chosen
voltage scaling on MPSoC processing cores is found in InitialSEAMapping (line 5,
Fig. 5.12) and OptimizedMapping (step E, Fig. 5.13) through (5.4). The per core
execution time (Ti , in clock cycles) and register usage (Ri , in bits per cycle) in (5.4)
are given in terms of mapped tasks as

8i W Ti D
NX
jD1

 
t ij C

NX
kD1

d ij;k

!
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where rij;k is the set of registers shared between j -th and k-th tasks for being mapped
on i -th processing core (j D k defines the local register usage of j -th task). As
can be seen in (5.8), Ri is given by average cardinality of the register set over the
execution time arizing out of union of register usages of mapped tasks (rij;k) in
i -th processing core. The proposed optimization is carried out by iterative search
through N tasks, with each iteration generating maximum two task movements
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Fig. 5.14 Example illustration of the soft error-aware application task mapping (a) example
application task graph, (b) sets of registers and their sizes, (c) register usage of different tasks of
the application, (d) and (f) initial soft error-aware application task mapping (InitialSEAMapping,
Fig. 5.12) steps, and (g) optimized mapping (OptimizedMapping, Fig. 5.13) step

out of maximum search space of (N � 1) dependent tasks. This is followed by
second stage search through maximum (N � 1) tasks for minimum number of
SEUs experienced. As a result, OptimizedMapping has worst-case complexity of
O.2N.N � 1/.N � 1// � O.N3/.

An example illustrating the proposed soft error-aware application task mapping
algorithm is shown in Fig. 5.14. In Fig. 5.14a, an application task graph with six
tasks is shown (all costs are multiples of 60 	 104 cycles) and in Fig. 5.14b,
c the application registers and their distribution for different tasks are shown.
Figure 5.14d–g show the incremental task mapping using InitialSEAMapping
algorithm, Fig. 5.12, and finally, Fig. 5.14h, i show scheduling and task movements
using OptimizedMapping, Fig. 5.13.
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The chosen voltage scaling for the processing cores are: s1 D 1, s2 D 2 and
s3 D 2 and deadline is assumed to be TMref

D 75ms. As can be seen, after the first
task, t1, in the application task graph, Fig. 5.14a, is mapped to processing core 1, the
InitialSEAMapping mapping algorithm selects t3, followed by t6 from dependency
list,L. This is because task t3 gives the least number of SEUs experienced compared
to t2 and t5 shown in gray, Fig. 5.14d, with the rj;k values from Fig. 5.14c. Note that
after allocating t1, t3 and t5 on core 1, the deadline constraint cannot be satisfied
with further allocation of tasks and the mapping algorithm carries on with mapping
of tasks t2 and t4 in core 2, which give minimum SEUs experienced, Fig. 5.14f.
Finally, the unmapped task t6 in queue (Q) is mapped to core 3, Fig. 5.14g. After
InitialSEAMapping (Fig. 5.12) is completed, OptimizedMapping list schedules the
tasks, Fig. 5.14h, found through step A, Fig. 5.13. However, with the chosen voltage
scalings for the architecture processing cores, this mapping cannot satisfy the real-
time constraint of 75ms. The OptimizedMapping swaps t5 with t6 in the fourth
iteration as a neighbouring task mapping (step C, Fig. 5.13) and gives the minimum
number of SEUs experienced for the chosen voltage scaling, while meeting
TMref

D 75ms.

5.3.3.3 Iterative Assessment

With each set of voltage scaling coefficients resulting from the voltage scaling algo-
rithm (step 1, Fig. 5.10) soft error-aware application task mapping (step 2, Fig. 5.10)
is carried out to minimize the number of SEUs experienced through application
task mapping. The resulting power consumption (P ) and SEUs experienced (� ) are
then iteratively assessed using a score function, Z, to produce an optimized design
in terms of minimized power consumption and improved reliability, such that real-
time constraints are met (similar score function for joint optimization is also used
in [24]). The optimization score function, Z, is defined by a linear combination of
normalized power consumption and number of SEUS experienced, given by

Z D 0:5 ZP C 0:5 Z� ; (5.9)

where ZP is the score related to power consumption (P ), Z� is the score related
to reliability improvement in terms of total number of SEUs experienced (� ) and
0:5 is the weighting factors for ZP and Z� to give joint optimization with equal
weight to power consumption and reliability improvement. The ZP value of a
design is found by normalizing power consumption (P , defined by (5.5)) due to the
chosen voltage scaling (Sect. 5.3.3.1) and soft error-aware application task mapping
(Sect. 5.3.3.2) by the maximum power consumption, Pmax with the highest voltage
settings, (i.e. si D 1) i.e.
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where fmax and Vmax are maximum operating frequency and supply voltage (for
example Vmax D 1V, fmax D 200MHz for the given scaling options in Table 5.1).
The score function related to SEUs experienced, Z� , in (5.9) of the same design
is defined by the ratio of SEUs experienced (� , given by (5.4)) to the maximum
number of SEUs experienced (�max, assuming maximum activity factor ˛ D 1 and
highest voltage scaling, si D 3, in (5.4)), i.e.

Z� D �

�max
D
TM

CX
iD1

Ri˛i�i

TM

CX
iD1

Ri�max

: (5.11)

where �max is the maximum soft error rate due to highest voltage scaling (for
example Vdd D 0:44V, f D 66:7MHz for the given scaling options in Table 5.1).
Using the optimization score function, Z, defined in (5.9), the iterative assessment
(step 3, Fig. 5.10) identifies the design that gives the minimum Z value. Note that
due to normalization of the power consumption of a design, (P ) by the maximum
power consumption (Pmax) in (5.10) ZP is reduced for low power consumption.
However, due to normalization of SEUs experienced (� ) by the maximum possible
SEUs experienced (�max) in (5.11)Z� is increased for such design. Similarly, when
power consumption increases ZP is increased at the cost of reduced Z� . As a
result of this ZP and Z� relationship, the optimization score function Z gives the
minimum value for a design that gives the best trade-off between P and � . The
design that gives minimum Z value and meets the real-time constraint is chosen as
the optimized design. Figure 5.15 shows an example of iterative assessment using
score function, Z, to effectively find an optimized design for the MPEG-2 video
decoder (Fig. 5.7) using MPSoC architecture with four processing cores (Fig. 5.6).
The horizontal axis shows the subsequent voltage scaling iterations arizing from
voltage scaling algorithm (Fig. 5.11a) and vertical axis gives the ZP , Z� and Z
values defined by (5.10), (5.11) and (5.9). As can be seen, the voltage scaling
starts with scaling by 3 on each processing core (Fig. 5.11b). For such low voltage
scaling, Z� is high with higher SEUs experienced (� ) but ZP but ZP is low due
to minimum power consumption. Higher Z� results in a higher score function, Z,
for this design. As the voltage scaling proceeds with next set of voltage scaling
coefficients (Fig. 5.11b), Z value also varies due to the trade-offs between ZP and
Z� . Note that due to the voltage settings on processing cores (with Vdd D 1V,
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Fig. 5.15 Example iterative assessment for design optimization using MPEG-2 video decoder
with four processing cores

f D 200MHz on all processing core), design produced in iteration 15 results in the
highest score function, Z. The design produced in iteration 7 (with Vdd D 0:58V,
f D 100MHz on 3 processing cores and Vdd D 0:44V, f D 66:7MHz on a
processing core) gives the best design in terms minimized Z value. Since real-time
constraints are met for this design, it is returned as the optimized design for MPEG-
2 video decoder (Fig. 5.7) using MPSoC architecture with four processing cores
(Fig. 5.6).

5.3.4 Experimental Results

In this section, the effectiveness of the proposed soft error-aware design optimiza-
tion is evaluated using four experiments, Table 5.3. The experiments are carried out
using MPEG decoder implemented with the architecture of Fig. 5.6. The first three
experiments, Exp:1, Exp:2 and Exp:3, are soft error-unaware optimization with dif-
ferent design objectives using application task mapping obtained through simulated
annealing [50]. Exp:4 is the proposed design optimization. In all experiments, power
minimization is obtained through iterative voltage scaling (step 1, Fig. 5.10) after
application task mapping with an aim to meet the real-time constraint of decoding
a tennis video sequence1 of 437 frames at 29 frames per second (fps). The mapped
tasks, voltage scaling on processing each core (si ), per core execution time (Ti ) and

1ftp://ftp.tek.com/tv/test/streams/Element/
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per core register usage (Ri ) are shown in column 3–6, while the power consumption
(P , mW), register usage (R, kbits/cycle), the multiprocessor execution time (TM ,
clock cycles) and the number of SEUs experienced (� ) are given in columns 7–10
(Table 5.3). For each voltage scaling of the MPSoC processing cores, a time-limit of
30 min to search the design space is imposed. All experiments are carried out on an
Intel(R) Core(TM)2 2 GHz CPU running RHEL5. The number of SEUs experienced
(column 7, Table 5.3) is found by fault injection technique (Sect. 5.3.1.2) assuming
an arbitrary SER of 10�9 SEUs/bit/cycle (i.e. 1 SEU per 10ms for 1 kbits register
bank). The power values are obtained by (5.1), with the ˛ values found with the
multiprocessor execution time (TM ) and execution times (Ti ) of processing cores
from Table 5.3 (note that switching activity factor, ˛ D Ti

TM
).

Exp:1 demonstrates the impact of design optimization with minimized register
usage, R. As expected, the design produced gives the least register usage (R DP

i Ri ) when compared to the other three experiments. The reduced R in Exp:1
is obtained at the expense of the highest multiprocessor execution time (TM ) of
38:1 	 108 clock cycles (as explained in Sect. 5.3.2). This makes it harder to scale
down the voltages of the decoder cores. As a result, Exp:1 gives a design that has
higher power consumption (9:53mW) than the optimized design produced in Exp:4
(4:25mW). However, the design produced in Exp:1 experiences lower SEUs than
that in Exp:4 (3:46 	 105 SEUs compared 3:93 	 105 SEUs). This is because, the
proposed design optimization in Exp:4 gives lower voltages of the decoder cores,
and hence lower power consumption compared to the design produced in Exp:1.
The design produced in Exp:2 is optimized for high parallelism. This gives reduced
multiprocessor execution time (TM ) of 28:6 	 108 clock cycles, which allows the
voltages of the decoder processing cores to be scaled down. As a result, Exp:2
gives lower power consumption (4:04mW) than Exp:4 (4:25mW). Note that this
reduction in multiprocessor execution time (TM ) in Exp:2 is achieved at the expense
of the highest register usage (R D 114 kbits per cycle). Due to lower voltage
scaling of the decoder cores and higher register usage, the design optimized for high
parallelism, Exp:2, experiences the highest number of SEUs (� D 5:22	105) when
compared to the other three experiments. In Exp:3, the design has been optimized for
both register usage (R) and high parallelism. Such optimization gives a good trade-
off between multiprocessor execution time and register usage, and minimizes the
product:TM	R in (5.4). However, this does not necessarily minimize of the number
of SEUs experienced since optimization is carried using soft error-unaware task
mapping. The design produced in Exp:4 employs soft error-aware task mapping (and
minimizes � in (5.4) by carefully mapping the tasks to minimize the product Ti	Ri
on each core) and therefore gives less number of SEUs experienced than the design
produced in Exp:3 (3:93 	 105 SEUs for Exp:4 compared to 4:18 	 105 SEUs for
Exp:3). Note that, although the voltage scaling of the decoder cores are similar, the
proposed design optimization (Exp:4) gives about 3% higher power consumption
compared to the design produced in Exp:3 due mapping of computation intensive
tasks t7, t8 in core 3 and t1–t6 in core 4 of the decoder. For all design optimization
approximate number of SEUs experienced can also be found by (5.4) using the Ti
and Ri values shown in columns 5 and 6 (Table 5.3).
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Fig. 5.16 Comparison of power consumption (P , in mW) and SEUs experienced (� ) of Exp:1,
Exp:2 and Exp:3 when compared with Exp:4

To highlight the advantages of using the proposed design optimization (Exp:4),
Fig. 5.16 shows comparison of power consumption (P ) and SEUs experienced (� )
of the decoder design in Exp:1, Exp:2 and Exp:3 compared to that of Exp:4. All
experiments are carried out with same voltage scaling coefficients (s1 D 2, s2 D 2,
s3 D 3 and s4 D 2) for an SER of 10�9. As can be seen, the design produced
in Exp:4 reduces the number of SEUs experienced by upto 38% compared to the
optimized design in Exp:2, while consuming 9% lower power. When compared
with the design produced in Exp:1, the optimized design in Exp:4 reduces SEUs
experienced by 28%, while consuming only 7% higher power.

The design optimizations in Table 5.3 were carried out using MPEG-2 decoder.
To demonstrate the effectiveness of the proposed design optimization with other
applications, random task graphs of 20, 40, 60, 80 and 100 tasks are also used.
The random task graphs are generated using the random task and resource graph
tool [55]. The cost and the number of dependants in the random task graphs are
generated using uniform probability distribution with computation cost between
1 and 30, communication cost between 1 and 10 (all costs as multiples of 3:5 	
106 clock cycles), task register usage between 1 and 5 kbits and the number of
dependants was found by exponential distribution between 0 and N=2, where N
is the number of tasks. The deadline for random task graphs are set to 15, 20, 30,
40 and 50 s for random task graph with 20, 40, 60, 80 and 100 tasks, respectively.
For these task graphs, the design optimization is carried out with imposed time
limits of 20, 30, 40, 50 and 60 min for 20, 40, 60, 80 and 100 tasks, respectively.
Table 5.4 shows the results of using the proposed design optimization (Exp:4) on
the MPSoC using four processing cores (Fig. 5.6) with the random task graphs.
The voltage scalings on MPSoC processing cores, per core execution time (Ti ) and
per core register usage (Ri ) are shown in columns 3–5. The power consumption
(P ), overall register usage (R), multiprocessor execution time (TM ) and the total
number of SEUs experienced (� ) are shown in columns 6–9 (Table 5.4). As can
be seen, depending on the application and its deadline the voltage scaling and
the corresponding power consumption (P , in mW) vary (Table 5.4). However, the
total register usage (R) arizing from per core register usage (Ri ) increases as the
number of tasks in the random task graphs increases. Also, the multiprocessor
execution time (TM , in clock cycles) and per core execution time (Ti , in clock
cycles) increase as the number of tasks in the task graphs increase. Due to the



200 R.A. Shafik et al.

T
ab

le
5.

4
Po

w
er

co
ns

um
pt

io
n

(P
),

re
gi

st
er

us
ag

e
(R

)
an

d
SE

U
s

ex
pe

ri
en

ce
d

(�
)

fo
r

di
ff

er
en

t
ap

pl
ic

at
io

ns
us

in
g

E
xp

:4

A
pp

li
ca

ti
on

M
PS

oC
co

re
V

ol
ta

ge
sc

al
in

g,
s i

E
xe

c.
ti

m
e,

T
i
,�
1
0
8

cy
cl

e
R

eg
.u

sa
ge

,
R
i
,k

bi
ts

/c
yc

le
P

,m
W

R
D
P i

R
i
,

kb
it

s/
cy

cl
e

T
M

,c
yc

le
(�
1
0
8
)

�
,.
�1
0
5
/

20
ta

sk
s

C
or

e
1

3
8.

3
19

.1
4.

34
66

1
2
:8

2
:2
7

C
or

e
2

3
8.

4
14

.7
C

or
e

3
2

12
.8

15
.3

C
or

e
4

2
12

.4
17

40
ta

sk
s

C
or

e
1

3
10

.9
26

.9
5.

2
90

2
3
:6

2
:8
7

C
or

e
2

3
9.

8
20

.1
C

or
e

3
2

9.
3

21
.3

C
or

e
4

1
29

.8
21

.2

60
ta

sk
s

C
or

e
1

2
13

.6
25

.5
5.

1
10

7
3
1
:2

4
:8
2

C
or

e
2

2
12

.4
27

.9
C

or
e

3
2

19
.5

30
.3

C
or

e
4

2
30

.3
23

.6

80
ta

sk
s

C
or

e
1

3
15

.5
25

.2
4.

4
12

9
4
1
:3

6
:1
3

C
or

e
2

3
15

.2
38

.7
C

or
e

3
2

23
.6

29
.9

C
or

e
4

1
46

.4
35

.8

10
0

ta
sk

s
C

or
e

1
3

15
.9

32
.4

4.
8

14
9

5
3
:7

8
:2
5

C
or

e
2

3
28

.7
33

.6
C

or
e

3
2

38
.9

38
.1

C
or

e
4

2
49

.6
44

.3



5 System-Level Design Methodology 201

Fig. 5.17 Comparison of power consumption (P , in mW) and SEUs experienced (� ) between
Exp:3 and Exp:4 for different random task graphs

increased per core register usage (R) and per core execution time (Ti ), the total
number of SEUs experienced (� ) also increases as the number of tasks in the
random task graphs increases. For example, the random task graph with 100 tasks
experiences the highest number of SEUs (i.e. 8:25 	 105 SEUs), while the random
task graph with 20 tasks experiences the lowest number of SEUs (i.e. 2:27 	 105).
Figure 5.17a, b show the comparisons of power consumption (P ) and the number
of SEUs experienced (� ) using the design optimizations in Exp:3 and Exp:4 for
the different random task graphs. As can be seen, the design optimization in Exp:4
consistently outperforms the design optimization in Exp:3 in terms of the number
of SEUs experienced (� ) due to soft error-aware application task mapping carried
out in Exp:4 (Sect. 5.3.3.2). For example, for the random task graph with 80 tasks
the proposed design optimization (Exp:4) reduces the SEUs experienced by 9.6%
compared to the design optimization in Exp:3. This reduction in SEUs experienced
is achieved with only 5% increase in the power consumption (P ).



202 R.A. Shafik et al.

Fig. 5.18 Power
consumption (P , in mW) and
SEUs experienced (� ) for
different scaling levels using
the proposed design
optimization technique

To show the impact of choice of voltage scaling levels, Fig. 5.18 shows the
power consumption (mW) and the number of SEUs experienced (� ) by the
optimized designs produced in Exp:4 with different voltage scaling levels. The
design optimizations are carried out using MPSoC with 4 processing cores with
random task graph of 60 tasks and employing the following voltage scaling levels: 2
levels (with 1V�200MHz, and 0:58V�100MHz), 3 levels (Table 5.1) and 4 levels
(introducing 1:2V�236MHz in Table 5.1). As can be seen, with 4 scaling levels
the proposed design optimization (Exp:4) is able to minimize power further by 4%
with only 3% increase in the number of SEUs experienced compared to 3 scaling
levels. This is because with more scaling options, the power minimization (step 1,
Fig. 5.10) has higher flexibility with more combinations of voltage scaling generated
by the voltage scaling algorithm (Fig. 5.11a). With 2 scaling levels, it is possible to
reduce the number of SEUs experienced by 42% at the cost of 28% higher power
consumption compared to 3 scaling levels due to limited voltage scaling options
(Fig. 5.18).

5.3.5 Architecture Allocation

Architecture allocation is a system-level design step for MPSoCs that deals with
allocation of processing elements and their interconnections into the architecture.
In this study, architecture allocation is referred to as the allocation of number of
processing cores in the MPSoC architecture. Table 5.5 shows the mapped tasks using
the optimized mapping in Exp:4 for different allocations from two cores to six cores
using MPEG-2 video decoder task graph (Fig. 5.7). The architecture allocation is
shown in column 1 and per core mapped tasks of the decoder task graph (Fig. 5.7)
are shown in columns 2 and 3 (Table 5.5). To demonstrate the impact of architec-
ture allocation, Fig. 5.19 shows the multiprocessor execution time (TM , in clock
cycles) and register usage (R, in kbits per cycle) using MPEG decoder MPSoCs.
The voltage scaling of processing cores is carried out using three scaling levels
(Table 5.1) and application task mapping is performed with the optimized mapping
algorithm, OptimizedMapping, of the proposed design optimization (Exp:4). The
TM and R are found while decoding a tennis video sequence of 437 frames at 29
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Table 5.5 Task distribution
of MPEG-2 video decoder
(Fig. 5.7) among cores for
different architecture
allocations using the
optimized task mapping in the
proposed design optimization
technique (Fig. 5.10)

Allocation Core Mapped tasks

2 cores Core 1 t1, t2, t3, t4, t9, t10, t11
Core 2 t5, t6, t7, t8

3 cores Core 1 t1, t2, t3, t4, t5
Core 2 t6, t7, t8
Core 3 t9, t10, t11

4 cores Core 1 t1, t2, t3, t4, t5, t6
Core 2 t7, t8
Core 3 t9
Core 4 t10, t11

5 cores Core 1 t1, t2, t3, t4
Core 2 t5, t6
Core 3 t7, t8
Core 4 t9
Core 5 t10, t11

6 cores Core 1 t1, t2, t3, t4
Core 2 t5, t6
Core 3 t7
Core 4 t8
Core 5 t9
Core 6 t10, t11

Fig. 5.19 (a) Register usage (R, in kbits/cycle), and (b) multiprocessor execution time (TM , in
clock cycles) of the MPEG-2 decoder MPSoC for different architecture allocations

frames per second. The architecture allocation is varied from two processing cores to
six processing cores. As can be seen, with increase in the number of allocated cores,
the register usage increases (Fig. 5.19a). This is because with increased number of
allocated cores the tasks mapping or distribution causes more duplication of the
shared register resources among tasks. Also, as expected with increased number of
allocated cores in the MPSoC architecture, the multiprocessor execution time (TM )
decreases with higher parallelism among the mapped tasks on processing cores
(Fig. 5.19b). Table 5.6 shows the impact of architecture allocation on the power
consumption (P ) and the number of SEUs experienced (� ) using the optimized
design produced in Exp:4. A number of applications, including MPEG decoder
and random task graphs of 20, 40, 60, 80 and 100 tasks were used. The power
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Fig. 5.20 Comparison of power consumption (P , in mW) and SEUs experienced (� ) between
Exp:3 and Exp:4 for different architecture allocations using random task graph of 60 tasks

consumption (P , in mW) and the number of SEUs experienced (� ) for different
architecture allocations are shown in columns 2–6 (Table 5.6). Two observations
are made. Firstly, the architecture allocation with minimum power consumption
(P ) depends on the application and given real-time constraint. For example, in
the case of the MPEG decoder, the least power consumption is found with four
cores for the given real-time constraint of decoding tennis video sequence at
29 fps. Secondly, with increased number of architecture cores, the number of SEUs
experienced increases. The increased number of SEUs can be explained as follows.
With higher number of cores, multiprocessor execution time (TM ) reduces and
the overall register usage (R) increases (Fig. 5.19). Due to reduced multiprocessor
execution time, there is more opportunity for voltage scaling to reduce power
consumption, which eventually increases the SER and the SEUs experienced. This
is further exacerbated by the increased register usage caused by distribution of tasks
with increased number of cores in MPSoC architecture (Fig. 5.19a). For example,
the decoder with six processing cores experiences the highest number of SEUs,
compared to the lowest for the decoder with 2 processing cores (row 2, Table 5.6).
Similar observations for power consumption and the number of SEUs experienced
are also observed with the random task graphs.

To compare between the soft error-aware and soft error-unaware design optimiza-
tions for different architecture allocations, Fig. 5.20 shows the power consumption
(P , in mW) and the SEUs experienced (� ) by the optimized designs produced in
Exp:4 and Exp:3 using the random task graph of 60 tasks. As can be seen, the
proposed optimization, Exp:4, consistently outperforms the design produced using
joint optimization of reducedR and high parallelism, Exp:3, with upto 7% reduction
of SEUs experienced for an SER of 10�9. This reliability improvement is achieved
with only 3% higher power consumption using an MPSoC with six processing cores.
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5.3.6 Concluding Remarks

Increasing design complexity of current and future generations of embedded
systems, particularly of MPSoCs, has necessitated design paradigm shift from
traditional separate hardware and software design to electronic system-level (ESL)
design methodology. Using modular and well-defined design steps early in the
design phase, design space can be drastically reduced, while meeting different re-
quirements in terms of power, performance and reliability. Moreover, using holistic
system modeling, ESL design methodology can effectively address various MPSoC
design challenges effectively. A case study of system-level design optimization has
also been presented based on the study of impact of application task mapping on the
reliability of MPSoC application (Sect. 5.3.2). Trade-off analyses of other system-
level design steps have also been illustrated in detail, underlining ways to achieve
joint system optimization in terms of low power consumption and high reliability.
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Chapter 6
Fault-Tolerant Reconfigurable
On-Chip-Network

Mohammad Hosseinabady and Jose L. Nunez-Yanez

Fault-tolerant reconfigurable on-chip networks are infrastructure communication
architectures for the future computing platforms that can run many applications with
dynamic work-load in the presence of different types of faults in the system. This
chapter introduces the architecture of such platforms and studies their fault-tolerant
features.

6.1 Introduction

With ever increasing number of transistors available on a single die, designers are
able to embed different types of computational and communicational resources in
a single chip to cope with insatiable demand for running different complex ap-
plications with different constraints. Therefore, designers propose Multi-Processor
Systems-on-Chip (MPSoC) frameworks [1, 2] which contain many different types
of components such as processors, memories, communication modules, accelerators
and even Field Programmable Gate Arrays (FPGAs).

According to the International Technology Roadmap for Semiconductors (ITRS)
predictions [3], shown in Fig. 6.1, the number of processing elements in Systems-
on-Chip (SoC) consumer portable products will grow rapidly in the future. More-
over, the amount of memory will also increase proportionally with the number of
processing elements.
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Fig. 6.1 SoC consumer portable design complexity trends [1]

As the number of components increases in an MPSoC, the communication
architecture among them plays the main role in determining the speed of the
system. The traditional bus-based architectures as the simplest way to connect
components become the main bottleneck because of its poor scalability and high
amount of power consumption. As the number of components connected to a bus
increases, the length of the bus and the number of interfaces between the bus and
components increase which in turn increase the capacitance of the wire constituting
the bus. This capacitance is the main parameter in determining the bus speed [4].
In addition, using buses on a chip to connect many components results in layout
issues in manufacturing the whole chip [5]. Coping with these issues, researchers
have augmented the traditional bus architecture with new techniques such as bus
segments [6], crossbar switches [7], arbiters [7, 8], buffer [9], and asynchronous
transactions [10].

However, these new bus architectures cannot fully cope with the scalability
problem. For example, although, using multi-level or hierarchical bus structures can
handle the communication among a few cores, still a regular mechanism is required
to scale up the communication structure towards multi- and many-core MPSoCs.

Addressing the scalability problem and alleviate the power consumption in the
communication structure, researchers have proposed Network-on-Chip (NoC) [11,
12]. This new on-chip interconnection scheme utilizes identical routers to connect
components through a network topology such as Mesh. In addition, a packet based
communication performs the transaction among components. The main benefit of
the NoC which makes that scalable is the regularity in topology, routing and router
architecture.
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Static NoC-based MPSoCs, which their parameters and structures are determined
at design time, are the first group of these computational platforms. However, a
general static NoC-based MPSoC cannot be efficient because of dynamic behavior
of applications and high-probability of occurring faults in the chip during its
life time. While such an MPSoC can efficiently execute a group of applications,
it may not show high performance in running other types of applications because
of their different functionality constraints or different types of traffic that they may
inject into the NoC. In addition, a statically designed NoC-based MPSoC may be
unable to run applications or lose its performance in running application in the
event of permanent, transient or intermittent faults which are very common in new
advanced nanotechnologies.

Adding dynamic reconfigurable features in terms of software or hardware
reconfigurability can provide a versatile NoC-based SoC which can be used in
different scenarios by adapting itself to different constraints required by appli-
cations. Employing software program running on processor components in an
MPSoC is a well-known technique to add software versatility enhancement to
MPSoCs. However, this kind of programmability is not enough to adapt the
communication network to different traffics. Therefore, hardware reconfigurability
can be considered as a solution to provide an adaptable NoC-based MPSoC which
can be used for efficiently executing different applications with wide verity of
computational and communicational constraints.

This chapter studies different approaches for dynamic reconfigurable NoC-based
MPSoCs and explains the benefits and drawbacks of each approach by focusing
on their fault-tolerant feature. The rest of this chapter is organized as follows.
The next section, explains the details of NoC-based MPSoC and introduces some
terminologies that will be used in the rest of the chapter. Sect. 6.3 explains some
of the key issues and problems in designing a NoC. The reconfigurable NoCs are
discussed in Sect. 6.4. Finally, Sect. 6.5 explains a fault-tolerant stochastic task
mapping technique on a Network on Reconfigurable Chip (NoRC).

6.2 NoC-Based MPSoC

The network-on-chip has been proposed as an alternative to on-chip bus and point-
to-point communication architectures to cope with ever increasing demand for bus
bandwidth and power consumption in new SoCs with many heterogeneous cores
[11, 12].

Figure 6.2 shows a typical NoC-based MPSoC platform in which cores commu-
nicate together through a network of routers. This MPSoC comprises of two main
components: cores and Network-on-Chip (NoC). These components are explained
in the sequel.
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Fig. 6.2 A typical
NoC-based MPSoC platform

6.2.1 Cores

Cores consist of processors such as general-purpose processor, Graphics Processing
Units (GPUs) or Digital Signal Processors (DSPs), accelerators, memories, and
controllers and so on which provide storage and computational components in the
platform. Different architectures have been proposed for cores in an MPSoC that
can be categorized as homogeneous and heterogeneous cores.

In a homogeneous MPSoC, cores are of the same type which usually consists
of at least a processing element (PE) and a local memory which may be connected
via a local bus. TeraFLOPS is a homogeneous NoC-based MPSoC manufactured by
Intel [13] consisting of 80 identical processors. Figure 6.3 depicts the processor in
this MPSoC which is called processor engine. The processor engine consists of two
independent fully-pipelined single-precision floating-point multiply-accumulator
units, 3 KB single-cycle instruction memory, and 2 KB of data memory.

Cores in a heterogeneous MPSoC are not identical and each of which can
efficiently executes different types of tasks. Xpipes [14] is a homogeneous NoC-
based MPSoC comprises of general-purpose processors, DSPs, Reduced Instruction
Set Computing (RISC) processors, memories and other modules as cores. Figure 6.4
depicts a heterogeneous NoC-based MPSoC for the MPEG4 decoder which consists
of different types of cores connected together through a NoC.

A comparison between homogeneous and heterogeneous MPSoC has been
done in [15] and [16]. Using Spidergon NoC topologies, Saponara and Fanucci
[15] compare two heterogeneous and homogenous architectures for some real
applications including H.264/MPEG AVC video codec and a low-distortion digital
audio amplifier. Based on their results, the heterogeneous architecture shows less
power consumption and lower area occupation. However, homogeneous architecture
is more flexible to run different applications and standards. Taking 4G baseband mo-
dem applications, which require high computing power with real-time constraints
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Fig. 6.3 Core architecture in TeraFLOPS NoC-based SoC [13]

and low-power consumption as well as their rapid evolution of different standards,
Jalier et al. [16] show that the homogeneous technique can be more efficient and
flexible than the heterogeneous technique.

In summary, since heterogeneous MPSoCs use different types of cores (i.e.,
processing elements) and usually application specific cores, they can provide a high
power efficiency and smaller area occupation for specific applications. However,
using identical cores, homogeneous MPSoCs provide high flexibility and regularity
which make them more scalable and reconfigurable at run-time to cope with faults
and dynamic workloads.

6.2.2 NoC

A packet-based communication scheme is used to transfer data from a source core
to a destination core. In this scheme, the source core encapsulates the data into
some packets and sends them to the underlying communication platform to be
delivered to the destination core. A packet comprises of data, routing information,
error detection or correction codes, quality of service information or even some
configuration data. Some of the information in the packets is used by the destination
core and some of them are used by the communication platform. To provide a
communication infrastructure to be used in different scenarios and applications
a communication protocol such as Open Systems Interconnection (OSI) model
[17], a multi-level communication protocol used in computer network, should be
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Fig. 6.4 A heterogeneous NoC configurations for the MPEG4 decoder [14]

used to formally define the communication protocol in a NoC. Therefore, some
researchers have proposed and used such protocols [18–21]. In a common protocol,
cores send/receive the data in the form of messages. Then, the messages transmitted
over NoC divided into packets which in turn partitioned into flow control units
called flits [22]. In addition, a switching technique determines how packets traverse
from one point to another. Many different switching techniques are proposed in
NoC including wormhole, store and forward, and Virtual-Cut-Through (VCT) [21].
The wormhole switching is the most promising technique used in NoCs due to the
limited availability of buffering resources and low latency requirements.

A typical NoC consists of Network Interface (NI) and routers connected together
through links which are explained in the sequel.

Network Interfaces (NIs): An NI is used to connect a core to the NoC. The main
role of an NI is to form packets from data and retrieve data from packets. It also
should split the generated packet to flits to be sent to the attached router and
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merge the received flits from router to create the packet. Despite of the data, NI
should encapsulate the routing information to the packets. Based on the addressing
technique used in the NoC, NI can have a significant area contribution in the NoC.
For example, the NIs in a TV companion chip redesigned with a NoC as the
interconnect fabric [23] shows 78% of increase in chip area.

Routers: Routers are the main components in NoC which have been the focus of
most of the research in NoC area. A router consists of a few input and output ports
with some amount of buffers, a switch fabric to create the path between input ports
and output ports, and a routing algorithm which determines the output port for the
received packets (or flits). A router usually performs mechanisms for quality of
service, fault-detection and fault correction. Based on the switching techniques and
rooting algorithm different structure for a router have been proposed in the literature
[20, 21].

Network topology: Network topology defines how to connect routers in a NoC.
This topology determines all the potential paths between source and destination
cores which will be established by routers between the cores for data transfer.
If the topology cannot provide enough paths between cores in a NoC to support
the bandwidth requirement of cores, then routers and other parts of NoC cannot
efficiently transfer data between cores. Therefore, topology has a key role to provide
the required bandwidth in an NoC which has been studied by researchers [20, 21].

The next section explains the NoC design techniques and some of the issues and
problems in designing a NoC.

6.3 NoC-Based MPSoC Design

Based on the NoC structure and types of cores and applications, different scenarios
have been proposed for designing a NoC-based MPSoC. One of the common design
flows [24, 25] is shown in Fig. 6.5 which consists of three stages: task mapping, task
scheduling and core mapping. This design flow starts with an application (described
by a task graph) and finishes by mapping the application on NoC-based MPSoC.

Fig. 6.5 A typical NoC design flow
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Task-graph is a traditional technique to model concurrency in an application. In
this technique, each application is divided into tasks which usually represent the
computation parts of the application. These tasks are connected through links which
denote the data or control dependency among tasks. Therefore, vertices in a task-
graph show the tasks in the application and links between two tasks represent the
dependency between them. A task-graph is able to model different constraints in an
application such bandwidth, throughput, power consumption, execution time and so
on by augmenting tasks and links by numbers and weights.

Choosing suitable cores to run tasks is the first step in the design-flow shown in
Fig. 6.5. Different factors such as instruction set in cores, area of core; amount of
work required in a task can be used to make this decision. The chosen cores can be
modeled by a graph called core-graph which its nodes represent the cores and its
links represent the dependency among cores. It is possible to map more than one
task to a core during the task mapping step. In this case, a scheduling algorithm
should define the order of task execution in the core which hosts more than one
core as well as the order of data transaction on the links used by more than one
task to send their data. After, mapping and scheduling the tasks in an application,
the resulted core graph should be mapped on NoC architecture. Each core should
be connected to a router such that all constraints in the application graph are met.
Different objectives such as communication power consumption, packet latency, and
throughput are considered to efficiently map cores in this step [26].

6.3.1 Design-Time Synthesis

Scalability and modularity of NoC structure can be used to synthesis and adapt the
communication architecture to performance, bandwidth, power consumption and
area constraints of specific use cases. These adaptations can be performed at design
time by utilizing static design techniques. These techniques mostly try to synthesis
the NoC architecture by finding a suitable topology or by finding proper values
for different parameters in the NoC, such as the amount of buffers in the routers
or NIs, the number and size of flits or packets and so on. A design exploration of
application-specific MPSoCs in order to find a NoC with optimal cost-performance
trade-offs design constrains, such as power, area, and wire-length is explained in
[27]. Focusing on application specific NoCs, a linear programming based techniques
for topology synthesis is proposed in [28] generating irregular NoC topology to
minimize the power and area. This technique divides the synthesis problem into
two stages: floor planning and interconnection network generation. The results of
this research show that mesh and QNoC [29] based topologies consume 2.3 and
1.75 times more power than their irregular topology. Using the multi-commodity
flow approach, Hu et al. [30] study the trade-off between NoC power and latency.
The results of this synthesis technique show the improvement of 52.1%, 29.4% and
35.6% in power latency product compared with mesh, torus and hypercube topology,
respectively.
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6.3.2 Major Problems in Statically Designed NoC

Since, statically designed NoCs are synthesized and configured for specific use-
cases and platform conditions, as long as these conditions and use cases are
not changed the designs show a good performance. However, faults occurring
in the system may change the platform architecture or emerging new standards
or algorithms in the applications can drastically reduce the efficiency of these
platforms. Three main sources of issues in statically designed NoC-based SoCs are
as follows:

• Dynamism in applications
• Platform efficiency degradation after using the system for a while
• High probability of faults in the system

Each of these issues is explained in the sequel.

6.3.2.1 Dynamism in Applications

The number and types of applications running on a SoC platform are increasing
rapidly which makes the platform difficult to satisfy all their requirements and
constraints in terms of bandwidth and latency. For example, TI OMAPTM 4 platform
[31] is a general purpose SoC targeted for future mobile phones and mobile-Internet-
devices (MIDs) to support different types of applications such as web-browsing, HD
video, location-based services and social networking with diversity of bandwidth
and quality of service requirements. This platform consists of ARM Cortex-A9
processors, graphics accelerator, image signal processor and a few controllers of
other modules. The Philips NexperiaTM digital video platform [32] is another SoC
for vide variety of image, video and signal processing applications.

The dynamism in applications can be categorized into two groups: inter-
application dynamism and intra-application dynamism. Example of applications
with inter-application dynamism are MPEG-4 [33] and Reconfigurable Video Cod-
ing (RVC) [34] which consist of many features and encoding/decoding techniques
that some of them do not have a clear definition and not proposed yet. Any
implementation of these applications should be compatible with different number
of standards even with those which are not developed yet. In addition, running
multiple applications with different constraints and behavior on a NoC-based
MPSoC results in an inter-application dynamism. Considering inter- and intra-
application dynamisms, a design exploration technique is explained in [35].

6.3.2.2 Platform Efficiency Degradation

NoC-based platforms lose their efficiency and system utilization (up to 60% [36])
mainly because of task dispersal and resource fragmentations issue after mapping
and releasing applications [37, 38].
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Fig. 6.6 Task dispersal [37]

Figure 6.6 illustrates an example which shows the task-dispersal in a NoC
which results in external contention (contention between the traffics of two different
applications) in a non-contiguous task mapping scheme which in turn reduces
the system efficiency [37]. Three simple applications, App X, App Y and App Z,
described by task graphs are shown in Fig. 6.6a–c, respectively. Figure 6.6d shows
a 3 	 5 mesh-based NoC at time t1 which runs two instances of App X and two
instances of App Z. Let us assume, at time t2 the instance one of App Z and instance
two of App X finish their execution and release the allocated resources and a new
request for App Y arrives. As it can be seen, the available resources spread in three
disjoint convex regions which are f(0,0), (0,1), (0,2),(0,3),(0,4)g, f(2,0),(2,1)g and
f(2,4)g. Figure 6.6(f) and (g) show two different tile allocations for the requested
application. Two communicating tasks mapped into two different regions cause
external contention. For example, Fig. 6.6f shows the mapped App Y in which
tasks y2 and y1 communicate with tasks y4 and y3, respectively. Because these
communications should cross the regions, they cause external contention with the
traffic of other mapped applications. Figure 6.6g illustrates the other tile allocation
which shows less external contention because only the communication between
tasks y0 and y4 cross the regions [37].

6.3.2.3 Fault

As the critical dimensions in technology of manufacturing NoC shrink and the
number of devices on a chip increases the reliability of NoCs decreases drastically.
Note that, faults in a NoC can bring the entire system to a complete halt. Therefore,
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techniques are required to keep the system alive even in the event of faults. The
highly scaled NoC designs are very vulnerable to different types of faults including
permanent, intermittent and transient faults. Permanent faults occurring due to
transistor wear-out [33] and electro-migration [39] of a conductor can make a NoC
erroneous during its life time. Intermittent fault can at random moments exhibit its
erroneous effect, or not. Transient faults [40] including caused by neutron radiations
from cosmic rays or alpha particles from packaging materials pose a major challenge
to the design of memories and logic circuits in nanometer technologies.

To cope with aforementioned issues, researchers propose reconfigurable NoC-
based MPSoC in which dynamic techniques can be used to adapt the system to
the changes in the application and architecture. The next section explains dynamic
NoCs and their design techniques.

6.4 Reconfigurable NoC

This section studies the reconfigurable NoCs [41, 42] with a specific focus on fault-
tolerant techniques. NoC reconfiguration techniques are the schemes which tune
the initial design of a NoC to cope with the dynamic behavior of applications or
any changes in the NoC structure at runtime. A typical reconfigurable technique
changes the state of the NoC in terms of its structure, components, parameters, or
software. These reconfigurable techniques can be done in two ways with and without
stalling the system [43]. The former techniques apply a stall in the system before
applying the reconfiguration techniques. Therefore, it guaranteed that packets do
not deliver to a wrong destination during reconfiguration process. However, the idea
with the latter techniques is to allow applications and traffic continue their tasks
without interruption during reconfiguration process. In this case, it is possible that
some packets are delivered to the wrong destination. Therefore, the reconfiguration
techniques also should guarantee that packet will be delivered to their destinations.

Reconfigurable techniques can be applied on different components in a NoC
which can be categorized as application-level, protocol-level, and hardware-level
reconfigurable schemes. The details of these techniques are explained in the sequel.

6.4.1 Application-Level

Application level also known as system-level reconfigurable techniques usually
change the state of a NoC-based MPSoC in terms of the tasks mapped on processors.
Dynamic task mapping, task scheduling and task migration are some of the
techniques in this category [44, 45]. Usually a dedicated core in the NoC as the
manager controls the status of the entire system via a specific controller [46] or
operating system [47] and perform the application-level reconfiguration techniques.
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The fault-tolerant NoC based on application-level reconfiguration techniques
primarily consist of three parts: a dynamic fault detection technique [48, 49], a
group of system assessment metrics [50] and a fault-aware resource management
[50].

Considering redundant and spare resources in a system to be used as replace-
ments for faulty resources is a well-known technique to provide fault-tolerant
feature. Shamshiri and Cheng [51] have shown that using spare cores and wires in
a NoC-based SoC can significantly improves reliability of the system. This idea has
been the motivation of some application-level fault-tolerant techniques for NoCs.

Considering permanent, transient and intermittent faults in NoC-based SoCs, an
application-level fault-aware resource management technique is proposed in [50]
in order to optimize the entire system performance and communication energy
consumption. This technique is considers a network of routers connected through
a mesh topology with deadlock-free, minimal-path routing and virtual-channels.
Attached to each router is a core which can be a processor or memory. A specific
core called manager runs a platform OS to detect fault and to manage applications
and resources in the NoC. It also assumes that applications have been analyzed
statically and the core graph (Sect. 3) for each application is available. This research
studies three different distributions for spare cores which are side assignment (in
which spare core are assigned to the boundary cores), random assignment and
uniform assignment. If there is a faulty core in the system, optimizing Manhattan
distance among cores [52], core fragmentation and link contentions this work finds
a proper spare core to run tasks in the faulty core.

Stochastic task mapping [38] is another group of application-level fault-tolerant
techniques in NoC [53, 54]. A stochastic fault-tolerant technique based on [38] will
be discussed as a case study in Sect. 5.

6.4.2 Protocol-Level Reconfigurability

Using adaptable routing algorithms, flow control techniques and dynamic quality
of service (QoS) schemes, protocol-level reconfigurable techniques provide a
reconfigurable NoC to cope with the dynamic behavior of application and occurring
fault in the system [55]. A fault-tolerant routing scheme is proposed in [56] for 2D
mesh NoCs which combines the North-last and South-last turn models to create a
robust hybrid NoC routing scheme.

6.4.3 Hardware-Level Reconfigurability

Using the concept of partial reconfiguration available in new FPGAs [57], can
be used to reconfigure hardware components in a NoC-based MPSoC without
interrupting the tasks in the rest of the system.
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An FPGA-based NoC called Programmable NoC (PNoC) has been proposed
by [58] in which a lightweight router, requiring a few FPGA resources, has been
used as its key feature. The PNoC is reconfigurable at design time and runtime.
At design time, different network architecture can be constructed, whereas, some
parameters including communication path width, flow control and timeout handling
can be determined for tuning the entire system. At runtime, reprogramming the
routing tables, it is possible to add and remove nodes dynamically with support
of partial reconfiguration in FPGAs. Using dynamically reconfigurable FPGAs,
Jovanovic et al. [59] have proposed a scalable dynamic NoC. Nollet et al. [60]
proposes a heterogeneous NoC-based MPSoC comprising of general-purpose pro-
cessors (GPPs), specialized processors (DSPs and accelerators), and reconfigurable
hardware tiles with different sizes. Using partial dynamic reconfigurable FPGAs, a
run-time reconfigurable NoC framework has been proposed in [61]. This framework
dynamically can change the number of links between cores in the NoC as well as
the routing table in routers in order to reduce the latency in the system.

6.5 Case Study: Network on Reconfigurable Chip

This section studies the stochastic fault-tolerant task mapping technique on Network-
on-Reconfigurable-Chip (NoRC) [38]. First, a brief explanation of the NoRC
architecture and then the stochastic task mapping technique will be discussed.

6.5.1 NoRC Architecture

Figure 6.7a shows an overview of the NoRC architecture model consisting of eight
tiles connected through a 2 	 4 mesh topology. Each tile consists of a router, a run-
time reconfigurable region (such as the regions that can be created in Virtex-5 or

Fig. 6.7 Network-on-Reconfigurable-Chip (NoRC) architecture
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Table 6.1 Analogy between
NoRC and OpenCL
framework

NoRC OpenCL

ARMCEM Host
Tile Compute device
Dynamic part Compute unit
Mapped core Processing elements

Virtex-6 FPGAs using the partial reconfiguration design flow) that can implement
different types of cores (e.g. processors, communication cores etc.), a small local
memory and a network interface. The small local memory in a tile is used to save
the portion of the code and data needed for the task in that tile. Because of the
structure of the tiles in the proposed NoRC architecture, the mesh interconnection
topology is selected because of its simplicity, regularity and suitability for VLSI
implementation. The routers provide an XY routing algorithm with a wormhole
switching technique. An external module called application request module (ARM),
which can access the tiles using a simple control network, sends application requests
to the platform while an external memory (EM) keeps all configuration data for the
applications that need to be mapped and run. In the general case, the ARM could
be mapped in a host processor and the NoRC platform used as a reconfigurable
coprocessor resource.

The proposed architecture is conceptually similar to OpenCL [62] platform
model shown in Fig. 6.7b. The model consists of a host connected to one or
more OpenCL devices. An OpenCL device is divided into one or more compute
units (CUs) which are further divided into one or more processing elements (PEs).
Computations on a device occur within the PEs. Table 6.1 summarises the analogy
between NoRC platform components and their OpenCL equivalents. However, cores
in the proposed platform utilise message passing to communicate together. In this
analogy, ARM and EM play the role of host processor which controls the task
mapping. A tile is a compute device in the OpenCL model that can consists of a few
dynamic parts. The dynamic part corresponds to the compute unit of OpenCL that
can host a few core. Finally, a core is the processing element in the OpenCL. The
main advantage of the proposed architecture in compared with the OpenCL model is
the communication among cores. Whereas, global and local memories are used as a
shared communication medial among kernels (i.e., processing elements) in OpenCL
which is not scalable and restricts the communication due to the limited memory
bandwidth, in the proposed NoRC, cores are communicate through a NoC which is
scalable and distributed.

6.5.2 Stochastic Routing Algorithm

Applications to be mapped on the NoRC architecture are described by a task
graph in which nodes represent the computational tasks and a link between two
tasks denotes the data communication among them. Because of its inherent and
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Fig. 6.8 Task mapping scheme

high capability of fault-tolerance, a stochastic routing algorithm is used to map
applications (which consist of tasks) on the NoRC platform. In this scheme, for each
application to be mapped on the platform there is a special task called task manager
that is responsible for mapping and monitoring the tasks of that application. The
task manager is mainly performs the task mapping, fault-detection, task migration
and energy management.

The task mapping algorithm consists of three parts each of which run on ARM,
task manager, and network interfaces. In the request of mapping an application,
first, the ARM randomly finds a free tile to map a task manager. Then, using a
stochastic routing, the task manager will be responsible to map the tasks in the
given application, sequentially. For this purpose, each network interface in a tile has
a clear contribution in this stochastic task mapping. Taking a simple example, we
explain the stochastic task mapping algorithm.

Figure 6.8a shows an application represented by its task graph which comprises
of five tasks. When ARM receives a request to map this application, it randomly
selects a tile to map a task manager. For example tile T l11 is selected as shown in
Fig. 6.8b. Then the task manager maps the tasks sequentially using a three-phase
random walk search scheme.
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• Send task request message: In this step, the task manager creates a task request
message (TRM) consisting of task information and a message life time. The
message life time is a counter which determines the number of routers as the
length of the random walk. Then, it sends that to the tile’s network interface.
The network interface randomly selects one of its neighbouring tiles and sends
it the message (e.g., TL12 in Fig. 6.6(b)). The network interface in that tile (i.e.,
T l12) checks the capability of hosting the task and modifies the message by this
information and decrements the life time counter. Then it sends the modified
message to a randomly selected tile around itself (e.g., T l02), except the tile
which has sent the TRM. This mechanism is repeated by network interface while
the life time is not zero.

• Receive task acknowledge message: The network interface that receives a
TRM with life time of zero, modifies the message and changes its type to task
acknowledge message (TAM) and sends it to the task manager using the XY
routing algorithm (Fig. 6.8c). Task manager examines the received TAM, and
selects a proper tile from the randomly visited ones that can host the task. In one
scenario, the tile which is close to the previously mapped task can be selected to
reduce the task dispersion.

• Send task mapping message: When the task manager selects the proper tile to
host the task, it sends a task mapping message (TMM) to that tile using the XY
routing algorithm (Fig. 6.8d). Then, the network interface which receives this
message communicates with ARM for other information such as bitstream, code
and data required realizing the task.

Algorithm 1 ARM routine

1 Data: app an application
2 Data: NoRC platform
3 Result: mapped app on NoRC
4 while app retry<APP RETRY do
5 while manager retry<MANAGER RETRY do
6 tl D randomly select a tile on the NoRC
7 if tl can host a task manager then
8 Map manager in tl
9 manager map success D true
10 Break
11 else
12 manager map success D false
13 manager retryCC
14 end
15 end
16 if manager map success DD false then
17 application retryCC;
18 app map success D false;
19 Continue;
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20 end
21 wait for response from manager;
22 if app is rejected by task manager then
23 application retryCC
24 app map success D false;
25 else
26 app map sucess DD true;
27 Break;
28 end
29 end
30 if app map success DD false then
31 Reject the app
32 end

Algorithm 2 Task manager routine

1 Data: app an application
2 Result: mapped app on NoRC
3 while app! D NULL do
4 tsk D selectT ask(app)
5 app D app � ftskg
6 bool task map sucess D false
7 while task retry<TASK RETRY do
8 msg D TRM,tsk,LIFE TIME
9 p D randomly selected an output port
10 Send out msg through p;
11 wait for response
12 mdg D received message
13 if rmsg is TAM then
14 Tl D findT ile(rmdg)
15 if Tl! D NULL then
16 msg D TMM, tsk
17 Send out msg to tile Tl
18 task map success D true
19 Break;
20 else
21 task retryCC;
22 end
23 end
24 if task map success DD false then
25 Reject the application
26 end
27 end
28 end
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Algorithm 3 Network interface routine

1 Data: msg received message
2 Result: modify msg or map a task
3 if msg is a task request message then
4 if the tile can host the requested task then
5 msg D msg C (tile id)
6 end
7 if msg.life time! D 0 then
8 msg.life time��;
9 p D a randomly selected output port
10 Send out msg though p
11 else
12 Change the msg type to TAM
13 Send back the msg to manager by using XY routing
14 end
15 end

Algorithm 1-Algorithm 3 show the ARM, task manager and network interface
contributions in the stochastic task mapping techniques. In order to increase the
probability of mapping tasks and applications, ARM and task manager use a retry
mechanism in the event of any failure to map a task or an application. Three pa-
rameters restrict the number of retries in ARM and task manager. The ARM retries
MANAGER RETRY times (Line 5 in Algorithm 1) if the randomly selected tile
cannot host the task manager. In addition, the ARM retries APP RETRY times
(Line 4 in Algorithm 1) if mapping the application fails. In addition, the mask
manager retries TASK RETRY times (Line 7 in Algorithm 2) if it fails to find
a proper tile to host a task.

6.5.3 Dynamically Fault-Tolerance in NoRC

Different types of permanent or temporary dynamic faults can occur at run-time dur-
ing the system’s lifetime due to component wear-out (caused by electromigration)
[63] or cosmetic radiations [64]. In this section, we consider faults that may occur
on links; routers and tiles (consist of network interfaces and reconfigurable areas).
The major causes of faults on links are electromigration and stress-induce defects
[65] which may occur at manufacturing time or at runtime.

FPGAs usually implement the combinational and sequential logic in pro-
grammable complex logic blocks (CLBs), which are customized by loading configu-
ration data (bitstream) in the SDRAM memory cells. These memories are vulnerable
to charged particle strikes to the cells which can modify the function of the task
mapped on the reconfigurable part.
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6.5.3.1 Fault Detection

Fault detection is an important step in a fault-tolerant platform. There are two
mechanisms in detecting a fault in the platform.

• Regular fault detection: This mechanism is run by routers in which a router
regularly checks its connections to its neighboring routers, and sends the results
to the ARM, regularly. For this purpose, each router sends a test-packet to its
neighboring routers. The router that receives this test-packet sends back a test-
acknowledge-packet and informs the sender of its status. If the sender receives
an incorrect acknowledge massage or does not receive the acknowledge massage
then it reports the ARM of the probability of fault in the target router or
communicating link. Otherwise, it reports the ARM that the target router and the
link are non-faulty. The ARM has a database to keep track of all these reports.
Algorithm 4 shows that how ARM manage these reports.

Algorithm 4 Updating fault database in ARM

1 Data: repi received reports from rith router
2 Result: updated fault database
3 if repi received then
4 if repi reports router rj is non-faulty then
5 Mark router rj and communication link between routers ri and rj as non-
faulty
6 else
7 if repi reports a faulty router rj then
8 Mark the router rj as faulty router
9 else
10 Mark the communication link between routers ri and rj as faulty
11 end
12 end
13 else
14 Mark router ri as faulty
15 End
16 forall the ri do
17 if all its communication links are faulty then
18 Mark ri as a faulty router
19 end
20 end

The ARM checks if all router connected to a specific router report a link fault
then that router marked as faulty. For example, let’s consider the faulty platform
shown in Fig. 6.9 in which router r32 is faulty. In this case, routers r31, r42, r33, and
r22 report to the ARM that their link to the router r32 is faulty. Then, ARM mark
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Fig. 6.9 A faulty platform

the router as a faulty router. This platform also contains a faulty link between
tiles T l21 and T l31. In this case, two routers r21 and r31 reports that link as a
faulty link.

• Run time fault detection: The second mechanism is performed by the mapped
tasks in an application. Since tasks are communicating together through an
acknowledgement scheme, if there is any problem in this scheme the destination
tiles will be reported to the task manager as the faulty tile. Then the task manager
migrates the task in the faulty tile to another tile and reports the ARM about
the fault in the tile. For example, let’s consider the faulty platform in Fig. 6.9
in which the application shown in Fig. 6.8a is mapped and tile T l23 becomes
faulty during running the application. In this case, tasks t2 and t4 are connected
together and mapped on tiles T l13 and T l23. As the tile T l23 is faulty, the task t2
does not receive any acknowledgement from task t4, therefore, it informs the task
manager of this fault. Then the task manager tries to remap the task t4 on another
non-faulty tile.

The ARM information about the faulty routers, tiles and links has two impacts
on the task mapping algorithm. First, the ARM probability to find a tile for mapping
a task manager will be decreased. Second, TRM life-time will be increased in order
to compensate the reduction in the number of tiles and paths available to map a task.
The next section explains and calculates these effects.
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6.5.4 Fault Effects

This section explains the effect of faults on the mapping algorithm explained in
Sect. 5.3. A fault adds some overhead to the application mapping problem and
reduces the probability of mapping the applications. This overhead will be analyzed
in this section.

6.5.4.1 Mapping a Task Manager

Faulty tiles reduce the probability of mapping a task manager by ARM. Considering
a uniform distribution for the occupied and faulty tiles, the probability of finding a
free tile to map a task manager is q D 1� .u Cuf /, in which u is the tiles utilization
factor (i.e., percentage of the occupied tiles) and uf is percentage of faulty tiles.
Therefore, ARM will find a free tile after rmgr retries with the probability of

Prmgr.M/ D 1 � .1 � q/rmgr D 1 � 

u C uf

�rmgr (6.1)

6.5.4.2 Mapping a Task

Let’s assume p is the probability of mapping a task after a random-walk with 1-
steps, then the probability of mapping a task after rtsk retry is as Eq. 6.2

Prtsk.t/ D 1 � .1 � p/rtsk (6.2)

Note that, the value of p depends on the platform utilisation, the TRM life-time
and percentage of the faulty tiles (i.e., uf ).

The probability of mapping an application, shown by Eq. 6.3 is equal to
probability of mapping the task manager multiply by the probability of mapping
tasks in the application provided that the task manager has been mapped. Assuming
that the probability of mapping tasks in an application are independent and the same
and the probability of mapping a task after rtsk -retry is Prtsk.t/ then Eq. 6.5 shows
the probability of mapping an application consists of jAj tasks. Equation 6.6 shows
this probability after substituting Eqs. 6.1 and 6.2.

P1.A/ D P .M/P1.AjM/ (6.3)

D P.M/

 Y
8t2A

Prtsk .t/

!
(6.4)

D P.M/.Prtsk.t//
jAj (6.5)

D .1 � .u C uf/
rmgr/.1 � .1 � p/rtsk/

jAj (6.6)
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Fig. 6.10 Search space with
lifetime l around a tile
(N D 2l.l C 1/)

Therefore, the probability of mapping an application with rApp -retry is as Eq. 6.7

PrApp.A/ D 1� P1.A/
rApp

D 1� .1 � urmgr/ .1 � .1 � p/rtsk/
jAjrApp

:
(6.7)

Note that increasing the three retry factors (i.e., rmgr, rtsk and rApp) can improve
the probability of mapping an application in the event of fault. However, it
drastically increases the consumed energy to map an application. Life-time which
determines the probability p in Eq. 6.7 is another factor to increase this probability
and decrease the retry factors. To find the minimum life-time to get the best
probability of mapping an application, the search space of a TRM with life-time of
l should be investigated. Figure 6.10 shows the search space for life-time l around a
tile. The number of tiles in this space is 2	Œ1C3C5C: : :C.2l�1/C2l D 2l.lC1/.
Therefore, an application with maximum number of task jAj D 2l.l C 1/ can be
mapped in this area. Solving this, Eq. 6.8 shows the minimum life-time.

l �
p
2 	 jAj C 1 � 1

2
(6.8)

This lower bound is correct for a blank platform (i.e., with not previously mapped
application or faulty tile). Considering the uniform distribution for occupied and
faulty tiles, the number of free tile in the search space of Fig. 6.10 reduces to .1 �
u � uf /.2l.l C 1// which means that the application size should be less than jAj D
.1 � u � uf /.2l.l C 1//. Therefore, Eq. 6.8 will be changed to
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l �
q
2 	 jAj

1�.uCuf /
C 1 � 1

2
(6.9)

Therefore, the lower bound life time is directly related to
pjAj and 1p

1�.uCuf/
.

Reference [66] has shown that the probability of reaching tills which are away from
the task manager, using the proposed random walk is very low. It has also shown that
the random walk contains all lattice points of the ball of radious .1 � �/

p
l where

0 < l < 1 and l is the number of steps or lifetime. Therefore, we need l D d2 steps
to travel a distance of d in a mesh topology. Hence, we increase the lifetime lower
bound to Eq. 6.10 meaningfully increase the chance of finding a free tile to map a
task.

l �

0
B@ jAjq

1 � 

u C uf

�
1
CA
2

� jAj
2

(6.10)

This shows that lower bound lifetime is proportional to jAj and we explained also
it is proportional to 1p

1�.uCuf /
therefore, Eq. 6.11 show the lower bound lifetime in

which ˇ is a constant and has shown in [38] that it is about 1.

l � ˇ
jAjp

1 � .u C uf /
(6.11)

6.5.4.3 Energy Model

We use bit energy model described in [52] to evaluate the energy overhead caused by
faulty tiles. In this model, the energy is determined by the number of bits transferring
between a source core and a destination core. According to this definition, Eq. 6.12
shows the energy consumption for sending a bit from a source to the destination.

Ebit D EsrcNIBit C nERouterBit C .n � 1/EWireBit C EdesNIBit (6.12)

where EsrcNIBit , ERouterBit , ERouterBit and EdesNIBit denote the bit energy dissipated in
the source network interface, a router, a communication link and the destination
network interface, respectively.

6.5.5 Experimental Results

A SystemC simulation has been used to model the NoRC platform and evaluate
its fault-tolerant features. The SystemC NoRC model is based on the technique
proposed in [67], a fast SystemC-based transaction level modeling simulator for
large NoCs.
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Fig. 6.11 263 decoder mp3
decoder task graph

For the evaluation process, five groups of applications have been considered as
the benchmarks. Each of the first four benchmarks which generated using the task
graph for free (TGFF) package [68] contains 50 task graphs. The last one contains
two task graphs of real applications including 263 decoder mp3 decoder (Fig. 6.11)
[28] and a multi-window display (MWD) (Fig. 6.12) [69].

Table 6.2 shows the statistics of the synthetic benchmarks. Benchmark 1,
Benchmark 2, and Benchmark 3 contain small, medium, large size task graphs.
Benchmark 4 contains a mixture of small and large task graphs.

We have sent 2,000 requests to map and release randomly selected task graph
from each benchmark to a NoRC platform consisting of 64 	 64 tiles. In addition, 50
faulty tiles have been considered during the simulation. Table 6.3 shows the number
of rejected applications in the non-faulty and faulty NoRC. As it can be seen, the
faulty routers have a very small impact on the stochastic task mapping.

Table 6.4 shows the number of steps required to map the requested applications.
As it can be seen, the faulty NoRC required more steps than that of the non-faulty
NoRC to map applications. According to the bit energy model, the number of steps
can directly determine the energy consumption during task mapping process. The
last three columns in this table show the overhead of task mapping in the faulty
NoRC for three different value of “.

We have sent 2,000 requests to randomly map and release selected applications
from 50 instances of real task graphs of Figs. 6.11 and 6.12 to the 64 	 64 NoRC
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Fig. 6.12 Multi-window
display (MWD) task graph

Table 6.2 Synthetic
benchmarks statistics Min

# of task
Max
# of task

Ave
# of task

Benchmark 1 2 6 2.32
Benchmark 2 9 46 23.35
Benchmark 3 23 114 60.71
Benchmark 4 2 119 23.56

Table 6.3 Number of rejected applications in synthetic benchmarks application
mapping

Non-faulty NoRC Faulty NoRC

ˇD 0.5 ˇD 1.0 ˇD 1.5 ˇD 0.5 ˇD 1.0 ˇD 1.5

Benchmark 1 5 0 0 6 0 0
Benchmark 2 459 440 425 461 441 429
Benchmark 3 1,203 1,199 1,188 1,213 1,234 1,348
Benchmark 4 36 12 10 37 13 11
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Table 6.5 Real task graph simulation results

Non-faulty NoRC Faulty NoRC

# of rejected
Apps

# of total
steps

# of rejected
Apps

# of total
steps

# of total steps
overhead %

15 1,123,457 18 1,357,834 17.26

Table 6.6 Average MDpL for mapped applications

Non-faulty NoRC Faulty NoRC Overhead %

Benchmark 1 4.36 4.47 2.46
Benchmark 2 4.72 4.93 4.25
Benchmark 3 6.34 7.21 12.06
Benchmark 4 4.10 4.33 5.31
Real task graphs 3.94 4.1 3.91

platform. Also, we have injected 50 faulty tiles in the platform. Table 6.5 shows the
number of rejected applications and total number of steps for non-faulty and fault
NoRC.

As it can be seen, the proposed stochastic task mapping is almost successful to
map the request applications with 17.26% overhead in the total number of steps
which is a representative for the overhead of extra consumed energy.

To evaluate the effects of faulty tiles on the mapped application average Man-
hattan Distance per Link (MDpL) as defined in [38] for each mapped application
is computed for non-faulty and faulty NoRC. MDpL is defined by the sum of all
Manhattan distances between two connected tasks in the application divided by the
total number of links in the application.

Table 6.6 shows the results. To get a sense of this number, let’s consider the real
application results, as the average distance between two tasks is 3.94 and 4.1 in the
non-faulty and faulty NoRC, respectively and average distance between tasks in the
ideal case is .15 C 12/=2 D 13:5 (average number of links in the two task graphs
of Figs. 6.11 and 6.12), then the total average distance overhead between tasks is
.4:1 � 13:5 � 3:94 � 13:5/=.4:1 � 13:5/ D 3:91% which is acceptable with the
assumption of 50 faulty tiles.

Note that, based on the proposed bit energy model in which the consumed energy
is proportional to the Manhattan distance, the overheads represented in the last
column of Table 6.1 also show the average overheads of consumed energy in the
presence of faults in the NoRC.
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Chapter 7
Bio-Inspired Online Fault Detection
in NoC Interconnect

Malachy McElholm, Jim Harkin, Liam McDaid, and Snaider Carrillo

7.1 Introduction

Guaranteeing fault-free design of modern electronic systems is becoming increas-
ingly difficult as we scale to high density chips and many-core systems, where
variations in the silicon manufacturing process means living with failure is a reality
as faulty conditions can occur post deployment. The presence of unreliability
requires modern systems to be adaptive to faulty conditions post deployment. To
address this reliability challenge researchers have looked to building brain-inspired
computing architectures, based on Spiking Neural Networks, which aim to mimic
the efficient and self-adaptive information processing capabilities of the human
brain; i.e. provide greater levels of fault-tolerance through flexible self-adaption to
identified faults.

The high level of fine-grained parallel processing in the brain via synapses and
neurons is one aspect that enables fault-tolerance. Several brain inspired computing
approaches have explored the use of Network-on-Chip (NoC) technology as a
mechanism to facilitate the parallelism between neurons, such as EMBRACE [15].
The NoC is similar to a computer network and uses an array of routers to time-
multiplex discrete packets of data across shared routers on the chip. However,
ultimately such NoC structures are realised, like any other circuit, using existing
silicon manufacturing processes and therefore are susceptible to permanent faults
from wear-out effects, but also from exponentially increasing numbers of temporary
faults caused by radiation. A key fundamental task in any fault-tolerant system is the
detection of faults, in particular the ability to sense temporary as well as permanent
faults.
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To advance current NoC-based systems including brain inspired computing
paradigms requires the capability to initially detect such fault types within the
NoC interconnect. A major challenge is the development of a fault detection
architecture that can offer adequate fault coverage during real-time operation (i.e.
online) without incurring substantial cost in terms of area and power consumption;
the latter are the limiting factors in achieving scalable interconnect. This chapter
presents SMART a low-cost, online strategy for detecting hardware faults in NoC
interconnect using biological synapses and neurons. The chapter is structured
as follows with Sect. 7.2 providing a review of existing work in the area of
fault detection and approaches used in NoC. Section 7.3 proposes the SMART
strategy with Sect. 7.4 providing analysis of the strategy through circuit simulation.
Section 7.5 details a Hardware implementation of the Fault Detection Unit with
results and area/power comparison to existing Fault detection approaches.

7.2 Related Work

This section outlines related work in fault detection techniques and approaches used
in NoC, with a summary on the key remaining challenges. In addition, background
on the function of synapses and neurons is also provided.

Research into fault-tolerant architectures has attempted to categorize faults as
either data or control flow errors. Data errors occur when the content of a variable
stored in memory or controller is altered. Errors occurring in the data transmission
between processing elements, i.e. in NoCs, can also be classified as data errors.
Control flow errors occur when the content of a memory cell or register storing an
instruction is altered. For a processor this results in executing an incorrect sequence
of instructions with the potential to induce fatal program errors. Within this context,
both data and control faults can be classified at a circuit level into either permanent
or transient faults.

Examples of permanent faults include open faults, which occur when the con-
nection between two test points no longer exists or high resistance is experienced.
Short circuit faults display the opposing characteristics where a low resistance
connection between two isolated test points is encountered. Concatto et al. describe
a test methodology for both AND-short and Or-short faults [6]. Stuck at faults can
be characterised as nets or wires that are permanently connected to, or stuck at a
particular value or voltage. At sub-micron device level non-permanent or transient
faults are becoming increasingly common. For example, crosstalk is a transient fault
condition that can occur across several wires and can have a detrimental effect on
an individual signal path. These effects may include signal glitches as well as rise
and fall time delays or speed-ups that can induce system errors [12]. Similarly [26]
identify other transient fault conditions such as Single Event Upset (SEU) that can
be caused by electromagnetic interference or cosmic radiation, and has been shown
to lead to eventual failure. Many approaches have been investigated in exploring the
detection of such faulty conditions in electronic computing systems.
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7.2.1 Fault Detection Techniques

Common Built-In Self Test (BIST) programs can detect hard failures in processors,
memories and interconnect. Such programs are usually run at power up or on
demand and involve sequencing a known set of test vectors into the circuit and
testing the results for fault indicators. Built-In Self Test (BIST) is a diagnostic
technique that has been applied to NoC architectures [12]. Such diagnostic programs
can detect permanent faults however they are unable to detect transient and
intermittent faults during run-time operation.

7.2.1.1 Circuit Level Approaches

Transient and intermittent faults have been traditionally protected against by using
error detection and error correction mechanisms. Parity codes is a popular coding
techniques that operates by adding a bit to the data packet to indicate if the number
of 1 bits in the packet is odd or even. A Cyclic Redundancy Check (CRC) enabled
device calculates a fixed length sequence based on the input code and attaches this
CRC code to the transmitted block. Upon receipt, the device repeats the calculation
and if the CRC do not match corrective action is taken. This error detection code
usually results in a request for the source to resend the data, but is unable to
determine the fault type or location.

Hamming Codes can be use as a Single Error Correction code where any given
bit is represented by a unique set of parity bits. Therefore, if any bit has an error, the
bit position can be determined by the parity bits. If an additional overall Parity bit
is added, the hamming code can be used to detect, but not correct, any 2 bit error.
This is known as a Single Error Correction- Double Error Detection code. Dual Rail
Code is another technique that effectively doubles the physical lines required as both
the signal and its complement are transmitted.

Using Delayed Sampling registers is another method of detecting transient faults.
In this scenario three sampling registers are added to the input stage and incoming
data is sampled three times at different moments, all derived from the system clock
edge. A majority voter defines the correct data that will pass through the router based
on the results from the three sampling registers [7]. However, the major drawback
to these approaches is both additional hardware resources and computing time.

7.2.1.2 System Level Approaches

Whilst circuit level solutions employ techniques at a local level or at individual
sections of a system, several higher level system solutions utilise additional
hardware/software to provide the overall system with a level of fault protection.
Some of the popular techniques employed in this area are outlined below.
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• Redundancy

Hardware redundancy uses multiple instances of the system hardware, or part of it,
to as a back up in the event of failure or detected faults. By replicating the hardware
element the system can function correctly by effectively ignoring the faulty element.
For example, the Triple Mode Redundancy (TMR) technique replicates the same
computation in three identical modules with the output of each passed to a voter
mechanism where the majority output of the three identifies the module which is
faulty [22]. The obvious disadvantage of hardware redundancy is the excessive
hardware costs associated with replicating hardware elements to facilitate fault-
tolerance. N-version programming is another variation of redundancy aimed at
detecting errors in the design by employing parallel or sequential executions of
the same program and comparing the results [10]. This approach is restricted to
software based designs with requirement for additional program area and time for
sequential program executions.

• Control Flow Checking (CFC)

Control flow checking monitors for control flow errors that may cause a software
program to deviate from its normal instruction flow. Nodoushan et al. [27] describes
the basic idea of most CFC techniques as partitioning a program into basic blocks.
Each block contains a set of instructions in which the program flow is not changed
by a branch instruction. Therefore the program should enter the first instruction
in the block and exit the last in a fault free situation. Branch instructions appear
between these blocks. There are numerous different CFC methods that adopt
slightly different strategies such as using signatures associated with blocks and the
relationship between signatures is used to test the program flow [11]. Although this
approach can detect both permanent and temporary faults, this method of Control
Flow Checking only targets the detection of faults in software program flow, whilst
this research is concerned with detecting and diagnosing faults in hardware systems.

• Watchdog Processor

Although CFC may be implemented in software, it is more common to use
dedicated hardware such as Watchdog Processors to implement the CFC tasks.
Benso et al. [2] refer to a Watchdog processor as a simple coprocessor used to
perform concurrent system level error detection by monitoring the main processor
behaviour. The Watchdog processor is an extension of the basic watchdog timer used
in microprocessor devices to provide a method of reverting to a known good state
if the program becomes unstable. Error detection is done by comparing concurrent
information with that provided during setup. The disadvantages of the Watchdog
processor is the significant area overhead required in realising the additional co-
processor in the system.
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7.2.2 Fault Detection in Networks-on-Chip (NoC)

In the context of NoCs, fault types can be localised as link errors (physical lines
between routers) errors and router errors. Faults are mostly attributed to open
connections, shorts, stuck-at, bridging, Single Event Upset (SEU), and crosstalk,
where the duration of the fault identifies its classification as either permanent or
temporary [16]. The link errors align closely with data errors [25] and occur
during packet transfer from router to router. Router errors occur within the router
architecture and can be classified under control flow errors. Hosseinabady et al. [18]
propose a method of self testing focused on the router. It passes the same vectors to
all NoC routers and detects hard faults by comparison of router outputs with each
other. More recent comparison based approaches have explored the use of traditional
artificial neural networks in testing outputs of routers for faults [23]. These methods
only targets faults in the router and cannot be used to diagnose interconnect link
errors, in addition they do not lend themselves to online testing as time is incurred
due to the propagation of test vectors.

Grecu et al. [12] suggest a BIST for NoC interconnect that targets the potential
for cross talk effects due to inter wire coupling. Monitoring a single wire (victim)
whilst manipulating all other wires in the link (Aggressors), allows for detection
of crosstalk induced errors as well as short or open connections. Herve et al. [17]
propose a method to diagnose pair wise short faults within a defined neighbourhood
of a mesh NoC. Each processing element interface is equipped with a Test Data
Generator (TDG) and Test Error Detector block, which are used to implement
a Walking-One Sequence to step test patterns through the network. The main
limitation of such self test mechanisms in their inability to detect in-line faults
during run-time operation due to the reliance of specific test data patterns in the
system. Extensions to these approaches include token-based techniques for online
diagnostics however routers are tested sequentially which incurs a large overhead in
time and area due to TDGs [19].

Other work by Murali et al. [24] considers the use of error detection codes
to implement self checking NoC routers. They define two categories for NoC
applications which are switch-to-switch and end-to-end. In switch-to-switch all
switches located in the transmission path between source node and destination
node check the packet to detect probable faults. In the end-to-end case just the
send and receive nodes check the validity of the packet. Obviously the switch-
to-switch implementation gives a more accurate representation of potential fault
location, whereas end-to-end cannot determine the fault location but can detect the
presence of a fault. However the main disadvantage of this method is the area
overhead required, with switch to switch method adding 70% to the NoC area
thus making this technique unsuitable for scalable NoC architectures [1] extends
this work and employ varied techniques to determine the best online switch fault
detection, targeting the control elements of NoC as opposed to the more common
link errors. Alaghi et al. confined their fault detection strategy to stuck at direction
faults (stuck-at-north, stuck-at-processor) for an x-y routing mesh and proposed a
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number of self testable switch architectures to help fault detection under this model.
Fault coverage under this strategy is limited because of the narrow fault model
targeting only control errors.

Work by Grecu et al. [12] proposes a scheme for detection and location of
faults based on the concept of code-disjoint error detection. Data paths are used
to implement code disjoint technique where the incoming parity bit is compared
to the calculated parity at input stage. This scheme claims to improve the results
obtained by the switch-to-switch strategy outlined by Murali et al. [24], because
it can differentiate between faults occurring in the network routers from faults in
the communication channels between switches. A similar approach to the error
detecting unit at each router input and output is proposed by Kohler et al. [20].
Although Fault coverage and area/power consumption are improved using these
techniques the area overhead encountered limit the suitability for highly scalable
NoC architectures.

Benso et al. [2] propose a watchdog monitor with strategies to address data,
control flow and bus errors. Data protection is achieved by storing a local copy
of some processor critical variables in the Watchdog, and checking the write and
read operations to this variable. Control flow checking is implemented by splitting
the program code into branch free blocks with single entry using a signature based
scheme as the CFC method. To avoid modifying the application, bus protection
is implemented using Automatic Repeat Requests (ARR). In this scenario the
watchdog requests multiple transmissions of data until two transmissions are the
same. The ARR however introduces a very high time overhead and does not identify
the fault location. Moreover, the dedicated watchdog processor uses supplementary
hardware resources. The approach by Giaconia et al. [28] suggests an alternative use
for the watchdog with on-the-fly acquisition of data leaving the watchdog processor
completely independent of the rest of the hardware/software. They propose a
reasonableness check to determine if significant variables are within set constraints
and program flow check controlling if some segments of code are executed within
predefined time intervals. The Watchdog is configured to detect read or writes
to these addresses and interrupt the main processor accordingly. As with many
watchdog based approaches, this technique provides a degree of fault-tolerance
but does not provide any method of fault diagnosis and necessitates a dedicated
hardware resource to implement the watchdog function. Harkin et al. [13] suggests a
method of fault detection targeted at self repairing NoC systems where two types of
Watchdog, a Master and Slave/Router Watchdog (RW) are explored. The approach
provides good detection capabilities however the logic RW module exhibits a 13%
area overhead in comparison to the existing Router and standard processing element,
which adversely affects its suitability for scalable NoC architectures. More recently
Dai et al. [29] proposed a NoC monitoring circuit using the rate of successful
ACK (Acknowledge) and NACK (negative ACK) signal from the link of a NoC
router to detect and diagnose fault types. The frequency of ACK versus NACK
events over a defined period is used to classify faults as either transient or non-
transient/permanent faults. The proposed system uses an accumulator controlled by
a timer mechanism to add the number of events until a threshold is reached, or resets
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the accumulated events after a certain period. This is predominantly a check for
the link interconnects but storing a cumulative result for the link failures attached
to each router. If a pattern emerges surrounding the link errors associated with a
router that router can be assumed faulty. This work provides a useful model for
distinguishing between transient and permanent faults but is once again targeting
a parallel data path comprising a number of individual wires. The major drawback
with this approach is the need to include a large timer for each router on hardware
which is expensive in terms of area, and therefore not scalable for large NoC-based
system implementations.

In summary, many approaches to fault detection have been proposed with good
fault coverage however the key requirements for NoC-based systems which have
not been fully addressed to date include; online capabilities (i.e. detect in real-time
and in a non-intrusive manner with NoC traffic) and maintaining NoC scalability.

7.2.3 Spiking Neural Networks and EMBRACE

7.2.3.1 Spiking Neural Networks

Research has shown that we can learn a lot from biology, in particular from
neuroscience, as to how synapses and neurons in the brain process and commu-
nicate information in a robust and power-efficient manner. The robust information
processing capability in the brain comes from the vast parallel density of synapses
and neurons, where the brain contains an estimated 1010 neuron cells and almost
1015 synapses [8]. Various abstract models of the brain have been investigated over
the last 60 years with Spiking Neural Networks (SNNs) being the most promising
neural network model to date. SNNs aim to emulate information processing and
communication capabilities of the brain by mimicking the efficient function of
excitatory and inhibitory synapses and threshold neurons. SNN have been used in
many application areas including pattern classification, dynamic control and signal
processing where, unlike traditional neural networks, the temporal nature of input
data is exploited.

SNNs communicate through pulses (spikes), the timing of which is used to
transmit information and perform computations. SNNs model the biological neuron
which consists of a cell body (i.e. soma) that possesses many input branches called
dendrites that carry information from other neuron cells, see Fig. 7.1a. The output
of the neuron is called an axon, which communicates information to other neurons
in form of action potential or spikes (pulses). Figure 7.2 illustrates some examples
of pulsing (spiking) patterns. Spikes are transmitted between neurons via weighted
synaptic connections called synapses, see Fig. 7.1b. Excitatory and inhibitory are
two basic types of synapses used in the current SNN paradigm which closely model
biology. The excitatory and inhibitory weighted synapses have the basic operation
of facilitating (strengthening the spike input activity) and depressing (suppressing
the activity), respectively. Adjusting the weights of the synapse enables particular
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Fig. 7.1 Biological neuron cell (a) shows the soma, axon and dendrites; (b) an action potential
transmission between neurons j and i [8]

Fig. 7.2 Example spiking patterns (a) Regular-spiking neurons (b) bursting-spiking neurons
(c) fast-spiking neurons and (d) rebound-spiking neurons [8]

sequences of spikes (pulse frequencies) to be effectively filtered, where the spikes
are either communicated to a neuron or suppressed. The combined effect from the
facilitating and depressing actions is reflected in the neuron output where a neuron
will generate an output spike when the sum of its weighted input spikes (from the
synapses) exceeds a firing threshold value. A neuron will maintain the generation
of spike outputs (pulse train) while its input is maintained above this threshold. It
is the integration of the synapse outputs with neurons which provides the abstract
basis for information processing [3].

7.2.3.2 Embrace

To achieve real-time processing of SNNs, hardware implementations have been
explored to fully exploit the high levels of parallelism between synapses and
neurons. One recent hardware architecture, EMBRACE (EMulating Biologically-
inspiRed ArChitectures in hardwarE), which achieves real-time acceleration, uses
Network-on-Chip (NoC) and analogue spiking neuron cell structures as building
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Fig. 7.3 EMBRACE architecture (a) shows a regular N�M SNN (b) the corresponding 2D NoC
implementation using EMBRACE, and (c) shows the neural tile composed of a digital router and
an analogue synapse cell and neuron

Fig. 7.4 EMBRACE Tile
with the neural cell and
adaptive NoC router

blocks [4, 14] to provide a scalable implementation solution for SNNs. The
EMBRACE architecture is composed of a 2D array of Neural Tiles where each
tile contains the neural cell and NoC router. Figure 7.3 illustrates the architecture
and method for realising SNNs across the array of neural tile.

Novel hardware blocks have been developed including an adaptive NoC router
[5] and efficient excitatory and inhibitory hardware synapses [21]. Figure 7.4
illustrates the adaptive NoC router of EMBRACE’s tile structure which facilitates
the interconnect between neurons. The router has four channel links including
North, East, South and West directions. Neurons and synapses are connected to
the NoC router via a dedicated network interface (NI), i.e. fifth link. These routers
are then interconnected via point to point data links that enables time-multiplexing
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of discrete packets of data (spike events) from source to destination across several
links. The EMBRACE NoC router is a key building block in facilitating the large-
scale implementation of SNNs in hardware and has two key aspects, namely the
adaptive routing module and adaptive arbitration policy.

Adaptive routing module: The adaptive routing scheme is composed of three
main components; (1) an XY routing algorithm which receives the packet from
the adaptable arbitration policy module, (2) a channel congestion detector (CCD)
which, based on the information received from neighbouring routers, selects an
output port direction and passes this information to (3) the adaptive routing decision
module. The CCD provides a means of detecting the current state of traffic in any
given direction.

Adaptive arbitration policy: As the traffic pattern of a spiking neuron is highly
non-uniform and asynchronous, the adaptive router uses a hybrid arbitration policy
which combines the strong fairness policy of the round-robin arbiter and the priority
scheme of a first-come first-serve approach. The arbitration policy uses an event
register to store information regarding each spike event for each router input buffer,
and five distributed control units, i.e. one for each port. This allows the scheduler
to manage thread communication without incurring task-switching overhead. Only
the input buffers that contain information are serviced, thus avoiding wasted clock
cycles. Similarly when a heavy load traffic scenario occurs, all ports are serviced,
based on the same approach as the round-robin.

The long term goal of EMBRACE is to support the exploitation of SNNs in
providing future bio-inspired processing paradigms which can perform self-repair
under the presence of faults. Therefore, it is important that faults can be detected in
the dominant component of EMBRACE, the NoC interconnect.

7.2.4 Key Challenges

The key challenges for NoC fault detection is the ability to detect temporary and
permanent faults during runtime (online), without impacting on the NoC throughput
while under the constraints of low area and power implementations. The area/power
constraint is imposed due to the scalability criteria for NoCs, and is critical for
large scale implementations as we approach the target of +250 processing cores
per chip in 2015 (+1,000 within the decade). Considering the discrete event based
nature of digital systems and that the discerning difference between temporary and
permanent faults is the frequency of occurrence over time, it is possible to use
the pulse filtering properties of excitatory and inhibitory synapses and neurons to
detect temporary and permanent faults. Therefore, SMART aims to address these
challenges by exploiting the temporal and spatial capability of biological synapses
and neurons, which exhibit low area/power, in detecting faults. No work to date has
explored the concept of using SNN synapses and neurons in this manner before,
and given the availability of hardware synapses and neurons [9] with low area and
power requirements, it is now possible to realise such a strategy in hardware.



7 Bio-Inspired Online Fault Detection in NoC Interconnect 251

7.3 SMART Strategy

Information in SNNs is communicated through sequences of pulses or frequencies
where synapses act as filters to allow selected frequencies to be transmitted
between neurons. We can view this process of encoding information in the brain
as temporal/spatial filtering and if we look into digital multiprocessing systems,
a similar analogy can be applied to data communication and processing between
interconnected components in the NoC. For example, as digital data passes along
NoC channel wires certain frequencies are exhibited. When faults occur the
communication frequencies change as data communication is perturbed by the
faults. Using synapses at either end of a NoC channel to detect when data arrives (or
fails to arrive), enables a neuron to generate a corresponding output frequency and
signify the occurrence of a fault.

The SMART strategy has the basic principle of using biologically inspired neural
network based models for online fault detection in NoC based multiprocessor
systems. The strategy is based on the novel Fault Detection Unit (FDU) which
uses available hardware synapse models with excitatory (facilitation) and inhibitory
(depression) responses as a method for fault detection. In effect the FDU detects
faults and draws a correlation between fault types and their temporal behaviour.
For example, Fig. 7.5 illustrates the FDU where two points A and B on a NoC
channel wire are connected to a single excitatory (ES) and inhibitory (IS) synapse,
respectively, and their outputs connected to a summing neuron. The excitatory
synapse is activated to represent a signal event (logic 0-1 transition), and a paired
inhibitory synapse is also stimulated on receipt of the signal event at another location
in the signal path.

Under non-faulty conditions, as shown in Fig. 7.5, the wire can communicate
digital pulses where a pulse experienced at point A initiates the ES to produce
an excitatory (facilitation) response, while at point B the pulse initiates the IS to
produce an inhibitory (depressing) response. The right of Fig. 7.5 illustrates the
output current of facilitation and depression from stimulus at points A and B,
respectively. The ES and IS have reciprocal responses and therefore when both are
activated they have mirrored outputs. The role of the neuron, D, is to sum both ES
and IS currents and produce a pulsing, digital output frequency if the sum, S, exceeds
a defined detection threshold, N th (S > N th is the basis for detection of a fault).

Fig. 7.5 FDU applied to a single channel



252 M. McElholm et al.

Fig. 7.6 FDU applied to a single faulty channel

Fig. 7.7 SMART applied to example NoC channel

In Fig. 7.5 where no fault is present, the summing of the ES and IS output currents
cancel each other producing a net sum which is below the threshold (S > N th),
and therefore no fault is detected as the neuron output remains at zero. However, in
Fig. 7.6 a fault is illustrated which stops the signal from propagating between points
A and B (due to a temporary/permanent fault, e.g. stuck-at, transient, open-circuit
etc.), only the ES synapse is activated as the IS synapse at point B does not receive
the pulse stimulus. This results in the neuron accumulating the full current from the
facilitating (ES) synapse which causes the sum to exceed the threshold (S > N th),
and therefore identifies a fault by producing a pulsing output from the neuron.

Figure 7.7 illustrates how the SMART strategy can be applied to detect faults
on the example East-to-West channel between two NoC routers, Ra and Rb. To
facilitate online detection each of the n wires in the channel is connected to a single
FDU and NoC traffic on the wires stimulate the FDUs. As traffic passes from Ra
to Rb on the channel, a fault on wire 1 causes FDU 1 to generate a frequency
output for a period of time. Figure 7.8 illustrates four example outputs that the
FDU produces when the NoC traffic pattern on the wire is alternating (e.g. walking
ones D 0 � 1 � 0 � 1). Using the walking one example pattern we can see in
Fig. 7.8 that temporary and permanent faults can be identified by the temporal nature
(duration) of the frequency output from the FDU. Number (1) shows a zero FDU
output when no fault is detected and numbers (2)–(4) show examples for detected
permanent, transient and temporary faults. This information can be used further
to assist in diagnostics however the current information on the nth location of the
FDU indicates which actual line in the channel is faulty. This can be applied to each
channel of the router.
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Fig. 7.8 Example outputs from FDU

The key advantage of SMART is the ability to use the existing traffic communi-
cating across a channel to detect faults, thereby providing online detection which
is non-intrusive to the throughput of the channel. Therefore, SMART does not
require the generation or injection of test patterns which can incur a time penalty or,
the management thereof to perform tests during non-busy periods of the channel.
These are key to maintaining NoC scalability cross the time and area domains.

7.4 Analysis

The online fault detection capability of the FDU is analysed in this section.
Simulink models have been developed that apply the FDU to a number of circuit
configurations to evaluate faulty and non-fault conditions. For example, the FDU is
applied to a single channel wire model and this is extrapolated to detect faults on a
multiple wire channel structures such as a parallel bus. The FDU is also modelled
to detect faults across a synchronous logic block such as a Flip-flop. Finally the
FDU is applied across a number of lines in a channel to determine if a fault detected
is a result of crosstalk between adjacent lines. The diagrams provided have been
generated by Matlab simulink models of the FDU in the described scenarios.

7.4.1 Single Channel Wires

Figure 7.9 illustrates the Simulink simulation of the single wire Fault Detection
Unit model shown in Fig. 7.5 where no fault is present or detected. Plots (a) and
(b) in Fig. 7.9 represent the digital pulse detected at points A and B respectively.
A digital pulse at point A initiates an excitatory synapse (ES) response shown
in subplot (c). A corresponding pulse at point B produces an inhibitory synapse
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Fig. 7.9 Single channel wire FDU simulation

(IS) response illustrated in subplot (d). As the initiation of the inhibitory response
was sufficiently close to the excitatory response (1 nS delay) the summation of
both synapse responses, S, does not reach its predefined fault threshold value,
as shown in plot (e). Thus no fault is detected and the neuron output remains
low as shown in plot (f). The fault threshold value, Nth, has been configured to
allow a maximum 15 nS propagation delay between the initiation of excitatory
and inhibitory responses before there is risk of false positives where a fault can
be detected unintentionally. A propagation time less than 15 nS will not produce
false-positives however the maximum propagation time can be re-configured to
accommodate longer propagation times. Figure 7.10 depicts the simulation output
for the same single channel wire Fault Detection Unit model when a fault is injected.
Plots (a) and (b) of Fig. 7.10 represent the digital pulses detected at points A and B
respectively in the FDU model (see Fig. 7.6). A digital pulse at point A initiates
the ES response shown in plot (c) however, as no pulse is detected at point B
(simulated fault), no inhibitory response is provide to counteract the excitatory
response. Therefore, the summation of both responses matches the excitatory
synapse response. At time step 100 the summed value starts to increment due to
the ES response and this progressively raises the summation value, S, above the
predefined fault threshold value shown in plot (e). At this point the neuron output
starts to fire producing a pulsing output as shown in plot (f). As the ES response
decays the value, S, falls below the defined fault threshold value and the pulsing
output stops. The pulsing out signifies a fault has been detected on the line, i.e. the
connection between point A and B is compromised.
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Fig. 7.10 Simulation of single channel wire under faulty conditions

Fig. 7.11 Example of fault detection in multiple-wire channels

7.4.2 Multiple Channel Wires

Figure 7.11 illustrates how SMART can fault detect for a multiple wire channel
structure (four lines are used as an example). In multiple wire channels each line
uses a single fault detection unit, where the output of each FDU provides a status
on an individual line. The example in Fig. 7.11 illustrates a scenario where no fault
is detected, Fig. 7.11a, and a fault is injected on line 2 of the channel, Fig. 7.11b.
Figure 7.11b illustrates the output from FDU #2 pulsing under the faulty condition.
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Figure 7.12 represents the simulated output from the example 4-bit channel
scenarios of Fig. 7.11. For clarity the inhibitory and excitatory synapse responses
and the summation neuron responses have been removed from the simulation
output. Figure 7.12a, b depicts the four input signals to each FDU (A1A4) and the
summation neuron output signal associated with each FDU (D1D4). In Fig. 7.12a
no fault is identified in the network (all excitatory responses in the FDU’s were
cancelled out by their inhibitory response), therefore no output neuron reached its
threshold and did not cause the output to pulse. Alternatively, in Fig. 7.12b where a
fault is simulated on wire #2, the same 4 bit input pulse train is used however, due
to the fault on wire #2 no inhibitory response is generated and therefore the output
from neuron D2 reaches its threshold after signal A2 is received, causing output
D2 to fire its pulse train as shown in plot (f) of Fig. 7.12b. Furthermore, Fig. 7.13
illustrates the simulation output when multiple faults are injected in the channel. For
example, plots (f) and (h) show neurons D2 and D4 pulsing, respectively, when the
injected faults on wires #2 and #4 are detected.

7.4.3 Synchronous Registers Under Faulty Conditions

Figure 7.14 illustrates how a FDU can be applied across the input/output of a generic
logic block such as the common D-type flip flop (FF). The Excitatory synapse is
initiated by the pulse on the Din terminal of the FF, with the Inhibitory synapse
connected to the Dout output and initiated by clocked output signal from the FF. In
normal operation, shown in Fig. 7.14a, both synapses are activated and cancel each
other as the signal at the input of the FF is clocked to the output correctly; therefore
no fault and subsequently no pulse output at the summation or detection neuron are
generated. In Fig. 7.14b the scenario is illustrated where a faulty logic block could
prevent the input signal to the FF from propagating to the output, thereby preventing
the signal from Dout from asserting the Inhibitory synapse. This process results in
the summation value, S, exceeding the threshold and a pulse train being produce at
the output of the neuron to signify a fault in the flip-flop.

Simulations were conducted with the clock frequency operating at the target
speed of 100 MHz. Parameters for excitatory, inhibitory synapse responses and
summation neuron thresholds have been configured to operate at this frequency.
The plots (b) and (c) in Fig. 7.15 illustrate the function of the FF where data at Din,
which is connected to the excitatory synapse of the FDU, appears at Dout after one
clock cycle. In this example the maximum propagation delay between Din and Dout
(FF delay) is 10 nS, which is exaggerated for illustration purposes and is normally
in the order of pico seconds.

The simulated output of Fig. 7.16 illustrates a detected error across a flip flop as
no Dout signal pulse is generated. As no inhibitory response can then be initiated,
the summation neuron threshold is reached and a pulse train evident at the Detect
output indicating fault detection.
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Fig. 7.12 FDU simulations with multiple channel wires



258 M. McElholm et al.

Fig. 7.13 Multiple channel FDU simulation – 2 faults

Fig. 7.14 FDU applied
across D flip-flop (a) no fault
(b) faulty logic block

7.4.4 Channels with Crosstalk

Another potential application for the FDU is detection of crosstalk faults, where
a signal transmitted on one line in a channel can induce an undesired effect or
glitch on another adjacent line in the same channel. In its simplest form, a FDU
implementation to detect crosstalk faults utilizes one detection neuron connected
to three neighbouring lines in a channel. Figure 7.17 demonstrates how this can
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Fig. 7.15 FDU applied across D flip-flop no fault

Fig. 7.16 FDU applied across D flip-flop – fault
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Fig. 7.17 FDU applied to a crosstalk model

be achieved using a sequence of Excitatory (ES) and Inhibitory (IS) synapses.
In this scenario the detection neuron is sensing for crosstalk faults on the middle
line, V1, know as the victim line. The lines A1 and A2 are in close proximity to the
victim line and therefore are more likely to induce a crosstalk error on channel V1.
These lines are identified as Aggressor 1 (A1) and Aggressor 2 (A2).

In previous FDU scenario when no fault is present the transmitted signal initiated
a positive or excitatory synapse response followed by a negative or inhibitory
response at the receive point to cancel out the positive excitatory response. In order
to detect crosstalk errors on the victim line (V1) the response synapses are reversed,
with an inhibitory response event (IV1) at the input to the wire and an excitatory
response evident (EV1) if the input pulse traverses the signal path. The inhibitory,
IV1, and excitatory, EV1, synapses on victim line, V1, are also configured with
larger weight values than the Aggressor synapses, EA1 and EA2. This ensures the
magnitude of the synaptic response of the IV1 andEV1 are greater than the aggressor
responses. Configuration of the synapse strengths (weighting) and Detection neuron
threshold value, NTH , permits the following rules to be formulated to ensure correct
detection of crosstalk on a victim line. The four rules are used to aid in configuring
the synapse strength and neuron threshold values.
Crosstalk model Rules:

1: EA1 + EA2 < NTH (sum of both strengths must be > the neuron threshold)
2: EA1 + EV1 > NTH
3: EA2 + EV1 > NTH
4: jEV1j � jIV1j (strength of ES and IS on victim line must be balanced)
5: EA1 < EV1 > EA2

(1) The derived rule defines that with a signal event or pulse on both Aggressor
lines A1 and A2, the resultant summation in the detection neuron will not
exceed the pre-defined threshold, NTH .
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Fig. 7.18 Simulation of the FDU applied to the crosstalk model – no fault

(2–3) A signal event on either Aggressor line, A1 or A2, combined with a pulse or
glitch on the Victim line, V1, will trigger the Excitatory responseEV1, which
will exceed the neuron threshold NTH and trigger a pulse train indicating a
crosstalk error. This fault condition should only occur if no associated input
pulse is detected on the Victim line, which would fire an inhibitory response
(IV1) of equal but opposite magnitude to the excitatory response EV1.

(4) Thus to satisfy the crosstalk model the victim line synaptic responses IV1 and
EV1 must be of equal magnitude (Eqn 1e) and this response magnitude must
be greater than that of the aggressor line synaptic responsesEA1 + EA2 . The
weight parameters that affect these responses are configured in the existing
synapse models.

To summarise, any pulse signal received on either aggressor input (EA1 or EA2)
combined with a pulse signal or glitch at on victim line at EV1, without a pulse
at the input IV1 will result in a genuine crosstalk error at the detection neuron.
Figures 7.18 and 7.19 illustrate the output signals from the four synapses, shown
in Fig. 7.17, that feed into the detection neuron. In Fig. 7.18 a pulse is detected at
the input of all three lines, indicative of a synchronised bus switching multiple data
lines at the same instance in time. In this case the larger excitatory response of EV1
is cancelled out by the inhibitory response from IV1.

In Fig. 7.19 the inhibitory response of IV1 is not present indicating no input signal
received, although the victim excitatory response is fired due to crosstalk coupling
between the victim line and an adjacent aggressor line, A1. The magnitude of the
summation in the detection neuron is now greater than the threshold value, and
therefore initiates a fault detection pulse train.
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Fig. 7.19 Simulation of the FDU applied to the crosstalk model – fault induced

7.5 Hardware Implementation of the FDU

To validate the FDU model functionality in hardware, an Altera Cyclone 4 FPGA
was targeted with an implementation of the circuit shown in Fig. 7.20. RTL
hardware models of the excitatory synapse, inhibitory synapse, and integrate and
fire neuron was used in the hardware demonstration of the FDU detection capability.
The device under test (DUT) is an example synchronous Flip Flop (FF). This is used
to underpin the core capability in detecting faults experienced in components and
not just channel wires.

In this circuit configuration, an input train generator is used to generate a steady
stream of pulses to the FF logic block. The generator is used to emulate digital
traffic patterns feeding to the logic component and control the test conditions.
During normal operation the output data, Q, of the FF would propagate the value
present at the input data, D, on the positive edge of clock frequency. An excitatory
synapse with facilitation response is connected to the input signal at point A, and
an inhibitory synapse with depression response connected to the output signal at
point B. The synapse responses are fed into the integrate and fire neuron. The neuron
generates an output spike if the threshold level is reached, i.e. fault detected within
the FF under test. Faults are injected into the FF path by using a switch to break the
connection between the input and output of the FF. The switch is opened to emulate
a fault in the FF, which prohibits the input from propagating to the output.

Figure 7.21 shows the plot from real-time data obtained via Altera’s SignalTap
on-chip analyser. The analyser output was obtained from the FPGA development
board. Plot (a) in the figure shows the input train to the FF under test. Plot (b)
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Fig. 7.20 Block diagram of the hardware model

illustrates the potential or voltage level of the excitatory synapse. From this plot it is
evident that the synapse initially accumulates with each input pulse. It builds up to
the maximum value that the synaptic hardware model can reach, and remains at this
level due to the constant train of input pulses. Plot (c) shows the potential or voltage
level of the inhibitory synapse. This also reaches a minimum level in response to the
constant input pulses as all input pulses are propagating to the output of the FF, as
shown in plot (f). This is shown between time 0 and 500 when the switch is closed
(no fault present). Plot (e) presents the output from the neuron and between time
step 0 and 500, and the plot illustrates there are no spike outputs as the switch is
closed as the threshold level, Nth, has not been exceeded. However, when a fault
is injected after time step 500 by opening the switch, the value of the inhibitory
synapse starts to increase (becomes less negative in value and migrates towards 0 V).
This causes the net value accumulated in the neuron to exceed the threshold level as
the excitatory synapses is still receiving pulses at the input and maintaining its value.
At this point the neuron starts to fire, generating pulses at the output as shown in plot
(e). The value of the inhibitory synapse remains high (less negative) until the fault is
removed by closing the switch again. For the duration of time that the pulses do not
activate the inhibitory synapse, the neuron maintains its pulsing output. This provide
data to a user that the fault is detected and active for the duration of time that the
pulsing remains at the output of the neuron. Plot (d) shows the inhibitory synapse
value decrease (become more negative) when the fault is removed by closing the
switch again. This restores the balance in the accumulated value in the neuron to
just below the threshold level and therefore stops the neuron from producing pulses
at its output. This is shown in plot (e) just after time step 1,000. The remainder of
the time steps in plots (a–f) show three other examples when a fault is injected and
then removed.

This hardware implementation demonstrates that real-time fault detection can
be achieved using the SMART strategy, where no active testing of the component
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or channel wires are required. Moreover, although digital implementations of the
excitatory synapse, inhibitory synapse, and integrate and fire neuron has been
used in this hardware verification experiment, highly optimised CMOS-based
implementations have been developed for the synapses and neuron. For example,
the area/power consumption [21] of the CMOS-based synapses (24 	 10�8 mm2

and power consumption/cycle of 1 nW) and neuron (9 	 10�6 mm2) are very low
and therefore SMART is highly scalability. Using the example EMBRACE NoC
router (discussed in Sect. 7.2.3.2), which exhibits a total area of 0.056 mm2 with
48 lines per channel and four channel directions, the additional area overhead from
implementing the hardware FDU, shown in Fig. 7.20, for all four channels is only
1.896 	 10�3 mm2; this represents less than 4% increase in total router area which
is significantly lower in cost than existing approaches [1, 12, 23]. Scalability is a
critical aspect to any fault detection solution and this is particularly pertinent to NoC
interconnect as any added functional benefit must not significantly increase its area
and power costs. The SMART strategy clearly adheres to the scalability constraint
while providing real-time fault detection.

7.6 Summary

Technology scaling has facilitated the integration of multiple processing cores on
a single chip, with Network-on-chip (NoC) becoming an important strategy to
alleviate the interconnect problem associated with communication between many
processing elements. However, further advances in technology scaling are resulting
in device components, including NoC components, that are more susceptible to
faults. This chapter has provided an introduction to SMART, a novel online strategy
for detecting faults in NoC interconnect by using biological synapses and neurons
to identify temporal and spatial faults. Analysis of the SMART strategy has been
provided which simulates the FDU monitoring signal wires in a number of different
circuit configurations applicable to NoC architectures. These include single and
multi-wire channels, and crosstalk between adjacent wires. To validate the SMART
strategy in real time, a hardware model of the FDU has been developed and
implemented on an Altera Cyclone 4 FPGA. A simple fault injection mechanism
has been used to induce faults into the system and real-time fault detection using
SMART has been demonstrated on the FPGA. In particular, analysis from synthesis
results demonstrated that SMART provides a low area and power overhead, thereby,
sustaining scalability criteria for large-scale NoC systems. Future work will explore
the use of intelligent techniques in the classification of temporary and permanent
faults using the temporal and spatial data provided by multiple FDUs across a
complete NoC system.



266 M. McElholm et al.

References

1. A. Alaghi, N. Karimi, M. Sedghi, Z. Navabi, Online NoC switch fault detection and diagnosis
using a high level fault model, in 22nd IEEE International Symposium on Defect and Fault
Tolerance in VLSI Systems, Rome, 2007

2. A. Benso, S. Di Carlo, G. Di Natale, P. Prinetto, A watchdog processor to detect data and
control flow errors, in IEEE Online Testing Symposium, Greece, 2003

3. H. Paugam-Moisy and S.M. Bohte. Computing with Spiking Neuron Networks, In G.
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Chapter 8
Power-Efficient Fault-Tolerant Finite
Field Multiplier

Jimson Mathew, A.M. Jabir, R.A. Shafik, and D.K. Pradhan

As integrated circuit density increases, digital circuits characterized by high
operating frequencies and low voltage levels will be increasingly susceptible to
faults. Furthermore, it has recently been shown that for many digital signature
and identification schemes an attacker can inject faults into the hardware and the
resulting incorrect outputs may completely expose their secrets. On-chip error
masking techniques such as error correction could be one of the options to mitigate
the above problems. To this end, this chapter presents a framework of techniques to
design error correcting circuits. Fault attacks are based on injecting some faults into
a cryptosystem and observing any leak of secret information, primarily by analyzing
erroneous results produced by the cryptosystem due to the faults. For example, in
[2] Boneh et al. presented the first fault-based attacks on public key cryptosystems,
namely RSA and Rabin signature scheme. Since RSA is usually implemented using
the Chinese Remainder theorem (CRT), having one correct signature and one faulty
signature of the same massage can lead to the modulus factorization [3]. In order
to avoid such fault-based attacks, the cryptosystem can be designed to detect errors
and correct computations. Therefore, if we can correct errors the module will not
produce any erroneous results as output.

Since, majority of the error correction techniques described in this chapter is
based on finite field circuits, finite field arithmetic is reviewed. First, the basic
definitions and properties of finite fields are introduced, which are relevant to
the material treated later in this chapter. All the statements are given without
proof because of space constraints. A detailed treatment of the subject can be
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found in [17]. Most of the structures proposed in this chapter are based on the
Polynomial Basis (PB), therefore more emphasis is given on PB representation.
Moreover, PB representation is by far the most versatile and offers suitable solutions
to most computational problems. Here we discuss various design approaches for
error correction finite field multiplier. Faults causing single error at the output bits
of the multiplier is corrected on-line. Hence, on-line error correction results in
more robust hardware modules against fault attacks. Also presented a systematic
method for designing multiple detection and correction techniques for multiplier
circuits for Galois fields over GF(2m). We used multiple parity predictions to
detect multiple errors applying popular error correcting codes. The expressions
for the parity prediction are derived from the input operands, and are based on
the primitive polynomials of the fields. For multiple bit error correction we use
Reed Solomon codes. Comparison with traditional techniques, shows better area
and power performance.

8.1 Introduction

This section provides the background material relevant to this chapter and the
following chapter. Since, majority of the error correction techniques described here
are based on finite field circuits, finite field arithmetic is reviewed.

8.1.1 Finite Field

Definition of fundamental algebraic structures are first introduced.

Definition 8.1 ( [16]). A group is a set G together with a binary operation ı on G
such that:

1. Binary operator ı is associative; i.e., for any a; b; c 2 G; a ı .b ı c/=.a ı b/ ı c
2. There is an identity (or unity) element e in G such that for all a 2 G a ı e D e ı
a D a.

3. For each a 2 G there exits an inverse element a�1 2 G such that a ı a�1 D e

Definition 8.2 ( [16]). A Ring (R, C, �) is a set R together with two binary
operation C on � such that:

1. R is abelian group with respect to C
2. Binary operator � is associative i.e. (a � b)� c D (a � b) � c for all a; b; c 2 R.
3. The distribution law holds; that is, for all a; b; c 2 R we have a �(b C c) D a �

b C a � c and (b C c)� a= b� a C c � a.

Definition 8.3. A finite field F is a set F together with two binary operations
denoted by C and � such that
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1. F is a commutative ring under C and �.
2. Non-zero elements of F form a group under �.

Definition 8.4. The order of a field is the number of its elements.

Theorem 8.1 ( [16]). The order q of a field must be a power of a prime; q D pm, p
is a prime.

Theorem 8.2 ([16]). There exists a unique field of order pm, for any prime and any
positive integer m.

Definition 8.5. The smallest positive integer � for which
�P
iD1

1 D 0 in a field is

called the field’s characteristic.

The architectures proposed here are based on finite fields of characteristic two.

Definition 8.6. Let a be an element of GF(q). The smallest positive integer s for
which as D 1 is called the order of the element.

Definition 8.7. Elements that have order s D q � 1 are called primitive elements.

It can be shown that elements with maximum order exists for every finite
field. A primitive element and its powers generate the entire multiplicative group
f1; ˛; ˛2 : : : ; ˛m�1g of a field.

8.1.2 Polynomials Over Finite Fields

Finite fields over the set GF.2m/ can be generated with monic irreducible poly-
nomials of the form P.x/ D xm�1 C Pm�2

iD0 cixi , where ci 2 GF(2) [18]. It
is conventional to represent the elements of GF.2m/ as a power of the primitive
element denoted by ˛, where ˛ is the root of P.x/, i.e. P.˛/ D 0. The set
f1; ˛; ˛2 : : : ; ˛m�1g is referred to as the polynomial basis. Each element A 2
GF.2m/ can be expressed with respect to the PB as a polynomial of degree m over
GF(2), i.e. as A.x/ D Pm�1

iD0 aixi , where ai 2 GF(2). Given any two elements A
and B over GF.2m/.

Example 8.1. Consider the Galois field GF.24/ generated by the polynomial
P.x/ D x4 C x C 1 with ˛ as a primitive root. The Elements of GF.24/ generated
by P(x) with primitive root ˛ is shown in Table 8.1

Definition 8.8 ( [13]). A polynomial A(x) is irreducible over GF(q) if A(x) is only
divisible by c or cA(x) where c 2 GF.q/

In this thesis, ajb denotes “a divides b”, where a and b can either be number or
polynomial.

Definition 8.9. Let P(x) be a polynomial of degree m over GF(q) with P(0) D 0.
The smallest positive integer s for which P.x/.xs C 1/ is called the order of P(x).
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Table 8.1 Field elements
GF.24/ with
P.x/ D x4 C x C 1

Element Representation

0 0000
1 0001
˛ 0010
˛2 0100
˛3 1000
˛4 D ˛C 1 0011
˛5 D ˛2 C ˛ 0110
˛6 D ˛3 C ˛2 1100
˛7 D ˛3 C ˛C 1 1011
˛8 D ˛2 C 1 0101
˛9 D ˛2 C 1 0101
˛10 D ˛3 C ˛ 1010
˛11 D ˛2 C ˛C 1 0111
˛12 D ˛3 C ˛2 C ˛ 1110
˛13 D ˛3 C ˛2 C ˛C 1 1111
˛13 D ˛3 C ˛2 C 1 1101

Definition 8.10. A monic polynomial of degree m with maximum order s D qm�1
is said to be a primitive polynomial.

A primitive polynomial of degree m over GF(q) exist for any field GF(q).

8.1.3 Bases of Finite Field

In general, there are three different bases widely used in the literature which are
standard, normal and dual. An extension of GF.qm/ of the field GF.q/ can be viewed
as m-dimensional vector space over GF.q/. Each element of GF.qm/ can be repre-
sented as a linear combination of the m elements of the base ˇ0; ˇ1; � � � ; ˇm�1g.

Definition 8.11. The set f1; ˛; ˛2; : : : ; ˛m�1g, where ˛ is a root of the irreducible
polynomial P(x) of degree m over GF.q/, is called standard or canonical or
polynomial basis.

Definition 8.12. The set f˛; ˛q; ˛q2 ; : : : ; ˛q
m�1g, where ˛ is a root of the

irreducible polynomial P(x) of degree m over GF.q/, is called normal base if the
m elements are linearly independent.

Definition 8.13. Let B Dˇ0; ˇ1 � � � ; ˇm�1 be a base of GF.qm/ the dual base B
is a base satisfying

Tr .ˇi �i / D f 1; if i D j

0; if i ¤j . It can be shown that there exits a dual base for every
base
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8.2 Polynomial Basis Addition and Multiplication

Consider a finite field of K D GF.2/ and its extension field F D GF2m. Then F
can be considered as m dimensional vector space overK and if f1; ˛; ˛2; : : : ; ˛m�1g
is a basis of F over K , each element A 2 F can be uniquely represented in
polynomial form as
A.x/ D a0 C a1x C a2x

2; : : : ;Camxm�1, ai 2 GF(2). Let B.x/ D b0 C
b1x C b2x

2; : : : ;Cbmxm�1, bi 2 GF(2) be another element in F . Then addition
or subtraction of A and B is given by
A˙ B D a0 ˙ b0 C a1 ˙ b1x C a2x

2; : : : ;Cam�1 ˙ bm�1xm�1
Addition can be easily realized using m EXOR gates.
A Polynomial Basis (PB) multiplication of A and B over GF.2m/ is defined as

W.x/ D A.x/ � B.x/ mod P.x/. It is nothing but a algebraic multiplication of
the two polynomials and a modulo reduction with P.x/. The following example
illustrates the basic polynomial multiplication.

Example 8.2. A multiplier structure over GF.24/ defined by the primitive polyno-
mial P.x/ D x4 C x3 C 1 is illustrated as follows.

The two inputs of the multiplier areA D .a0; a1; a2; a3/ andB D .b0; b1; b2; b3/.
The polynomial form of these elements are: A.x/ D a0 C a1x C a2x

2 C a3x
3, and

B.x/ D b0 C b1x C b2x
2 C b3x

3, where A;B 2 GF.24/. The product C.x/ D
A.x/ � B.x/.

Now, C.x/ D .a0 C a1x C a2x
2 C a3x

3/ � .b0 C b1xC b2x
2 C b3x

3/ D a0b0 C
.a0b1 C a0b1/x C .a0b2 C a1b1 C a2b0/x

2 C .a0b3 C a1b2 C a2b1 C a3b0/x
3 C

.a1b3 C a2b2 C a3b1/x
4 C .a2b3 C a3b2/x

5 C a3b3x
6:

Let us denote the lower order m coefficients as d0; d1; : : : ; dm�1, and the higher
order m � 1 coefficients as e0; e1; : : : ; em�2. Then, C.x/ D d0 C d1x C d2x

2 C
d3x

3 C e0x
4 C e1x

5 C e2x
6. Here, we define product over the primitive polynomial

P.x/ D x4 C x3 C 1 as W.x/ D A.x/ � B.x/ mod P.x/. Hence, we have, x4 D
x3C1, x5 D x.x3C1/ D x4Cx D x3CxC1, and x6 D x.x5/ D x.x3CxC1/ D
x4 C x2 C x D x3 C 1C x2 C x D x3 C x2 C x C 1.

Substituting for x4, x5, and x6 and then simplifying we get: W.x/ D C.x/ D
.d0 C e0 C e1 C e2/C .d1 C e1 C e2/xC .d2 C e2/x

2 C .d3 C e0 C e1 C e2/x
3. The

general structure of the multiplier is shown in Fig. 8.1.

Mastrovito has proposed an algorithm, along with its hardware architecture, for
PB multiplication [12], popularly known as the Mastrovito algorithm/multiplier.
There are many reasons for choosing this architecture as representative for standard
base multipliers. First, it has one of the lowest gate counts among traditional PB
multipliers. Secondly, it gives a systematic method for design finite field multiplier
for a given field and P(x).

The standard basic multiplication can be represented as
A.x/B.x/modP.x/ D .c0 C c1x C c2x

2; : : : ;Ccmxm�1/ D .a0 C a1x C
a2x

2; : : : ;Camxm�1/.b0 C b1x C b2x
2; : : : ;Cbmxm�1/modP.x/
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Fig. 8.1 Architecture of the BP multiplier over GF.2m/ [21]

The elements B(x) and C(x) can be represented as column vectors containing
polynomial coefficients. By using the new Z matrix where Z D f(A(x), P(x)) the
multiplication can be formulated as:

C D

0
BBB@

c0
c1
:::

cm�1

1
CCCA D ZB D

0
B@

f0;0 � � � f;�1
:::

: : :
:::

fm�1;0 � � � fm�1;m�1

1
CA

0
BBB@

b0
b1
:::

cm�1

1
CCCA (8.1)

The matrix Z is called product matrix. Its coefficients fi;j 2 GF.2/ depend on ai
and on the coefficients qi;j of the Q matrix which is given in Eq. 8.2

fi;jD

(
ai I j D 0 i D 0 � � �n � 1

u.i � j /ai�j C Pj�1
iD0 qj�1�t;i am�1�t I j D 1 � � �m � 1 i D 0 � � �n � 1

)

where the step function u is defined as

u(�/ D
�
1 � � 0

0 �>0:

�

The Equation 8.1 represents the entire Mastrovito multiplication. The Q matrix
which is required to build Z is a function of the binary primitive polynomial P(x) of
degree m, generating GF.2m/ Its binary entries qi;j are defined as
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0
BBB@

xm

xmC1
:::

x2m�2

1
CCCA D

0
BBB@

q0;0 q0;1 � � � q0;m�1
q1;0 q1;1 � � �
:::

:::
: : :

:::

qm�2;0 qm�2;1 � � � qm�2;0

1
CCCA

0
BBB@

1

x
:::

xm�1

1
CCCAmodP.x/ (8.2)

The Q matrix describes the representation of the polynomials xm, xmC1,� � � ,
x2m�2 in the equivalence classes mod P(x), i.e. after the modulo P(x). The following
example shows the construction of Q matrix and field multiplication by Mastrovito

Example 8.3. Let P.x/ D x4 C x C 1 be the primitive polynomial generating
GF.24/ Considering the equivalence classes mod P(x), the polynomial x4, x5, x6

are as follows:

x4 � .1C x/modx4 C x C 1

x5 � .x C x2/modx4 C x C 1

x6 � .x2 C x3/modx4 C x C 1

(8.3)

Equation 8.3 can be written in matrix form as

0
@x

4

x5

x6

1
A D

0
@ 1 1 0 00 1 1 0

0 0 1 1

1
A
0
BB@
1

x

x2

x3

1
CCAmodP.x/ (8.4)

The final product can be written as

C D ZB D

0
BB@
a0 a1 a2 a3
a1 a0 C a3 a2 C a3 a1 C a2
a2 a1 a0 C a3 a2 C a3

a3 a2 a1 a0 C a3

1
CCA

0
BB@
b0
b1
b2

b3

1
CCA :

The implementation complexity of the above matrix vector product depends on
the primitive polynomial P(x).

In [21], based on the Mastrovito algorithm, a new formulation for PB multipli-
cation and generalized bit-parallel hardware architecture has been presented. Their
formulation is summarized below for completeness, which we have used in the rest
of the thesis.

Consider a multiplier with a and b inputs whereA D .a/ D Œa0; a1; a2; : : : ; am�1�
and B D .b/ D Œb0; b1; b2; : : : ; bm�1�. The ai and bi , where 0 � i � m � 1, are the
coordinates of a and b respectively. The formulation is based on the three matrices:
(i) an m � 1 by m reduction matrix Q, (ii) the L matrix, and (iii) the U matrix. The
L and U matrices are formed for implementation of this multiplication scheme. The
L is a lower triangular matrix and the U is an upper triangular matrix. The outputs
(d ’s and e’s) of the IP-network are defined by the following two vectors, which are
functions of A and B .
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d D Lb (8.5)

e D Ub; (8.6)

where b D Œb0; b1; b2; : : : ; bm�1�T , a vector column of the coordinates and xT

represents the x transpose. The matrices L and U are defined as follows.

L D

2
666666664

a0 0 0 : : : 0

a1 a0 0 : : : 0

a2 a1 a0 : : : 0
:::

:::
: : :

:::
:::

am�2 am�3 : : : a0 0

am�1 am�2 : : : a1 a0

3
777777775

U D

2
666664

0 am�1 am�2 : : : 0 a1
0 0 am�1 : : : 0 a2
:::

:::
:::

: : :
:::

:::

0 0 : : : 0 am�1 am�2
0 0 : : : 0 0 am�1

3
777775
:

The multiplication outputs are given by the equation:

c D d C QT e; (8.7)

where the matrix Q, which is dependent on the irreducible polynomials, can be
derived as shown in [21] and c D Œc0; c1; c2; : : : ; cm�1�T is the output bits.

The above polynomial multiplication and modulo reductions can be represented
in the matrix form as follows.

Example 8.4. Consider the Example 8.2, using the above formulation we have

2
664
c0

c1
c2
c3

3
775 D

2
664
d0

d1
d2
d3

3
775C

2
664
1 1 1

0 1 1

0 0 1

1 1 1

3
775
2
4 e0e1
e2

3
5

where Q D
2
4 1 0 0 11 1 0 1

1 1 1 1

3
5 :

e0 D a3b1 C a2b2 C a1b3
e1 D a3b2 C a3b2

e2 D a3b3
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!
d D

2
664
d0
d1

d2
d3

3
775 D

2
664
a0b0
a1b0 C a0b1

a2b0 C a1b1 C a0b2
a3b0 C a2b1 C a1b2 C a0b3

3
775 (8.8)

!
e D

2
4 e0e1
e2

3
5 D

2
4a3b1 C a2b2 C a1b3

a3b2 C a2b3
a3b3

3
5 (8.9)

Definition 8.14. Hamming weight of N1.c/ is defined as the number of non-zero
components of c. The Hamming Distance between v and w is defined as the number
of places in which they differ.

Definition 8.15. The parity check matrix H of a code consists of all the non-zero
r-tuples as its columns. In the systematic form, the columns of H are arranged as
H D ŒHsHp�, where Hs is the systematic part and Hp the parity part.

Lemma 8.1 ([22]). LetA andB be two field elements and S be their multiplication
without modulo reduction. Then the parity of S is given by ps D pA � pB , where pA
and pB are the parity of A and B respectively.

8.3 SEC Multiplier: Based on Hamming Code

In this section, a systematic method for designing single error correcting bit parallel
polynomial basis (PB) multipliers over GF.2m/ is proposed. In [22] the authors have
considered the detection of single stuck at faults in the PB multipliers over GF.2m/.
They use simple parity prediction technique for error detection. The main problem
with their approach is that for a low complexity bit parallel multiplier the delay
overhead is 69.2%. For performance critical applications this delay overhead may
be critical. Our technique fundamentally differs from this technique in two critical
issues. Firstly, our technique addresses the problem of single error correction.
Secondly, and more importantly, since our parity prediction circuit runs parallel with
the multiplier, delay penalty comes only in the decoding and correction logic. While
most of the previous work provides fault detection techniques, this work proposes
error correction techniques and investigates the hardware cost and performance.

A number of approaches exist, e.g. [4]. One way to detect errors in finite
field multipliers is to use parity prediction techniques [22]. The problem with
this approach is that no error correction can be performed. Furthermore, we can
not distinguish between error in multiplier and parity prediction logic. A second
approach is to scale the inputs of the multiplier by a factor and at the end of the
multiplication, the correctness of the result is checked by one or two divisions [6].
The main techniques that can be used for single error correction are (1) error
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Fig. 8.2 A bit parallel GF(16) multiplier

detection and retry, and (2) error masking. Error detection and retry involves
using concurrent error detection (CED) circuitry that monitors the outputs of a
circuit for the occurrence of an error. If an error is detected, the system recovers
through rollback and retry thereby preventing a failure. Error masking involves
using circuitry that masks (i.e. corrects) errors using schemes such as the triple
modular redundancy (TMR) [14].

Next, we present a novel technique for designing Single Error Correction (SEC)
bit parallel multipliers over GF.2m/. The basic structure of the multiplier is shown
in Fig. 8.1. The classical bit-parallel multiplier is designed by the method described
in Sect. 8.2 (see e.g. Fig. 8.2). The modified single error correcting architecture
is shown in Fig. 8.3. Apart from the functional unit of the multiplier, it consists
of a parity prediction unit, output parity generation unit, and the comparison and
decoding logic. For error detection and correction we use the parity prediction,
which is based on Hamming’s principles. Hamming codes are the simplest of a
group of codes known as linear block codes [8]. The advantage of the Hamming
codes is that the number of parity bits grows logarithmically as the number of
output bits increases. However, the complexity of the encoding and decoding
logic grows linearly as the number of data bits increases in memory based error
correction. In the proposed approach, we consider parity prediction based encoders.
For memory based Hamming encoders, the bits are encoded with a tree of exclusive-
OR (XOR) operations. The principal difference between Hamming codes applied
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Fig. 8.3 Proposed SEC
multiplier over GF.2m/

to memory and our approach is that, in our approach, instead of encoders we
have parity prediction circuits. The sizes of the parity prediction circuits depend
on the number of input bits. At the output side the error correction steps include
computing the syndrome, finding the error pattern and correcting error in the code
word. Mathematically, the syndrome computation is similar to the one in [8]. In
the implementation, the syndrome vector is generated by bit XOR operation of
predicted parity bits and output generated parities. Error pattern is identified by
the decoding the syndrome vectors. Finally, the correction is applied by the XOR
operation of decoder output and output from the multiplier. These steps are shown
in Fig. 8.3. Next, we derive the closed form expressions for the predicted parity bits.

Let
!
c
1 D Œc10 ; c

1
1 ; c

1
2; : : : ; c

1
m�1�T be the output of the multiplier and

!
c D

Œc0; c1; c2; : : : ; cm�1�T the corrected output. Also let r be the number of parity bits,

and
!
p D Œp0; p1; : : : ; pr�1�T and

!
p
1 D Œp10; p

1
1; : : : ; p

1
r�1�T respectively be the

predicted and the parity bits generated from the output bits. Let Hp be the parity
check matrix associated with the proposed single error correction scheme.

Lemma 8.2. Let A and B be two field elements and p be the predicted parity bits
of their product. We have,

p D ps C Hp
cd C Kce; (8.10)

where K D HpQT , and the superscript c represents the complementary set.

Proof. From the fundamentals we have the parity check equations

p D Hpc: (8.11)
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Substituting c from Eq. (8.7) into Eq. (8.11),

p D Hpd C HpQT e (8.12)

Using Lemma 8.1, Eq. (8.11) can be rewritten as,

p D ps C Hp
cd C Kce: (8.13)

Hence the proof.

8.3.1 Design Procedure Parity Prediction Bits

• Determine the number of parity bits (r) required to satisfy the equationmC r C
1 � 2r .

• Construct the H matrix, with .m C r/ non-zero r-bit column vectors. The
dimension of the resulting matrix is r 	 .mC r/.

• A column vector with a single 1 is assigned to parity Pi .
• The column vector with all 1s is assigned to output bit cm�1.
• The remainingm columns are assigned the output bits ci , without any constraints.
• Generate predicted parity expressions in terms of ai s and bi s from Eq. (8.10).

Example 8.5. Consider the multiplier structure over GF.24/ constructed in Exam-
ple 8.2. Here we have m D 4. Therefore, we need three parity bits to correct single
errors. We have,

H D
p0 p1 p2 c0 c1 c2 c3
1 0 0 1 1 0 1

0 1 0 1 0 1 1

0 0 1 0 1 1 1:

Therefore, Hs D
p0 p1 p2
1 0 0

0 1 0

0 0 1

; Hp D
2
4 1 1 0 11 0 1 1

0 1 1 1

3
5; and K D

2
4 0 1 10 0 1

1 0 1

3
5.

The predicted parity bit outputs based on Eq. (8.12), where 0 � i � 3, are as
follows. (Here, the ‘C’ sign represents EXOR operation.)

p0 D d0 C d1 C d3 C e1 C e2 (8.14)

p1 D d1 C d2 C d3 C e1 (8.15)

p2 D d1 C d2 C d3 C e0 C e2 (8.16)
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output correction

Fig. 8.4 SEC bit parallel
multiplier over GF.24/

Applying Eq. (8.13) we have,

Hc
p D

2
4 0 0 1 00 1 0 0

1 0 0 0

3
5; Kc D

2
4 1 0 01 1 0

0 1 0

3
5.

Moreover, we have ps D e2 C e1 C e0 C d3 C d2 C d1 C d0. Therefore, the final
equations are

p0 D ps C d2 C e0 (8.17)

p1 D ps C d1 C e0 C e2 (8.18)

p2 D ps C d0 C e1: (8.19)

The d and e outputs of the network are given below.
d0 D a0b0; d1 D a1b0 C a0b1; d2 D a2b0 C a1b1 C a0b2; d3 D a3b0 C a2b1 C

a1b2 C a0b3; e0 D a3b1 C a2b2 C a1b3; e1 D a3b2 C a2b3; e2 D a3b3.
The implementation of this example is shown in Fig. 8.4. Here only the parity

prediction and error correction logic units are shown. The idea of using the parity of
input operands reduces the overall implementation complexity. For instance, in the
above example to implement the final parity expression (Eqs. 8.14–8.16) we need
11 XOR gates whereas the modified expression (Eqs. 8.17–8.19) we need only 7
gates. This method also saves one XOR gate delay in the critical path.

Lemma 8.3. Any single stuck-at faults in the parity prediction circuits, produce a
non-zero syndrome vector with single one.



282 J. Mathew et al.

Table 8.2 Comparison with other concurrent error detection schemes

Multiplier [22] [15] Proposed
Structure Bit parallel Bit parallel systolic Bit parallel
Basis Polynomial Dual Polynomial
Area overhead .m/ � Aa .2m2 Cm/ � Aa .m2 �m/ � Aa

.4m� 2/ � Ax .m2 C 4m/ � Ax Œ.m2 � 3mC 2/C
N1.Hc/CN1.Hc/C
r � 2r�1 Cm� � Ax

.2m2 � 2/ � AL Ad
Delay overhead

˙
log2.mC 1/

�
Tx Ta C 2Tx .r C 1/ � Tx C Td

Fault coverage (%) 100 100 100
Single error correction No No Yes

Proof. Let r be the number of parity bits, and
!
p D Œp0; p1; : : : ; pr�1�T and

!
p
1 D

Œp10; p
1
1; : : : ; p

1
r�1�T respectively be the predicted and the parity bits generated from

the output bits. The output syndrome vector is given by

!
S D Œp0 C p10; p1 C p11; : : : ; pr�1 C p1r�1�T : (8.20)

Here, the ‘+’ sign represents EXOR operation. Assume that outputs are correct and

hence the output generated parity bits
!
p
1

. Now from the Eq. 8.20 it is clear than
any error in predicted parity bit produce a non-zero syndrome with single one at the
erroneous parity position. Hence the proof.

Example 8.6. Consider the Example 8.8, assume that the output bits are 0110; the
output generated parity bits are p00 D 0 C 1 C 0 D 1; p10 D 0 C 1 C 0 D 1;
p20 D 1C1C0 D 0; If there is no error in the parity prediction circuit the predicted

parity bit should be
!
p0 D Œ110�T . Let us assume that the third parity bit is in error,

that is
!
p D Œ111�T . Then from Eq. 8.20

!
S D Œ1 C 1; 1 C 1; 0 C 1�T D Œ001�T .

Hence the syndrome indicates third predicted parity bit is in error. On the other
hand, if there is an error in the multiplier, it is clear from the parity check equation,
two or more bits in the syndrome bits will indicate the error. Hence indicating the
functional circuit is in error.

8.3.1.1 Comparisons with Other Approaches

Table 8.2 shows the comparison. Here, Tx, Ta and Td denote the delays of the XOR,
AND, and decoder circuits. Similarly,Ax ,Aa andAd denote their areas respectively.
AL represents the latch area. N1.Hc/ denotes the Hamming weight of Hc. Since in
the proposed parity prediction function we are not implementing the dm�1 output,
we save m AND gates. It is a well known fact that in a bit parallel multiplier
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Fig. 8.5 Example showing permanent fault on multiplier and output bit is corrected by the
proposed approach

the number of AND gates is m2 [22]. The disjoint parity prediction circuits we
considered here requires all the members of the vectors e and d, except dm�1.
Therefore the total number of AND gates ism2�m. For generating e and d from the
inner products we requirem2�3mC2 XOR gates. Apart from this, additional XOR
gates are required to implement Eq. (8.10), which depend on N1.Hc/ and N1.Kc/.
The delay overhead is contributed by the r � 1 XOR gates in the output parity
generator plus one XOR gate delay for the correction, together with the decoder
delay, Td . Thus, the total delay overhead is .rC1/ �Tx CTd . As we can see, the area
of the parity prediction circuit is close to that of the multiplier. The delay penalty is
mainly due to the output parity generation, decoder, and correction circuits.

8.3.2 Permanent Faults

Let us analyze various error scenarios on the proposed architecture and their effects.
First, a permanent fault on the multiplier block is considered. We concentrate only
on the multiplier block with the proposed error correction approach. Figure 8.5
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Fig. 8.6 Example showing permanent fault on PP. No correction required at the output as
multiplier gives the right result

shows an error in the multiplier. Here we refer to Example 8.8 with the single error
correcting H matrix. Let the two inputs of the multiplier be A D .a0; a1; a2; a3/ D
.1000/ and B D .b0; b1; b2; b3/ D .1000/. The correct multiplier output bits are
C D .c0; c1; c2; c3/ D .1000/. Let us assume that, an error in the multiplier
causes an erroneous output C D .c0; c1; c2; c3/ D .1001/. However, the Parity
Prediction(PP) part is not effected. Upon comparing the output parities and the
PP bits gives the syndrome .111/ and the bit corresponding to this syndrome is c3
(see the H matrix). Therefore, the third bit gets automatically corrected as shown.
Second, a permanent fault on the PP block is considered. Figure 8.6 shows an
error in the parity prediction. In this case an attack/error on the PP block would
cause no error in the functional output and the syndrome generated will be one
of the following .001/; .010/; .100/. Since these syndromes are not decoded and
no correction is applied. With a similar argument any error in the input register that
causes single bit error in the output can be corrected by the above technique, whereas
in the errors in the PP register that causes signal error in the predicted parities are not
corrected. Therefore, by introducing the PP logic will not compromise reliability.
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8.4 Fault-Tolerant Multiplier Using LDPC Code

In this section, we present a novel technique for designing fault-tolerant bit parallel
multipliers over GF.2m/. The classical bit-parallel multiplier is designed by the
method described in [21]. The modified single error correcting architecture is shown
in Fig. 8.3. Apart from the functional unit of the multiplier, it consists of a parity
prediction unit, output parity generation unit, and the comparison and decoding
logic. For error detection and correction we use multiple parity predictions, which
is based on LDPC codes. Recently, LDPC codes have been received much attention
because of their excellent performance and large degree of parallelism [5]. The
advantage of the LDPC codes is that it has reduced decoding complexity. In
Hamming code based correction the complexity of the encoding and decoding logic
grows linearly as the number of data bits increases. In the proposed approach, we
consider parity prediction based encoders. In conventional encoders, the bits are
encoded with a tree of exclusive-OR (XOR) operations. The principal difference
between LDPC code applied to other applications and our approach is that, in
our approach instead of encoders we have parity prediction circuits. The sizes of
the parity prediction circuits depend on the number of input bits and number of
predicted parity bits. Next, a systematic method for designing fault-tolerant scheme
using LDPC code is described.

Let
!
c
1 D Œc10 ; c

1
1 ; c

1
2; : : : ; c

1
m�1�T be the output of the multiplier and

!
c D

Œc0; c1; c2; : : : ; cm�1�T the corrected output. Also let r be the number of parity bits,

and
!
p D Œp0; p1; : : : ; pr�1�T and

!
p
1 D Œp10; p

1
1; : : : ; p

1
r�1�T respectively be the

predicted and the parity bits generated from the output bits. Let H be the parity
check matrix associated with the proposed scheme.

8.4.1 Design Procedure

• Determine the number of parity bits (r) required to satisfy the given LDPC code.
• Construct the H matrix, with m non-zero r-bit column vectors with number of

ones is 2 and r column vectors with a single 1. The dimension of the resulting
matrix is r 	 .mC r/.

• A column vector with a single 1 is assigned to parity pi .
• The remainingm columns are assigned the output bits ci , without any constraints.
• Generate predicted parity expressions in terms of ai s and bi s from the parity

check equations.

Example 8.7. A multiplier structure over GF(23) defined by the primitive polyno-
mial P.x/ D x3 C x C 1 is shown in Fig. 8.7.
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Fig. 8.7 Single error
correcting GF.23/ multiplier
using LDPC code

The two inputs of the multiplier are A D .a0; a1; a2/ and B D .b0; b1; b2/. The
polynomial form of these elements are: A.x/ D a0 C a1x C a2x

2, and B.x/ D
b0 C b1x C b2x

2, where A;B 2 GF(23). The product C.x/ D A.x/ �B.x/.
Now, C.x/ D .a0Ca1xCa2x

2/ � .b0Cb1xCb2x
2/ D a0b0C .a0b1Ca1b0/xC

.a0b2 C a1b1 C a2b0/x
2 C .a1b2 C a2b1/x

3 C a2b2x
4.

Let us denote the lower order 3 coefficients as d0; d1 and d2 and the higher order
2 coefficients as e0 and e1. Then, C.x/ D d0 C d1x C d2x

2 C e0x
3 C e1x

4. Here,
we define product over the primitive polynomial P.x/ D x3 C x C 1 as W.x/ D
A.x/ � B.x/ mod P.x/. Hence, we have, x3 D x C 1 and x4 D x2 C x.

Substituting for x3 and x4, and then simplifying we get:W.x/ D C.x/ D .d0 C
e0/C .d1 C e0 C e1/x C .d2 C e1/x

2.
The above polynomial multiplication and modulo reductions can be represented

in the matrix form as follows.

c D d C QT e; (8.21)

where Q D
�
1 1 0

0 1 1

�
.
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Example 8.8. Consider the multiplier structure over GF.23/ constructed in Example
8.7. Here we have m D 3. Therefore, we need 3 parity bits to correct single errors.
We have,

H D
p0 p1 p2 c0 c1 c2
1 0 0 1 0 1

0 1 0 1 1 0

0 0 1 0 1 1:

The predicted parity bit outputs based on the parity check matrix can be derived
as follows: (Here, the ‘+’ sign represents EXOR operation.)

p0 D c0 C c2 D d0 C d2 C e0 C e1 (8.22)

p1 D c0 C c1 D d0 C d1 C e1 (8.23)

p2 D c1 C c2 D d1 C d2 C e1 (8.24)

The d and e outputs of the network are given below.
d0 D a0b0; d1 D a1b0 C a0b1; d2 D a2b0 C a1b1 C a0b2; e0 D a2b1 C a1b1;

e1 D a2b2.

The implementation of this example is shown in Fig. 8.7. Here also the parity
prediction and error correction logic units are shown. In the above example the
delay overhead is 3 XOR delay plus one AND gate delay.

8.5 Experimental Results

The Four versions, classical, LDPC, Hamming and TMR multipliers over GF.2m/,
have been designed and coded in VHDL. The analysis presented here are for
multipliers over different primitive polynomials for the fields over GF.2k/, where
7 � k � 26. However, the technique can be easily extended to higher order fields.
The designs were simulated using ModelsimTM. The designs were synthesized
using the Synopsys tools in the UMC technology library, using the 0.18�m
CMOS technology. Synopsys Power CompilerTM was used to estimate the power
consumptions. The area, delay and power estimates for the basic circuits are shown
in Figs. 8.8–8.10. The x-axis shows the decimal representation of the primitive
polynomials and the normalized hardware overheads are shown on the y-axis. For
example, the primitive polynomial P.x/ D x7 C x1 C 1 can be represented as
10000011 in binary and its decimal equivalent 131 is shown on the x-axis. As
expected, the overhead varies depending on the primitive polynomials. The areas
of multiplier and its parity prediction part are more or less the same. Therefore, the
overhead comes to about 100%. Also, as the number of output bits increases, that
is for larger multipliers, the overhead slightly goes down. Design examples show



288 J. Mathew et al.

Area Analysis

0

0.5

1

1.5

2

2.5

3

3.5

13
1

52
9

20
53

82
19

32
77

1

13
10

81

52
43

27

20
97

15
7

83
88

64
1

3.
4E

+0
7

Primitive Polynomial

 
N

or
m

al
iz

ed
 A

re
a

Classical LDPC Hamming TMR

Fig. 8.8 Area analysis: classical, LDPC, Hamming and TMR
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Fig. 8.9 Delay analysis: classical, LDPC, Hamming and TMR

that single error correction with Hamming based Multiple parity prediction requires
an average area overhead of 109% accompanied by an increase of 54.5% in the
critical path, whereas using LDPC the respective figures are 113.1 and 32.6%. Power
analysis shows that there is on average 106.2% increase in power consumption in
Hamming based technique and 109.2 for LDPC, whereas the corresponding figure
for TMR based designs is 212.07%.

8.5.1 Comparisons Delay Overhead

The disjoint parity prediction circuits we considered here requires all the members
of the vectors e and d. Therefore the total parity prediction logic comes to slightly
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Fig. 8.10 Power analysis: classical, LDPC, Hamming and TMR

Table 8.3 Delay overhead in correction for various multiplier sizes

# of outputs r LDPC r Hamming Delay Hamming Delay LDPC

2–3 3 3 2txor C 2tand C tinv 3txor C tand

4 4 3 5txor C 2tand C tinv 4txor C tand

5–6 4 4 5txor C 3tand C tinv 4txor C tand

7–10 5 4 5txor C 3tand C tinv 5txor C tand

11 6 4 5txor C 3tand C tinv 5txor C tand

12–15 6 5 6txor C 4tand C tinv 5txor C tand

16–21 7 5 6txor C 4tand C tinv 5txor C tand

22–26 8 5 6txor C 4tand C tinv 5txor C tand

above 100%. Apart from this, additional XOR gates are required to implement the
parity check equations, which depend on Hamming weight of the rows of H. The
delay overhead is contributed by the output parity generator, syndrome decoding
plus one XOR gate delay for the correction. Table 8.3 shows the comparison the
proposed LDPC based scheme and Hamming based approach for various multiplier
sizes. As we can see, the delay penalty is minimum in LDPC based design, this
is mainly due to sparse matrix structure of LDPC, moreover only single AND is
required for syndrome decoding.

8.6 SEC and DED Multiplier: Automated Synthesis

In this section, we present the proposed design of Single Error Correction (SEC)
and Double Error Detection (DED) bit parallel multipliers over GF.2m/. The basic
structure of the multiplier is shown in Fig. 8.11. The classical bit-parallel multiplier
is designed by the method described in Sect. 8.2. Similar to previous proposals sizes
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Fig. 8.11 Galois field bit
parallel multiplier with SEC
and DED

of the parity prediction circuits depend on the number of input bits. Next, we present
the algorithm for designing the proposed scheme with an example.

Let
!
c
1 D Œc10 ; c

1
1 ; c

1
2; : : : ; c

1
m�1�T be the output of the multiplier and

!
c D

Œc0; c1; c2; : : : ; cm�1�T the corrected output. Also let r be the number of parity bits,

and
!
p D Œp0; p1; : : : ; pr�1�T and

!
p
1 D Œp10; p

1
1; : : : ; p

1
r�1�T respectively be the

predicted and the parity bits generated from the output bits. Let H be the parity
check matrix associated with the proposed single error correction scheme.

Design Procedure:

• Determine the number of parity bits (r) required to satisfy the equationmC r C
1 � 2r .

• Construct the H matrix, with .m C r/ non-zero r-bit column vectors. The
dimension of the resulting matrix is r 	 .mC r/.

• A column vector with a single 1 is assigned to parity Pi .
• The column vector with all 1s is assigned to output bit cm�1.
• The remainingm columns are assigned the output bits ci , without any constraints.
• Generate predicted parity expressions in terms of ci s. Next, substitute expres-

sions for ci and simplify to get the final expression in terms of ai s and bis .
• For DED choose the parity check matrix such that the output bits are assigned to

the columns with odd number of ones. In this case additional parity bits maybe
required.

• Finally, combine the multiplier, PP, output encoder, decoder, and the correction
logic as shown in Fig. 8.11.

The following example illustrates the above design procedure.

Example 8.9. Consider the multiplier structure over GF.24/ constructed in Example
8.2. Here we have m D 4. Therefore, we need 3 parity bits to correct single errors.
We have,
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H D
p0 p1 p2 c0 c1 c2 c3
1 0 0 1 1 0 1

0 1 0 1 0 1 1

0 0 1 0 1 1 1

.

Therefore, the parity check equations are: p0 D c0 C c1 C c3Ip1 D c0 C c2 C
c3Ip2 D c1Cc2Cc3. Substituting for c0, c1, c2, and c3, the final predicted parity bits
are: p0 D d0Cd1Cd3Ce1Ce2Ip1 D d1Cd2Cd3Ce2Ip2 D d1Cd2Cd3Ce0Ce2.

The d and e are as follows: d0 D a0b0; d1 D a1b0 C a0b1; d2 D a2b0 C a1b1 C
a0b2; d3 D a3b0Ca2b1Ca1b2Ca0b3; e0 D a3b1Ca2b2Ca1b3; e1 D a3b2Ca2b3;
e2 D a3b3.

The modified expression for double error detection is as follows.

Example 8.10. Consider the multiplier structure over GF.24/ constructed in Ex-
ample 8.2. The parity check matrix H that satisfies the double error detection
condition is

H D

p0 p1 p2 p3 c0 c1 c2 c3
1 0 0 0 1 0 1 1

0 1 0 0 1 1 0 1

0 0 1 0 1 1 1 0

0 0 0 1 0 1 1 1

.

Therefore, the parity check equations are: p0 D c0 C c2 C c3Ip1 D c0 C c1 C
c3Ip2 D c0 C c1 C c2Ip3 D c1 C c2 C c3. The final predicted parity bits for
this case are: p0 D d0 C d2 C d3 C e2Ip1 D d0 C d1 C d3 C e1 C e2Ip2 D
c0 C c1 C c2 C e0 C e2Ip3 D d1 C d2 C d3 C e0 C e2. In the DED architecture in
some cases we need additional parity bits, as in the above case, which is associated
with an increase in area.

8.6.1 Area Overhead

In the proposed parity prediction we need to generate the d and e from the input
operands. Apart from this we have the decoding and correction circuitry. Hence,
the total hardware overhead is greater than that of the multiplier hardware. The
delay overhead is contributed by the EXOR gates in the output parity generator
plus one EXOR gate delay for the correction, together with the decoder delay.
As we can see, in the above structural approach we did not optimize the overall
hardware requirement. Instead, we employ a synthesis tool, specifically targeted
for the polynomials over GF.2m/, to optimize the hardware. We synthesized the
multipliers and PP logic separately, and determined the area overhead of the PP
logic to be less than 100%. The synthesis and optimization technique is presented
in the following.
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8.7 Synthesis and Optimization

We present a technique for synthesis and optimization of the multiple-output,
multivariate polynomials over GF.2m/. The circuits with and without the error
correction schemes have been represented in terms of these polynomials, which we
have synthesized with this technique. The polynomials are represented as the Shared
Galois Polynomial Decision Diagrams (SGPDDs) [10]. For example, Fig. 8.12a
shows the SGPDD representation of the polynomial f .a; b; c/ D aCˇbc3Cˇa2c3
over GF.4/, where f˛; ˇg 2 GF.4/.

If the initial specification is not over finite fields, e.g. over Boolean or MIN-MAX
post algebra, then the technique of [10] is applied for computing the coefficients of
the polynomials and storing them as the SGPDDs.

Once the SGPDDs are obtained, circuits are synthesized by decomposing and
factoring the SGPDDs based on finding cuts within the SGPDDs. A cut is a
partitioning of the nodes in the SGPDD into two sets T and B , where T contains
internal nodes and the root and B contains external, internal, and the last nodes, i.e.
internal nodes which have the external nodes as their children. Effectively a cut can
factorize an SGPDD realizing a function f in GF.2m/ as f D D � Q C R. Cut
based algorithms have been used for synthesis in the Boolean domain, e.g. [24]. In
this approach we quickly factorize a polynomial over GF.2m/ based on cuts on their
SGPDDs to construct an expression DAG based multiple output shared netlist. The
netlist constitutes two types of nodes: internal nodes which can either be GF.2m/
adders or multipliers, or external nodes which can only be constants and variables
over GF.2m/. The internal nodes can have two children. The netlists are further
synthesized based on additional factorization and optimization.
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8.7.1 Decomposing from SGPDD

Given a variable x and a SGPDD for a function f , there are two types of
decomposition possible: (i) multiplicative, which represents f as f D X 	 Y ,
and (ii) additive, which represents f as f D W C Z. Here X , Y , W , and Z
are SGPDDs. To perform a decomposition a cut is performed above the nodes
representing x. Let vx be a node representing x. To obtain the multiplicative
decomposition all the paths in the original SGPDD from nodes above the cut leading
to vx are reconnected to the terminal node 1 and the result is reduced. This givesX .
Y is simply the SGPDD rooted at vx . To obtain the additive decomposition all the
paths in the original SGPDD from nodes above the cut leading to vx are reconnected
to the terminal node 0 and the result is reduced. This gives W . Z is obtained by
reconnecting all the paths from the nodes above the cut that do not pass through
vx to the terminal node 0 and reducing the result. The proof for this reasoning is
straight forward and has been left out for brevity.

The netlists are obtained by decomposing the SGPDDs with a fast greedy
heuristic algorithm based on the decomposition rules stated above. The algorithm
recursively decomposes a function f , represented as an SGPDD rooted at f , as
f D D�QCR, whereD,Q, andR are SGPDDs also. Then each of the components,
D, Q, and R are again decomposed until we reach a point where we cannot
decompose the function further. The results are then added to the netlists, which
are optimized with an efficient netlist optimization algorithm. Figure 8.12 shows an
example. The cuts are shown with horizontal broken lines. Figure 8.12a performs
an additive decomposition, Fig. 8.12b performs a multiplicative decomposition, and
finally, Fig. 8.12c performs another additive decomposition to obtain the final result
..a/ C ..ˇc3/ 	 ..a2/ C .b////, which is added to the netlist. This requires one
multiplier and two adders over GF.2m/. The terms with the exponents, i.e. ˇc3 and
a2, can be implemented in two ways: either using shared square and multiply, or
by using a 2-input 2-output look-up-table (LUT) for each of the terms since we
are dealing with GF.4/. Our technique can do either depending on which option
is given. In general, if the LUT option is given, then the polynomials of the form
p.x/ D P2m�1

iD0 cix
i over GF.2m/, where ci 2 GF.2m/, are generated as a single

m-inputm-output LUT.

8.7.2 Factorizing Netlists

Once the netlists are obtained, common factors are determined by walking through
chains of multipliers following chains of adders. Figure 8.13a shows the netlist
corresponding to a general structure of the form Z D ..AX C Y /C BX/. Clearly,
X is factorizable. To factorize X , Z is restructured as Z D ..AX C BX/ C Y /

(Fig. 8.13b) and then the factorization is carried out as Z D ..X.A C B// C Y /

(Fig. 8.13c). The structure within the circle in Fig. 8.13b is the network of Fig. 8.13a
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Fig. 8.13 Factorizing from
netlist

after its pointers have been readjusted. After restructuring the netlists an efficient
optimization technique, presented in the following, is applied to obtain the final
optimized netlist.

The algorithm for factorization proceeds by trying out all the possible factoriza-
tions, and only stops when there are no more terms which can be factored out.

8.7.3 Optimizing Netlists

Netlists are optimized by processing them recursively from the external (i.e. variable
or constant) nodes towards the root node. Each node is visited exactly once. For each
node u the following is done. If u is already processed then its reference is returned
so that it can be shared; otherwise its information is stored in a hash table for sharing.
If u is an internal (i.e. GF.2m/ multiplier/adder) node, then let v0 and v1 be its two
children. If both v0 and v1 are constants, then replace u with v0 op v1 where op is
either addition or multiplication over GF.2m/, i.e. perform constant propagation.
Replace u with vi (i 2 f0; 1g), if u D vi 	 1 or u D vi C 0. Replace u with 0, if
u D vi 	 0 or u D vi C vi . This algorithm can be shown to be optimal w.r.t. two
input addition and multiplication over GF.2m/ under a fixed netlist transformation.

For example, given the netlist of Fig. 8.13b this algorithm will yield the netlist of
Fig. 8.13c.

8.8 Experimental Analysis

Our experiences suggest that the industrial tools such as the Synopsys compilers
seem to be incapable of efficiently optimizing the circuits over GF.2m/. This
has motivated us in considering our own automatic synthesis and optimization
techniques for the multipliers and PP logic. Therefore, in this section we include
comparison with the Synopsys tools as well.

The techniques presented here have been implemented in Gnu CCC 3.2.2-5
on a computer with 640 MB RAM and a 600 MHz Athlon processor running
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Table 8.4 Multipliers over GF.28/ for all the 16 primitive polynomials

Prim Poly

Synopsys only
(area, delay, power)
(�m2, ns, mW) (a,m)

Proposed technique
(area, delay, power)
(�m2, ns, mW)

285 (141,689.3, 18.8, 130.9) (87,64) (2,628.9, 1.6, 4.2)
299 (152,603.3, 14.6, 125.7) (85,64) (2,609.5, 1.7, 4.1)
301 (132,595.5, 15.0, 125.4) (84,64) (2,580.5, 1.5, 4.0)
333 (140,896.3, 15.2, 129.3) (84,64) (2,574.0, 2.0, 4.1)
351 (135,107.6, 17.9, 121.5) (100,64) (2,757.9, 1.5, 4.3)
355 (143,195.4, 17.4, 126.0) (88,64) (2,612.7, 1.8, 4.2)
357 (144,472.7, 14.8, 133.5) (84,64) (2,548.2, 1.5, 4.0)
361 (135,227.9, 16.3, 125.6) (88,64) (2,628.9, 1.7, 4.2)
369 (132,405.8, 17.6, 130.2) (89,64) (2,722.4, 1.9, 4.3)
391 (130,577.4, 15.9, 126.5) (79,64) (2,441.8, 2.2, 3.8)
397 (139,992.8, 14.4, 122.3) (87,64) (2,532.1, 2.0, 4.0)
425 (141,879.6, 15.6, 118.9) (94,64) (2,690.2, 2.0, 4.3)
451 (139,612.7, 17.6, 123.9) (79,64) (2,493.4, 1.8, 3.9)
463 (141,228.2, 17.8, 122.9) (90,64) (2,661.1, 1.9, 4.1)
487 (150,703.6, 16.7, 138.8) (92,64) (2,632.1, 1.9, 4.1)
501 (129,935.6, 16.0, 119.2) (104,64) (2,906.3, 2.3, 4.7)

RedHat Linux with kernel-2.4.20-43.9. The Synopsys design compiler was run on
a dual processor Pentium 4 Linux machine with 2 GB RAM and kernel-2.4.21-
20.EL. The benchmarks were stored as two-level AND-OR PLAs to enable us
to determine how effective the proposed technique is in optimizing area, power,
and delay. Also the Synopsys design compiler understands this format. After the
synthesis and optimization the results were saved in the VHDL format, which were
passed to the Synopsys design compiler (power was estimated with the Synopsys
power compiler). The PLAs were also passed directly to the Synopsys compiler for
optimizing without the aid of the proposed technique.

We have minimized multipliers over GF.2m/ (2 � m � 8) for all the 51
primitive polynomials in 0.18�m CMOS technology. Table 8.4 shows results for the
8-bit multipliers. Column 1 represents the primitive polynomials, while Column 2
represents the area, delay, and power reported by the Synopsys design compiler
without the aid of the proposed technique. The column with the heading “Proposed
Technique” shows the result of applying the proposed technique first, and then
applying the Synopsys compiler on the resulting VHDL files. The letters ‘a’ and
‘m’ represent 2-input EXOR and AND gates respectively. Here area, delay, and
power are in 10�6 mm2, nano seconds, and mW respectively. Power was estimated
at 1.8 V. Significant area, delay, and power reduction is observable. Clearly the
number of AND gates is m2 for all the cases. The number of EXOR gates is
m2 C k, where k is a constant. As compared with [9], which reports 2m2 � 1

2-input AND gates and 2m2 � 3m C 1 EXOR gates, the proposed technique
produced better results. For the 8-bit multipliers this technique reports maximum
area of 0.002906 mm2, whereas [9] reported 0.0128 mm2, i.e. about 4.4 times better
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Table 8.5 Parity prediction over GF.28/ for all the 16 primitive polynomials

Prim Poly

Synopsys only
(area, delay, power)
(�m2 , ns, mW) (a, m)

Proposed technique
(area, delay, power)
(�m2 , ns, mW)

285 (52,925.58, 14.41, 58.32) (90,32) (1,986.96, 1.70, 3.47)
299 (52,623.49, 13.40, 56.23) (89,32) (1,974.09, 1.69, 3.33)
301 (49,006.48, 11.54, 56.62) (98,32) (2,003.09, 2.02, 3.36)
333 (49,680.62, 9.14, 53.52) (99,32) (2,077.28, 1.58, 3.61)
351 (55,173.80, 10.93, 61.20) (104,32) (2,119.21, 1.80, 3.75)
355 (50,380.56, 10.10, 55.11) (95,32) (1,948.26, 1.82, 3.42)
357 (48,406.52, 11.25, 54.37) (96,32) (2,025.67, 1.61, 3.59)
361 (52,715.91, 11.86, 58.40) (101,32) (2,212.75, 1.57, 3.80)
369 (52,622.36, 10.76, 64.88) (84,32) (1,851.49, 1.74, 3.09)
391 (53,164.29, 14.66, 62.55) (96,32) (1,799.80, 1.58, 3.03)
397 (53,661.00, 12.11, 62.41) (89,32) (1,957.93, 1.56, 3.24)
425 (47,367.86, 9.29, 52.96) (89,32) (1,935.35, 1.65, 3.33)
451 (50,512.83, 10.86, 55.84) (100,32) (2,151.47, 1.66, 3.76)
463 (53,261.04, 12.45, 59.48) (88,32) (2,025.67, 1.62, 3.43)
487 (51,354.72, 13.45, 57.15) (99,32) (2,077.28, 2.00, 3.73)
501 (51,045.23, 13.30, 56.12) (101,32) (2,067.61, 1.83, 3.74)

(5.2 times better for polynomial 391). Also, it reports about two times reduced
delay. For the 4-bit case the proposed technique reports about 0.000522 mm2 area
with the primitive polynomial 25, i.e. over five times better. It is not possible to
directly compare this technique with [7,21] because these techniques have reported
only theoretical results, with m2 2-input AND gates and approximately m2 C k

EXOR gates depending on the number of terms in the polynomials and their
positions, without any implementation. However, clearly our technique is capable of
closely matching the theoretical limits reported by these techniques, despite being a
heuristic synthesis technique for the polynomials over GF.2m/, where as techniques
such as [7,21] are designed only for hand synthesizing the multipliers over GF.2m/.

Table 8.5 shows the parity prediction counterpart of Table 8.4. Table 8.5 reports
more or less the same performance improvements for the PP logic (area, delay,
power) compared to Table 8.4. Figures 8.14–8.16 show the comparison between
the multipliers and PP logic. Mostly, the area of the PP logic is less than that
of the multipliers. On an average, for the designs considered here based on the
proposed technique, the total area overhead is about 98.5%. As opposed to this, the
structural designs required slightly over 100% area overhead. The improvement, we
believe, could be because of the highly effective optimization done by the proposed
technique. The delay penalty is about 55% of that of the multipliers. The power
overhead is approximately 103%. Compared to the traditional techniques such as
the TMR, which is associated with an overhead of more than 200%, the proposed
technique is much better. Figure 8.17 shows the error correction scheme for the
serial architecture.
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Fig. 8.14 Area: bit parallel multiplier vs. PP

Delay: Multiplier vs. PP
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Fig. 8.16 Power: bit parallel multiplier vs. PP
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8.9 Multiple Error Detection

In this section, a systematic method for designing multiple bit error detection and
correcting bit parallel polynomial basis (PB) multipliers over GF(2m) is proposed.
One of the problems in the approaches presented in the previous section is that the
design can not correct multiple bit errors at the output. Due to the nature of faults in
the cryptographic context and their potential effects on the security of the system, in
certain cases multiple bit error detection is more important than correction. Fault-
tolerance in finite filed multiplier have been addressed in [1, 20]. However, these
techniques are specific to one particular multiplier structure.

First, presented a multiple error detection using Low Density Parity Check
Codes (LDPC). The expressions for the parity prediction are derived from the input
operands, and are based on the primitive polynomials of the fields. For multiple
bit error correction we use Reed Solomon codes. Comparison with traditional
techniques, shows better area and power performance.

In this section, a technique for designing bit parallel multipliers with multiple
error detection is proposed. The basic structure of the multiplier is shown in
Fig. 8.1. The classical bit-parallel multiplier is designed by the method described
in Sect. 8.2. The modified single error correcting architecture is shown in Fig. 8.18.
Apart from the functional unit of the multiplier, it consists of a parity prediction
unit, output parity generation unit, and the comparison and error detection logic.
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Fig. 8.18 Proposed multiple
error detection multiplier over
GF.2m/

For error Multiple Error Detection (MED), we use the parity prediction, which is
based on LDPC code. The advantage of the LDPC codes is that the complexity of
the encoding and decoding logic is simple. We give more emphasis on the error
detection, rather than correction, of fault. The reason is that the number of faults
detectable (d � 1) is larger than the number of correctable faults .

�
d
2

˘
/, where d is the

minimum distance of the error correction code used. Furthermore, due to the nature
of faults in the cryptographic context and their potential effects on the security of
the system, the detection of the errors is more important than correction. The sizes
of the parity prediction circuits depend on the number of input bits. Next, we derive
the closed form expressions for the predicted parity bits.

For the LDPC codes proposed in the previous section the hamming distance is
3. Now if we add an overall parity the overall hamming distance will be 4. Hence

we could detect any three errors. Let
!
c D Œc0; c1; c2; : : : ; cm�1�T be the output of

the multiplier and the corrected output. Also let r be the number of parity bits,

and
!
p D Œp0; p1; : : : ; pr�1�T and

!
p
1 D Œp10; p

1
1; : : : ; p

1
r�1�T respectively be the

predicted and the parity bits generated from the output bits. Let H be the parity
check matrix associated with the proposed single error correction scheme.

8.9.1 Design Procedure

• Determine the number of parity bits (r) required to satisfy the required hamming
distance and hence the number of detectable errors.

• Construct the H matrix based on the approach proposed in the previous section
with an overall parity check bit added.

• A column vector with a single 1 is assigned to parity Pi .
• The remainingm columns are assigned the output bits ci , without any constraints.
• Generate predicted parity expressions in terms of ai s and bi s.
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Example 8.11. Consider the multiplier structure over GF.26/, with primitive poly-
nomial. Here we havem D 6. Therefore, we need 4 parity bits to detect three errors.
We have,

H D

2
66666664

c0 c1 c2 c3 c4 c5 p0 p1 p2 p3 p4

1 1 1 1 1 1 1 0 0 0 0

1 0 0 1 0 1 0 1 0 0 0

1 1 0 0 1 0 0 0 1 0 0

0 1 1 1 0 0 0 0 0 1 0

0 0 1 0 1 1 0 0 0 0 1

3
77777775

The predicted parity of outputs based on the above H matrix is given by

p0 D c0 C c1 C c3 C c4 C c5 (8.25)

p1 D c0 C c3 C c4 (8.26)

p2 D c0 C c1 C c4 (8.27)

p3 D c1 C c2 C c3 C c1 (8.28)

p4 D c2 C c4 C c5 (8.29)

(Here, the ‘C’ sign represents XOR operation.)

p0 D d0 C d1 C d3 C d4 C d5 (8.30)

p1 D d0 C e0 C d3 C e2 C d4 C e4 (8.31)

p2 D d0 C d1 C e1 C d4 C e4 C e3 (8.32)

p3 D c1 C c2 C c3 C c1 (8.33)

p4 D d2 C e2 C e1 C d4 C e3 C d5 (8.34)

where, the d and e outputs of the network are given below.
d0 D a0b0; d1 D a1b0 C a0b1; d2 D a2b0 C a1b1 C a0b2; d3 D a3b0 C a2b1 C

a1b2 C a0b3; d4 D a4b0 C a3b1 C a2b2 C a1b3 C a0b4; d5 D a5b0 C a4b1 C a3b2 C
a2b3 C a1b4 C a0b5;
e0 D a5b1 C a4b2 C a3b3 C a2b4 C a1b5; e1 D a5b2 C a4b3 C a3b4 C a2b5;

e2 D a5b3 C a4b4 C a3b5; e3 D a5b4 C a4b5; e5 D a5b5.

Table 8.6 shows the comparison of the area overhead for various multiplier sizes.
On average the overhead is about 100%.

8.10 Multiple Bit Error Correction

In this sect a systematic method for designing multiple detection and correction
techniques for multiplier circuits for Galois fields over GF(2m) which is one of the
key building blocks in many crypto architectures is considered. We used multiple
parity predictions to detect multiple errors applying popular error correcting codes.
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Table 8.6 Details of hardware overhead for different multipliers for
multiple error detection

Field size
Multiplier
area in �m2

PP and other circuitry
area in �m2 % Overhead

GF.210/ 3,844.20 4,154.448 108.0
GF.211/ 4,656.90 4,941.5 106.1
GF.212/ 5,547.00 5,805.968 104.6
GF.213/ 6,514.50 6,747.852 103.5
GF.214/ 7,559.40 7,767.152 102.7
GF.215/ 8,681.70 8,863.868 102.0

8.10.1 Reed-Solomon Code

Reed-Solomon codes belong to a family of Forward Error Correction (FEC) codes
known as linear block codes. Linear block codes encode message as a block and
the redundant information is unique per block i.e. the whole message block is
passed into the encoder one block at a time and the encoder has no memory of
any information from the previous block. This is different to convolutional codes
which encode continuously. One can think of this style of encoding as a window
sliding over the information bits. In conventional Reed Solomon encoder, the bits
inside the window are encoded, and therefore the encoded bits depend on previous
bits, i.e. the encoder has memory. In the proposed technique a different approach is
taken, that is a parallel encoder which does not have any memory is used.

Reed-Solomon (RS) codes were first proposed by Reed and Solomon in 1960
[19]. They are known to be very efficient algebraic codes, i.e. can correct a large
number of errors with a low overhead. By the very nature of their structure, RS
codes are well suited to FEC in bursty noise environments [11, 17, 23]. The codes
have the power to correct errors that occur in a cluster. Decoding RS codes is a non-
trivial task. There are two fundamental types of decoding. Hard Decision Decoding
(HDD) first thresholds the received data, effectively making a hard decision for each
bit (0 or 1). Then, using the properties of the code, the decoder detects and corrects
the bits that are in error. In contrast, Soft Decision Decoding (SDD) uses all the
information received from the channel, i.e. no thresholding of the received data.

8.10.2 Parallel Encoder

Reed-Solomon codes operate over an extended binary field GF(2m) and each symbol
in a RS code word is an element from the corresponding Galois field. RS codes
have the following parameters: n D 2m � 1 symbols in a code word k D the number
of message symbols n � k D 2t redundant symbols. t D the number of errors to be
corrected.

dmin D 2t C 1



302 J. Mathew et al.

GF Multiplier
   Reed-Solomon Check

Symbol  Prediction
Circuit

4C

m m m m

A AB B

Syndrom Genration

S1
-1

decoder

3C 2C 1C 0C

S2
-1

S2
-1

S1
2

S1
2. S1

-1.S2

S1S2

RP1 RP0

Fig. 8.19 Proposed multiple
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To construct the generator for a Reed Solomon code, we need to select the
appropriate finite field and choose roots. Let the roots be ˇi to ˇiC2t�1, the generator
polynomial will be g(X) D (XCˇi /.X C ˇiC1/ � � � .X C ˇiC2t�2/.X C ˇiC2t�1/
where t is number of symbol errors that can be corrected.

In this section, a systematic method for designing multiple bit error correcting
bit parallel polynomial basis (PB) multipliers over GF(2m) is proposed. Here we
use Reed Solomon based scheme for error correction. The basic structure of the
multiplier is shown in Fig. 8.1. The classical bit-parallel multiplier is designed by the
method described in Sect. 8.2. The modified multiple error correcting architecture
for a GF .215/multiplier is shown in Fig. 8.19. Apart from the functional unit of the
multiplier, it consists of a reed Solomon check bits generation, syndrome generator,
and correction logic. The sizes of the parity prediction circuits depend on the number
of input bits. Next, we derive the closed form expressions for the predicted parity
bits.

The basic principle of multiple bit error correction is explained by considering
the following motivating example. Here we consider a GF.2/15 bit multiplier. Let
the roots be ˇ and ˇ2, the generator polynomial will be g(X) D (X+ˇ/.XCˇ2/. i.e.
g(X) D X2 C ˇ4X C ˇ3 The symbols encoded with above g(x) could correct one
symbol error.
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Table 8.7 Field elements
GF(8) with
P.x/ D x3 C x C 1

Element Representation

0 000
1 001
ˇ 010
ˇ2 100
ˇ3 D ˇC 1 011
ˇ4 D ˇ2 C ˇ 110
ˇ5 D ˇ2 C ˇC 1 111
ˇ6 D ˇ2 C 0C 1 101
ˇ7 D 1 001

Let
!
c D Œc0; c1; c2; : : : ; c14�

T be the output of the multiplier. The 15 bit output is
divided into 5 three bit symbols over GF(23). Table 8.7 shows the field elements of
GF(23) with P.x/ D x3 C x C 1.

Let RP1 and RP0 denotes the two Reed Solomon check symbols which is
generated from the input operand.

RP0 D ˇC4 C ˇC3 C ˇ3C2 C C1 C ˇ3C0
RP1 D ˇ4C4 C ˇ5C3 C ˇ5C2 C C1 C ˇ4C0
C4 D .c14; c13; c12/

C3 D .c11; c10; c9/

C2 D .c8; c7; c6/

C1 D .c5; c4; c3/

C0 D .c2; c1; c0/

ˇC4 D .c13; c14 C c12; c14/

ˇC3 D .c10; c11 C c9; c11/

ˇ3C2 D .c8 C c7; c8 C c7 C c6; c8 C c6/

C1 D .c5; c4; c3/

ˇ4C0 D .c2 C c1 C c0; c1 C c0; c2 C c1/

RP0 D .rp02; rp01; rp00/

rp02 D c13 C c10 C c8 C c7 C c5 C c2 C c1 C c0 rp01 D c14 C c12 C c11 C
c9 C c8 C c7 C c6 C c4 C c1 C c0 rp00 D c14 C c11 C c8 C c6 C c3 C c2 C c1
rp02 D d13 C e13 C e12 C d10 C e10 C e9 C d8 C e8 C d7 C e6 C d5 C e5 C e4 C

d2 C d1 C d0 C e0
rp01 D d14 C e13 C d11 C e11 C e10 C d9 C e9 C d8 C C d7 C d6 C e5 C d4 C

e4 C e3 C d1 C e1 C d0
rp00 D d14 C e14 C e13 Cd11 C e11 C e10 C d8C e8 C e7 C d6C e6 C e5 C d3C

e3 C d2 C e1 C d1 C e1 C e0
Deriving the bit level details of the RP1, we have RP1 D ˇ4C4Cˇ5C3Cˇ5C2C

C1 C ˇ4C0
ˇ4C4 D .c14 C c13 C c12; c13 C c12; c14 C c13/

ˇ5C3 D .c10 C c9; c9 ; c11 C c10 C c9/

ˇ5C2 D .c8 C c7; c6 ; c8; c7 C c6/

C1 D .c5; c4; c3/

ˇ4C0 D .c2 C c1 C c0 ; c1 C c0; c2 C c1/
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Table 8.8 Hardware overhead for GF.215/ multiplier with multiple error
correction

Field size
Multiplier
area in �m2

PP and other circuitry
area in �m2 % Overhead

GF.215/ 8,681.70 15,958.868 184.82

RP1 D .rp12; rp11; rp10/

rp12 D c14Cc13Cc12Cc10Cc9Cc8Cc7Cc5C.c2Cc1C c0 rp11 D c13Cc12C
c9C c6 C c4C c1Cc0 rp10 D c14Cc13Cc11C c10C c9C c8C c7C c6C c3C c2C c1/

rp12 D d14 C e13 C d12 C e10 C e9 C d9 C e8 C e7 C d7 C e6 C e7 C d5 C e4 C
Ce5d2 C d1 C d0 C e0 rp11 D d13 C e13 C e12 C d12 C e10 C e9 C d9 C e8 C e7 C
d6 C e6 C e5 C d4 C e4 C Ce3d1 C d1 C d0 rp10 D d14 C e14 C d13 C e12 C d11 C
e11 C d10 C d9 C e8 C d7 C e7 C e6 C d3 C e3 C e2 C d1 C e1 C e0

Let the output of the multiplier be

C.X/ D C4X
6 C C3X

5 C C2X
4 C C1X

3 C C0X
2 CRP1X CRP0

Syndrome S1 D .s12; s11; s10/ is generated by

S1 D C4ˇ
6 C C3ˇ

5 C C2ˇ
4 C C1ˇ

3 C C0ˇ
2 CRP1ˇ CRP0

ˇ6C4 D .c12; c14; c13 C c12/ ˇ
5C3 D .c10 C c9; c9; c11 C c10 C c9/ ˇ

4C2 D
.c8 C c7 C c6; c7 C c6; c8 C c7/ ˇ

3C1 D .c5 C c4; c5 C c4 C c3; c5 C c3/ ˇ
2C0 D

.c2 C c0; c1 C c0; c1/

ˇ1RP1 D .rp11; rp12 C rp10; rp12/

RP0 D .rp02; rp01; rp00/

s12 D c12 C c10 C c8 C c7 C c6 C c5 C c4 C c2 C c0 C rp11 C rp02/ s11 D
c14 C c9 C c7 C c6 C c5 C c4 C c3 C c1 C c0 C rp12 C rp10 C rp01/ s10 D c13 C
c12 C c11 C c10 C c9 C c8 C c7 C c5 C c3 C rp10 C rp12 C rp00/

Syndrome S2 D .s22; s21; s20/ is generated by evaluating the output polynomial
at ˇ2

S2 D C4ˇ
12C C3ˇ

10C C2ˇ
8 C C1ˇ

6 C C0ˇ
4 CRP1ˇ

2 CRP0
S2 D C4ˇ

5 C C3ˇ
3 C C2ˇ

1 C C1ˇ
6 C C0ˇ

4 CRP1ˇ
2 CRP0

ˇ5C4 D .c13Cc12; c12; c14Cc13Cc12/ ˇ3C3 D .c11Cc10; c11Cc10Cc9; c11Cc9/
ˇ1C2 D .c7; c8Cc6; c8/ ˇ6C1 D .c2; c5; c4Cc3/ ˇ4C0 D .c2Cc1Cc0; c1Cc0; c2C
c1/ ˇ

2RP1 D .rp12 C rp10; rp12 C rp11; rp11/ RP0 D .rp02; rp01; rp00/

s22 D c13 C c12 C c11 C c10 C c7 C c2 C c1 C rp12 C rp10 C rp02/ s21 D
c12 C c11 C c10 C c9 C c8 C c6 C c5 C c1 C c0 C rp12 C rp11 C rp01 s20 D
c14 C c13 C c12 C c11 C c9 C c8 C c4 C c3 C c2 C c1 C rp11 C rp00

The above check symbols are used for generating the syndrome. Table 8.8 shows
area analysis of the above design example. The overhead is about 185%, however it
is much less than a N modular error correction. The above design can correct three
errors (one symbol error).
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8.10.3 Improvement in Robustness

As discussed previously, for security reasons, especially to provide resistance
against fault-based attacks, it is very important to verify the correctness of com-
putations in cyptographic computations. Error detection may be a countermeasure
for many security applications. However, error correction (in other words fault-
tolerant characteristic) enables a module to perform its normal operation in spite
of faults. Therefore, the above error detection and correction will result in more
reliable modules.

8.11 Chapter Summary

Error correction is an effective way to mitigate fault related attacks in cryptographic
hardware. Commonly, higher level mechanisms are adapted to protect the archi-
tecture. This chapter proposes an alternative hardware architecture compared to
the existing approaches. Furthermore, the proposed technique can also be applied
to tackle the problem of soft errors in logic circuits. The experimental results
suggest that there is approximately, on an average, slightly over 100% area/power
overhead and 54.5% delay penalty over the conventional designs. The delay penalty
is mainly due to the output parity generation, decoding, and correction circuitry.
Also presented in this chapter an automatic synthesis approach for designing SEC
and DED finite field multipliers. Also presented a heuristic gate- as well as word-
level synthesis and optimization technique for the polynomials over GF.2m/ for
designing the SEC and DED multipliers. The experimental results suggest that this
technique can significantly reduce area, delay, and power compared to the industrial
tools and also closely match the theoretical limits. The performance figures also
closely match those of the structural technique presented in this chapter. Therefore,
we can conclude that using our technique near optimal SEC and DED multiplier
circuits can be designed for the polynomials over GF.2m/.
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Chapter 9
Low Cost C-Testable Finite Field Multiplier
Architectures

Jimson Mathew, H. Rahaman, and D.K. Pradhan

9.1 Motivation

Design for Test (DFT) techniques attempt to improve access to the internal state
of the crypto hardware either by improving control of internal nodes from the
primary inputs or by improving observation capability of values on internal nodes
at the primary outputs or both. Scan-based test is a powerful Design-For-Testability
(DFT) technique. Scan DFT technique improves controllability and observability of
internal circuit nodes. In scan DFT some internal registers and flip-flops are tied
together into one or more scan chains and connected possibly to a five-pin serial
JTAG boundary scan interface for external test [1]. In the JTAG interface, TCK is
the test clock signal while TMS selects normal mode or test mode. TRST is the reset
signal for test controller. During testing, test vectors can be scanned in via the TDI
input pin and internal registers can be scanned out via TDO output pin [17]. Scan
chains are typically automatically inserted into the design by test synthesis tools.
A scan chain is classically organized according to the physical positions of the flip-
flops. During chip packaging, scan chains are either connected to the external JTAG
interface pins to provide on-chip debug and maintenance in field capabilities [6]
or left unbound to prevent access. However, unbound scan chains can still be
accessed as discussed [19]. Recently scan-based testing has been demonstrated
to assist in non-invasive attacks to steal important information such as intellectual
property (IP) and/or secret keys [5, 8, 15, 20]. Such scan testing based attacks have
added to an already growing customer concern of hardware security [7, 13, 18]. As
more information security measures are implemented on chip additional security
measures must be implemented to defend from the multitude of intrusive and side-
channel attacks.

J. Mathew (�) • H. Rahaman • D.K. Pradhan
Department of Computer Science, University of Bristol, Bristol, UK
e-mail: jimson@cs.bris.ac.uk; hafizur@cs.bris.ac.uk; pradhan@cs.bris.ac.uk

J. Mathew et al. (eds.), Energy-Efficient Fault-Tolerant Systems,
DOI 10.1007/978-1-4614-4193-9 9, © Springer ScienceCBusiness Media New York 2014

307

mailto:jimson@cs.bris.ac.uk
mailto:hafizur@cs.bris.ac.uk
mailto:pradhan@cs.bris.ac.uk


308 J. Mathew et al.

Based on the test terminology used above, security of a chip can be defined as
the extent to which the controllability and observability of its internal registers are
restricted. Clearly, a scan based testability approach compromises the security of
the internal hardware, which can lie in the scan data paths. Consequently, from a
security perspective, cryptographic hardware should minimize controllability and
observability of the internal state to a minimum. In this chapter we will investigate
security aware DFT techniques which tests block on-chip. In particular, finite
field multiplier which is one of the key block, is considered. Different testability
approaches are investigated.

9.2 Introduction

First, a testability approach without any hardware modification of multiplier struc-
ture is considered. Second, two approaches with extra control pins are illustrated. C
testability is important in cryptographic architectures because traditional scan based
techniques are prone to side channel attacks [13, 19, 20].

To date, the testability issues of these multipliers have not been fully explored,
despite their applications in critical areas such cryptography, error control and
reliability, etc. First a structural approach is presented. Second, a C-testable designs
of PB multipliers over GF.2m/ is considered. For an m-bit multiplier, a constant
test set of length 8 is sufficient to detect all the single stuck-at faults. This method
requires 3 control inputs. We also present another method which requires fewer
control inputs and constant 7 vectors, but at the cost of about 33% extra hardware.
We have observed that this test length is much lower than that required by the
Automatic Test Pattern Generation (ATPG) techniques of the industrial tools such
as the SynopsysTM tools. The gate counts and the associated hardware, area, delay,
and power of the proposed testable multipliers over different values of m are also
analyzed. Finally, a simple Built In Self Test (BIST) architecture is proposed for
generating the 8 constant test vectors. The area and delay of proposed testable and
BIST circuits using a UMC 0.18�m CMOS technology library have been presented.
This test set provides 100% fault coverage and also detects single bit error in the Test
Pattern Generator (TPG) itself. Owing to the possible applications of these circuits
in sensitive areas such as the ECC systems, the BIST structure can also provide an
added level of security.

Definition 9.1. A Boolean AND-EXOR function F.x1; x2; : : : ; xn/ is in the Posi-
tive Polarity Reed Muller (PPRM) if only positive polarities are allowed for each
input variable. For example F1 D x1x2 C x2x3 is a PPRM. Several testable
techniques for AND-EXOR circuits have appeared in [2, 10, 11, 14].

Definition 9.2. A circuit is constant (or C)-testable if it can be tested with a constant
number of vectors independent of the circuit’s complexity.
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Fig. 9.1 Architecture of the polynomial basis multiplier over GF(24) with P.x/D x4 C x3 C 1

A general structure of the multiplier is shown in Fig. 8.1. An example over
GF.24/ is shown in Fig. 9.1.

The proposed technique presented in the next section requires .2mC 1/ vectors
for detecting all the single stuck-at faults in the AND part and multiple stuck-at
faults in the EXOR part of the multipliers without incorporating any extra hardware.
The test set is generated from the expressions of the inner product variables of the
multiplication directly without the aid of any ATPG.

9.3 Fault Detection Technique

Although the multipliers over GF.2m/ are multiple output PPRM circuits, these are
not conventional PPRM circuits. We can derive the test vectors without GF.2m/
any extra hardware. The fault detection technique is also different from those of
the conventional PPRM circuits. We can derive directly from inner product variable
expressions. As this is the most important part as far as testability is concerned,
we first consider the EXOR part. The EXOR part is implemented with the tree
structure resulting in high-speed operations. This technique detects multiple stuck-at
faults in the EXOR part and single stuck-at faults in the AND part of the multiplier
circuits [1].
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Fig. 9.2 Test vectors and
responses in an EXOR-tree

9.3.1 Tests for the EXOR Part

Deriving a testing technique with reduced universal test sets in AND-EXOR circuits
having tree based XOR parts is an open problem. In this section we derive the test
sets for the detection of the faults from the U, L, and Q matrices of the multipliers
(explained in Sect. 8.2). We have applied the multiple fault detection assumption [2]
in the EXOR part for testing the EXOR part of the multiplier circuits. It is shown
that the (n C 1) test vectors are sufficient to detect multiple stuck-at fault in n input
single output parity circuit as shown in Fig. 9.2.

Theorem 9.1 ( [2]). The vectors t0; t1; t2 : : : tn is a test for detecting multiple stuck-
at faults in an EXOR network realizing a parity function f D x1Cx2Cx3C : : : xn,
where

2
666664

t0

t1
t2
:::

tn

3
777775

D

2
666664

x0 x1 � � � xn
0 0 � � � 0
1 0 0 0
:::
:::
: : :

:::

0 0 0 1

3
777775

(9.1)

Example 9.1. For the AND-EXOR circuit realizing f D x1Cx2 Cx3 Cx4 the test
for detecting multiple stuck-at faults in the EXOR part is (0, 0, 0, 0), (1, 0, 0, 0), (0,
1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1). The multiple stuck-at faults in the EXOR tree are
detected by this test.

This method is simple and directly applicable to linear EXOR circuits, but this
concept cannot be applied directly for testing the multiplier circuits. For example
consider the inner product circuit IPd(3) of the IP net-work as shown in Fig. 9.3.
The input vectors as described in Example 9.1 cannot be applied to the EXOR part
directly, since AND gates exist between the input terminals and the EXOR part. It is
also shown in [14] that if Œt1; t2; : : : ; tn�T is a non-singular matrix, then this test can
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Fig. 9.3 IPd(3) part of
GF(16) multiplier

detect the multiple stuck-at faults in the EXOR part of the AND-EXOR circuits. If
the input set T is applied to the inputs of the circuit of Fig. 9.3, the output vectors of

T D

2
666664

t0

t1
t2
t3
t4

3
777775

D

2
66666664

a0 a1 a2 a3 b0 b1 b2 b3
0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 1

0 1 0 0 0 0 1 0

0 0 1 0 0 1 0 0

0 0 0 1 1 0 0 0

3
77777775

2
666664

g0

g1
g2
g3
g4

3
777775

D

2
66666664

x1 x2 x3 x4
0 0 0 0

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

3
77777775

(9.2)

The IP-network has m number of d outputs and (m-1) number of e outputs. The d
outputs are independent to each other, i.e. no two d outputs are feeding as inputs to
the same c output in the Q-network. The faults in the IPd(j) block will be observed
by the respective cj output where .0 � j � m � 1/. Each IPd block behaves as a
single output AND-EXOR circuit provided that all the e out-puts are zeroes. From
Eq. 8.5 we can derive the d and e outputs as follows.

!
d D

2
666666664

d0

d1
d2
:::

dm�2
dm�1

3
777777775

D

2
666666664

a0b0

a1b0 C a0b1
a2b0 C a1b1 C a0b2

:::
:::

: : :

am�2b0 C am�3b1 C � � � C a0bm�2
am�1b0 C am�2b1 C � � � � � � C a0bm�1

3
777777775

(9.3)

!
e D

2
666664

e0
e1

e2
:::

em�2

3
777775

D

2
666664

am�1b1 C am�2b2 C � � � C a1bm�1
am�2b1 C � � � C a1bm�2
am�3b1 C � � � C a1bm�3
:::

:::

am�1bm�1

3
777775

(9.4)
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Td D

2
666666666664

t0

t1
t2
:::

ti
:::

tn

3
777777777775

D

2
66666666666664

a0 a1 � � � ai � � � am�2 am�1 b0 b1 � � � bi � � � bm�2 bm�1
0 0 � � � 0 � � � 0 0 0 0 � � � 0 � � � 0 0

1 1 � � � 1 � � � 1 1 1 0 � � � 0 � � � 0 0

1 1 � � � 1 � � � 1 0 0 1 0 0 0 0 0
::: � � � ::: :::

::: � � � :::

1 1 � � � 1 � � � 0 1 0 0
::: � � � ::: ::: 0 0 0

:::
:::

1 0 0 0 0 0 0 0 0 0 0 0 0 1

3
77777777777775

(9.5)

For the input vector t1 in td, all the AND outputs in the first column in Eq. 9.3
produce 1, i.e. a0:b0 D a1:b0 D a2:b0 D am�2b0 D am�1b0 D 1. Similarly for the
vector tj , all the AND outputs in the jth column produce 1’s. For the vector tm, all
the AND outputs in the mth column produce 1, i.e. a0:bm�1 D 1. Each IPd block
in the IP-network is independent of each other. Hence each IPd block is considered
as a single output circuit. From Eq. 9.3, it is shown that the IPd(m-1) consists of a
maximum number of AND terms in the expression. The expression for dm�1 is given
as dm�1 D am�1b0Cam�2b1Cam�3b2C : : :Ca1bm�2Ca0bm�1. The AND outputs
of dm�1 for application of the Td inputs are derived in Gdm-1 which will be applied
to the inputs of the XOR gates of IPd3 block. The Œg1; g2; g3; : : : ; gm�1; gm�T is a
nonsingular matrix.

Gdm�1 D

2
66666666664

g0
g1
g2
:::

gi

gm

3
77777777775

D

2
66666666666664

am�1b0 am�2b1 � � � am�1b0 am�1b0
0 0 � � � 0 0

1 0 � � � 0 0

0 1 � � � 0 0
:::

:::
: : :

:::
:::

0 0 � � � 1 0
:::

::: � � � :::
:::

0 0 � � � 0 1

3
77777777777775

(9.6)

The expression for dm�2 is given as dm�2 D am�2b0Cam�3b1C : : :Ca1bm�3C
a0bm�2: The AND outputs of dm�2 for application of the Td inputs are given in
Gdm�2 which is an non-singular matrix.

Gdm�2 D

2
66666666664

g0

g1
g2
:::

gi

gm

3
77777777775

D

2
66666666666664

am�2b0 am�3b1 � � � am�3b0 am�2b0
0 0 � � � 0 0

1 0 � � � 0 0

0 1 � � � 0 0
:::

:::
: : :

:::
:::

0 0 � � � 1 0
:::

::: � � � :::
:::

0 0 � � � 0 1

3
77777777777775

(9.7)
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Similarly the AND outputs for all other IPd blocks form a nonsingular matrix
with the application of the Td set. From Eqs. 9.3 and 9.4, it can be observed that
when the d outputs receive a 1 for the vectors Td, all the e outputs remain 0. Hence
the set Td is sufficient to detect the multiple stuck-at faults in the IPd blocks.

Te D

2
6666666664

te0

te1
:::

tei
:::

tem�2

3
7777777775

D

2
6666666664

a0 a1 � � � ai � � � am�2 am�1 b0 b1 � � � bi � � � bm�2 bm�1
0 0 � � � 0 � � � 0 1 0 1 � � � 1 � � � 1 1

0 0 � � � 0 � � � 1 0 0 � � � 1 � � � 1 1

� � � � � � � � � 0 0 � � �
0 0 1 0 � � � � � � 1 1

� � � � � � � � � � � �
1 � � � 0 � � � 0 0 0 0 0 0 0 0 1

3
7777777775

(9.8)

Ge0 D

2
66666666664

ge0

ge1
ge2
ge3
:::

gem�2
gem�1

3
77777777775

D

2
6666666666664

am�1b1 am�2b2 am�3b3 � � � a2bm�2 a1bm�11
0 0 0 � � � 0 0

1 0 0 0 0

0 1 0 � � � 0 0

0 0 0 0
:::

: : :
:::

0 0 0 1

0 0 0 � � � 0 1

3
7777777777775

(9.9)

For the vector te0 in Te all the AND terms in the 1st column for the expressions
corresponding to the e’s in Eq. 9.4 receive a 1, i.e. am�1b1 D am�1b2 D am�1b3 D
: : : D am�1bm�2 D am�1bm�1 D 1. Similarly for the vector tj all the AND terms in
the j th columns receive a 1. For the vector tm�2 all the AND. terms in the .m� 1/th
columns receive a 1, i.e. a1bm�1 D 1: IPe(0) constitutes a large number of AND
terms in the expression. The expression for e0 is given as e0 D am�1b1 C am�2b2 C
: : : C a1bm�1. The AND outputs of the e0 for Te inputs are derived in the matrix
Ge0. The Te is a .m � 1/ 	 2m matrix. From the Eq. 9.4, it is shown that a0 or b0
is not part of any expression in the row. There is no need of any vector which sets
either a0 D 1 or b0 D 1. The matrix Œge1; ge2; ge3; : : : ; gem�2; gem�1�T is a
nonsingular. From Eqs. 9.3 and 9.4 we observe that when the e outputs are 1 for
the Te inputs, all the d outputs remain 0. Hence the Te set is sufficient to detect the
multiple stuck-at faults in the IPe(0) block. Similarly the AND outputs for all other
IPe blocks form a non-singular matrix for the Te inputs. In all the IPe blocks the
vector Te is sufficient to detect the multiple stuck-at faults.
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9.3.2 EXOR Part in the Q-Network

The EXOR part in the Q-network is tested by the Td and Te test sets. When the
d outputs are 1s and the e’s are 0s, the EXOR gates, whose one of the inputs is
connected to one of the d’s outputs and the other input is connected to one of the
e’s out-puts, are receiving (1, 0) at their inputs. The other XOR gates are receiving
(0,0) at their inputs. When the d outputs are 0s and e’s are 1s, the XOR gates whose
one input is connected with one of the d’s and another input is connected with
one of the e’s outputs are receiving- (0, 1) signals at their inputs and other gates
are receiving (1, 1) signal or (1, 0) at their inputs depending on the values of the e’s.
Due to the applications of the Td and Te test sets each BTX block in the Q-network
receives the input vectors from the d and e outputs. As we see from Eq. 8.7, each
c constitutes one d output and all or some of the ej where .0 � j � m � 2/.
From Eq. 9.4 e0 contains the maximum number of AND terms. If we consider one
of the c expressions, say ci D di C em�2 C : : : C e0, assuming ci constitutes the
maximum number of the e inputs, we can form the following test matrix for that
BTX block, which is non-singular. Hence the vectors in this matrix detect multiple
stuck-at faults in the BTX block realizing the ci expressions. Similarly every BTX
block receives from Td and Te input vectors, which forms a non-singular matrix.

XQ D

2
666666666666666664

di em�2 em�3 � � � ei � � � e1 e0
0 0 0 � � � 0 � � � 0

1 0 0 � � � 0 � � � 0 0

0 1 1 � � � 1 � � � 1 1

0 0 1 � � � 1 � � � 1 1
::: � � � � � �
0 0 0 � � � 1 � � � 1 1
:::

:::
:::

0 0 0 � � � 0 � � � 1 1

0 0 0 � � � 0 � � � 0 1

3
777777777777777775

(9.10)

Lemma 9.1. The multiple stuck-at faults in XOR part of the multipliers are detected
by the test set TXOR, where TXOR D Td [ Te
Proof. Follows from Sect. 9.3.1

9.3.3 Test Set for the AND-Part of IP-Network

The multiplier network is multiple output positive polarity AND-EXOR network.
Here,a conventional walking zero sequence is not required to detect stuck-at fault in
the input/output of the AND gates. To test a stuck-at-1 fault at an input of an AND
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gate, we set it to 0 and set the other line of this gate to 1. Similarly, to test a stuck-
at-0 fault in these gates, we set the other lines accordingly to 1. Hence Lemma 9.2
follows:

Lemma 9.2. All single stuck-at faults in the AND-part of the IP network of the
multiplier circuits are testable at the functional outputs by Tand D Td [ Te [
Ta0b0, where Ta0b0 D a0a1 : : : aj : : : am�2am�1b0b1 : : : bj : : : bm�2bm�1 D 00 : : :

0 : : : 0010 : : : 0 : : : 00

Proof. The AND part is tested for single stuck-at-1 faults by Tand D Td [ Te. Due
to the test vectors in Td (excluding t0 vector), all the 2-input AND gates receive the
(1, 0) combination at the inputs. Again for test vectors in Te (excluding t0 vector)
all the 2-input AND gates receive the (0, 1) combination at the inputs. From Ta0b0
test set the AND term .a0b0/ receives (0, 1). Hence, any single stuck-at-1 fault in
the input/output of any AND gate is detected by the combination (0, 1) or (1, 0).
It can be verified from Eqs. 9.3 and 9.4 that all the AND gates receive (1, 1) at
their two inputs by Td and Te . Any single stuck-at-0 fault at the input/output of any
AND gate will propagate to the functional outputs and will be detected. Hence the
complete test set Tand (excluding the t0 vector) detects all the single stuck faults at
the primary inputs/outputs of the AND gates in the IP-network.

Theorem 9.2. Any single stuck-at fault in the AND part and multiple stuck-at faults
in the EXOR part in the multiplier circuits is testable by the function independent
test set T of length (2m C 1), where T D Td [ Te [ Ta0b0. Proof: Follows from
Lemmas 9.1 and 9.2.

Example 9.2. The complete test set of length 9 for GF.24/ multiplier with P.x/ D

x4 C x3 C 1 is formulated as follows. T D

2
6666666666666664

a0 a1 a2 a3 b0 b1 b2 b3
0 0 0 0 0 0 0 0

1 1 1 1 1 0 0 0

1 1 1 0 0 1 0 0

1 1 0 0 0 0 1 0

1 0 0 0 0 0 0 1

0 0 0 1 0 1 1 1

0 0 1 0 0 0 1 1

0 1 0 0 0 0 0 1

0 0 0 0 1 0 0 0

3
7777777777777775

9.4 Experimental Analysis

Table 9.1 shows experimental results. As our algebraic test set is dependent only
on the primitive polynomial, this scheme eliminates the need for test generation
programs, e.g. the ATPG tool. Table 9.1 gives the number of test vectors obtained
from different schemes for detecting single stuck-at faults to achieve 100% fault
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Table 9.1 Number of tests
required for achieving 100%
coverage

Number of tests required

Size (m) ATPG SIS [12] Proposed

4 13 16 12 9
6 20 23 16 13
7 24 26 18 15
8 27 29 20 17
9 30 32 22 18
16 51 51 36 33
20 63 66 44 41
24 75 77 52 49
32 99 101 68 65

coverage although our algebraic test set detects single stuck-at faults in the AND
part. The table compares our test scheme with ATPG based test generation and with
algorithmic test generation schemes (SIS tool [16]). SynopsysTM (TetraMAX) tool
is used to generate ATPG based test patterns. Clearly from the above table both the
ATPG-based test generation and algorithmic test generation schemes require more
test patterns compared to the proposed schemes for achieving 100% fault coverage.

9.5 C-Testable Scheme

The proposed testable design of PB multiplier over GF.2m/ is shown in Fig. 9.4.
Basically it consists of two parts: IP-network and Q-network. The IP-network
constitutes AND-parts followed by trees of EXOR gates. The Q-network constitutes
trees of EXOR gates only. To achieve 100% testability, the IP-network has been
augmented as shown in Fig. 9.4. AND parts of the IP-network are modified with
three control lines k0; k1 and k2. All two inputs AND gates have been replaced by
three input AND gates.

9.5.1 Testability in Single Output EXOR Tree

Testing of single stuck-at fault in single output general EXOR tree can be performed
by exactly 4 tests, which exhaustively applies all the 4 input combinations (00,
01, 10, 11) to each of 2-inputs EXOR gate. In this design, we need three control
inputs k0; k1 and k2 to achieve this. This is based on the following observation:
in Fig. 9.5, the inputs to the last EXOR gate require 00, 11, 10, 01 to generate the
output sequence s: 0011. Thus, its two inputs should receive the sequence q: 0110
and r: 0101. Similarly, q: 0110 and s: 0011 arriving at the two inputs of an EXOR
gate will generate the output sequence r: 0101. Again, input sequences r: 0101 and
s: 0011 will generate q: 0110 as the output sequence. There exist the following
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Fig. 9.5 Test vectors and
responses in an EXOR-tree

relations among the vectors (q, r, s): q ˚ r D s, q ˚ s D r , r ˚ s D q. Hence, by
applying the three sequences (q, r, s) to the inputs of a tree, any one of the above
three combinations can be applied to the inputs of each EXOR gate in the tree

Example 9.3. In the EXOR tree shown in Fig. 9.2, we assign sequence vectors q,
r, s, q, r, s, q, r, . . . (i.e. by repeating the pattern (q, r, s)) to the inputs of the
EXOR tree from left-to right until all of them are assigned. The outputs of the
first level are propagated down to the root, i.e. the final output of the tree. Thus,
each EXOR gate in the tree receives the desired input combination from the above
three combinations. Three constant test vectors that are to be applied to the inputs
of the tree of Fig. 9.2 are shown as a matrix Ttree. This matrix has four (constant)
rows and y columns, where y is the number of leaf nodes of the tree, and is equal
to the number of AND outputs .m2/ in the multiplier circuits. The columns of the
matrix, if seen from left-to-right, will correspond to the sequence vectors: q, r, s,
q, r, s, q, r, and so on. The number of distinct columns in the matrix is only four
(constant), regardless of the size of the tree. Since EXOR-trees are embedded in
the overall designs of the single output AND-EXOR circuits, the inputs of the trees
are not directly accessible. In the IP network of Fig. 9.2, each AND output feeds an
EXOR input. Hence, by applying the following four test vectors v1; v2; v3; and v4,
to the primary inputs of Fig. 9.2, all the three sequences q, r, s can be produced
at the outputs of the AND-part. Note that in Fig. 9.6 the original function can be
obtained by setting the three control inputs to 1 .k0; k1 and k2/. In this design, the
AND outputs are partitioned into three groups based on the sequence vectors q, r,
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F

k0
k1
k2

EXOR tree

a
b

Fig. 9.6 EXOR-tree with a control level

and s. The output lines of the AND gates connected with k0; k1 and k2 control
lines receive the sequence vectors q: 0110, r:0101, and s:0011 respectively. Note
that only the two input AND gates in the IP-networks have been replaced by three
input AND gates and no additional hardware is required to gain C-testability.

v1
v2
v3
v4

k0 k1 k2 a0 a1 � � � am�1 b0 b1 � � � bm�1
D 0 0 0 0 0 � � � 0 0 0 � � � 0

D 1 1 0 1 1 � � � 1 1 1 � � � 1

D 1 0 1 1 1 � � � 1 1 1 � � � 1

D 1 1 1 1 1 � � � 1 1 1 � � � 1

9.5.2 Embedding EXOR-Tree in Multi-output
Multiplier Circuit

The technique we have discussed above is applicable to single output AND-EXOR
circuits. In this section we extend this idea to multiple output AND-EXOR circuits.
To achieve 100% testability in multiplier circuits, the inputs of the EXOR gates of
the IP- and Q-networks will be properly mapped. We assume that the IP-network
would generate the following sequence from left-to-right:q; r; s; q; : : : ; q; r; s; q : : :
and so on at the outputs ej , where 0 � j � m� 2. To propagate these ej outputs of
the IP-network at the outputs of the Q-network, the di outputs, where 0 � i � m,
will be properly mapped with the sequences q, r, and s. After assigning all the root
nodes di , and ej of the IP-network, the input nodes of each EXOR gate in the IP-
networks will be activated from the AND outputs with the proper sequences so that
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Fig. 9.7 Tree representation of nodes of Fig. 9.1

no two inputs of each EXOR gate receive the same sequence vector. Figure 9.7
shows the sequence in which the vectors are applied in the circuit of Example 8.4
and how the test signals propagate through to the primary output. The following
algorithms outline this process.

Step-1: Assignment of the sequences q, r, and s to ej , where .0 � j � m � 2/.
Algorithm seq assignment e

for .j D 2I j � mI j C C/
f
e.m�j / D qI
e.m�.jC1// D r ;
e.m�.jC2// D s

g

Example 9.4. For the multiplier circuit over GF.24/ shown in Fig. 9.8, the sequence
values at ej , where 0 � j � 2 are assigned as follows: e2 D q, e1 D r , e0 D s.

Step-2: Assignment of the sequences q, r, and s to di , where .0 � i � m� 1/. After
assigning the sequences at the ei nodes in step-1, the sequences at di nodes, where
0 � i � m � 1, will be assigned in a such way that no two input nodes of each
EXOR gate receive same sequence vector in the Q-networks.

Example 9.5. Consider the BTX3 block of the Q-network in Fig. 9.7. As shown in
this figure, the nodes e2, e1, e0 are assigned q, r, and s respectively. The nodes e2
and e1 produce s at the output node. To propagate the signal value at c3 output node
q or r will have to be assigned at other input node of the gate connected with c3.
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Fig. 9.8 Testable design of GF(16) multiplier

As e0 is already assigned s, d3 will have to be assigned either q or r to achieve either
r or q at the output node of the gate connected to the inputs e0 and d3. In this way
the sequences at the di nodes, where .0 � i � m � 1/, are assigned as shown in
Fig. 9.7.

Step-3: Assignment of the sequences q, r, and s to the internal nodes of the IP-
network

After assigning the sequences at di ’s and ej s, assign the input nodes of the
EXOR gates in the IP-network with proper sequence vectors so that no two inputs
of an EXOR gate receive the same sequence vector. To propagate the signal from
the d3 output to the final output c3, the d3 input is assigned either the sequence q or
s. Similarly d2 D s or r; d1 D r or q, d0 D q or r. After assigning ej .0 � j � 2/ and
di.0 � i � 3/ outputs, every EXOR gate in the IP-network is mapped. If the test
sequence t1; t2; t3; t4 is applied, then the output lines of the AND gates connected to
control lines k0; k1 and k2 receive the sequence vectors q: 0110, r: 0101, and s:
0011 respectively.

Example 9.6. Consider the IPd3 block in the IP-network of Example 9.3 (see
Fig. 9.7). The d3 node is already assigned with either q or r. If d3 is assigned with q,
then the input nodes of the associated gate with d3 as the output node will have to
be assigned with s and r respectively. If d3 is assigned r, then the input nodes of the
associated gate with d3 as output will have to be assigned s and q respectively. In this
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way the input nodes of the EXOR gates of all the IPd blocks are assigned with the
proper sequence vectors. After assigning the sequence vectors to each input node of
the EXOR gates at the first level, we will have to determine the proper connection
of control inputs k0; k1; and k2. In the AND plane 3-input AND gates are used,
instead of 2-input ones. One input of each AND gate is connected with one of the
control inputs k0; k1; and k2 and the other two inputs are connected with the A
and B inputs respectively. One of the input nodes of each AND gate generating the q
sequence will be connected to the control input k0. Similarly one of the input nodes
of each of AND gate generating the r sequence will be connected to the control input
k1. Again, one of the input node of each of AND gate generating the r sequence will
be connected to the k2 control input.

Example 9.7. The internal mapping of the interconnections in the IP and Q-
networks of Example 9.7 is shown in Fig. 9.8, which is also the testable design
of the multiplier designed from the irreducible polynomial P.x/ D x4 C x3 C 1.
The complete assignment mapping of the sequence vectors for this circuit appears
graphically Fig. 9.7.

9.5.3 Constant Test Set

The output functions are the same as the original functions, i.e. the circuit will
perform in its normal mode, when k0 D k1 D k2 D 1. EXOR part: All single
stuck-at faults can be tested by applying just four vectors at the inputs of Fig. 9.4,
and by observing the circuit responses at the circuit outputs.

Lemma 9.3. Any single stuck-at fault in the EXOR-part of the network is testable
by v1; v2; v3; v4 tests.

Proof. Follows from the discussions in Sect. 9.5.2

AND-part, primary inputs, and control inputs: To test for a s-a-1 fault at an input
line of an AND gate, we set it to 0 and set the other two lines of this gate to 1 (each
AND gate has 3 inputs). Similarly to test for a s-a-0 fault in these gates, we set all
the inputs to 1.

Lemma 9.4. All single stuck-at faults in the AND-part, at the primary inputs,
are testable at the functional outputs of the multiplier circuit by the test set
.v5; v6; v7; v8/ of length 4 as follows, k0k1k2a0a1 : : : am�1b0b1 : : : bm�1 D .v5 W
0001 : : : 1 : : : 111 : : : 1, v6 W 1110 : : : 0 : : : 011 : : : 1 v7 W 1111 : : : 1 : : : 100 : : : 0,
v8 D 1111 : : : 1 : : : 111 : : : 1/.

Proof. The AND part is tested for single stuck-at-1 faults by the first three vectors
.v5; v6; v7/. Due to v6; v7, and v5 all the 3-input AND gates receive the combinations
(1, 0, 1), (1, 1, 0), and (0, 1, 1) respectively at their inputs. It can be seen that any
single s-a-1 fault at any input and output of any AND gate will propagate to the
functional outputs. The vector v8, i.e. the all-1 vector, detects any single stuck-at-0



322 J. Mathew et al.

Table 9.2 Gate count for different polynomial basis

Original implementation Testable implementation

Type of poly.
# of 2 inputs
AND gate

# of 2 inputs
EXOR gate

# of 3 inputs
AND gate

# of 2 inputs
EXOR gate

ESP m2 m2 � s m2 m2 � s
Trinomial m2 m2 � 1 m2 m2 � 1
Pentanomial m2 m2 Cm m2 m2 Cm

fault at the inputs and output of any AND gate. Hence the test set .v5; v6; v7; v8/
detects all the single stuck-at faults at the primary inputs and outputs of the AND
gates, and control inputs of the IP-network.

Theorem 9.3. Any single stuck-at fault in the proposed Multiplier network is test-
able by the constant test set Ts of length 8, where Ts D .v1; v2; v3; v4; v5; v6; v7; v8/.

Proof. Follows from Lemmas 9.3 and 9.4.

Example 9.8. The constant test set of length 8 for the multiplier over GF.24/ with
the irreducible polynomialP.x/ D x4Cx3C1 is given as follows:k0k1k2a0a1a2a3
b0b1b2b3 D .v1 W 00000000000, v2 W 11011111111, v3 W 10111111111, v4 W
01111111111, v5 W 00011111111, v6 W 11100011111, v7 W 11111100000, v8 W
11111111111/.

9.5.4 Gate Complexities

The gate complexities of the testable multiplier for different types of polynomials
are given in the Table 9.2. In this table, the value of s is 1 for All One Polynomial
(AOP) and m=2 for trinomial of the form .xm C xk C 1/ where k D m=2. For
k ¤ m=2; s D 1 for trinomial.

9.5.5 Experimental Analysis

We performed area, delay, power and test set size analysis on various GF.2m/
multipliers based on different polynomial bases. The area, power and delay analysis
is based on UMC 0:18 �m CMOS technology library. All area measurements are
expressed in cell units, excluding the interconnection wires. The two versions
(classical and C- Testable Design) of Galois multipliers have been designed and
coded in VHDL. The design was simulated using ModelsimTM and was tested for
functionality by giving various inputs. The designs were synthesized using the
Synopsys tools. Synopsy’s Power CompilerTM was used to estimate the power
consumption. The comparative analysis of area, delay and power is shown in
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Fig. 9.9 Area analysis: original vs. C-testable version

Figs. 9.9–9.11 respectively. On an average there is 6% increase in area and power.
The delay overhead is negligible, when the overall delay of the multiplier is
considered.

The test set is constant of length 8, which eliminates the need for test generation
programs. Table 9.3 gives the number of test vectors obtained from different
schemes for single stuck-at faults to achieve 100% fault coverage. It shows that
our test set is much smaller than either the pseudo-random or the ATPG based test
patterns. SynopsysTM tools are used to generate the ATPG based test patterns. For
example, in both the schemes, the multiplier circuit over GF.232/ requires more than
68 patterns of length 64 bits to achieve 100% fault coverage, whereas our scheme
requires only 8 test patterns of length 64 bits. This also ensures reductions in test
application time and the associated power consumption.

9.5.6 Reduction of Control Pins

To achieve C-testability in the multiplier circuits, our proposed scheme discussed
in Sect. 9.5 requires three additional control pin. We can eliminate one of the pin
by introducing the following scheme. This requires only 7 vectors for detecting
all the single stuck-at faults, which is independent of the multiplier sizes, at the
cost of at most .2=3/m2 extra 2-input EXOR gates (33% extra hardware overhead)
and two control inputs. This C-testable scheme for the GF(16) multiplier circuits
is shown in Fig. 9.13. The EXOR part of the IP-network has been augmented
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Table 9.3 Number of tests required for achieving 100% fault coverage

GF
Multiplier #of i=ps;

ATPG
(Synopsys)

Pseudo
random

Proposed
(C-testable)

GF.24/ 8,4 12 14 8
GF.25/ 10,5 14 17 8
GF.26/ 12,6 15 20 8
GF.27/ 14,7 18 22 8
GF.28/ 16,8 20 24 8
GF.29/ 18,9 23 26 8
GF.216/ 32,16 36 39 8
GF.220/ 36,18 44 47 8
GF.224/ 48,24 52 55 8
GF.232/ 64,32 68 71 8

AND-part

EXOR tree

k1
k2

IP-Network

A

B

EXOR tree

cm-1 cm-2 c1 c0

C

Q-network

Fig. 9.12 Testable GF
multiplier with two control
inputs

with some additional EXOR gates and two control lines, k1 and k2. This scheme
exhaustively applies all the 4 input combinations (00, 01, 10, 11) to each of 2-
inputs EXOR gate. The generation of three-sequence vectors q, r, and s in single
output EXOR tree was explained in [11]. We have extended this concept in this
multi-output EXOR tree. The interconnection mapping of the IP- and Q-networks
has been done using the mapping technique in Sect. 9.5.2. Figure 9.12 shows the
general structure of the testing scheme with two control inputs. By applying a
test a0a1a2a3b0b1b2b3 D t1 W 00000000.t2 W 11111111/ to the primary inputs of
Fig. 9.13, an all-zero (all-one) vector can be produced at the outputs of the AND-
part. If a test sequence t1, t2, t1, t2 is applied, then all the EXOR gates at the first level
of the EXOR tree of the IP-network will receive the sequence q: 0110. To generate
the other two sequence vectors r: 0101 and s: 0011, we use a control level with a
few additional EXOR gates and two control inputs k1 and k2.
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a3 - a0

b3 - b0
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Fig. 9.13 Testable design of GF(16) multiplier with two control pins

In the EXOR tree shown in Fig. 9.5, we assign sequence vectors q, r, s, q, r, s, q,
r,: : : (by repeating the pattern (q, r, s) to the inputs of the EXOR tree from left-to
right until all of them are assigned. The outputs of the first level are propagated down
to the root (final output of the tree). Thus, each EXOR gate in the tree receives the
desired four combinations 00, 01, 10, 11 as an input. The four universal test vectors
that are to be applied to the inputs of the tree are shown as a matrix Ttree in Fig. 9.5.
This matrix has four (constant) rows and y columns, where y is the number of leaf
nodes of the tree, which in our case, is equal to the number of AND outputs .m2/

in the multiplier circuit. The columns of the matrix, if seen from left-to-right, will
correspond to the sequence vectors: q, r, s, q, r, s, q, r, and so on. The number
of distinct columns in the matrix is only three (constant), regardless of the size of
the tree.

9.5.7 Embedding an EXOR-Tree in the Single-Output
AND-EXOR Circuit

Since the EXOR-tree is embedded in the overall design as in Fig. 9.12, the inputs
of the tree are not directly accessible. In the IP network, each AND output feeds
an EXOR input. Hence, by applying a test a0a1 : : : am�1b0b1 : : : bm�1 D t1 W
00 : : : 000 : : : 0 .t2 W 11 : : : 111 : : : 1/ to the primary inputs of the Fig. 9.12, an all-
zero (all-one) vector can be produced at the outputs of the AND-part. So, if a test
sequence t1; t2; t1; t2 is applied, all the EXOR gates at the first level of the tree
will receive the sequence q: 0110. To generate the other two sequence vectors r:
0101 and s: 0011, we use a control level with a few additional EXOR gates and
two control inputs k1 and k2 as shown in Fig. 9.12. By setting these control inputs
to 0, the original function can be obtained. In this design, the AND outputs are
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Table 9.4 Control logic for the EXOR-tree

O/p of
AND

Desired
Tree o/p

Value
of k1

O/p of
AND

Desired
Tree o/p

Value
of k2

0 0 0 0 0 0
1 1 0 1 0 1
1 0 1 1 1 0
0 1 1 0 1 1

partitioned into 3 groups based on sequence vectors q, r, s. The output lines of
the first group receiving the sequence vector q: 0110 are allowed to pass directly
through the control level to reach inputs of the EXOR tree. The AND outputs for
the other two groups (r and s) are passed through an additional EXOR gate, using
control input k1 and k2 respectively. By controlling the values of k1.k2/ the desired
sequence vector r(s) can be obtained from q (Table 9.4. The modified EXOR-tree
(Fig. 9.12) requires � d.2y=3/e additional EXOR gates for the control level.

9.5.8 Embedding XOR-Tree in Multi-output Multiplier Circuit

The above technique is applicable to single output AND-EXOR circuits. This
concept has been extended to the multi-output AND-EXOR circuits. To get 100%
testability, the inputs of the EXOR gates of the IP-network and Q-network will be
properly mapped. The mapping of the interconnections of the IP-network and Q-
network has been done on basis of the following steps.

• First, assign em�2 D q, em�3 D r, em�4 D s, em � 5D q, em�6 D r, em�7 D s,
em�8 D q. It is assumed that ej , where 0 D j D m � 2 of IP-network (from
left) will generate the sequences q, r, s, q, r, s, q, etc.

• Then map di , where 0 D i D m-1, with proper sequence in such way that no two
inputs of each EXOR gate get the same sequence vector in the Q network.

• Assign inputs of EXOR gates in IP-network with proper sequence vectors so
that no two inputs of each EXOR gate of IP-network receive the same sequence
vector.

• The column vector with all 1s is assigned to output bit cm�1
We assume that the IP-network would generate the following sequence from the

left side: q, r, s, q,: : : , q, r, s, q and so on at the outputs ej , where 0 D j D m-2.
To propagate these ej outputs of IP-network at the outputs of Q-network, the di
outputs, where (0 D i D m-1) will be properly mapped with the sequences of q,
r, s. After assigning all the root nodes of the IP-network di , and ej , the inputs of
each EXOR gate in the IP-network will be activated from the AND outputs with
the proper sequences so that no two inputs of each EXOR gate receive the same
sequence vector.
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Table 9.5 Details of
hardware for different
polynomial basis

Type of Polynomial # of AND # of EXOR

ESP m2 d1:67m2 � se
Trinomial m2 d1:67m2 � 1e
Pentanomial m2 d1:67m2 Cme

9.5.8.1 Constant Test Set

If we put k1 D k2 D 0, then the output functions are the same as the original
functions. All the single stuck-at faults can be tested by applying just following
four vectors at the inputs of Fig. 9.11, and by observing the circuit responses at the
functional outputs: k1k2a0a1a2a3b0b1b2b3 D .0000000000, 0111111111, 10 11111
111, 11 00000000). All the single stuck-at faults at the control inputs k1 and k2 are
testable at the functional outputs of the multiplier circuits by the above test set. The
multipliers are multiple output positive polarity AND-EXOR networks. To test a
stuck-at-1 fault at an input line of an AND gate, we set it to 0 and set the other lines
of this gate to 1s. Similarly to test a stuck-at-0 fault in these gates, we set all the
inputs to 1s. All the single stuck-at faults in the AND-part at the primary inputs are
testable at the functional outputs of the multiplier circuit by the following test set
T2 of length 3: k1k2 a0a1a2a3 b0b1b2b3 D (000000 1111, 00 1111 0000 , 00 1111
1111). Any single stuck-at fault in the proposed Multiplier network is testable by the
above constant test set of length 7. Gate Complexities: The gate complexities of the
testable GF multiplier for different types of polynomials are given in Table 9.5. This
C-testable design with two control pins requires approximately .2m2=3/ EXOR
gates i.e., the upper bound of the extra hardware overhead is approximately 33%.

9.5.9 BIST Circuit

In this section, we present a simple on-chip BIST scheme for our proposed C-
testable design. The BIST scheme generates the required 8 vectors internally.
This BIST structure provides two benefits: firstly it eliminates the need for the
three control inputs necessary for fully testing the multipliers, and secondly it
provides an added level of security. Figure 9.14 shows the basic schematic of the
proposed BIST hardware. It constitutes 3 flip-flops and some combinational logic
to generate 8 test vectors. Area, delay and power of the BIST hardware are shown
in Table 9.6. The circuit is synthesized using the SynopsysTM design compiler based
on the 0.18�m technology library from UMC. Note that for higher fields the logic
will remain same because the pattern remains the same. Only word length varies
depending upon m. For instance to generate the test set for GF.2m/, only two
combinational logic block is necessary to generate ai and bi . In other words, all
the logic blocks for generating ai .0 � i � m � 1/ remain the same, therefore the
logic can be reused with additional buffers to drive the inputs ai . Hence only 5 logic
blocks .k0; k1; k2; ai and bi/ are necessary as shown in Fig. 9.14. As an additional
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Fig. 9.14 Schematic of the
proposed BIST hardware

Table 9.6 Details of area,
delay and power for BIST
hardware

Technology Area Delay Power

0.18� 216�m2 0.61 ns 81.56�W

advantage, instead of inserting additional buffers to drive ai and bi one could build
additional ai and bi , and a simple comparison of the ai .bi / will detect 1 bit errors.
The “enable” signal is used to activate the test process. The strength of the proposed
scheme is that it facilitates the detection of any potential error in the TPG itself
without compromising its performance in terms of fault coverage of the circuit.

Since we need 8 test vectors regardless of the size of the multiplier, both test
and response data are very small. Then the collected response can be analyzed with
a small on-chip hardware, or by a traditional Multiple-Input Signature Registers
(MISRs) [3, 4, 9] which can provide with a simple true or false response depending
on whether the circuits are faulty or not. Hence both the test pattern generation and
response evaluation can be embedded within the systems, thus eliminating the ATE.
Since the ATEs could require information on the internal structure of the systems,
or at least a reasonable amount of probing, this could be eliminated completely with
the added BIST scheme.

9.6 Chapter Summary

In this chapter, first, technique for generating test vectors for bit-parallel PB multi-
plier circuits over GF.2m/. For an m-bit multiplier circuit a function independent
test set of length (2m C 1) is sufficient to detect all the single stuck-at faults
in the AND part and multiple stuck-at faults in the EXOR part of multiplier
circuits. All the test patterns can be determined readily from the corresponding
algebraic forms, without any need of running an ATPG. The test set provides 100%
single stuck-at fault coverage. The test set being very short in length, reduces
test application time and test power. Also presented is a C-testable design of bit
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parallel polynomial basis multipliers over GF.2m/. The testable design requires
approximately 6% extra hardware compared to original mulitplier design without
testability and 3 control inputs. The only 8 constant test vectors are required for
achieving 100% testability of stuck-at faults. Since these multipliers have found
critical applications in cryptographic systems (e.g. Elliptic Curve Crypto (ECC)
systems) and requires public-key secure testing, we also presented BIST structures
for efficiently generating the required test vectors internally. The BIST structure
eliminates the need for the three control inputs necessary for testing the multipliers.
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