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Abstract 

I t is widely believed that Quantum Chromodynamics (QCD) is the theory that describes 

the strong interaction. In the infrared region of the theory, the perturbative expansion 

breaks down and so, other techniques must be used. One such technique is the study of 

the Schwinger-Dyson equations. 

In this thesis is presented such a study. I t is shown that the ghost sector of QCD may 

be crucial to the understanding of the infrared behaviour. Conventionally, the Slavnov-

Taylor identity is used to truncate the Schwinger-Dyson equations but it is found that 

for the ghost-gluon vertex, such an identity cannot be used in an appropriate manner. 

In order to extract information, a new technique is presented, based on the powerlaw 

behaviour of the two-point functions in the infrared. By demanding consistency in the 

ful l equations in Landau gauge and multiplicative renormalisability, it is found that in 

general, the gluon propagator dressing function cannot diverge and the ghost propagator 

function cannot vanish in the infrared. Further, i t is shown that the powerlaw behaviour 

depends on a certain kinematical limit of only one function connected with the ghost-gluon 

vertex. 
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Chapter 1 

Introduction 

This thesis presents work done on the study of the Schwinger-Dyson equations for covari-

ant gauge Quantum Chromodynamics in the infrared region with specific reference to the 

ghost sector. The Schwinger-Dyson equations provide a natural framework from which it 

is hoped that the low energy (infrared) behaviour of Quantum Chromodynamics may be 

derived. 

In this first chapter, a brief introduction to the theory and Schwinger-Dyson equations 

will be given. Many topics pertinent to later chapters will be motivated and introduced. 

The second chapter then goes on in more detail to introduce recent relevant work in the 

field and to motivate the research in the rest of the thesis. The third chapter builds up 

some technical results that will be of use to subsequent calculations. 

One of the central elements of any Schwinger-Dyson study is what is known as the 

truncation scheme (see later for a more complete explanation). Loosely translated, this 

boils down to making an ansatz for unknown functions in the Schwinger-Dyson equations 

in order to close the system such that it may be solved either analytically (at best) or 

numerically (more usual). Such an ansatz is constrained by physical requirements such 

as gauge invariance and chapter four is concerned with an attempt to find an identity 

which constrains what is known as the ghost-gluon vertex. The technique is to use the 

perturbation expansion (again see later) in order to derive this identity. I t is found that 

there does indeed exist a simple identity at the lowest order in the perturbation expansion, 

but this does not hold at higher orders. 

In the light of such a failure to find an appropriate identity, chapter five goes on to look 

at another proposed identity. This identity was originally studied under a very simple 

truncation scheme [1, 2, 3] and was almost certainly the first work in standard Schwinger-
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Dyson studies to realise the importance of the ghost sector in the infrared. Without the 

truncation, it is only possible to derive from this identity a small amount of information 

and this will be presented. 

The final chapter pulls together the experience gained from all the previous chapters. 

I t is realised that although no specific truncation scheme can reliably be made, there is 

however a way of looking at the equations in a consistent manner. This is the so-called 

powerlaw approach. By demanding consistency in the Schwinger-Dyson equations and 

observing the multiplicative renormalisability of the theory, it is possible to utilise what 

limited knowledge one has of the unknown functions to make definite conclusions. 

1.1 Q C D as a Gauge Theory 

I t is widely accepted that Quantum Chromodynamics (QCD) is the theory that describes 

the strong interaction (see for example one of the many standard textbook such as [4, 5, 6]). 

In its basic form, QCD is a locally gauge invariant quantum field theory whose matter 

(spin-|) constituents, the quarks, transform in the fundamental representation of the non-

Abelian group SU(3)1. What this means in practice is that the quarks are represented by 

vectors ip in a 3-dimensional (colour) space and that the observable physics is oblivious 

to local (gauge) transforms of the type 

\l>{x) -> V'(z) = U(X)I/J(X) (1.1.1) 

where U(x) is a unitary 3 x 3 matrix with determinant one (WU = 1, det \U\ = 1). This 

matrix has 8 free parameters and can be written in the form 

U(x) = exp{-i6a{x)Ta} (1.1.2) 

where there is a summation over the index a (= 1 , . . . , 8), the 3 x 3 hermitian matrices 

T a (= T a t ) are the generators of SU(3) and 9a(x) specifies the angle of rotation in the 

colour space. The T a obey 

[Ta,Tb] = i f a b c T c (1.1.3) 

where the f a b c are the (completely antisymmetric) structure constants of the group. The 

T a are traceless, since 

det\U\ = exp{Trln£/} = exp{-iOa(x)Tr T a } = 1. (1.1.4) 
1Actually, for this thesis we use SU(NC) where it is understood that Nc = 3. 
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In addition, the generators are normalised such that 

Tr [TaTb] = = lsab. (1.1.5) 

The quarks are spin-| particles and must obey the Dirac equation. Thus, the Lagrange 

density must contain 

^ = ^ ( x ) ( t y ^ - m ) ^ ( a r ) , ^ = ^ 7 ° , (1.1.6) 

where the 7^ are Dirac matrices which obey the (anticommuting) Clifford algebra, { 7 ^ , 7"} = 

2gfiu. However, this form alone is not invariant under the gauge transform above (1.1.1) 

so i t is necessary to introduce a covariant derivative where 

D, = d, - igTaAl = d„- tgAp. (1.1.7) 

A^ are the so-called gauge fields (the gluons) and g represents the coupling strength 

between the ip and the A^. The Lagrange density is now invariant if transforms as 

£>„ -> £>; = UDpW (1.1.8) 

so An must transform as 

Ap-*A'p = UApUi - ^ U ) ^ . (1.1.9) 

In order to give the gauge field meaning, it is necessary to add a kinetic term to the 

Lagrange density. This is constructed from the field strength tensor 

= %- [Dp, Dv] = Ta (d»Al - dvAl + g f ^ A l A l ) (1.1.10) 

such that F^ ->• UF^W. The (gauge invariant) kinetic term is (with prefactors chosen 

in analogy with QED and Maxwell's Equations) 

CGL = - \ F ^ F ^ (1.1.11) 

giving the basic QCD Lagrange density 

CQCD = - \ F A , V F A ^ + i>(x) {YfDp - m) j,(x). (1.1.12) 
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1.2 The Functional Approach and Ghosts 

In order to solve QCD, one must find all the Green's functions of the theory. There 

is more than one way to express a quantum field theory in terms of it's basic Green's 

functions. Two commonly used methods are the canonical approach (see for example [7]) 

and the functional approach (see [8] for a good review). The advantage of the functional 

approach is that it is based on the Lagrangian and preserves symmetries explicitly. 

The functional method is based on the path integral formalism introduced by Feynman 

[9, 10]. The idea behind the path integral is that the probability amplitude for an event 

to occur is given by summing over all ways that the event may take place weighted with 

with the likelihood for that configuration given by a term exp{«5} where S is the action. 

For a field theory, this translates to the following (see for example [8, 11, 12]). The central 

quantity is the generating functional - the vacuum to vacuum transition amplitude in the 

presence of external sources. This is given by 

Z[J] = N'1 JV(f>exp{iS + i J d4x J ( x ) 0 ( z ) j , S = j dA C(x) (1.2.1) 

where N is a normalisation constant such that Z[0] = 1, J(x) is the external source, 4>(x) 

is the field and V(f) is the measure representing integration over all field configurations 

(which at x0 = ±oo approach the vacuum2). The n-point Green's function is derived by 

functional differentiation of Z, 

8nZ[J] 
G n ( x u . . . , x n ) = (-i)n- (1.2.2) 

7=0 5J(xi). ..8J(xn) 

In order to eliminate disconnected vacuum to vacuum diagrams, one must use the quantity 

W[J] where 

Z[J] = exp{zW[J]}. (1.2.3) 

Now consider the purely gauge field part of the QCD Lagrange density (the pure 

Yang-Mills sector of the theory). I t is clear that if one puts this into the generating 

functional, then one will be integrating not only over all different field configurations but 

over infinitely many identical configurations related by a gauge transform leading to a 

badly defined divergence. The way to deal with the overcounting of gauge equivalent 
2This is necessary to ensure that for instance, any surface terms when one uses integration by parts 

vanish. However, this may not be the case if one considers topologically non-trivial solutions of the theory 
such as solitons and instantons [13]. 
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field configurations is to use a trick introduced by Faddeev and Popov [14]. The idea is 

to reparameterise the integral into a form where the infinity is expressed as an overall 

coefficient (which can be absorbed into the normalisation factor N) whilst the rest is 

constrained by a gauge fixing condition. The presentation here follows [11] and will be 

discussed in some detail. 

First consider integration over a group space. The integration measure dg is invariant 

under group transformations since in the integration, every group element is considered 

only once (even for continuous groups). Now, the gauge field transforms as 

A^ —>• A'p = UAptf - '-(d^U)^ (1.2.4) 

and if we re-express U in terms of an infinitesimal transform parameterised by 9a then we 

can expand as follows 

U(9) = l-i6aTa + O(02), U^{9) = l + i9aTa + 0(92) (1.2.5) 

so 

A, -> Al = Ta (Al - rbcAl9c - ~d,9a^j + 0(92). (1.2.6) 

The integration measure for the integration over the group space can be taken as T>0 — 

Ha I l x ^ 0 ^ ) - Now one writes the identity 

1 = A[A] J V65{Fa{A6)) or A" 1 [A] = J V9S(Fa(A6)). (1.2.7) 

From the second form of the above, it is clear that A[A] is invariant under gauge trans

forms. It is a Jacobian and can be written as A[A] = det M where 

r a 6 , „ _ dF*(A(x)) Mab(x,y) (1.2.8) 
F=0 d9b(y) 

The argument of the delta function defines the gauge condition. Now consider the insertion 

of this into the following functional integral involving only the pure Yang-Mills sector (no 

quarks) 

V[A] = J P ^ e x p { ^ y M } = / VA^[A) j V96(Fa(Ae)) exp{iSYM}. (1-2.9) 

Since SYM is gauge invariant, one can do a transform to get 

V[A] = J V9 J X » ^ A [ A ] ^ ( F a ( ^ ) ) e x p { z 5 y M } . (1-2.10) 
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It is now apparent that the divergent / V9 is just an overall factor that can be absorbed 

into the normalisation. With this, i t is possible to re-express A[A] and 8(Fa(A)) in a 

useful way. They are converted into additional terms in the Lagrange density. The gauge 

condition Fa is arbitrary and it is possible to write 

Fa(A) -» Fa(A) - ra(x) (1.2.11) 

for some function ra. Changing ra simply alters the centre of the delta function and so the 

rest of the functional integral is unaltered. I t is further possible to supplement the delta 

function with a gaussian weighting factor (since this only changes the normalisation) so 

one can now write 

6(F»{A)) -+ j 2 > r a e x p { - ^ j d4x (ra(x))2} S(Fa(A) - ra{x)) 

= e x p j - ^ / ^ F ^ ) 2 ! . (1.2.12) 

The delta function can thus be expressed completely generally as a new term in the 

Lagrange density - the gauge-fixing term. In this thesis, we shall be considering only one 

class of gauge, the linear covariant gauges. These are obtained by setting 

Fa(A)=d"Al (1.2.13) 

and the parameter £ specifies which particular gauge (eg. £ = 1 is the Feynman gauge) 

one is working in. 

A[A] is a determinant and this can be re-expressed as a functional integral over Grass-

mann (anti-commuting) fields (see [11] for a detailed explanation). The appropriate form 

is 

A[A] = det M ~ J VcDcexp{-i J d4x d4yc<l{x)Mab{x,y)cb(y)} (1.2.14) 

Now consider an infinitessimal transform on Fa(A), 
BFa 

Fa{A) -> Fa{Ae) = Fa(A) + jr^SAl (1.2.15) 

Using (1.2.6) it is possible to rewrite this as 

1 f)Fa 

Fa{Ae) = Fa(A)--j^Db

1

c9c. (1.2.16) 
9 u 
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One can choose the gauge condition to be Fa(A) = 0 and using the definition of the 

matrix M 
1 8Fa 

Mab(x,y) = - - — D ? S ( X - y). (1.2.17) 

The factor — ̂  is only a multiplicative constant in A [A] which itself is an overall factor 

in the functional integral, so one can absorb this into the normalisation with impunity. 

Replacing Fa(A) in the derivative with it's form for the linear covariant gauges gives 

A[4] ~ JVcDcexp{-i jd4x^(x)d^DaJ'cb(x)}. (1.2.18) 

The determinant A[A] has thus been expressed in a way that can be dealt with at the level 

of the Lagrange density. Two new sets of Grassmann fields fields have been introduced. 

They have a kinetic term cad*idli5abcb and an interaction term —gfabccadflAc

flcb. The 

functional integral V originally considered can now be written as 

V[A] = J VcDcDA^exp I^SYM - ^ j d4x {d^A^f - ij dix^1{x)dtiDabcb{x)^ . 

(1.2.19) 

Thus, the QCD Lagrange density can be effictively written as 

CQCD = -\Fa»vFa>*v - ^ A , ) 2 - T?d»Dfcb + 4 (ty*£>„ - m) X/J. (1.2.20) 

These new terms in the Lagrange density deserve a little further discussion. The 

Grassmann fields are known as ghosts and their introduction arises from the desire to 

consistently factor out an infinity from the functional integral due to the gauge symmetry, 

whilst preserving the theory. There are however more intuitive ways of introducing these 

terms. Firstly, in the basic QCD Lagrange density, the kinetic term for the gauge fields 

implies that there are four polarisation states for the gluon. However, just like the photon, 

the gluon should have only two physical polarisation states. The effect of the new terms 

is to kil l off these unphysical degrees of freedom. Secondly, without the gauge fixing term, 

the gluon propagator (the 2-point Green's function with two external gluon legs) would 

have no inverse [11]. 

The ghost fields are also very unusual. They are Grassmann (anti-commuting) fields 

and so obey Fermi-Dirac statistics, but they are scalar and transform in the adjoint 

representation of the group just as the gluon fields do. Finally, the ghosts are not physical 

fields and so cannot appear as initial or final states in any physical process. 
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Although the Faddeev-Popov technique is used in standard QCD, there are however 

problems associated with it as pointed out by Gribov [15]. The Faddeev-Popov trick 

eliminates overcounting due to infinitesimal gauge transforms and then integrates over 

the group space, but it does not account for identical field configurations related by finite 

transforms. The Gribov problem will not be discussed in this thesis. 

1.3 Schwinger-Dyson Equations and Slavnov-Taylor 
Identities 

Now that we have a Lagrange density for QCD, it is possible to construct the ful l gener

ating functional. For each field there is an external source term and repeated functional 

differentiation with respect to these sources gives the various Green's functions. As with 

any other theory built from a Lagrangian, there exists the Euler-Lagrange equations of 

motion. In a quantum field theory, these equations are known as the Schwinger-Dyson 

equations and they relate the different Green's functions. The Schwinger-Dyson equations 

can be derived in two ways: the functional method [16] or by a Dyson resummation [17]. 

The Dyson resummation essentially reorganises perturbative corrections (see later) into 

subdiagrams whereas the more rigorous functional method derives the equations directly 

from the invariance of the generating functional under variations of the field. The deriva

tion of the Schwinger-Dyson equations will not be presented here - it would simply be 

too long. Indeed it can be characterised by the following quote: 

"This sort of thing should only be done in a locked room with the lights turned 

out." M.R. Pennington, Durham graduate lecture series, 1997. 

The Schwinger-Dyson equations used in this thesis will be presented at the end of this 

chapter. 

As mentioned before, the Lagrangian based construction allows the symmetries of the 

theory to be explicit. QCD has been built from the assertion that the theory be invariant 

under gauge transforms. By demanding that the generating functional is stationary with 

respect to gauge transforms one can derive the generalised Ward-Takahashi identities for 

QCD (see for example [11]). These equations however are not particularly enlightening 

due to the presence of ghost terms in the full (effective) Lagrange density. It was found 

that there does exist a symmetry in the ful l Lagrange density which places the ghost fields 
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on the same footing as the gauge fields [18]. The BRS symmetry leads to the Slavnov-

Taylor identities [19] and any solution to the Schwinger-Dyson equations must obey these 

too. 

1.4 Schwinger-Dyson Equations, Green's Functions, 
the Perturbative Expansion, Feynman Rules 
and all that... 

With the Lagrange density, i t is possible to turn the theory into a physically meaningful 

formalism. The formalism relates scattering amplitudes (physically observable quantities) 

to the Green's functions. The probability of a transition from some initial state (a con

figuration of quarks) into a final state is given via the S-matrix. This matrix embodies all 

information about the scattering process and can be related to the Green's functions (this 

will not be reproduced here but can be found in many standard textbooks, eg. [6]). In the 

limit when the coupling (g) is small, the whole formalism can be expanded in powers of g, 

giving rise to the perturbation expansion and the Feynman rules. The Feynman rules are 

essentially the lowest perturbative order Green's functions corresponding to the propaga

tion and interaction terms in the Lagrange density supplemented by symmetry factors, 

appropriate minus signs (for fermionic fields) and integral measures. From these rules it 

is (in principle) possible to derive both the matrix elements for scattering processes and 

the Green's functions themselves at an arbitrary order in the perturbative expansion. 

I t is also possible to write the ful l one-particle irreducible (1PI) Green's functions3 in 

momentum space in terms of dressing functions (functions of the momenta) multiplied 

by prefactors containing the colour (group) content and basic kinematical structure of 

the quantity. The tree-level (lowest perturbative order) form is obtained by setting the 

dressing function to either unity (in the case of a simple propagator) or zero (in the 

case of some more complex vertex functions) 4. One natural consequence of this is in the 

diagrammatic notation of the Schwinger-Dyson equations. The perturbative expansion 

can be expressed as a series of Feynman diagrams. The Green's functions are similarly 

expressed, but now all possible insertions of sub-diagrams (the dressings) are replaced by 

'blobs'. 
3These are related to the connected Green's function (generated from W[J]) by a Legendre transform 

and essentially the 'building blocks' of the theory. 
4These forms are presented in full in the last section of the chapter. 
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Above, it was stated that the Green's functions could be calculated at arbitrary order 

in the perturbative expansion. In fact, this stems from the Schwinger-Dyson equations. 

The Schwinger-Dyson equations contain all information about the theory, not just the 

low-coupling limit. There can be other solutions to the theory, which cannot be described 

by perturbative means and so the blobs have more significance than merely being a set 

of sub-diagrams. 

1.5 Renormalisation 

In perturbation theory, if one calculates say the gluon self-energy (the 2-point 1PI Green's 

function with two external gluon legs) at the first non-trivial ('one-loop') level, one en

counters what seems to be a major problem - 'ultra-violet' divergences. The one-loop 

calculation involves integration over an unconstrained internal loop momentum and as 

this momentum becomes large, a divergence occurs5. These UV divergences are ubiqui

tous in the Schwinger-Dyson equations and in order that meaningful physics be extracted, 

the theory must be renormalised. 

The process of renormalisation stems from the realisation that since arbitrarily short 

distances (high momenta - the UV region) cannot be probed, it is only meaningful to 

compare physics at some finite scale with physics at another finite scale. I f the theory can 

be re-expressed this way, such that all physical processes are free from UV divergences, it 

is said to be renormalisable. All physical quantum field theories must have this property 

and this was proved for QCD b y ' t Hooft [20]. 

The first step is to characterize the divergence in a systematic way, a procedure called 

regularisation. There are two methods used in this thesis: the UV-cutoff and dimensional 

regularisation. The UV-cutoff method takes the 4-dimensional Euclidean phase space 

to have a finite, but arbitrarily large size given by the radius \/A- At the end of the 

calculation, one takes the limit yfk —> oo. This method has many disadvantages, but is a 

natural way to regularise full Schwinger-Dyson equations. Dimensional regularisation is 

applicable to perturbation theory. Here, all integrals are done in d = 4 — 2e dimensions 

for which they are finite. The d = 4 divergences show up as simple poles 1/e as e —>• 0. 

Having regularised the theory, it is now necessary to renormalise. This is done by 
5 This is not always the case. For instance, in the one-loop ghost-gluon vertex in Landau gauge (£ = 0) 

the divergence is not present. 
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rewriting all the fields and parameters in the Lagrange density6 in terms of a divergent 

part (denoted generically by y/Z) and a finite part (the renormalised quantity, denoted 

by an overbar). Consider the following simple example of a scalar theory with the un-

renormalised Lagrange density 

£ = \{%4>W<I>)-9<I>A- (1-5.1) 

Now, multiplicative renormalisability (as it is known) requires that for every unrenor-

malised operator there exists a momentum independent (dimensionless) scale factor (the 

renormalisation coefficient Z) that ensures that the operator becomes independent of the 

regularisation (and thus the divergence) when expressed in terms of renormalised quanti

ties. Thus, one must be able to write 

C = \zt{dM&$) - y f c 94? (1-5.2) 

and identify 

0 

The Lagrange density can now be rewritten as 

£ = - a t + \{Zt - i)(d^W$) - { J z g - i ) g t . (1.5.4) 

The first part of this is expressed solely in terms of renormalised quantities. The second 

part is explicitly divergent and the factors Z are to be calculated such that they cancel 

the divergences of the first part (this part of C defines the so-called counterterms). For 

an n-point 1PI Green's function under the scaling, only the external fields change so 

one can define 

where the renormalised quantity now does not depend on the regularisation and is ex

plicitly free of UV-divergences. In order to completely specify the renormalised Green's 

function it is necessary to define its physical value for a certain momentum configuration, 

eg. all external momentum scales being —/i. This is called the renormalisation prescrip

tion and once all the renormalised quantities have been identified with their physical 

counterparts (including the coupling, masses and the gauge parameter) then it is possible 

to derive the coefficients Z and the theory has been renormalised. The scale fi is called 

the renormalisation scale and is arbitrary. 
6The quantities in C are not themselves observable. 
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One of the first consequences of the above when applied to QCD is the uniqueness of 

the coupling. There is a single physical (observable) coupling in the theory, but four basic 

interactions that could be used to derive i t . This leads to the conclusion that there must 

be some relationship between the renormalisation coefficients of the corresponding vertices 

(the 3 and 4-point Green's functions that describe the interactions). The relationship does 

indeed exist and is one particular form of the Slavnov-Taylor identity. This will be an 

important piece of information later on. 

The second important consequence of renormalisation is the existence of the renormal

isation group (see [21] for a good review). The renormalisation coefficients (Z) depend 

only on / i , the regularisation, g and £ (the latter two being unrenormalised7). The un-

renormalised Green's functions depend on the regularisation (generically denoted here by 

A), g and £ but are explicitly independent of ji so for fixed external momenta (g, £ and 

A fixed too) 

^ r W ( A ^ , O = 0. (1.5.6) 

Now, i f one re-expresses the unrenormalised Green's function in terms of renormalised 

quantities, then one gets an equation describing how all these renormalised quantities 

(which also have an implicit dependence on fj, through g and £) vary with respect to fi 

whilst leaving the unrenormalised function invariant. The total derivative is thus rewritten 

as 

d d dg d d£ 
dfx d f j . ^.Afixed 30 d f j , 

d 

?,f,Afixed ®€ 

Applying this to 

r ( v , g , 0 = zl(»,A,g,(;)r{n)(^9,t) 

(1.5.7) 

(1.5.8) 

gives 

& ™<v§s+'<*•?>§;- s,f,Afixed 

where the expression = e x p { | l n Z } has been used. This is written as 

(1.5.9) 

(1.5.10) 

7This is a matter of convention - later in the thesis, the Z will be written in terms of the renormalised 
g and £. The Z are only defined to remove the divergence and as long as one is clear which convention 
one uses, there is no ambiguity. 
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This equation is the Callan-Symanzik equation [22], The functions (3, 5 and 7 are charac

teristic to the theory and through this equation show how a change in \i can be reabsorbed 

into the definitions of the different parameters (such as the coupling) such that observable 

physics is unchanged. 

1.6 The Need for Non-perturbative Methods and 
Schwinger-Dyson Studies 

As has been stated before, the low-coupling limit of the theory gives rise to a natural 

expansion. However, the renormalisation group implies that the coupling is not a constant. 

I t is observed that at low momentum scales (the infrared (IR) region), the coupling 

rises (see for example [5]) and so perturbation theory is not applicable. Thus, i f one is 

to understand the IR content of QCD, other techniques must be used. I f QCD in it's 

standard formulation is to describe the theory of strong interactions, then it must be 

able to account for confinement and the masses of the observable hadrons. The observed 

masses of the quarks are not simply related to the mass terms in the Lagrange density 

- the lightest quarks have masses measured at ~ 5 — lOMeV whereas the pion masses 

(two lightest quarks in a bound state) are ~ 140MeV and the proton mass (three lightest 

quarks in a bound state) is ~ lGeV. The energy scales associated with the bound states 

are in the IR and so one is led to the idea of dynamical mass generation. 

QCD as a fundamental theory must be able to explain confinement and mass genera

tion in terms of basic parameters. These phenomena necessarily involve a mass scale other 

than the masses of the quarks and the only other scale in the theory is the renormalisation 

scale \l. This mass scale would be a gauge and renormalisation group invariant, so should 

satisfy (following [21]) 

^ + P(g)-jL}M(»,g) = Q. (1.6.1) 
on ag\ 

Since \i is the only scale involved8, M(fi,g) = nm(g) so the above equation has the 

solution 

M ( / , , 5 ) = M e x p | - / S ^ y | . (1.6.2) 

Now, the perturbative expression for f3(g) goes like [23] 

m = ~\bof + 0 ( f ) = - ( y J V c - | iV>) ^ (1.6.3) 
8This is an assumption - there could be other mass scales in QCD, but there is no evidence for this. 
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where Nf is the number of quark flavours and 60 > 0. Thus as g —>• 0 

M{n,g) = jiexp j - — ^ \ (1.6.4) 

which has an essential singularity for g2 < 0 and vanishes for g2 > 0. I t is clear then that 

/3(g) must be derived non-perturbatively if one is to account for confinement and mass 

generation. 

Given that one needs a non-perturbative description of QCD the question arises of 

how to go about this. One such method is to discreetize spacetime and use massive 

computation to extract information - the so-called lattice approach. This will not be 

discussed here. 

Another approach is to study the Schwinger-Dyson equations directly. This has its 

advantages and disadvantages. On the plus side, the method is based on a continuous 

spacetime from which divergences can be naturally dealt with. These divergences may be 

of UV origin (and connected to the renormalisation) or of IR origin (ie. the region where 

an external momentum scale vanishes). Also, although the equations are obtained by 

expanding around the free field vacuum (being based on the generating functional), they 

make no reference to the vacuum or perturbations around it [21]. I t is therefore hoped 

that even in a confining regime (where the quarks are not the observed states, rather it is 

the hadrons that are seen), the Schwinger-Dyson equations hold and can give the correct 

non-perturbative description of QCD. 

However, there is no well-defined procedure for extracting reliable information from 

the Schwinger-Dyson equations other than perturbation theory. The Schwinger-Dyson 

equations are an infinite set of coupled non-linear integral equations and in order to 

solve the theory it would in principle be necessary to solve the whole set. The equations 

for the 2-point functions (see the next section) involve integrals containing the 3 and 

4-point functions, the 3-point functions involve terms with the 4 and 5-point functions 

and so on. The technique is to find a way to reduce these equations down to a small 

subset of simpler equations and then solve these. This is called truncating the system. 

In general however, apart from perturbation theory, there is no method for truncating 

the system in a rigorously systematic manner. One is reduced to making ansatz for the 

unknown higher-point functions, trying to include as much physical input as possible (for 

example using the Slavnov-Taylor identity) and demanding that the solutions obtained 

are self-consistent. The results are then compared with observation. This may seem to 
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be a pointless exercise at first, but i t does provide insight into QCD which would not 

otherwise be possible. There are pieces of information that can be derived in spite of the 

technical problems encountered. 

1.7 Feynman Rules, Notations and Conventions 

Throughout this thesis, the Feynman rules for the fully dressed one-particle-irreducible 

quantities used are shown in table 1.1. Note that for convenience, the fermionic sector of 

the theory will be restricted to Nf massless quarks and for the most part they will only be 

included as corrections to the gluon self-energy and triple-gluon vertices. The transverse 

and longitudinal projectors are 

UP) = (1-7.1) 

At tree-level, the dressing functions reduce to 

J ' 1 = Gp = Fp = 1 

fpCpi.ft.Ps) = Pin 

I V ^ t e i . P a . P a ) = W 2 ( P i - P a ) w + c y c l i c permutations (c.p.) 

r M (pi ,P25P3) = 7/i 

r£:i* = -92 { [ f a c M - fad'cb] + <w3<w< [ f a b > c d f a d ' b c 

where fab'cd = f a b e f c d e . The SU(N) generators are denoted Ta(a = 1,..., N2 — 1), and 

obey 

Tr [TaTb] = ^5ab = T f f i t (1.7.3) 

with the structure constants having the following identities 

jabc jdbc §adCA 

fadefbeffcfd = ^ C A f a b c . (1.7.4) 

The loop integration measure is —iddu = —iddu)/(2ir)d. 
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p 
H —* v 

gluon propagator D*(p) = 6ab± J " 1 + ^ „ ( p ) ] 

_P 

ghost propagator a b £>^b(p) = 5ab±Gp 

P 

quark propagator 1 J S^(p) = <%^FP 

ghost-gluon vertex •'' ^ f?°(Pi,P2,P3) = - ^ / ^ T ^ P i ^ P s ) 

3̂ ^ 

triple-gluon vertex ^ ^ 2 ^ ^ 3 ( ^ , ^ 2 , ^ 3 ) = - z 5 / o i , T M l f l 2 / J 3 ( p 1 , p 2 , P 3 ) 

a / \ b 
four-gluon vertex ^' ^ 2 r ^ ^ p x , . . . ,p 4 ) 

n 

quark-gluon vertex x / \ j r j j fr i .pajpa) = - 5 ^ r / 1 ( p i , p 2 ; p 3 ) 

Table 1.1: Feynman rules used in this chapter. A blob indicates a fully dressed one-
particle-irreducible quantity. The subscripts 'p' denote the argument of the function. 
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Further conventions used at various points in the thesis are as follows. The ghost-gluon 

vertex function can be decomposed as follows 

by virtue of the rather peculiar form for the tree-level ghost-gluon vertex. The two-index 

object will be referred to as the ghost-gluon scattering-like kernel. Lastly, the triple-gluon 

vertex function obeys the following Slavnov-Taylor identity (written in the notation of 

P3 r^p(Pl.P2,P3)G 3

1 = J2P^£(P2)rA„(P2 ,P3;Pl) ~ .7lP?*J(Pl)rAi/(Pl,P3;P2)- (1-7.6) 

The Schwinger-Dyson equations for the two-point Green's functions (inverse propaga

tors) are presented in their diagrammatic form in fig. 1.1. 

The renormalisation equations will be presented as required. Al l renormalised quan

tities will be denoted with an overbar, except where no confusion arises (in particular, 

the last chapter). Unrenormalised quantities will either be left as they are or for clarity 

denoted with a subscript;,. 

r/i(pi,P2,P3) =P?r„ /1(p1,p2,P3) (1.7.5) 

[24]) 
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Figure 1.1: The ful l 2-point Schwinger-Dyson equations for QCD in covariant gauges. 



Chapter 2 

The Effect of Ghosts in Landau 
Gauge 

The purpose of this chapter is to show how the inclusion of ghosts can affect Landau gauge 

Schwinger-Dyson studies of QCD. Perturbatively i t is widely known [25, 26] that at the 

one-loop level the numerical significance of ghosts is negligible, although their importance 

to such issues as the transversality of the gluon propagator is beyond doubt. However, 

as will be demonstrated, they may play a crucial role in determining the infrared (IR) 

behaviour of the gluon propagator, which itself is important for confinement. 

I t is worth pointing out at this stage that the examples given in this chapter are not 

a complete survey of Schwinger-Dyson studies of QCD. There are many more schemes 

proposed in axial gauges [27, 28, 29, 30] and different techniques for looking at covariant 

gauges (for example [31, 32]). However, these examples do show that the inclusion of 

ghosts into an approximation scheme in covariant gauges is a delicate issue. 

Besides explicit contributions to the Schwinger-Dyson equations themselves, the ghost 

propagator dressing function and ghost-gluon vertex form an integral part of the Slavnov-

Taylor identity for the triple-gluon vertex and hence the vertex itself. The first part of 

the chapter focuses on this and shows how a deep knowledge of these ghost inclusions is 

required if one is to proceed in a consistent way. 

The second section looks at an approximation scheme proposed originally by Man-

delstam [25]. This study is based on the assumption that the perturbative numerical 

insignificance of the ghosts persists in the IR. By neglecting ghosts and making one fur

ther assumption about the triple-gluon vertex one arrives at a much simplified expression 

for the gluon polarisation. I t is possible to infer a propagator which goes as 1/p4 in the 

limit p2 —>0 (and a running coupling which increases without bound). 

19 
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The third section then steps out of chronological order and looks at a different scheme 

proposed by Atkinson and Bloch [33, 34]. Here, both the triple-gluon and ghost-gluon 

vertices are taken to be bare. Although this explicitly does not satisfy the Slavnov-Taylor 

identity, i t does however lead to a simple system of equations. These can be dealt with in 

a particularly elegant way to get a gluon propagator that vanishes and a running coupling 

which attains a fixed point in the IR. 

The final section deals with a more sophisticated attempt to include ghosts put for

ward by von Smekal et al. [1, 2, 3]. This in fact was the first piece of work to point out 

that the ghost sector could be crucial to IR QCD and was the motivation for the subject 

of this thesis. By neglecting irreducible ghost-ghost scattering (and all other four-point 

interactions) they obtain a particular form for the ghost-gluon and triple-gluon vertices 

which implements their respective Slavnov-Taylor identities. The analysis of the subse

quent set of truncated Schwinger-Dyson equations leads to conclusions qualitatively the 

same as those of Atkinson and Bloch [33, 34]. 

2.1 Ghosts and the Triple-Gluon Vertex 

One of the first stages in any Schwinger-Dyson propagator study is to make an ansatz 

for the unknown three and four-point functions that enter the equations. It is usually 

taken that for the purposes of confinement, the triple-gluon vertex is sufficient to give the 

basic features of the model. The four-gluon interaction is then neglected, partly under the 

assumption that i t will not have a significant effect and partly because of the technical 

complications involved1. 

For the triple-gluon vertex ansatz, the Slavnov-Taylor identity is of great use. This 

identity can be solved to find a unique form for part of the vertex - the 'longitudinal' 

part. The rest of the vertex (the 'transverse' part) is left undetermined. Because the 

Slavnov-Taylor identity implements gauge invariance, the longitudinal vertex is sufficient 

to guarantee the correct gauge dependence of its contribution to the boson propagator. 

One such example is in QED, where the Ball-Chiu vertex [35] can be shown to result in 

the correct transverse structure of the photon propagator. To see this, one contracts the 

Schwinger-Dyson equation for the photon polarisation tensor with the external momen-
1One can also argue that the non-Abelian nature of the theory is already manifest with inclusion of 

the triple-gluon interaction, the four-gluon interaction only affecting matters quantitatively. 
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turn, 

p'Tl^p) = puU^(p) + J(-,) ddk(gJlM)SF(k)SF(k - p)pvru(k,p - k- - p ) . (2.1.1) 

In the above, Ufll/(p) is the photon polarisation (the inverse of the propagator), S f ( & ) is 

the fermion propagator and r„(A;,p — k; —p) is the fermion-photon vertex. The Ward-

Takahashi identity (the Abelian case of the Slavnov-Taylor identity) is 

p»K(k,p - ft; -p) = Sp\k) - S^(k - p) (2.1.2) 

so that any solution (ie the Ball-Chiu vertex) gives, under the condition that the integrals 

are finite or regularised in a translationally invariant way (eg dimensional regularisation) 

jTTLM = PUU^(P) + JMgi'byn {S?(k - p) - S?(k)} 

= P"ng)(p) 

p 
(2.1.3) 

which is the correct gauge dependence of the photon polarisation [5]. The transverse part 

of the vertex, defined by 

p v r t ( A : > p - A : ; - p ) = 0 (2.1.4) 

can play no role in the transversality of the propagator, but is crucial to the multiplicative 

renormalisability of the equation [36]. 

Thus, one can see that i t is desirable to have at least the longitudinal vertex from the 

point of view of the gauge dependence. Let us now see what this entails in the case of the 

triple-gluon vertex. 

In order to solve the Slavnov-Taylor identity, the first step is to de-construct the general 

vertex into a form that makes the symmetry, colour and tensor properties explicit. This 

was done by Ball and Chiu [37] (also by Kim and Baker [38]) to give an expression involving 

six unknown functions, four of which are determined by the Slavnov-Taylor identity and 

two which are transverse to all three momenta (and therefore undetermined). A brief 

outline of their work is as follows. The ful l vertex is written 

r £ w w ( P i , f t , P s ) = - « 0 / T w w w ( p 1 > p 2 > p s ) (2.1-5) 

where the colour structure has been extracted. Bose symmetry then requires that T be 

antisymmetric under interchange of any two vectors and their respective Lorentz indices, 
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(pi,Hi) O (pj,fj,j). This is done by constructing tensors antisymmetric under the inter

change (pi, ^1)«-»(p2 , M2) and then demanding invariance under cyclic permutations. The 

vertex is conventionally written in the following way 

(Pi - P2)(i3A123 + g^APi +P2)I13BU3 

-{Pl-P29w2 -Pln2P2^)(Pl -P2)^C123 

+ g(PlM3P2,i1P3/i2 + PlMP2n3P3m)Sl2Z 

+ (Pl-P29„lfi2 ~ P\H2P2n1){P2-PzP\tl3 -PVP3P2I13)F123 

+ (^(PlU^mPZM + Pl^nsPtm) ~ 9n.W2(P2-P3Pltl3 ~ Pl-P3P2n3)^ #123 

+cyclic permutations (2.1.6) 

where ^123 = A(p\,p2,p\) etc. The functions (B),A,C and F are (anti)symmetric in 

their first two arguments, H is completely symmetric and S is completely antisymmetric. 

The functions F and H are multiplied by tensors that vanish under contraction with any 

momenta with its respective index and so make up the transverse vertex. The other four 

functions define the longitudinal vertex. 

One further quantity to introduce is the ghost-gluon scattering-like kernel Y V i l which 

is related to the ghost-gluon vertex in the following way 

f f (Pi,p 2 ;p 3) = -i9fabcPiTv»(PuP2;P3) (2-1.7) 

This quantity has no immediate symmetry, two independent momenta with two free in

dices and hence can be de-constructed into five tensor components, conventionally written 

as 

r , /M(pi ,P2;P3) = - PSi/ft/i&Ml + P\vP^Z2l + P3vPlpd'32l + P l i / P l / ^ l (2.1.8) 

(again a'321 =a ' (p | ,p l ,p f ) ) . 

Now, the Slavnov-Taylor identity for the triple-gluon vertex is 

P 3

3 rW 2M 3(Pl>P2,P3) = G ,

3 J 2 P 2 ^ 2 ( P 2 ) f ^ 1 ( p 2 , P 3 ; P l ) ~ G 3 J l P ^ (p i ) f „ w (pX, p 3 ; p 2 ) 

(2.1.9) 

(where G3 — G{-p\)) plus cyclic permutations (c.p.). The identity thus gives rise to a set 

of 15 linear equations in the coefficients of the five independent tensors. Of these, 3 can 

immediately be extracted by further contraction of the identity with p^1 and p j 2 (and c.p.) 
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to give relations between the cyclic permutations of A, B, C and the fully antisymmetric 

S. This is because under the further contraction, the right-hand side of (2.1.9) vanishes 

and F, G are transverse. One is left with 9 unknown functions and 12 equations. Thus, 

A, B, C and S can be unambiguously expressed in terms of a',..., e', G, J and there are 

3 equations left over which relate a',..., e'. Writing 0123 = CI123G2J3, the solution can be 

expressed as 

4AU3 — 2(a 3 2 i + a 3 1 2 ) -I - p 3 ( & i 2 3 + &213) + 2pi -p 3 ci 3 2 1 + 2p 2 -p 3 d 3 1 2 

+(Pi - P2X&231 - 6132 + &312 - 6321) (2.1.10) 

4J9123 = 2(a 3 2 i - a 3 i 2 ) - £3(6231 - &132 + &312 - 6321) + %Pi-£3^321 - 2p2-P3^3i2 

-(P2i-pl)(bi2s + b213) (2.1.11) 

(Pi -PI)GU3 = 0-231 ~ 0132 +P2-P3^132 ~ Pi-^231 (2.1.12) 
— 2 ^ 1 2 3 = ^ 1 2 3 2̂31 3̂12 — 1̂32 — 6321 — 6 2 i 3 (2.1.13) 

and 

Ol23 - 0213 -Pl-P2{bl23 ~ hu) + Pi 'P3^123 ~ P2 -̂ 3̂ 213 = 0 (2.1.14) 

plus cyclic permutations. 

Now one can clearly see the impact of the ghosts in determining the longitudinal 

part of the triple-gluon vertex. Aside from explicit contributions to the Schwinger-Dyson 

equations, in order to maintain the correct gauge dependence of the pure gluon loop via 

the longitudinal vertex it is necessary to know the non-perturbative forms for three of the 

five functions that define the kernel TV(t - ie, it is necessary to know the ful l ghost-gluon 

vertex. 

2.2 The Mandelstam Approximation 

Here, we shall discuss an approximation scheme originally put forward by Mandelstam 

[25]. This scheme has been studied by various groups [26, 39, 40] with the same conclusion 

that the gluon propagator diverges like l / p i as p2—>0. The 'Mandelstam approximation' 

can be constructed in the following way. The first step is to neglect all four-gluon vertices 

and fermionic contributions. One then works in the Landau gauge. I t is observed that 

the ghost-gluon scattering-like kernels YVII occurring in the Slavnov-Taylor identity (2.1.9) 

reduce to their bare values as the in-ghost momentum (the second argument) tends to 
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zero in the Landau gauge [21]. This leaves 

P3 3 r W2w(Pl>P2,P3) = G 3 J 2 A i / i 2 ( P 2 ) - G 3 J i ^ ^ 1 / i 2 ( p i ) (2.2.1) 

The next step is to set the ghost dressing function to unity. This is necessary to ensure 

that condition (2.1.14) is met. The explicit ghost-loop contribution in the gluon propa

gator Schwinger-Dyson equation is now just the one-loop expression which numerically 

is small compared to the purely gluonic loop. The justification for dropping the ghost 

contributions is the postulate that the one-loop perturbative numerical insignificance can 

be extrapolated to the infrared [25]. 

The Schwinger-Dyson equation for the gluon propagator can then be written as 

n£(p) = / n f ( P ) - \ J (-z)a4k(-zgfabc)(-tgfbdc) x 

r(°i(p, -k, k - p)D^(k)D^(p - k)Ypav{p - k, k, -p). 

(2.2.2) 

where U^d(p) is the ful l gluon polarisation tensor. The triple-gluon vertex function above 

must now be dealt with. Taking the general solution for the longitudinal vertex (dropping 

the unknown transverse vertex), setting a' = 1, b' = . . . = e' = 0 and G = 1, one gets 

Aus = \(Ji + Ja) , Bl23 = \{JX - J 2 ), C 1 2 3 = { p 2 \ (Jx - J 2) (2.2.3) 

Now it is assumed that J is a slowly varying function of its argument such that J(p-k) ~ 

J(k) ~ J(p). The vertex is thus written 

IW (P - *, -P) = HP ~ *)r^(p, ~k, k - p) (2.2.4) 

This simplifies the gluon Schwinger-Dyson equation (even more than using the bare ver

tex) to 

+ l-g2CA5ad J tf 4ferW (p, -k, k - p)D»a(k)D°e(p - k)J(p - k ) T f l ( p - k, k, -p) 

t M { J P - i ) = - / G a f p 2 ^ " X

f c ) 2 r g , ( P , - * , k-p)t^(k)^{p-k)Tfl{p - k, k, -P) 

(2.2.5) 
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Since a UV-cutoff will be used to regulate the integrals it is important to avoid quadratic 

divergences. Brown and Pennington [26] noted that these divergences can in general only 

occur in the part of the loop proportional to g^v. The equation is thus contracted wi th 2 

^ = ^ ( W - < T V ) (2.2.6) 

to give 

d4kJrl 

j ; 1 = i - l-g

2cA J ^ ^ r r j b , -k, k - Pya{k)t^{P - k)vfav{P - k, k, - P ) 

(2.2.7) 

Using a Wick rotation to Euclidean space (g^v —> —8fiU,Jd4k —>• i fEd4k) does not alter 

the integrand but the measure can now be expressed as 

/ rf4fc = _ ! _ I* d9sm29 / A dk2k2, fc-p= | * I I p | c o s 0 (2.2.8) 
JE (27r)J JO JO 

Performing the tensor contractions in the integrand and writing q = k — p gives 

g2CA M 3 dk2

 T_r r«Q . 2 a y ' 7 1 ' d6sm29 x 
16tt 3 

dk< x n 
Jo p2^ Jo 

+ -

+ 

1 

1 pe 2 4 5 2 ; 2 1A;6 1 4 

12 kr 3 4 3 p2 6 
2 p ^ _ 19 2 8 ^ _ 1 3 2 

3 A;2 6 ^ 3p 2 6 
13 5p 2 k2 

6 4 i t 2 + 9' 
8 1 1 J _ 
3p2 + 6 ^ + 3p2fc2 

(2.2.9) 

To evaluate the angular integrals let us use a convenient formalism utilised by Atkinson 

and Bloch [34] which will be used extensively in the next section. Setting x = p2,y — 

k2,z = q2 and defining 

V> = 
x y < 

I • - = { 
x y> { 

, v y> 

the general angular integral can be written as 

y/x y < x 
x/y y > x (2.2.10) 

J* dd sin21" (d)zn = f3 (r + \ ^ y^F, (-n, -n - r; r + 1; y< 
y>. 

r > 1 

where 

/ » ( r + H U r ( r + * ) r ® 
P l + 2 ' 2 / r ( r + l ) 

(2.2.11) 

(2.2.12) 

2This contraction also removes the tadpole contribution which is proportional to g^. 
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and 

~ r(a + r)r(6 + r ) r ( C ) f ~ (o)r(6)r tr 

2F1(a,b; c;t) = ^ r IT = L (2.2.13) 

r = 0 T(a)T(b)F(c + r) r\ rf 0 (c)r r\ 

is a hypergeometric function. I t is to be noted that in general, one cannot do the angular 

integrals exactly in a Schwinger-Dyson equation due to the usual occurrence of unknown 

functions Gz. However, the Mandelstam approximation does allow the integrals to be 

performed. On substituting the integrals into expression (2.2.11) and noting that the 

hypergeometric functions simplify, one gets3 

Jx 
92CA 

32TT2 /0 X 

3 
4 

17 y V 
3 x 3x2 + Jx X y 

14x 7 x2 

~ Y y + U ^ 
(2.2.14) 

I t is now pertinent to discuss the renormalisation of the equation. The renormalisation 

coefficients are defined as follows 

JxX = 2 3(/K, A J j J , , g = Zg(n,A)g(n) (2.2.15) 

where the bar denotes the renormalised quantity. This gives 

g2(v)CA \ f x dy--x 
'x,n 3 9 16TT2 \JO x 

3 _ 17 y V 
8 6 x 6x2 Jx xJ™ 

7 x 7 x2' 
~3y + 24^2 

(2.2.16) 

Given the divergence structure of this equation, it is clear that in the Mandelstam ap

proximation Z2Z2 = 1. With a momentum subtraction scheme that requires the gluon 

self-energy to vanish at the renormalisation point (J^ = 1) 

Z30u,A) = 

= 1 -

i _ 9 1 C a { r ^ j - 1 

1 6 7 T 2 [ J o f i 

as{n)CA 

_3 _ 17 y 7 j £ 
8 6 / i 6/r2 + /' dy-j-i _7(j, 7_fj?_ 

~Sy + 24f 

4n 

47T 
{I[x} - I[fj]} 

(2.2.17) 

(2.2.18) 

The infrared solution to this equation can be found by ansatz 

I jx* = constant. The term Jx dyy^Jy^ ~ In (a;), but as x^O this gives an infrared 

singularity that cannot be dealt with. 

I I 7~j , ~ x. Now the term fxdyxy~2Jy^ ~ In (x), again infrared singular. 
3Note that after angular integration, all variables now refer to quantities with dimension [momentum]2 
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1 1 1 < C ~ 1/x. Putting this into I[x] gives 

I[x] = -—ln (y)\x

0- — 
L J Sx W l ° 12a; 

(2.2.19) 

In case 3, the terms exclusively give rise to gluon mass, ie the pole of the propagator has 

been shifted 

hmU^ix) ^ 0 . (2.2.20) 

Such a condition is not allowed since i t violates gauge invariance even in the present 

approximation scheme [40]. Therefore, these terms are subtracted in analogy with the 

UV-divergent terms [26]. The ansatz is then modified to 

b 
• C = z+n*) 

x 
(2.2.21) 

with the understanding that the terms b/x in the integrand are subtracted. Following the 

work of Hauck et al. [40] the equation is written as 

- + F(x) = [A + Bx + C{x)Yl 

x 
(2.2.22) 

where 

A 

B 

C(x) 

as((j,)CA \7 f^dy 
47r I'd Jo y 

7 as(fi)CA /•«> dy 
3 Jo y 

24 4TT 

as{n)CA f x 

47T 

Jo yz 

fXdyF(y) 
Jo 

91 17 y_ 7 j £ 
8x~ ~Qx2 + Qx3 + 3y 24y2 

(2.2.23) 

since J 1 cannot be a constant as x ->• 0, A = 0. Also, b = B 1 . To make the equation 

dimensionless and scale-independent the following changes of variable are made 

x 
x = -\ 

4TT x 
6 V a,(/i) 

This gives the ful l equation 

x2F(x) _ 
1 + xF(x) ~ 

with the constraint 

- J ' 1 

-CA fXdyF(y) 
Jo 

9 1 17 y_ 7jp l\_J_x_ 
YS? + 6i* + 3 ^ ~ 24y 1 

(2.2.24) 

24 Jo yl 

(2.2.25) 

(2.2.26) 
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CO 

. 3 -

p-co 

Figure 2.1: The ghost propagator Schwinger-Dyson equation with bare vertices. The blobs 
represent ful l one-particle-irreducible Green's functions. Shown here is the momentum 
routing with integration over the gluon momentum. 

which fixes the overall scale of the solution. This was solved numerically [40] to obtain 

a consistent IR solution for F. The details of the solution are not important for the 

purposes of this chapter, rather it the existence of the solution which has the lowest 

power F(x) ~ x 7 o ,7o > 1. 

In summary, under the Mandelstam approximation, a consistent solution for the in

frared behaviour of the gluon propagator is found from the Schwinger-Dyson equation. 

The propagator goes like 1/p4 as p2—>0. This behaviour leads to a running coupling that 

increases without bound in the IR and a linearly rising potential that implies a simple 

picture of confinement [40]. Although it is not within the scope of this chapter i t is worth 

pointing out that there is strong support for this result based on the phenomenological 

treatment of confinement and dynamical chiral symmetry breaking [41, 42]. 

2.3 The Bare Vertex Approximation in the Landau 
Gauge 

In this section, results obtained by using an approximation scheme where all vertices are 

bare will be presented [33, 34]. I t will be shown that the previously neglected ghost-gluon 

vertex may in fact be more important to the IR behaviour of the gluon than the triple-

gluon (or four-gluon) vertex. The approximation is not physically motivated but is able 

to highlight some important points due to the fact that the integrals are far simpler than 

in the ful l case (although in the Mandelstam approximation they are even simpler). 

With bare vertices, the ghost Schwinger-Dyson equation can be represented by fig. 2.1. 

There are two momentum routings for the loop and it will be important to have both. 
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With integration over the ghost momentum 

G? = 1 + zg2CA J ^ i ^ P W & i P ~ "0 (2-3.1) 

Using a Wick rotation 

where p-to = cosfl. 

G r 1 = 1 - ^ / A dw2u2Gu r dd sin 4 0 . J p } \ d (2.3.3) 
P 8 7 T 3 JO JO ( P - W ) 4 

With integration over the gluon momentum, one gets 

^ ' ^ - ^ r ^ T ^ t S ( 2 - 3 - 4 ) 

Setting x = p2,y = u2, z = x + y — 2^/xycos 9 gives the equations 

Applying multiplicative renormalisation and introducing the appropriate renormalisation 

coefficients (which will be used from now on) 

GXtA = Z 3 ( / i , A ) G I ) M ) J~\ = Z3(fi, A)i;l, g = ^Jjh-gfa, A) (2.3.7) 

where the bar denotes the renormalised quantity 4, one gets 

GZ = M^,A) ~ Z 1 { ^ K ) ~ 9 { ^ C a ^dyyGy,»J\esm*eJ-f (2.3.8) 

GZ = z ^ K ) - Z M V 9 { ^ 1 C a [ d y T Z [ d e ^ e ^ (2.3.9) 

I t is observed that for the Landau gauge Zi(/i, A) = 1 [21, 43]. The coefficient Z3(fi, A) can 

be eliminated by subtracting the same equation at some finite IR scale a. Concentrating 

on (2.3.9) and dropping the now redundant bar on the renormalised quantities 

4 Note that the renormalised coupling depends on both the renormalisation scale \x and the cutoff scale 
A 
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where z' = a + y - 2y/aycos9. To find a relationship between G,J one assumes a 

leading power law behaviour for both in the infrared 5. Since the only scale to match the 

dimensions of x is n, it is appropriate to consider the ratio xjii. 

Putting this into the equation 

(x\~fi ( a y P

 = g(n,A)2CA 

(2.3.12) 

Now, it will be shown that a = —2/3 = 2K is a consistent solution to both the ghost 

and the gluon Schwinger-Dyson equations. The first point to note is that this leading 

infrared power behaviour gives a renormalised coupling that is constant. This can be seen 

by considering the \i dependence of the renormalisation coefficients. Taking the gluon 

propagator function, recall that 

J-\ = Z3(n,A)Txl. (2.3.13) 

Plugging in the power law ansatz for the renormalised function and demanding that the 

powers match gives 

*G)"-(!)'*er 
The renormalisation coefficient Z3 can now be identified as Z3(/x, A) = . In a similar 

fashion, Z3()U, A) = ( f ) ^ - Consequently, the renormalised coupling will go like 

£ ) 92=g2- (2-3.15) 

Wi th the behaviour of the renormalised coupling determined, the above equation becomes 

W W 87r3 

(2.3.16) 

Since / i is the arbitrary renormalisation scale it is clear that a = —2(3 = 2K is consistent 

such that the //-dependence matches on both sides of the equation. Using the formula for 
5 A complete power expansion for both functions can be envisaged such that either side of the equation 

becomes a series in powers of x and o. 
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the angular integrals (2.2.11) and simplifying 

3 . d 2 / f J „ , „ . 1 - K _ 2 K - 2 jt / O O.„ r. O . ^ xK-aK = ^ B 2 { ^ d 2 / 2 / 1 - V 2 K - 2

2 F 1 ( 2 - 2K, - 2 K ; 3; | ) 
16vr2 4 

- f d y y 1 - ^ ' 2 ^ (2 - 2K, - 2 K ; 3; ^ ) + [* dyyK-\Fx (2 - 2K, - 2 K ; 3; - ) 
Jo x Ja y 

- r ^ * - 1 ^ ( 2 - 2 K , - 2 K ; 3 ; - ) ) (2.3.17) 
Jx y ) 

The integration variables are scaled so that the limits are 0—> 1, the UV-cutoff being taken 

to infinity (there are no divergences in the equation due to the subtraction). Eliminating 

the overall factor (xK — aK) 

g2CA3 
1 = - = ^AB2 j f 1 dt (t1-* + r 1 - " ) 2 * 1 (2 - 2K, - 2 K ; 3; t) (2.3.18) 

16TT2 

This allows the use of the formula 

C' dtV2F\{a,b\c\t) = 3F2 (a, 6, i / + 1; c, i / + 2; 1) (2.3.19) 
yo f + 1 

which gives 

3 F 2 ( 2 - 2K, - 2 K , 2 - K; 3, 3 - K; 1) 
2 — K 

92CA3 
167T 2 4 

1 = 92CA3AD2( 1 

- i 3 F 2 ( 2 - 2 K , - 2 K , - K ; 3 , 1 - K ; 1 ) 1 (2 .3 .20) 
K J 

Doing the same analysis on the other momentum routing (2 .3 .9) one gets 

i f i A A B 2 \ ^ T 1 3 F 2 ( K + 1 , K - 1 , 2 K + 1 ; 3 , 2 K + 2 ; 1 ) 
16TH 4 I 2K + 1 

- - 3*2(K + 1 , « - ! , - « ; 3 , ( 2 . 3 . 2 1 ) 
K J 

These last two expressions are in fact numerically equivalent for a range of K [34]. I t 

should be noted that in both equations, the pure power law ansatz for the functions has 

not given rise to higher powers. 

To constrain K further, it is necessary to study the Schwinger-Dyson equation for the 

gluon propagator. Atkinson and Bloch [33] found that a consistent IR solution can be 

derived by omitting the purely gluonic loop (as well as the two-loop terms and fermionic 

contributions). It shall now be demonstrated that all but the ghost-loop can be omitted in 

the IR, i f one considers all vertices to be bare. The renormalised gluon Schwinger-Dyson 
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equation contracted with R^" will have the generic form 6 

Jg„ ~ ^ ( ^ A j - ^ x ^ A j ^ r f ^ ^ r ^ J - J + ^ ^ A ) l ^ D ^ D ^ G l ^ 

-\z4{n, A) I T ^ D ^ D ^ D ^ J ^ 

-\zb(»,A) f T^D^D^D^D^YfT^J-^. (2.3.22) 

In this equation, i t is possible to extract quite generally the //-dependence of each term. 

The renormalisation coefficients Zi will have a characteristic power of //. Also, in each in

tegral, given that the vertices are bare, the only //-dependence comes from the propagator 

factors. Concentrating on the finite terms only, the only scale to balance the //-dependence 

(to give a dimensionless gluon propagator function) is the external scale x. 

Now, the vertices are bare and consequently will require no renormalisation. Thus the 

renormalisation coefficients will become 

z1 = z1 = z4 = i, z s = Y 3 = ( x ) ^ • ( 2 " 3 - 2 3 ) 

I t is immediately apparent that this approximation scheme explicitly violates the Slavnov-

Taylor identity (and consequently gauge invariance). The Slavnov-Taylor identity, which 

ensures that the physical coupling in QCD is uniquely defined via any of the vertices, can 

be expressed as [21, 43] 
I (2.3.24) 

which obviously cannot hold here. However, for heuristic purposes, the issue of gauge 

invariance will be neglected. 

Returning to the gluon equation - by using the IR power law ansatz for the unknown 

functions, considering the //-dependence of each term, restoring the dimensions with the 

external scale x and keeping only the finite terms, one gets the following 

( x y 2 K 1 ( x \ 4 K ( x \ ~ 2 K 

UJ ~ " 2 / 5 i u o " U J + W U J 
1 f x \ e K 1 f x \ 6 K 

— -^hunaet " J — X-^-ioop ~ 1 (2.3.25) 

Prom this i t is clear that for the equation to be satisfied, unless « = 0, the only term 

that contributes as £ - » 0 is the ghost loop and that K > 0. This tacitly assumes that the 
6Note that the tadpole diagram vanishes under this contraction. Also, the renormalised coupling is 

omitted since it is simply a constant. Z± is the renormalisation coefficient for the four-gluon vertex. 
z2 
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ghost-loop contribution does not vanish and that unlike the previous section there is no 

subtraction of infrared divergent terms. 

With this in mind the renormalised gluon Schwinger-Dyson equation becomes 
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JX,/J, — Z s ( / i , A ) 
, g2CA 1 M 

8?r3 3a; Jo Jo 
d9 sin 2 9 G 

1 f x + y y2 

X 

1 ~V z 
+ o + 2 - - -

I X X 
(2.3.26) 

Again subtracting at some scale a and putting in the power law ansatz for the functions 

92CA 1 
x-2K _ a-2* 

8TT3 3a; 

a; + y y 

-(a; ->• a) (2.3.27) 

This leads directly to the form 

92CAl 
1 = 

167T 2 3̂  
AB2 £ dtl[2F1 (K + 1, K; 2; f ) ^ ( r K + t1'* + t2"'1 + J2*"2) - (t2~K + t2K~3) 

+ 2 F i ( « , « - 1;2;«) i ^ - K + ^ - 2 j + 2 ^ l - « + t 2 « - 3 j 

! F 1 ( K - l , « - 2 ; 2 ; t ) [ r K + t 2 K " 3 ] } (2.3.28) 

which is integrated to get 

{ * , 3 F 2 ( K + 1 , K , 1 - K ; 2 , 2 - K ; 1 ) + ^ , 3 F 2 ( K + 1, *, 2 - K; 2, 3 - K; 1) 
12(1 — «) 2(2 - K) 

+ 4^ 3 ^ 2 ( K + 1, «, 2K; 2, 2K + 1; 1) + ^ 3 F 2 ( K + 1, K, 2K - 1; 2, 2K; 1) 

3 F 2 ( « + 1, «, 3 - K; 2, 4 - K; 1) + 1 3 ^ 2 ^ + 1, K, 2K - 2; 2, 2K - 1; 1) 
(K — Oj Z ( l — KJ 

1 3 ^ 2 ( * , K - 1,1 - K; 2, 2 - K; 1) + 3 F 2 ( K , K - 1, 2K - 1; 2, 2K; 1) 
2(1 - K) 

2 1 
3 F 2 ( K , K - 1,2 - K ; 2 , 3 - K;1) + 7 - r 3^2(« , « - 1, 2« - 2; 2, 2K - 1; 1) ( 2 - K ) 

1 
( K ~ = 1 ) 

1 
2(1 - K) 

( K - 1 ) 

3 F 2 ( K - 1 , K - 2 , 1 - K ; 2 , 2 - K ; 1 ) 

3 J F 2 ( K - 1, K - 2, 2K - 2; 2, 2K - 1; l ) 1 

(2.3.29) 
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This expression can be compared with either (2.3.20) or (2.3.21) coming from the ghost 

Schwinger-Dyson equation and it is found that they are equivalent in the limit K —> l 7 

[34]. This can be seen analytically by setting K = 1 — 5 and considering firstly (2.3.20) 

-l 
92CA 1 A D 2 

1 6 7 T 2 3 
-AB' ~ l { l T 5 3^(25 , 25 - 2,1 + 5; 3, 2 + 5 ; 1) 

-JZ~s 3^2 (25, 2 5 - 2 , 5 - 1 ; 3,5; 1)] (2.3.30) 

Expanding the hypergeometric functions in terms of their series gives 

92CA 1 
16TT2 3 

AB" 
- l 

= 3 (2.3.31) 

For the gluon equation (2.3.29) it is necessary to change the argument of the hypergeo

metric functions from 1 to the limit r —> 1 in order to avoid convergence problems 

1 - 1 r i 
= l iml im 3 F 2 ( 2 , l , l ; 2 , 2 ; r ) - - 3 F 2 (2,1, 2; 2, 3; r ) 

T-»1 5-0 t 4 

92CA 1 , n 2 

16TT2 3 
AB1 

+ b- 3 F 2 ( l , 0 , l ; 2 , 2 ; r ) + ^ [ 3 F 2 (2,1,5; 2,1; r ) 

+ 3 J F 2 ( 2 , l , - 2 5 ; 2 , l ; r ) + 3 F 2 (1 , -5 ,5 ; 2,1; r ) 

- 2 3 F 2 ( l , - 5 , - 2 5 ; 2 , l ; r ) - 2 3 F 2 ( - 5 , - 1 , 5; 2,1; r ) 

+ 3 F 2 ( - 5 , - l , - 2 5 ; 2 , l ; r ) ] } (2.3.32) 

Expanding those functions that have 5-dependence in terms of Pochhammer symbols 

92CA 1 , n 2 

16TT2 3 
AB lim | ~ + 2F, (1,1; 2; r ) - -^FX (1, 2; 3; r ) 

+ l i m V ; 
<W)^2r!5 

(5) r + ( -25) r + 
(2)r 

J - 5 ) r ( - 2 5 ) r _ ( - 5 ) r ( - l ) r ( 5 ) r ( - 5 ) r ( - l ) r ( - 2 5 ) T 

(2) r (2) P(1) P

 + ( 2 ) r ( l ) P 

(2.3.33) 

When r = 0, (a)r = 1 so these terms in the series cancel (ensuring that there is no 1/5 

divergence). For r = 1, (a)r = a which conspires to give terms of 0(5) which drop out. 
7This limit is actually very important. Naively setting k — 1 immediately gives a divergent result. 

However, the hypergeometric functions have a complicated structure, which is such that these divergences 
do not in fact occur after integration. 
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When r = 2, (a) r = a(a + 1) so the terms ( - l ) r are zero for r > 2. This leaves 

167T 2 3 
= l i m l i m J ^ + 

r->i <MO [ 4 ^ [ 1 + r 2(2 + r) 2r!5 
1 + ^ « * ) r + ( - 2 « ) r ) 

13 

13 

+ lim rr 

T-A ^ r=l 
oo 

1 

= — + lim V r 
4 ~ * r = 1 

1 + r 2(2 + r ) 2r! 

1 1 1 

1 + ^ ( ( r - l ) ! - 2 ( r - l ) ! ) 

1 + r 2(2 + r ) 2r 

oo 
3 + l i m Y r r 

13 
T 

r=3 

_ _ ! I _ J _ 
2r r 2r. 

= 3 (2.3.34) 

Thus i t is seen that in the limit K —> 1 the coupled Schwinger-Dyson equations under 

this approximation scheme are consistently solved in the IR to get 

Gx~x~\ J " 1 ~x2 (2.3.35) 

This corresponds to an IR vanishing gluon propagator and an enhanced ghost propaga

tor in stark contrast to the results of the previous section. In addition, it is relatively 

straightforward to find the behaviour of the running coupling [33]. Replacing the bars on 

the renormalised quantities 

p ( ^ , A ) 2 = Z3Z$g2 

^ , A ) 2 Z 3 - 1 ( / x , A ) Z 3 - 2 ( / x ) A ) = g(u,AW(u1A)Z^(u,A) 

(2.3.36) 

The running coupling can be defined as a(x) = ^ J x Gx (independent of the prescription). 

Thus as x—>0, a(x) —> ^r-, ie the running coupling approaches a constant in the IR. 

2.4 Adding the Slavnov-Taylor identity for the Ghost-
Gluon Vertex 

In this final section, a more sophisticated attempt to include ghosts put forward by von 

Smekal et al. [1, 2, 3] will be reviewed. This truncation scheme as usual neglects all 

four-point interactions and fermionic contributions. The terms dismissed from the gluon 
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Schwinger-Dyson equation are the tadpole term (which vanishes under contraction with 

R^) and the explicit two-loop terms. In order to find a suitable form for the kernel T v t l , 

a Slavnov-Taylor identity is derived under the truncation scheme. From this i t is possible 

to deduce at least those parts of both r 3 and Y that implement gauge invariance. It is 

hoped that these are sufficient to give rise to sensible physical results. 

By utilising the BRS invariance of the ful l pure Yang-Mills theory, the following func

tional identity for ful l reducible ghost correlation functions was found [2] 

{Cc(z)Cb(y)dAa(x)) - (Cc(z)Ca(x)dAb(y)) ~ (Cd{z)Ce{z)Ca{x)C\y))fcde (2.4.1) 

where C and A are the ghost and gauge fields in configuration space. The rhs can be 

decomposed into connected and disconnected parts 

(CcCaCbCd) = (CaCb)(CcCd) - (CaCd) (CcCh) + connected (2.4.2) 

Under the truncation scheme, the connected ghost-ghost scattering contributions are ne

glected. This leads to the identity (true in all gauges) 

G ^ p ^ M ^ P ^ ) + Gi1p%riJt(p1,ps;P2) +p\Gll = 0 (2.4.3) 

One can notice immediately that as either p 2 - » 0 or p 3 ->0, this equation (assuming that 

there are no singularities) reduces to 

p»Tll(p,Q;-p)=P2 (2-4.4) 

from which one can infer that the vertex in this limit remains bare to all orders. This is 

known to be true non-perturbatively in the Landau gauge [21] but not in general gauges. 

This limit will be discussed in later chapters. 

The identity (2.4.3) can be solved by making the following ansatz 

fp(pi ,P2 ;P3) = (Pi - P2)flXU3 + P8AI*123 (2.4.5) 

This choice is suitable because in general covariant gauges the symmetry requires Xx2z = 

X213 [2]. The identity then becomes 

(Pa ~ P\)G^X12Z + {p\ - p 1 ) G 2 - 1 X 1 3 2 + P ^ 3 - 1 y 1 2 3 + £G?YlS2 + p\Gll = 0 (2.4.6) 

Assuming that there are no kinematical factors in the unknown functions and looking at 

the coefficient of p\ 

G^X123 + G?X132 = GT 1 (2.4.7) 
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This is most easily solved by setting 

x « = U h m - 1 ) < 2 ' 4 - 8 ) 

where the last two terms guarantee the symmetry. The function Y can then be derived 

by looking at the coefficients of either p\ or p\ 

^ = - i ( | - | + 1 ) 

* fV( P l , M p , ) = - p2)„ ( ° 1 + g - l ) - 1P3U ( f j - § | + l ) (2.4.10) 

This vertex reduces to the bare form not only when the function G is taken to be bare, 

but also as p2—»0 assuming that p ^ G ^ 1 vanishes. This is an indication that the function 

G should be singular in the IR to ensure consistency. Eliminating p3 in the vertex 

rV(Pi,p 2 ;p 3 ) = P I „ ( ^ ) +P2» ( l - | j ) (2.4.11) 

and recalling the definition of the kernel f V ( l leads to 

'G$\ VxvPm / . C 3 = ( | ) (2.4.12) 

or 
a,,, = ^ , c' = e' = - A ; { l - ^ ) , b ' = d' = 0 (2.4.13) 

G 3 , _ , _ _ 1 A _ ^ 
t 3 2 1 " G ! ' 3 2 1 - 3 2 1 " p?V G 2 

Note that this form is only defined up to terms transverse in p\. However, as this is an 

ansatz, the simplest form consistent with all the physical requirements is from a practical 

point of view the best place to start. With the kernel above, the triple-gluon Slavnov-

Taylor identity becomes 

G G G G 
P3 3 r A l W M3(Pi>P2 ,P3) = J 2 P 2 - hvl^wAVx) (2.4.14) 

and the longitudinal part of the triple-gluon vertex is given by the functions 

1 „ (Gx T G2 

Ci23 = Mhtf3 (S ' 1 - i- 7 2 ) ( 2 - 4 1 7 ) 

S 1 2 3 = 0 (2.4.18) 
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with the consistency equation (2.1.14) satisfied. 

Looking firstly at the ghost Schwinger-Dyson equation, substituting in for the vertex 

and noting the transversality of the gluon propagator in the Landau gauge one gets 

« " Y G ; ' = ry - / ( - . ) y y - n / * N f K r » k - P I P - ^ " ( P - - ) 

G ? = 1 + I ^ r ^ " ^ ~ « ) + ^ " 0 ( 2 ' 4 ' 1 9 ) 

Under a Wick rotation this becomes 

G " = 1 " ^ C f / „ * ^ 9 o ^ p - ^ o - »> ( G ~ - G « + 

(2.4.20) 

where p-u) = |p||u;|cos0. Now, in order to proceed it is necessary to make the following 

angular approximations. For u>2 <p2 the argument of the functions J~}w and Gp-W become 

J~l and Gp. This preserves the limit ui2 —> 0 of the integrand in Euclidean space. For 

u)2 > p2 all arguments of the functions are replaced with u>2. This assumes that in the 

UV the functions are slowly varying, which is borne out by perturbation theory. Thus 
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Doing the tensor contraction and setting x—p2,y — u2,z — x + y — 2y/xycos8 as before 

gives 

» = i - 1 = - # ( r * l ' d $ s i ° 4 c * s: « si»4» 1} 
Substituting in the angular integrals 

and renormalising as before (with Z\ = 1) gives 

^ " • A » ^ 3 ' 1 - • (2.4.24) 

The bar will again be dropped since all quantities are renormalised. Notice again that the 

renormalised coupling depends on both the renormalisation scale pb and the cutoff scale 

A. 

It is possible to discuss the IR behaviour of this equation. One makes the ansatz that 

as x-+0,GXtliJ-* ~ {x/nY for giving 
-K / \ 2/t 

This ensures that the terms on the right-hand side that are integrated out under the 

angular approximations are consistent. The power law derived here is identical to that of 

the previous section8. Recall that in the previous section, assuming this power law led to 

a constant renormalised coupling - this behaviour holds here too such that g(n, A) = g. 

Putting this into the equations above and demanding that x —> 0 

To obtain a positive definite function GXtll from a positive definite J~* entails that 

0 < K < 2 (2.4.27) 
8Chronologically speaking, it also came first. 
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Now consider the gluon Schwinger-Dyson equation. The renormalised equation will 

have the form 9 

+ Z 1 ( M , A ) / r^D^D^G' . (2.4.28) 
Jul 

Just as in the previous section, it is possible to isolate the //-dependence of each term. As 

before, Zi = l but now, Z\ = = ( j j ) . Putting this into the equation gives 

g) " ~ A) - \ g) " (f)" W + / * - g) " • (2.4.29) 

In the previous section, it was possible to demand that only the terms independent of 

the cutoff scale A could contribute to the left-hand side, leaving a clear dependence on // 

that could not be altered. However, in this case, it is seen that the // dependence is the 

same for each of the terms. The integral IgiUOn will actually be a function of x and A so 

if there is a contribution that cancels the A dependence, then the gluon loop will become 

important. Since K > 0, this becomes a question of how singular the integral is. 

Now, the important part of this integral is the region where the radial integration 

reaches the UV cutoff. In this region, the y-max approximation holds and so any function 

of z can be approximated by a function of y. I t is also known that the bare tensor structure 

in the integrand gives rise to the most singular behaviour in perturbation theory which 

is at most quadratic. However, under the correct contraction of the equation, the most 

singular behaviour is logarithmic, which corresponds to the case where the power law 

ansatz is zero (and not allowed for consistency reasons). In this naive argument we shall 

however simply say that the power of the divergence coming from the bare factors is zero. 

Thus, the divergence all rests on the characteristic powers of the propagator functions in 

the integrand. The maximum possible power of the divergence corresponds to replacing 

the argument of all the propagator functions in the integrand with A and reading off the 

greatest power. With the triple-gluon vertex function ansatz outlined earlier, the integral 

behaves like 

Igiuon ~ ^J-2(y)£-G2G3 (2.4.30) 
J y Lri 

9Recall that under the present truncation scheme, all four-point interactions are neglected. The generic 
dependence of the vertices on the two-point functions has been made explicit. 
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where the two propagator factors in the integrand have the argument y as y —> A and the 

subscripts in the vertex function denote the different orderings of the arguments due to 

the Bose symmetry. There are thus three cases to consider. 

1. G2 = Gs = G(y), G1 = G(x) 

2. G1=G3 = G(y), G2 = G(x) 

3. G1=G2 = G(y), G3 = G(x) 

W ~ / A ^J-\y)£&G(y)G(x) ~ ffi (2.4.33) 

In all three cases, the maximum divergence possible is therefore A 2 ". 

Returning now to the gluon Schwinger-Dyson equation, and substituting in the most 

singular part of IgiUOn ° n e obtains 

It is now clear that even the most singular part of IgiUOn cannot give rise to leading x 

contributions in the infrared limit and so the gluon loop term can be neglected1 0. This is 

demonstrated explicitly in the work of von Smekal et al. [1, 2, 3] where in fact the greatest 

divergence of Igiuon is only A \ With this, it is also clear that the divergent part cancels 

the ^-dependence and therefore contributes only to the renormalisation coefficient. 

Thus, taking only the ghost loop term and employing the angular approximations 

outlined earlier, the gluon Schwinger-Dyson equation becomes 

^ • ^ a g ^ - f e . + 1 j ; ^ „ + 1 / ; . , 2 „ 5 ) 

1 0 This argument has been applied to the case when one is considering only pure infrared power law 
behaviour of the propagator functions. One may wonder if this argument can hold if one considers the 
propagator functions to be power series. However, in principle there is no problem since the UV behaviour 
of the propagator functions is known to be given by the perturbative results which would not generate 
such singularities. 
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Returning to the ghost equation (2.4.26) and writing 

B . ^ C = c g ) " , 3 „ = « g ) ~ " , 7? = (2.4.36) 

(JQ is the leading perturbative term for the anomalous ghost dimension) one obtains 

a~1 = 9 2 ^ h o ( l - \ ) c (2.4.37) 

Putting this into the gluon equation (2.4.35) gives 

( \ I N " 1 4 ( \ 1 \" 2 [ 1 3 1 1 1 

Solving for k and applying 0 < k < 2 readily gives k ~ 0.92. This result is very similar to 

the one derived by Atkinson and Bloch. The running coupling can be defined as before 

but this time reaches the fixed point a ~ 9.45 in the IR. 

2.5 Summary 

This chapter has demonstrated that the inclusion of ghosts into Landau gauge Schwinger-

Dyson studies is an important issue. That their omission leads to an I R enhanced gluon 

propagator, whereas simple forms for their inclusion lead to the opposite is a striking 

observation. However, this must be tempered with the realisation that the work done 

so far is necessarily incomplete in nature. Various methods of finding a solution have 

been outlined, each with its own set of problems. For example, the angular approxima

tions used in both the Mandelstam approach and the work of von Smekal et al. are not 

fully understood and simply using bare vertices is not physical from the point of view of 

gauge invariance and the Slavnov-Taylor identities. Also, the issue of the masslessness of 

the gluon has not been addressed. The self-consistent solution to the Schwinger-Dyson 

equations of the last two sections gave rise to an inverse propagator that diverges in the 

infrared; for the Mandelstam approximation, the subtraction of I R divergent terms was 

introduced ad hoc. Nonetheless, this work is crucial in pointing out the importance of the 

ghost contributions to Q C D in the infrared. 



Chapter 3 

Perturbative Results and their 
Renormalisation 

In this short chapter, the one-loop, arbitrary gauge results for the ghost and gluon prop

agators and the ghost-gluon vertex will be presented. Their renormalisation coefficients 

will also be derived. It will be seen that these results are necessary to later chapters. 

The chapter is organised as follows. The first section sets all the notation and conven

tions that will be used in this and subsequent perturbative calculations. The second and 

third sections present the calculations for the ghost and gluon propagators respectively. 

The fourth section deals with the ghost-gluon vertex. Finally, the perturbative renormal

isation of these quantities will be discussed. The results found will not necessarily be 

calculated or presented in the same way each time but rather, it will be convenient to 

express the functions in the manner in which they will be used later on. 

44 
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Figure 3.1: The ghost propagator Schwinger-Dyson equation. 

3.1 Notation and Conventions 

Throughout this chapter, the various unrenormalised dressing functions that occur in 

table 1.1 are expanded to the appropriate order in the coupling g as follows 

fMbi,P2,p3) = Pi» + {-^g2cA)f{V{pi,P2,Pz) + (-i9AcA)t»{PuP2,P?) 

H - \ g 2 c A f t f { p ^ P 2 ^ ) . (3.1.1) 

These functions will be calculated in later sections, using the various Schwinger-Dyson 

equations. 

3.2 One Loop Expression for the Ghost Propagator 

In this section, the general gauge result for the one-loop ghost function will be 

calculated. Consider the full Schwinger-Dyson equation for the ghost propagator (fig. 3.1) 

8adp2G-p

l = 5adp2 - J ( - i ) dduj{-igfabc)p,Dbf{p - w ) f ^ ( p - w, - p , u ) D c ^ ( u ) (3.2.1) 

To obtain the one-loop expression for one simply replaces the dressing functions on 

the right-hand side (rhs) with their tree-level values to get 

w 2 

(3.2.2) 
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Doing the colour algebra gives 

SaV(--292CA)Gy = - V C , ^ / - ^ - ^ jp- (p - W ) + -a;)- . ) . 
(3.2.3) 

Expanding the scalar products and cancelling factors 

W ( p - u ; ) 2 - w 4 ] } . 

r ddu _ r ddu _ r d ^ ^ _ r ^ t d u ^ _ 

Under the framework of dimensional regularisation, those integrals with no external scale 

(including those related by a translation of the integration variable) are zero, ie 

ddu> ( ddu r ddu>uu f ddu 

(p - w) 2 

This leaves 

W ' l s f e r ^ l z f e ? ( 3 - ) 
Using the integration by parts technique outlined in appendix B . l , one then arrives at 

the final answer 
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, i l i s 1 

a n d v l 

S =1 

Figure 3.2: The inverse gluon propagator at one-loop. The relative signs and symmetry 
factors are included. Not shown are the momentum routing (for the bubble graphs see 
fig. A . l ) and the contracted indices. 

3.3 One Loop Expression for the Gluon Propagator 

In order to calculate j £ \ the one-loop gluon function, consider fig. 3.2 contracted with 

5adp2g<il/ 

+ 

+(-*)(-9)2NftT J ^ ^ / t W t ^ ^ " t ) 

(3.3.1) 
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where in the fermion loop term (second last line) the trace is over the 7 - matrices. 

Extracting the colour structure, pre-factors and expanding the function J 

-5adp2{d-\)jV = 

-i/2(-iCA)8ad J u 3 { ^ " u ) 2 frX^ - p ) ^ ( - p , p - " , « ) x 

i Q » + [ f » ( p - U ) + # " ( p - w)] + 2w-(p - « ) } 

w 2(p — a;)2 

(3.3.2) 

The first thing to notice is that the last term (the tadpole) vanishes. This is because the 

four-gluon vertex is bare and does not contain any momentum dependence, leaving the 

whole integral with no external scale which under dimensional regularisation is zero. The 

trace over the 7— matrices is straightforward: 

= 4 ( d - 2 ) w - ( p - w ) . (3.3.3) 

The tensor contraction of the pure gluon loop is lengthy but simple and it is easier to 

evaluate this using F O R M [44]. The result leads directly to: 

ddu f L . 7 . 1 
(-•Ca) / u2(p — uj)2 

+ g[4 + 2 ^ - l ) + £ 2 - 5 £ ] - i 

ddu 

p 
4uj2(p — u))2 

+tNf(d-2) f 
J 1 u

2(p — oj)2 

Using the general formula (A.1.8) for the two-point integrals, one gets 

(3.3.4) 
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Figure 3.3: The ghost-gluon vertex at one-loop. Not shown is the momentum routing 
see fig. A.2 

fW 
(d-1) ( ^ ) - i l 2 { - t f ) 2\-e •C. (d - 2)Nf 

2 

1 
•-( 
8 C^-V r ( -2e) J' 

Expanding this result in e gives 

^ = ( ^ / 2 ( V r { J [ ( f - ^ ) c . - ^ 

r(e)r(i - e) ; 

T(2 - 2e) 

(3.3.5) 

+ ( - J 7 + ~2i + j f + ^ + 3 J CA + ( r - T ) W, } (3.3.6) 

where 7 is the Euler constant. 

3.4 One Loop Expression for the Ghost-Gluon Ver
tex 

The one-loop expression for the ghost-gluon vertex can be immediately obtained from the 

Feynman diagrams (see fig. 3.3) and can be written 
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^ 9 f a b c { - ^ 9 2 C A ) Y f { P x , p ^ p z ) = 

{-t)(-igrk)(-t9f*,)(-tgrf) I'^r w M „~ 
J u)z{px - Loy(p3 + u>y 

{piaipi - w) P [*a/V) + tr*(v)] [tpv(Pz + *>) + e/^(ps + w)] r j , > , -ps - «,PS) 
+PlaW„(P3 + [ ^ ( p i - U>) + ^ ( P l - U)] } . (3.4.1) 

Extracting the colour factors and cancelling the pre-factors (arranged with this cancella

tion in mind) gives 

f ^ f r i . f t . P s ) = f ^ 7 ;—ToX 
" J u2(p\ - uj)2{p3 + LO)2 

{pi«(pi - u)p [f*(u) + r (Pa + w) + ^ ( p s + w)] rJ„M(w, -ps - w.pa) 

+Pia^(p3 + [ta0(pi + tlaf3(pi - a/)]} . (3.4.2) 

One can clearly that the tensor algebra is not difficult but it is very long. Also, there will 

be several vector and tensor integrals to deal with. Actually, it is possible to reduce the 

number of different integrals down to four by using the techniques of appendices A.2,A.4 

and B. Using F O R M , the first step is to do the tensor contraction. The next step is to 

reduce the vector triangle integrals to their respective combinations of scalar integrals (see 

section A.4). Then, one can deal in exactly the same way with the vector and tensor two-

point integrals (see section A.2). This leaves a (large) set of scalar two and three-point 

integrals with various powers of the denominator factors and the Gram determinant 

A = p 2 p ! - ( p 1 - p 3 ) 2 . (3.4.3) 

Using the technique of integration by parts outlined in appendix B, it is then straight

forward to express the integrals with higher denominator factor recursively in terms of 

simpler integrals. Eventually, there are only four basic integrals which for clarity we will 

denote as 

/ 
/ 

ddu 

w 2(pi - w) 2 

ddLO 
= h 

w 2 (p 3 + O J ) 2 

r ddu _ r ddu> 
J ( P i - w ) 2 ( p 3 + u ; ) 2 ~ J 

I 

(pi - w) 2 (p 3 + u>)2 J co2(p2 - LO)2 

ddu 
w 2(pi - w) 2 (p 3 + Ujf 

cu'{p2 -coy 
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The vertex function has one Lorentz index and two independent momenta and so can be 

written 

f^Cp^Pa.Ps) =Pi^ i (p i ,P2 ,P3) +P3nV2(pi,p2,P3). (3.4.4) 

The result for the one-loop calculation of these two functions is: 

K(pi ,P2,Ps) = ^ { 

\P\PI& ~ P\PX-PIP\ ~ \p\p\p\i)^ + \PI-P2PU] + \pi-P&i$e 

+PWPZPI ( ~ - & + \ $ + \ & + +P1-P2A ( l - + ^ ) 

lp?P2-P3^ 2e 2 - \prP2Pl$ ~ \pvP3Pl&+p2

lPvp3 ( - 1 - ^$e) 

( ' I - \ f r + ^ + ^ ) + A ( l - \ & + \$e + ^ - ^ 

p\pi -Ptfie - \p\p\ej + \v\& + Pi-P2P\ ( - \ + \ & 2 - & + \ & + \ t j 
1 
4 1 

+P?P2-P. ( " I + \ f y 2 ) + A ( - 1 + ^ 2 - ^ + ^ - ^ ) 

\p2-P3Ptt]-\pi&+ptpH-l Pl'P2pU]e2

 n rmsj 

+Pi W 8 ( - | - f # + \& + + A ( l - ^ e 2 + ^ ) ] } 

(3.4.5) 

file:///pi-P2pU
file:///p/p/ej
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* [ - ^ ^ + \pblpti] - ^ P 2 P ^ + 2Ap 2 + p 4 p 2 . p 3 ( l - ^ 2 e 2 ) 

- + A p r p 3 ( ^ 2 e 2 - ^ + fce) + \Apl$(e - 1) 
PrPaPi-Ps 

Pi 

+ \P1PVP2&2 + \ P W P $ + \ p 2

P l f r + ^ ( 1 - e) + p \ ( l + 

^ 4 0 ) + A - ^ ( > 2

 + I ^ + ^ - ^ ) 
2 " " ( H ^ 

1 
- ^ J e + p?pi-p2 + ^P2p&j£2 - ^Pi-PaPkJ - jPi'PaPlfJe 

1 

X1 

+PlP2-P3 (§ 
1 Pl'P* f1t2 2 1 

Pi 

+/ 3 

, x 2 t2 2 , x 2c2 , x 2/-2 A P l ' P 3 * x \ f2 F3 t2 2 

+ 2PiP2'Ps^V + - P i - p 2 p ^ | + ^Pi-PsPs^-e - A ^ | - ^ £ _ 2 ~ p § ~ ^ 

+P?Pi-Ps ( l + ^ J e ) +P?P3 ( j j + - - ^ i ) 

+ A ( - l - | ^ + |e + |^)] } 

1 AP2-P3 rf„2 

(3.4.6) 

where £j = l —£. This result agrees explicitly with [24]. 

3.5 Perturbative Renormalisation of the One Loop 
Expressions 

All the quantities calculated in this chapter are ultraviolet divergent in four dimensions, 

where under dimensional regularisation the divergence is characterised by a simple pole 

in e as e—>0. In order to make them finite, the theory must be renormalised. In practice, 

this can be achieved by introducing the coefficients Z. The idea is to isolate the divergence 

of the perturbative function and cancel it order by order in the coupling. One can define 

file:///pblpti
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the renormalised functions and the coefficients Z in the following way 1 

T \ p 2 \ l f ) = Z ^ { l / e , l t ) J - \ p 2 \ ^ g l e ) 

G ( p 2 \ l f ) = Z ; \ l l e , l t ) G { p 2 \ ( i b , 9 l s ) 

rAPuP2,Ps\lf) = Zi(l/£,l,t)Tn{PnP*,Ps\t,b,gle) (3.5.1) 

where the overbar denotes the renormalised quantity, and the subscript b denotes the bare 

value of the parameter. It is understood that the bare coupling and gauge parameters 

(g2 and occurring in the perturbative expansion of the unrenormalised quantities be 

replaced by their renormalised counterparts multiplied by the appropriate renormalisation 

coefficients, ie 

9l = ^ h f , & = Z& (3-5.2) 

This process can be seen easily in practice. Consider the unrenormalised perturbative 

expression for the ghost propagator function (3.2.6). 

G„ = 1 + ( - ^ C A ) & » + 0(g}) 

= l + ( - i ^ ) { l - ( l - 2 « ) ^ } / : ^ L _ + O W ) (3.5.3) 

This is expanded in e (see appendix A . l ) to obtain 

G - = 1 + § ? { ( i - G + l n ( 4 w ) - l n 0 ( B t ) ( 3 - 5 - 4 ) 

Now consider the renormalisation of this. The first step is to expand the coefficients Z in 

the renormalised coupling g2. Actually, it is easier to expand in a new variable h = 

(no overbar on h since there will be no confusion), so 

Z^l/erU2) = 1 + hZ^ (l/e,0 + h2zi2)(l/e,0 + ... (3.5.5) 

It is clear to see that at lowest order, g2 = g2 and & = £. However, at the next order, 

there will be cross-terms coming from the expansion of the bare parameters. This gives 
1 Strictly speaking, one should redefine the Lagrangian in terms of renormalised fields multiplied by 

divergent coefficients in arbitrary dimension. This leads to the set of equations relating the renormalised 
quantities to the bare ones. In the process, the bare coupling takes on a dimension fi£. Subsequently, in 
deriving the renormalisation coefficients Z, one should add to the prescription (see later) the factor ne 

such that the renormalised coupling is left dimensionless. That this mass scale fi is arbitrary leads to the 
concept of the renormalisation group. Here, the factor fj,£ will not be necessary and shall be omitted. 
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for the renormalised function G 

G ( p % t f ) = ( l - h Z i 1 ) ( l / e , t ) ) x 

( l + hCA { (I - \ t ) Q - 7 + In (4TT) - In ( - p 2 ) ) + l } ) + 0(h2). (3.5.6) 

Now, the whole idea here is to remove the divergence so it can easily be seen that Z^ 

must be defined so as to cancel the 1/e divergence. In fact, there is a complete freedom 

to cancel any finite (but not momentum dependent) part of the unrenormalised quantity 

- this gives rise to different renormalisation schemes and the concept of renormalisation 

scheme dependence. The most common scheme is the MS scheme and this shall be used. 

In the MS scheme, the Euler constant 7 and the factor In (47r) are removed since they 

always occur in the same combination alongside the 1/e pole. Thus, to make the ghost 

propagator finite, the coefficient is found to be 

(1/e, 0 = CA(1~ \t) Q - 7 + In (4») (3.5.7) 

which leaves the finite ghost propagator function 

G(P

2\l f ) = l + hCA { - I n ( - p 2 ) - \ t j + l } + 0(h2). (3.5.8) 

This procedure can be repeated for the gluon propagator function in exactly the same 

way. Using (3.3.6) 

J'1(p2\l92) = {l-hZi1\l/s,0)x 

U2 97 

- 7 + In (4TT) - In ( - p 2 ) 

+ ^ + ^ + 3 e J ^ - y ^ } ) + 0(h2) (3.5.9) 

- T - l 

which means that in order for J to be finite 

4 1 )(l/e,0 = 

This leaves 

13 l - \ _ 2 A r 7 + In (47r) (3.5.10) 

T\p2\U2) = 

l + h{-\n(-p2) 
13 2 A r 

t ) C A Nf 6 2 V 3 f . + ( i f + i f + £ K ? * , } + o ( * , 
(3.5.11) 
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Now consider the ghost-gluon vertex function. Since the expression (3.4.6) is (to put 

it mildly) rather large, for clarity only the divergent parts are needed. By expanding the 

functions V* in e, one finds that the divergent part of the vertex function (retaining the 

factors 7 and In (47r)) after replacing the bare coupling and gauge parameters with their 

renormalised counterparts can be written 

1 
— 7 + In (47r) 

This means that 

f ^ P l , P 2 , p M f ) = [l + hZll)(l/e,tj\ plfi j l + hCA 
7 + In (47r) 

which leads directly to the expression for Z\ 

Z?{l/e,i) = - C A \ 7 + In (4TT) 
.6 

(3.5.12) 

0(h2) 

(3.5.13) 

(3.5.14) 

Notice that in the Landau gauge, vanishes. This very important property can be 

shown to be true at all orders [21, 43] and will be crucial to later calculations. Also, 

given that has no Lorentz structure, there are restrictions placed on the divergence. 

Clearly, it would be inconsistent to have a divergence proportional to p 3 / J at this order 

in the coupling. This can be extended to all orders - the divergence of the vertex part 

proportional to pz^ must be less than that of the part proportional to 



Chapter 4 

A Possible Identity for the 
Ghost-Gluon Vertex 

In this chapter, the possibility of deriving an identity relating the ghost-gluon vertex to 

two-point functions is investigated. Earlier discussion focussed on the necessity for any 

vertex ansatz to obey the respective Slavnov-Taylor identity and that the inclusion of 

ghosts into I R Schwinger-Dyson studies of Q C D was also needed. The desirability of 

a relation between the ghost-gluon vertex and the two-point functions is self-evident in 

Schwinger-Dyson studies, since this allows at least a first method of truncating the set of 

equations, as the work of Mandelstam [25], von Smekal et al. [1, 2, 3] and others clearly 

demonstrates. That this relation should also implement gauge invariance is a further 

crucial property. 

In the work of von Smekal et al. [1, 2, 3], a functional form of the Slavnov-Taylor 

identity relating the ghost-gluon vertex to a four-point correlation function is put forward 

(2.4.1). This equation refers to full, reducible correlation functions and as such is not 

particularly suited to direct application to Schwinger-Dyson techniques. The more usual 

form of Slavnov-Taylor identities relates one-particle irreducible Green's functions and 

their renormalisation coefficients. 

However, the equation (2.4.1) does contain a lot of useful information. The first point 

to note is that the Slavnov-Taylor identity involves a combination of contracted ghost-

gluon vertices. On closer inspection, this is not so surprising given the tree-level form of 

the vertex itself. The tree-level vertex is proportional to the out-ghost momentum and 

the most likely contraction is with the gluon momentum, giving a scalar product that 

does not lend itself to a simple decomposition. There are three simple candidates for a 

56 
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combination of two tree-level contracted vertices 

The second of these possibilities corresponds to the case used by von Smekal et al. [2]. 

The second point to note about (2.4.1) is the explicit inclusion of the full reducible four-

point ghost correlation function. This is important when one considers it's decomposition 

into one-particle irreducible Green's functions, connected reducible parts and disconnected 

scattering. This part of the equation is largely neglected in the work of von Smekal et al. 

who only retain the disconnected parts. The decomposition of the four-point function 

is not understood and this throws some doubt on the matter of which (if any) of the 

tree-level forms above is to be taken as a starting point1. It is entirely possible (and 

even likely) that the reducible scattering parts comprise some form of ghost-gluon vertex 

contribution. 

With this in mind, the purpose of this chapter is to concentrate on trying to constrain 

perturbatively an identity relating the ghost-gluon vertex to some combination of two-

point functions. That only two-point functions are involved is the most desirable property 

of such identities when dealing with Schwinger-Dyson studies since it allows the possibility 

of truncating the set of Schwinger-Dyson equations. The first section shows the one-loop 

derivation of such an identity, true in all gauges. This identity corresponds to the first of 

the tree-level forms above in contrast with the case used by von Smekal et al. [1, 2, 3]. This 

equation is remarkable in it's simplicity and that it is true in all gauges gives confidence 

that it may be the one-loop form of the Slavnov-Taylor identity. 

The second section then goes on to show that the one-loop identity is also satisfied 

when one includes gluon self-energy corrections at the next order. This is important 

because it introduces the first fermionic contributions to the identity. 

The third section uses the renormalisation properties of the Green's functions to con

strain the form of the full identity. It shows that in order for the divergent parts of the 

equation to be consistent, there must be definite constraints satisfied by the two-loop 

parts of the equation. The technique is to assume a general form for the identity in terms 
1This is not a criticism of the work done by von Smekal et al. - their motivation was to construct a 

truncation scheme where all connected four-point functions were consistently neglected. 

P3^niPl,P2,Ps) +P2^ti{Pl,P3,P2) 

P3^APl^P2,Pi) +P3^AP2^PUP3) 

0 + 0(g2) 

-Pi + 0(g2) 

-P\ + 0(g2) (4.0.1) 
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of unrenormalised Green's functions. These functions can be re-expressed as products 

of the finite renormalised functions and the divergent renormalisation coefficients. By 

isolating order by order in the coupling the divergent parts of both sides of the general 

equation and demanding equivalence, it is possible to derive a set of constraints on the 

finite parts at lower orders. These constraint equations then need to be verified. 

In the fourth section, the two-loop ghost propagator function is derived in the Feynman 

gauge. This calculation will not only be necessary to later sections, but is useful in 

introducing a compact notation and new techniques. 

The f i f th and sixth sections deal with the two-loop constraints on the equation in 

Feynman gauge and with a certain momentum configuration (in order to simplify matters). 

The vertex contributions are calculated in the f if th section and these are used in the sixth 

section where all the parts of the constraint equations are pieced together. I t is found that 

the ful l identity (even with the restricted gauge and momentum configuration) cannot be 

satisfied. However, it is noted that with the omission of the explicit four-gluon interaction 

the identity may still hold. 

4.1 The One Loop Identity 

In this section, the derivation of an identity relating the difference of two contracted ghost-

gluon vertices to a combination of two-point ghost propagator functions in general gauges 

is presented. Consider the one-loop expression for the ghost-gluon vertex contracted with 

the gluon momentum. Using (3.4.6), one finds that 
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1 I I l 
4 & ) + ( ( P i ' f » ) 2 p&i) ( * pipi 1 + + Pi-PsPi + P l 

2^ )+P i -P> ( l " 2 ^ ) + / i Pi 

o / l 1 1 . \ / 

1 
4 & ) + P i - P 3 ( +h Pi 1 + 

2 1 A. 1 . 
j ) + PrPs ( l - 2 & e ) + / 3 Ps (4.1.1) 

I t is immediately clear that the terms proportional to $ (the massless triangle integral) 

are symmetric under interchange of pi and P3, since $ itself is symmetric in the two. 

This integral is not present in the one-loop form of either the ghost or gluon propagators. 

Thus, in order to construct an identity relating the combination of contracted vertices to 

some combination of two-point functions, the simplest possibility at one-loop is the first 

equation of (4.0.1). By considering all possible contractions of the ghost-gluon vertex 

(using FORM), this turns out to be the only way of eliminating the triangle integral $ 

using only two contracted vertices. 

Taking then the difference of the two contracted vertices with pi and p 3 interchanged 

gives 

where as before = 1 — £. Comparison of this with the one-loop form of the ghost 

propagator function (3.2.6) and replacing the U with their integral forms gives 

P^(PUP2,P,) ~ tff^(ps.^pO = \p\ (G? - G?>) - \p\ (G 3

1 } - G?>) . (4.1.3) 

This is the one-loop form of the identity, true in all gauges (and arbitrary dimension). 

I t is this equation that all the fuss is about. The equation relates in a simple way the 

ghost-gluon vertex with the ghost propagator function, which was precisely what was set 

out to be achieved. 

I f this equation were to hold beyond the one-loop approximation (and there is as yet 

no reason why it should) then there are several possible forms that are admitted 

P f f f ^ ( p i . f t . P s ) - p f f W(ps,P2,Pl) = \ ( l - + - P\^ ~ Pi1* + P & ] 
(4.1.2) 

/ Gx-G2 \ 
i G 1 G 

3^U(PUP2,P3) - P i r „ ( p 3 , P 2 , P l ) = rP X Pz 1 - G2G 
V GJG2 - 1 J 

I G3-G2 \ 
G2 — G% 
1 - G 2 / G 3 

V G3/G2 - 1 ) 

(4.1.4) 
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In addition, there could also be forms like 

\p\ (G 2 - G x ) + l-p\ (G 3 - G2) + \p\ (Gi - G 3 ) • (4.1.5) 

This last form is rather interesting due to the cyclic symmetry. The only way to distinguish 

between these possibilities is to go beyond one-loop. 

4.2 Beyond the One Loop Identity 

It is possible to extend the one-loop identity (4.1.3) to include gluon self-energy correc

tions. This is important since the gluon self-energy contains the first part of the fermionic 

contributions. To proceed, consider the ghost propagator function Schwinger-Dyson equa

tion (see fig. 3.1). In order to include the next order gluon self-energy part, one only needs 

to modify the full expression by setting the ghost propagator and ghost-gluon vertex in 

the integrand to their respective bare values and setting the gluon propagator function to 

it's one-loop counterpart (explicitly calculated in the previous chapter). The pre-factors 

remain the same so it is simple to write 

p2(-ig4CA)Gp = (-tgACA) J ui£d"u)iP*iP ' w ) ^ ( w ) (4-2.1) 

After the tensor contraction, one finds that 

P J LJ2{p-u)2 

p-uj2 

p2u>2 
(4.2.2) 

I t wil l not be necessary to evaluate this integral explicitly. 

Now consider the contracted one-loop ghost-gluon vertex function with the one-loop 

gluon propagator function inserted. Just as in the above, the expression can be written 

down almost immediately from consideration of fig. 3.3 and the one-loop expression. It is 

important to note though that in the first graph of fig. 3.3, the contraction of the external 

gluon momentum triggers the Slavnov-Taylor identity (1.7.6) for which there are gluon 

propagator function contributions. The contracted vertex is thus written 

( ^ 9 4 C A ) p ^ ( p u P 2 , P 3 ) = ( - ^ C A ) / u 2 ^ _ ^ ( p s + u ) 2 x 

{P1«(P1 - «)p [(PS + " ) % „ ( P 3 + W) " W V M ] ^ ( W ) ^ [ ^ ( f t + « ) + ""(P3 + « ) ] 

+Pla(Pl ~ ")P [(P3 + W) V ( P 3 + - " V M ] + # + W ) 4 ' 
I) 

JP3+U 
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+Pla(Pl ~ U>)p V ( w ) JL1) ~ (p 3 + w ) V ( P 3 + W)i£+ W ] >< 

[ * Q » + [ t ^ f o + W) + ^ ( p s + W)] 

+p lQp3-o;(p3 + u)p1^{pi - u)j£lu} (4.2.3) 

Eliminating those parts that cancel, one finds that the result is explicitly independent of 

the gauge parameter and is 

W ) 2 ( P 3 + " ) 2 

{pi«(Pi - « ) P [-/^(Ps + a / ) V ( p » + - 4 V > 2 * ° > ) * S ( P « + w)] 

+ P l Qp3-o;(p3 + w ) ^ ( p i - a;)$LW} (4.2.4) 

The tensor contraction is straightforward and so skipping a step, the result when the 

Pi^Ps interchanged result is subtracted is 

id, 1 r d uj 
X 

2 Pl 'W 
Pi r 

or 

2 P 3 ' ^ 
^3 T" 

+w JP1-U 

2 , (Pi ~ • (p 3 + U)) , . 
P3 +P3-W j (Pl'Ps -P3-W) 

-a; J, Pi - p i - w 

(pi - w) 2 

(Pi - W)-(P3 +W) 
(pi-Ps +Pi-w) 

( P 3 + ^ ) 2 

Changing variables on the last two lines such that the argument of J is a; gives 

(4.2.5) 
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2 / ^ ( p 1 - w ) » ( p 8 + W ) » \ C p s + w ) 2 

+ 

' ) 2 (p 3 + 
2 P l 'W , o 2 P3-^ 

Ps 

1 f d*uJ™ l 2 2 P2-U v 1 
2 7 o; 2(p 2

 — w) 5 

Using the method outlined in appendix A.2, it is clear that 

(4.2.6) 

/ u ; 4 ( p 2 - a ; ) 2 2 [J u)4{p2-oj)2 J p$uj2{p2 - UJ)2 )• 
but 

7 a; 
ddu}jMp2-u) 2 _ 2 1 /• ddujWp2-cj t 1 /• ddcujWp2-u} 

; 4 ( p 2 - u ; ) 2 " 2 7 u; 4(p 2 - w) 2 27 u; 2(p 2 - w ) 2 ' 

Comparing the last two equations one can see that 

(4.2.7) 

(4.2.8) 

P3f^(pi,P2,P3) -Plf M (p3,P2,Pl) = 

1 / 
2 / W2(pi ui)2{p3 + uj)2 (P3 + W)5 2 Px-W" 

Pi - (Pi - W)5 2 P 3 ' ^ 
^3 T" 

1 - P r a r 

P2^2 

(4.2.9) 
oj2(p2 - uj)2 

Putting the result (4.2.2) into the above immediately gives 

p£rV(p!,p 2 ,P3) - P ? f > 3 , P 2 , P i ) = \p\ - G f ) - \p\ {Gf - &P) (4.2.10) 

which is identical in form to the one-loop equation (4.1.3). This equation is encouraging 

since i t shows that the one-loop identity may hold at higher orders. 

4.3 Renormalisation and the Identity 

It is widely known that the Slavnov-Taylor identity for the triple-gluon vertex (1.7.6) 

can be used to constrain the renormalisation coefficients of the theory. Just as the Ward 

identity in QED leads to the famous equality Zi = Z2, such that the fermion-boson 

coupling is universal (see for example [5]), there is an analogous relation for QCD: 
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which implies that the ratio of bare to renormalised couplings is independent of whether 

the triple-gluon or ghost-gluon vertices are used to define the renormalised coupling [21]. 

I t is pertinent to ask whether or not the identity (4.1.3) also implies some sort of 

relationship between renormalisation coefficients. Closer inspection of the identity shows 

that there will only be a relation between Z\ and Z3. However, this relation cannot 

be direct, since both sides of the one-loop identity are finite. Moreover, Zx and Z 3 are 

known to two-loops in perturbation theory (see for example [45]) and there is no obvious 

connection between them. 

The underlying idea of this section is that the renormalisation coefficients give infor

mation about the divergence structure of the equation. By demanding that the divergent 

parts must be consistent, i t is possible to narrow down the different possibilities allowed by 

the one-loop form of the identity (4.1.3). The general form of the ful l identity (assuming 

that i t exists) is 

Gxp%rfl(p1,p2,p3) -P i fV(p 3 ,P2 ,Pi ) = Gy (4.3.2) 

where Gx and Gy are combinations of ghost propagator functions only. In principle, there 

may be vertex contributions multiplied by higher order terms too but this possibility will 

not be considered here. One may expect that the second vertex function above would be 

multiplied by some combination of propagator functions as well, but it is always possible 

to divide the whole equation by this combination. Each of the factors in the equation can 

be expressed in terms of renormalised quantities multiplied by renormalisation coefficients, 

using the definition of the renormalisation coefficients as follows2 

Gx — ZXGX 

Gy = ZyGy 

f M (pi ,P2 ,P3) = Z1'lftl(p1,p2,P3). (4.3.3) 

Now, the renormalised functions are finite and so can be expanded as series in powers of 

the renormalised coupling, each of the terms in the series being finite. These series will 

be written as 

p £ r > i , p 2 , P 3 ) = Pi-P3 + h(fill) + h2(fill) + h3(f^3) 

Gx = l + hGxV + h2GxV + h3GxV (4.3.4) 
2 It is understood that in the perturbative expansion of the unrenormalised quantities, the renormalised 

coupling is still used. 
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with a similar expansion for Gy. The renormalisation coefficients are also expanded as a 

series in powers of the renormalised coupling, but this time, the terms in the series are 

explicitly divergent. Generically, 

Zi = l + hz? + h 2 z f ] + h*z?\ (4.3.5) 

It is now possible to write down the unrenormalised form of the identity (4.3.2) such that 

the divergent parts are made explicit. 

Zj3xZl~lp$YIJi(p1,p2,pz) - £ I _ 1 P I I V ( P 3 , P 2 , P I ) = ZyGy (4-3.6) 

Both sides of this equation can be expanded in powers of the renormalised coupling. Up 

to 0(h3), the left-hand side (lhs) will go like 

Ihs = h { ( f S 3 ) - ( f ^ ) + p v P 3 ( G ^ + z^)} 

+h> {< /«> - </£}> + </ffi> (G?> + *a>) + p v p 3 + + ^ ) ) } 

- ^ 1 ) {< / f f i> - ( /S l>+P i -P . (Gf , + tf))} 
+h> {<A(S> - </S> + </S> (<??> + 4X)) + </S> (G? + <??>*?> + 42)) 

+ P i - p , ( G W + G f ) z f ) + G W + z ? ) ) } 

-h^P {(A(|) - </g}> + </g>> ((#> + 41}) +P1-PS ( G i 2 ) + G?>z?> + 42))} 
+ f t s ( 5 } 1 ) ) a {(/S) - </S> +P1-P. (<#> + 

-^? ,{</fS>-</Sl>+pi-p»(GL 1 ) + # ) } -
(4.3.7) 

The right-hand side can also be expanded in the same way. However, under the restriction 

that Gy is a combination of only ghost propagator functions, i t must be independent of Z\, 

otherwise there would be some relationship between this and Z3. By demanding that the 

lhs is independent of Z\, i t is possible to gain a consistency requirement for the equation 

that is true for all momenta and gauges. 

Consider then expression (4.3.7). At 0(h2), there is a part that depends on z[^ which 

must vanish. In other words 

(/S> - </Sl> + Pi -Pa (G?> + 41}) = 0. (4.3.8) 

This can be further split up into divergent and finite parts 

4° = o 
(fSz) - ( f £ i ) + PvPzGU = 0 (4.3.9) 
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which now gives an explicit form for the (renormalised) one-loop factor G^ and its 

renormalisation coefficient z£K Substituting these back into the expression (4.3.7) gives 

Ihs = / ^ { { / S ) ^ 

+/>3 {</x(S> - </£}> +P1-PS + 43)) + (flH)GV + </£>>*?> 

--V</s> (</Si> - </ffl») 
Pi -P3 V ' J 

-* s * {<A(2i> - </jg>+PI-P3 ( G ^ + 42)) - ^ ( / S ) (</S> - </£!>)} • 
(4.3.10) 

Again there is a part dependent on which must vanish. As before, this gives rise to 

the following constraints 

42) = o 
</S> - </$> + Pi-PsG? - r ^ - < / f f i > (</S> - </£!>) = 0. (4.3.11) 

Pl'P3 V 7 

Notice that this actually makes the 0(h2) part of the previous expression vanish. This 

means that up to 0(h2) (two-loops), Gy = 0. 

In principle, this process of eliminating the Zi-dependence of the lhs can be carried 

out to arbitrary order in the renormalised coupling h. However, in practice, i t wil l only be 

possible to consider the 0(h3) constraints due to the technical difficulties of higher-order 

loop corrections in perturbation theory. 

Al l the preceding arguments have been carried out using the fact that the unrenor-

malised functions can be expressed as specific finite and divergent parts of a series in the 

renormalised coupling h. In practice though, when one calculates perturbative expres

sions, the expansion is done in the bare coupling (and with the bare gauge parameter). 

The process of renormalisation is done afterwards. Thus, for the constraint equations 

(4.3.9) and (4.3.11), the quantities appearing should be translated into the proper un-

renormalised perturbative expressions. To see how this is done, consider a general Green's 

function F. Denote all the unrenormalised quantities with the subscript b, the renormal

isation coefficient for F as Z, and the renormalisation coefficients for the coupling and 

gauge parameters as Zg and Z$ respectively such that 

F = ZFb, hb = Zgh, £b = Zg (4-3.12) 
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with the expansions 

F = l + hF^g) + h2F™ (£) + ... 

Z = l + hzm+h2zW + ... 

Fb = l + hbFb

{1)(tb) + h2

bFb

{2) (6) + . . -

The quantity that one derives in perturbation theory is Fb as an expansion in hb and with 

the parameter To renormalise, the first step is to rewrite these bare parameters in 

terms of their renormalised counterparts multiplied by the appropriate renormalisation 

coefficients. This gives 

Fb = 1 + Z9hFb

{1)(ZtO + Z2h2Fb

(2)(Z^) + ... (4.3.13) 

The renormalisation coefficients are then expanded and so 

Fb = 1 + hFb

{1\0 + h2 { F 6

( 2 ) ( 0 + z^Fb

{1)(0 + F^izf^)} + ... (4.3.14) 

where the last term arises from the expansion of the gauge parameter. The next step in 

the renormalisation process is to then write the expansion for F. I t is 

F = 1+h {F 6

( 1 ) (?) + zM}+h2 {Fl2\0 + z^F™® + Fi%V$ + z^F^iO + *«}+... 
(4.3.15) 

Finally, one identifies the coefficients z as those functions that remove the divergences (Zg 

is some known combination of renormalisation functions so can be calculated as well). This 

then leaves the finite F^((). Even without identifying the z's, one can now write 

^ ( 1 ) ( 0 = F^iO + zU 

F™® = Fi2\0+z^Fl1\0 + Fil\z^) + z^Ftl\0 + z^. (4.3.16) 

I t may appear that there is a problem with the gauge dependence of these functions. 

What is needed is to be able to write the renormalised functions at the appropriate 

order in terms of unrenormalised quantities. Although the dependence of the coupling in 

the F( n )(£) has been taken care of, they are still dependent on the renormalised gauge 

parameter £. However, consider the meaning of each of the terms Fb

n\ Where the 

argument is £, this indicates that the function has simply had & replaced by £. The 

only other remaining function is F j ^ ( z ^ f ) . This is a one-loop term where only the parts 

dependent on the gauge parameter have been kept, and & has been replaced with z^£. 
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This term can easily be evaluated. Thus, the way to relate the functions appearing in the 

renormalised Green's function to those quantities which would be calculated when doing 

unrenormalised perturbation theory has been made explicit. 

Now consider the first of the constraint equations (4.3.9). The first vertex term is 

translated in the following way3 (the gauge dependence will be made explicit only where 

necessary from now on) 

(/S) = ( - f a ) p ^ ( p u p 2 , p 3 ) + P l - p 3 z ? . (4.3.17) 

and similarly for (f3l\). The finite part of the combination of two-point functions becomes 

<??> = G<2 - z?> (4.3.18) 

with the minus sign coming from the different definition of the renormalisation coefficient. 

Thus, (4.3.9) is rewritten as 

( - f a ) # f W f a . f t . p , ) - ( - f a ) rff W f o . ^ p x ) +PrP3 « i - = 0. (4.3.19) 

However, it is already known that = 0 so now 

<3fi! = - ( ~ f a ) ^ { r f r f ) ( P i , P 2 , P s ) -Pl^(p3,p2,Pi)} • (4.3.20) 

The right-hand side of this equation is nothing but the one-loop identity already derived 

(4.1.3). Thus 

Ggl = - ( ~ f a ) ^ {P\ (P? ~ <3?}) - Pi - G?>) } • (4-3.21) 

The second constraint equation (4.3.11) can be dealt with in exactly the same way. 

The finite two-loop vertex function will become 

(All) = (-tCA)p"3r^p1,p2,P3) + ( - f a ) 2

I f 3 f ^ ( p 1 , p 2 , p 3 ) 

+ (#> + #>) ( - f a ) P ^ ( p u P 2 , p 3 ) + ( - f a ) P^)(Pl,P2,P3\4)l) 

+PvPz~z{?. (4-3.22) 

The finite two-loop unknown combination of two-point functions becomes 

G i 2 ) - G g + ~ 4X)) <?S + G S ( z ^ ) - 42) + (41*)2. (4-3.23) 
3Recall the earlier definitions. There is an overall factor of (47r)2 that shall be omitted for clarity. 
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Putting these expressions into the equation (4.3.11), using (4.3.20) and cancelling any 

appropriate terms then gives 

Pl-P3<?S = - (-lCA) {P3f /,(P1,P2,P3) - P i f M (p3,P2,Pl)} 

- \ C A ) 2 { r f f W ^ . p a . p s ) - p f f « ( p S l p a , p 1 ) } 
2 

+V~^Pz { ~ 1 C a ) 2 { ( p ^ ^ p ^ • 
(4.3.24) 

It is immediately apparent that the first two terms involving f are just the gluon self-

energy insertions to the one-loop identity considered in the previous section. This part of 

the identity was explicitly shown to be satisfied so we can write 

+ P^P3 (~l2CA) 2 { ^ ' P 2 ' P 3 ) ) 2 " ^ ' P^P3^^ P2, Pi) } • 
(4.3.25) 

where now G^x is some combination of ghost propagator functions with the gluon self-

energy insertions omitted. 

The rest of this chapter will be devoted to the task of finding out whether or not GbJ. 

can be expressed in terms of ghost propagator functions alone. I f i t cannot, then the 

identity cannot be true in this form. 

4.4 The Two-Loop Ghost Propagator in 
Feynnian Gauge 

In order to proceed, it is now necessary to evaluate the two-loop ghost propagator explic

itly. From now onwards, attention will be focussed on the Feynman gauge. Whilst i t would 

be desirable to do an arbitrary gauge calculation, the technical details are prohibitively 

complex. Recalling the expansion of the ghost propagator function, 

Gp = 1 + {-l-g2CA)G^ + (-i9

4CA)Gp + {-l-g2CA?&? (4.4.1) 

it easy to calculate the inverse function 

G-P

l = 1 - {-\g2CA)Gp

l) - {-tgACA)G, - { - \ 9

2 C A f [&? - ( G j 1 ) ) 2 ] . (4.4.2) 
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CO 

Figure 4.1: The relevant parts of the loop integral of the ghost propagator Schwinger-
Dyson equation. The blobs represent one-loop insertions. 

Earlier, the gluon self-energy insertions to the one-loop identity were explicitly dealt with. 

Now the interest lies in the remainder of the two-loop propagator function, G^. This is 

calculated from the Schwinger-Dyson equation just as before. The relevant terms in the 

equation are shown in fig. 4.1. From this, and recalling the forms of the full equation 

(3.2.1) and one-loop insertions, it is simple to write down the appropriate expression 

- ( ^ ) ( ^ 9 f a b c ) ( - w f M l ( - l 9 2 C A ) J ^ X ) a {P-"GU +p»rV(u, - P , p - a;)} . 

(4.4.3) 

Doing the colour algebra and cancelling factors leaves 

dduj 
P2 & ? ~ ( G j X ) ) 2 ] = 2 / ^ " u ) 2 {p-u&P + P"f -p,P - «,)} . (4.4.4) 

One may imagine that for the one-loop vertex corrections, it would be possible to 

insert the explicit expressions for the two parts of the vertex function (3.4.6) and then 

integrate over u. However, the appearance of kinematical factors, especially the Gram 

determinant A means that the integrals cannot be done in a simple manner. I t is better 

to derive a form for the one-loop vertex which does not evaluate the integrals. This will 

then give for the above expression a set of two-loop integrals which can be evaluated in a 

reasonably straightforward way. Thus consider the expression (3.4.2) in Feynman gauge, 

fj1

1 )(Pi.P2,P3) = / ^ 7 — — 
^ J u 2 { p i - u j ) 2 ( p 3 + u ) 2 

{pia(Pi - « ) / < r r ^ ( w , -Pa - OJ,P3) +placoti(p3+u;)0aP} . (4.4.5) 

Now, in the next section the one-loop ghost-gluon scattering-like kernel ^^(^1,^2^3) 

will be needed. This quantity is just the same as the vertex function above but with the 
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bare vertex term connected to the out-ghost line omitted. The reason that this can be 

done is that this factor is simply the external momentum - in this case just p\a. The 

omission of this factor gives 

fg>(Pl,P2,Ps) = / ^ f a , * ) 2 f r 3 + f a , ) 2 { ( P i - W ) " r a ^ ( W . "PS " ^.Ps) + " > 3 + " ) A } . 

(4.4.6) 

Expanding out the tree-level triple-gluon vertex function r"„M and collecting terms to

gether leads to 
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fSfa.fthPa) = / ^ , ^ 3 + ^ ) 2 {Ida, [p\ ~ 2P\ + ( P l - U , ) 2 - (p, + Uf + 2 W

2 ] 

+PlaP3„ - 1 p 3 a p l t i + (p 3 - 2 p 2 ) a U f i + p 2 / i ^ a j • 

(4.4.7) 

I t is now useful to adopt the notation of appendices A.3 and A.4 for the scalar and vector 

triangle integrals, and the notation of section 3.4 for the two-point integrals. The above 

expression becomes 

f2!(pi ,P2 ,Ps) = \ ^ [Ips + 2ip2 - i p j + I{PUP2,PZ) 7;9aA2Pl ~ Pl) + PlaPSn ~ 2 p 3 a P l „ 2" 
+A/*;PliP2,Ps)(P3 - 2p 2)a + /(a;Pl,P2,P3)P2ji. 

(4.4.8) 

The vertex function f^(Pi>P2)P3) c a n be derived from r^(pi ,P2 ,P3) by contraction 

with pia. The only complication for this is the appearance of the contracted integral 

Pia^(«;Pi>P2)P3)- However, this can be expanded quite easily by considering the follow

ing 

f ddvpi-v 
Pial{at;p1,p2,pz) = / -2-7 W7 ;—^ 

1 f \i x2 2 21 
= - 2 / , 2 ( P i - , ) 2 ( p 3 + ^ 2 

= ~\ [hi ~ Pll(Pi,P2,Ps) ' Ip2} • (4-4.9) 

Using this, the contraction becomes 

f ! t

1 ) ( p i , p 2 , p 3 ) = \pi» [IP3 + 2 / P 2 - IPI] V 

+ 2 ^ / i [If* ~ P̂sl + ^I{PUP2,PZ) [Pl^(2pa - P i - p\) + P ? P 3 J 
1 
2 +|/(/*;Pi ,P2 ,Ps) [Pi + 3p*. - 3p2] (4.4.10) 

which is precisely the form that is required for this section. 

Inserting the one-loop vertex function and identifying the one-loop Feynman gauge 

propagator using (3.2.6) as 

= L (4-4.11) 
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gives for the two-loop part of the inverse ghost propagator 

P 2 [ G « - ( G f ) ) 2 ] = / ^ J - „ ) » {M»'>»> -P>P- ~ 3 (P - " ) 2 + ^ ) 

-p,p- ui) (u/ 2(p 2 - 2p-u) + 2p-oj(p - u)2 - p2p-cjj 

+Ip(2p-u - p2) + IuP'U + Ip-u,(p2 + p-w)} . (4.4.12) 

Using the integral transforms of appendices A.3 and A.4, i t is possible to permute the 

order of the arguments occurring in the one-loop triangle integrals. This then allows the 

expansion of the contracted vector integral just as before. 

I(u,-p,p-w) = I(u,p-u,-p) 

puI(v;uj,-p,p-uj) = pu (uj(u,p-u,-p) - I(u;u,p-u),-p)) 
f ddvp-v 

= p-uI{U,p-U,-p)- I -r: 

= ( p - w - ^ / C w . p - w . - p J + ^ - i / p . . , (4.4.13) 

Inserting the above into (4.4.12) gives an expression involving both Iw and Iv-^. It is 

trivial to change variables w —> p — u on those terms involving 7 P_W. Doing this and 

expanding the scalar product p-u then leads to 

P2 [&? - ( G f ) ) 2 ] = / { / ( » , „ - « , -P) ( - ^ + P V + i ( p - *)< - \p>) 

+ Ip (OJ2 - (p - a;)2) + Iu (2a;2 - 2(p - a;)2 + 2p 2) } . (4.4.14) 

Notice that changing variable u -^-p—uj on the term involving (p—u;)4 gives a cancellation 

with the term involving w 4 since the scalar triangle integral is invariant. Also, under the 

framework of dimensional regularisation , the terms involving both Ip and Jw(p — w) 2 

vanish. Thus 

f [<5f - (G<») 2 ] = / { / ( „ . , - „ , - V ) (PW - i / ) 

+ 7u,(2u/2 + 2 p 2 ) } . (4.4.15) 

Writing out the integrals explicitly 
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ddLoddv 

ui2(p — o j ) 2 v 2 ( p — v ) 2 ( u — v ) 2 

2 f ddU)ddV 

J (p — U))2V2(P — v)2(u) — v ) 2 

n r d d u d d v n , r d d u d d v 

( j j 2 { p — UJ)2V2(LO — v ) 2 

(4.4.16) 

The second and fourth of these integrals are in fact the same (related on by a change of 

variables). These two-loop propagator integrals are presented in appendix C. I t is useful 

to introduce a diagrammatic notation for the integrals because in the next section the 

explicit forms will simply become too big to be read easily. 

d d u d d v / -
2 ( p — u>)2v2(p — V)2(UJ — v ) 2 

r d d u d d v _ p ^ \ 

J u 2 ( p — u)2v2(u> — v ) 2 V £ / 

r ddu;ddv _ 

J (p — u>)2v2(u) — v)2 

This gives the expression for the two-loop function G^ 

+ 3 p2 

(4.4.17) 

(4.4.18) 

This type of expression will be used heavily in the next section. Expanding out the 

integrals in powers of e and setting e = 0 gives 

,2 

+ ( 4 7 r ) - d ( - p 2 ) - 2 e + (37 - 7)^ - ^ + 14 7 - 3 7

2 + T + 3C3 + 0(e) 

= ( 4 7 T ) - D ( - P

2 ) - 2 £ [ 
5 1 149 _ „ 2 , 5TT2

 ( ^ T 

^ + (57 - 1 1 ) - - — + 22 7 - 5 7

2 + + 3 C 3 + 0(e) 

(4.4.19) 

4.5 Two-Loop Vertex Contributions to the Identity 
in Feynman Gauge 

In this section will be presented the calculation of the two-loop quantity P3T^(p1,p2,P3) -

P i f ^ ( p 3 , P 2 ) P i ) - Due to the highly complicated nature of such a two-loop calculation, it 
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Figure 4.2: The ghost-gluon vertex at two-loops. The blobs represent the insertion of 
one-loop Green's functions but w i th the gluon self-energy parts omitted. The momentum 
routing for the first two graphs is the same as in the one-loop case. The colour factors, 
Lorentz indices and momentum routing of the th i rd graph w i l l be presented later. 
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is necessary to restrict to Feynman gauge and the momentum configuration p x = p 2 = p. 

This means that there is only one momentum scale and the integrals s impl i fy greatly. I n 

order to do this, consider the Feynman graphs of fig. 4.2. Note that non-planar graphs 

do not contribute because their colour factor is zero [46]. The quantity shown is the two-

loop part of the vertex Ta^d{pi,p2,p3). I t is simpler to split this up into smaller factors as 

follows 

pF?\puP2\pz) ^ 9 r h c { - \ g 2 c A ) \ ^ \ p u p 2 - p , ) 

= - i 9 f a b c ( - ^ 9 2 C A ) 2 (Vl + V2 + V3) (4.5.1) 

w i t h the Vi denoting the contributions f rom each graph of f ig . 4.2 in tu rn . Due to the 

similari ty i n fo rm of the first two graphs, they w i l l be considered together. The th i rd 

graph (V 3 ) w i l l be considered at the end. The algebra for this calculation has been done 

using F O R M . 

Consider then the contributions of Vi and V2. Wr i t ing out the expressions and doing 

the colour algebra (which is identical to that of the one-loop case) immediately gives 

r ddu 
J ui2(pi - (jJ)2(p3 + LJ)2 

{ P f f r ^ ( w , -Ps - w,Ps) [(Pl - ujfY W ( p u u - P l ; - w ) + p ? f - oj,p2,p3 + u>) 

+ r f ( P l - W ) » ' ( G g L + G g ) ) ] 

+P3-U/ [(pa + CJ)QT ^ ( p ! , -U)\ W - Pi) + p f f ^(P3 + U,P2,Pl ~ w) 

+Pi.(P3 + w) ( G ^ + G^)} 

+Pi • (Pa + ^)Pz^](w, - p 3 - w , p 3 ) 

+ (P3 + W ) 2 ( p i - W)"^(P3 + w J p f f ^ C - p s - W,P3,W) 

- w ) " f A „ ( w , p 3 , -ps - W)} . 
(4.5.2) 

Notice the occurrence of the function T v l i which comes f rom the use of the triple-gluon 

vertex Slavnov-Taylor identity (1.7.6). 

Now consider the second two-loop vertex function. Denoting 

P f f f{p„P2,Pi) = V{ + V2' + Vi (4.5.3) 

i t is simple to wri te down Vi + V2 - V{ - V2 since V{ and V2 are just related to V\ and V 2 

by the interchange of p x f + p 3 and w-t-w. The next step is to set p i = p 2 = p , p 3 = - 2 p . 
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The result i s 4 

ddu} 
[ ^ ^ 2 - K - ^ 2 w P = / ^ _ w ) 2 ( 2 p _ w r 

{-(2p - w) Wfg>(2p - w, -2p; a/) - 2(p - u)2pVT#(u; - p ,p ; - w ) 

-w 2 (p - w ) " p T [J(a;, -2p; 2p - w) + 2w2(2p - w ) " p T g | ( - w , p ; a; - p) 

+p- (p + w ) w " f ^ ( - 2 p , 2p - w; w) + 2p 2w'Tj l

1>(p - w,p; w - 2p) 

+2p2w"fJ,1)(a; - 2p,p;p - w) - 2p-(p - w ) w " f ^ ( p , a; - p; - w ) 

- p - w ( w - 2p) / 1 f J1

1)(-2p,a;; 2p - w) - p-w(a; - 2p)"f ^ ( w , -2p; 2p - u) 

+2p-u(p - w ^ f ^ ( - t ^ p ; u - p ) + 2p-u(p - u y f ^ i p , -u;u- p) 

- p - w p " f {,x)(-2p, w; 2p - w) - w ( p + w ) p " f ^ ( - 2 p , 2p - w; w) 

+2p- (p - w ) p " f W ( - w , w - p;p) + 2p -wp»f ̂ ( - a / , p ; w - p) 

- p - w p " f ^ ( w , -2p; 2p - u) + 2p-(2p - wJp'T ̂ ( w , 2p - w; -2p) 

-4p-a ;p^f{ 4

1 ) (p - a/,p; u - 2p) + p - (2p - w ) p " f J ^ p - w, -2p; w) 

—4p-wp'T^(a; — 2p,p;p — u) — 2p-(p — a;)p / i r^(a; - p ,p; —w) 

+2p-wp"f ^ ( p , - w ; w - p) + 2w(p - w)p M f [ i

1 ) (p , a ; - p; - w ) 

+2pV w C ? + (4p-u, 2 - 2 p V - 2p2p-u;) + ( -4p-u ; 2 + 2 p V + 4p 2p-u,) G$_w 

+2 ( p V - p-u2) (Gp - G2p) } . (4.5.4) 

The first th ing to notice about this expression is the invariance of the denominator 

factors under the change of variable u—>2p—u>. This means that i t is possible to cancel 

certain terms i n the numerator. This is done to all the one-loop vertex terms that have 

2p—u) as the last argument except the term 

p.w(w - 2p)"f U(u, -2p; 2p - w) (4.5.5) 

which w i l l be dealt w i th later. The change of variable is also used on the two following 

terms 

p2u^\co-2p,p;p-u) 

p-(2p-w)p' 1 f( t

1 )(2p-c t ; , -2p ;a ;) 

for reasons that w i l l become apparent. 
4One can now appreciate the magnitude of the calculation! 
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The expression is now 

{ 3 p 2 ^ f ^ ( -2p , 2p -u;u>) + 2p.(2p - w)p^f ̂ (w, 2p - w; -2p) 

^ p V f W f w - p,p; -w) + 2p-(p + w)(p - w)"f ̂ ( -w.p; w - p) 

+2p- (p - w)p»f ̂ ( - w , w - p; p) - 2p- (p - u,)a/T ̂ (p, u - p; -w) 

-2(p - w) V j ^ f gj(a; - p,p; -w) - (2p - w) V p " f g>(2p - u, - 2 p ; « ) 

+2w2(2p - • u Y p r f ^ ( - u i p ; u - p) -p-u{u - 2p)^f^(a;, -2p; 2p - w) 

+2p-w(p - u ^ f (p, -a,; u - p) - (2p2 + a;2)p^f ̂ ( - 2p , 2p - w; w) 

- 6 p - (p - w)p"f ̂ ( - w , p; w - p) - 6p- (p - w)p^f ̂ (w - p,p; -u) 

+2p-u)P

tlrM(p, -a/; w - p) + 2w• (p - w)p"f ̂ (p, w - p; -w) 

+2pV wGff* + (4p-u; 2 - 2 p V - 2p2p-a;) + ( -4p-u , 2 + 2 p V + 4p2p-w) G g _ w 

+2 (pV - p-w2) ( G p - G 2 p ) } . (4.5.6) 

Notice that in the first three lines of the above, the vertices have their first and last 

arguments interchanged. This means that the one-loop identity (4.1.3) can be used to get 

r id of some of the vertex functions in favour of two-point functions. This is done to obtain 

yet another large expression. However, by again using the invariance of the denominator 

under u->2p-ui, i t is possible to eliminate the function G^p-cr The (slightly smaller!) 

result is 
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r * + v , - vi - n \ P ^ P = / ^ x 

{-2(p - u})Vpur$(u - p,p; -w) - (2p - u ) V / f g|(2p - w, -2p;w) 

+ 2 w 2 ( 2 p - w)"p"f S(~w,p; w - p) - p-w(w - 2p)"f ̂ (w, - 2 p ; 2p - u) 

+2p-u,(p - w)"f ̂ (p, -w; w - p) - (2p 2 + w2)p^f( l

1)(-2p, 2p - w; w) 

- 6 p - ( p - w K f W f - w . p j w - p ) - 6p-(p - w ^ f ^ ^ -p ,p ; -w) 

+2p-wp^f ̂ (p, -w; w - p) + 2w. (p - w)p"f ̂ (p, a; - p; -w) 

( -4p-a; 2 + 2 p V - u/2p-u;) G<^ + (2p 4 + 4p-u, 2 - 2 p V - 5p 2p-u; + u, 2p-u;) G$lu 

+ ( - 2 p 4 - 2p-w 2 + 2 p V + 3p2p-a>) + (6p 4 + 2p-a;2 - 2 p V ) G $ } . (4.5.7) 

I t is now necessary to expand the one-loop ghost-gluon scattering-like kernel and vertex 

functions into their integral form. This is done using the expressions (4.4.8) and (4.4.10) 

f r o m the last section 5. The two-point funct ion G ^ is again identified as the integral I x 

The result of this is a plethora of terms of the form 

, /(?)(?) (4.5.8) 
uj2(p - u)2(2p - u)2 

where the question mark denotes some combination of Lorentz indices and momentum 

arguments. I n order to deal w i th the various combinations, the order of the arguments in 

the triangle integrals /(pi,P2>P3) (both scalar and vector) are transformed into two distinct 

permutations using the techniques of appendices A.3 and A.4. These permutations are, 

in the scalar case: 

2 ( p — v)2(u> — v)2 
I ( p , u - p , - u ) = j ~ 

I(u,2p-u),-2p) = / —; ^ ^ (4.5.9) 

and similarly for the vector case. The vector triangle integrals are contracted w i t h either p 

or u> and this is dealt w i th in exactly the same way as (4.4.9) by expanding out the scalar 

product in the numerator. This then leaves a manageable number of terms in the overall 

expression. This is again minimised by exploiting the invariance of the denominator 

factors under the change of variable u;—>-2p—w to eliminate hp-u- The result of all these 
5Because of the very large nature of the expressions involved, they will not be presented in full. 
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operations is: 

The next step is to eliminate the numerator structure of the expression. This done by 

cancelling f irst ly u>2 factors in the numerator and denominator, then recursively applying 

the identities 

and cancelling again unt i l there are no factors involving u i n the numerator. Those 

integrals w i t h no external scale (and those related to them by some change of variable) 

vanish under the framework of dimensional regularisation and are dropped. A t this point 

the useful notation / for the two-point and vector (sub-)integrals is dropped and the 

integrals wr i t ten out explicitly. The resulting (sti l l large) expression is a set of two-loop 

integrals. These integrals can be wri t ten in more than one way, although the different 

forms are related by changes of variable. I t is thus better to express the integral in 

a diagrammatic fashion as was the case in the last section. A l l the two-loop propagator 

type integrals are presented in appendix C, the two-loop vertex type integrals in appendix 

D. The expression can be wri t ten as 

/ [V, + V 2 - V{ - V2'\ x 2{p-u))2(2p-uj) Pl=P2=P 

{ / ( w , 2 p 2p)p2 [4p2(J -ip-cj2 - 4u2p-uj + 2u4) 

+I(p, uJ-p, -u)p2 (4p 2 w 2 + 2p-uj2 + u)2p-oj - 2u4 - 5p2p-u) 

+ J W ( 3 p V + 1 5 p > u ; - lQp-u2) 7 P _ W (4p 4 + Ap-u2 - 6p2u2 + 3u)2p-u - 5p2p-u) + 
+Ipp2 [2u2 -2p-u)+ I 2 p (dp4 + 4p 6p2^)} 4.5.10) u> — 2u) p-uj 

((p _ u ) 2 _ ( 2 p _ u ) 2 + 3 p 2 ) 
p-UJ 

UJ2 = 2p 2 + 2(p - w ) 2 - (2p - to)2 (4.5.11) 
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\Vi + v2- v{ - v2\i=P2=p = 

6 6 9p 3P + 6p + ~P 

A 11 
+ ~P P 

A o 
i 4 2P +6p 3p bp + ~P 

5 2p e e + 5 

+ 2 p 2 ( J 2 p ) 2 + 3p 2 ( / p ) 2 - 5 p 2 / p / 2 p . 

(4.5.12) 

I t is not di f f icul t to substitute in the value of each of the integrals as an expansion in e, 

using the results of appendices A . l , C and D. Where there is a factor like (—4p 2 )~ 2 £ , one 

uses the following: 

(-4p2)-2e = {-P2)~£ [ l - 4 e l n 2 + 8 e 2 l n 2 2 + . . . ] . (4.5.13) 

Doing this immediately gives the f inal result for this part of the calculation. 

[Vi + V2 - V( - V 2 \ i = p 2 = p = ( 4 7 r ) - d ( - p 2 r V l n 2 { - ^ + 4 0 7 + 441n2 - 84 + 0 ( e ) } . 

(4.5.14) 

Now consider the th i rd graph for the two-loop ghost-gluon vertex in Feynman gauge. 

The expression for this can be wri t ten down by considering fig. 4.3. I t is 

-igfahc {-\92cA)2vz = ( - z 5 r < , / l l ) ( - ^ 5 / d e / l 2 ) ( - ^ / e ! ' / , 3 ) ( - / ) x 

(4.5.15) 

Collecting together factors and expanding the tree-level four-gluon vertex using (1.7.2) 

gives 
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Figure 4.3: The th i rd graph for the two-loop ghost-gluon vertex in Feynman gauge. The 
internal gluon lines have the Lorentz indices hi-/j,3 (contracted straight into the bare 
four-gluon vertex) and respective colour indices hi-h3. 
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-WJ \-7;9 ^A) V 3 - i g — —; r—; — • — / 2 / 3 X 

V 2 / J u2(pi - U)2(UJ - v)2(pi - v)2(p3 + v)2 

{ f h l h 2 ' h 3 C (9^39w -

+fhlcMh3 _ g ^ g ^ ) } . (4.5.16) 

The colour algebra is done using the identity 
f a d e f b e f f c f d = l c A f a b c , (4.5.17) 

which gives for the first and last terms 

jadh\ jdeti2 jebh3 jh 1/12,/13c \ jabc£t2 

jadh\ yrfe/12 jebh3 jh\c,h2h3 _ _}ifabcQ2^ ^ ^ j g ) 

The colour factor for the middle term corresponds to an non-planar configuration and is 

known to be zero [46]. Cancelling then the pre-factors 

_ f ddujddv j%lp$(pi - uY2(pi - v)^ f o , 
V z ~ J U J 2 ( P I - CJ)2(U - v ) 2 ( P l - v)2(p3 + v)2 { 2 9 ^ 9 ^ ^ ' " ^ JW* W • 

(4.5.19) 

I t is now possible to write down the expression for V3 — V%, 

y _ yi _ f ddwddv { 2 f f ^ l W g ^ 2 / i — 9nin9n2H3 ~ P/n^ff/^/*} 
V* 3 ~ J 0J2(Pl - u)2(p3 + U/)2(w - v)2{Pl - v)2{p3 + v)2 

{(pz+w)2PM(PI - u r ( p i - v r - (pi - " ) V M ( p * + ( ? 3 + < 3 } . 

(4.5.20) 

Setting P\—P2—P and performing the tensor contraction, this simplifies to 

r dduddv Up - u)2 - (2p - UJ)2} ( 2 \ 
IK - V 3 ) m = 2 j ^ u ) ^ _ u n u _ v ) ^ . v ) i { 2 p _ v ) 2 ( P - P - v - P - v ) • 

(4.5.21) 

The scalar products in the numerator are expanded using 

P-v = \ [iP ~ v f ~ (2P ~ V)2 + 3p 2 ] 2 

UJ-V 

\ [(2p - u;) 2 - a;2 - 4p 2] 

\ [(w - w) 2 - u>2 - v2] (4.5.22) 
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where appropriate. In order to eliminate irreducible numerator factors, the following 

fur ther identity is used 

v2 = 2p 2 + 2(p - vf - (2p - v)2. (4.5.23) 

The result is a set of two-loop scalar integrals. Wr i t i ng this out using the diagrammatic 

notation for the integrals, 

1 
+ P ~4P - p 

2 ?P_ 

+ 
2p 

~ p 2 ( I p f + p 2 I p I 2 p . 

(4.5.24) 

A l l the integrals have been done (see appendices A.1,C and C) and substi tuting in the 

results gives the f inal expression 

W* " ^ ' ] P 1 = P 2 = P = ( 4 7 r ) - d ( - p 2 ) - V {61n2 + 2 I n 2 2 - f ( 3 + 0(e)] . (4.5.25) 

Thus, the combination of two-loop ghost-gluon vertices (without gluon self-energy 

insertions) has been calculated in Feynman gauge w i t h the momentum configuration pi = 

p2 = p. The result is the sum of (4.5.14) and (4.5.25): 

^ f i 2 ) ( p 1 , p 2 , p 3 ) - p 5 t f ! 4

2 ) ( p 3 , P 2 , P l ) 

-)• [Vr + V2 + V3 - V{ - VI - VI) 

20 
Pl=P2=P 

= ( 4 7 r ) - d ( - p 2 ) " V { l n 2 + 407 + 46 In 2 - 78 
£ 

- f c 3 + 0 ( e ) } 

(4.5.26) 

This concludes the section. 

4.6 The Two-Loop Identity 

I n this section, the equation (4.3.25) w i l l be investigated. To recap, this equation was 

derived f r o m the insistence that the f u l l identity should have a renormalisable fo rm. This 

meant that order by order, contributions dependent on the renormalisation coefficient for 

the ghost-gluon vertex (Z\) had to vanish. This gave rise to the function Gx, which had 
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the following form: 

* * 1 ) = 0 

Pi -PsGg = - ( - ^ C x ) 2 { p f f f « ( p 1 > p 2 > p s ) - K f ( 2 ) ( p 3 , p 2 , P i ) } 

Px"^ ( _ ^ j 4 ) 2 { ( ^ ^ ( P l , ^ , ^ ) ) 2 - ^ f ( 1 ) ( p 1 , p 2 , p 3 ) p ^ ! i

1 ) ( p 3 , p 2 , p 1 ) } 

* i 2 ) = o. (4.6.1) 

I t was originally assumed that the function Gx was some combination of ghost propagator 

functions. Thus, i t is necessary to test whether or not G^l can be decomposed into such a 

fo rm. So far, the two-loop ghost propagator function and the ghost-gluon vertex function 

have been evaluated in the Feynman gauge and w i t h a certain momentum configuration. 

A l l that is left is to evaluate ( p s f W f o i . j ^ p s ) ) 2 - P s f f J , 1 ) (p 1 ,p2 ,p 3 )pS , f^ (pa . j^Pi ) under 

these constraints. To do this consider 

( r f f W f a . f t . P s ) ) 2 - P ^ ( p i , p 2 , p 3 K f ( 1 ) ( p 3 , p 2 , p 1 ) = 

rfrf)(Pi,ft,pa) [ r f f W ( P l , p 2 , p s ) - p 5 4 f W ( p 3 , p 2 , p x ) ] . 

(4.6.2) 

The quantity in square brackets is nothing but the one-loop identity, which can be wr i t ten 

as a combination of ghost propagator functions. Thus 

( j * f W ( p 1 > p a , p S ) ) a - r f f i l

1 ) ( p l j p 2 , p s ) p f f j , l ) ( p 8 > p 2 > p i ) = 

1 ..cs 
rffWfo.pa.pa) [P\ {G? - G?>) - p 2 (G?> - G?>)} 

(4.6.3) 

The funct ion P 3 f ^ ( p i , p 2 , p 3 ) has already been evaluated for arbitrary gauge and general 

momenta (4.1.1). Restricting to Feynman gauge, the result is 

rff?)(Pi,P2,Ps) = * -\P\PI - ((PvPz)2+PvP3P2i+PvP3Pl) 

PI + Pi-P3 -pi - \PI -PI-PZ 2^3 + Pi -P3 

(4.6.4) 

file://-/p/pI
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where the funct ion $ is nothing but the triangle integral I(pi,p2,p3). Setting pi = p2 = p, 

$ is expressed in the fo rm (A.3.10) 

$ = /(p,p,-2p) = - [ I p - I 2 p } . 

Thus 

P 3

,fi 1 )(pi,p 2 ,P3) P l= P 2= P = 2p2 [Ip - 2I2p] . 

This gives 

{P^HPUP2,PZ))2-P^\P1,P2,PZ)P^{P3,P2,P1) 

(4.6.5) 

(4.6.6) 

Pl=P2=P 
= 4 p 4 [ / p - 2 / 2 p ] [ 7 p - / 2 p ] . 

(4.6.7) 

Evaluating these integrals (see appendix A . l ) and expanding in e gives 

- l Pl=P2=P 

( 4 7 r ) - d ( - p 2 ) - V In 2 + 32 - I67 - 40 In 2 + 0(e) j . (4.6.8) 

Af te r all this, the equation for G^. can now be wr i t ten as an expansion in e, albeit in 

Feynman gauge and w i t h Pi = p2 = p. Put t ing the pieces together, one obtains 

r ( 2 ) l 
U r 6 , s l P i = P 2 = P 

(^-l-C^ (4-K)-d(-p2)-2E { i n 2 - 31 + I 6 7 + 13 In 2 
39 
16 C3 + 0(e)). 

(4.6.9) 

Now consider the possible forms that Gf^ could have. Since the renormalisation 

coefficient zx is uni ty up to two-loops, this means that there can be no leading divergence 

(ie (g2)ne~n terms). Therefore, G^l can only depend on either the ratio or difference of 

ghost propagator functions. However, i f one considers the term proportional to £3, this 
~ (2} 

occurs in the f ini te part of the propagator funct ion at two-loops. I f G\ x were to be either 

the ratio or difference of propagator functions then these terms must vanish. Thus (4.1.3) 

cannot be expressed as a combination of ghost propagator functions and the proposed 

form of the identity cannot be true. 

However, i t is noted that the (3-dependence comes solely f rom the V3 - V3 part of 

the two-loop vertex. This type of graph was not present at one-loop. This leads to the 

question of whether or not G^l can be constructed f rom ghost propagator functions alone 
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i f this graph is omitted. Wi thou t this graph, 

G g U = P 2 = P = ( ~ \ C A ) 2 ( ^ - ' ( - p 3 ) - * { l n 2 [ - - £ - 34 + I67 + 121n2] + 0(e)] . 

(4.6.10) 

Since G^l must be constructed f rom the difference or ratio of ghost propagator functions 

and the momenta are restricted to Pi = p2 — P, there are three two-loop configurations 

that may contribute. These are: 

10 
G g > - G f = ( 4 7 r ) - d ( - p 2 ) - 2 £ { l n 2 [ ^ + 4 4 - 2 0 7 + 0(e)} 

0(e)) 

G(S ( G « - G{$) = ( 4 7 r ) - d ( - P 2 ) - 2 £ { l n 2 [ - ^ - 8 + 4 7 + 6 1 n 2 ] + 0 ( £ ) } . 

20 In 2 

+ GW(GW-G1£) = ( 4 7 r ) - d ( - P 2 ) " 2 E { l n 2 [ - ^ - 8 + 4 7 + 21n2 

2 

(4.6.11) 

I t is found that Gj,2^ can be constructed f rom these three combinations. The result is 

<32l* w - {_i {G$ - G f ] + \&? [G? > - &g\ - i<5£> [ G « - &g\} . 

(4.6.12) 

which can be verified by inspection. The function GB,X can now be wr i t t en in four dimen

sions as 

+ { - \ f C A ) 2 {I [G<2> - G%] + \ [ G f ) - G ^ f + | G ? ) [<3?> - &S\ } 

+0(g6). (4.6.13) 

4.7 Summary 

I n this chapter, the possibility of relating two contracted ghost-gluon vertices w i t h some 

combination of two-point functions has been investigated using perturbation theory. I t 

was found that there exists a unique identity, true in al l gauges and dimensions at the 

one-loop level. 

The one-loop identity found (4.1.3) was derived by demanding that a simple combi

nation of contracted ghost-gluon vertices should be independent of the massless triangle 

integral $ which does not occur in the expressions for two-point functions. This was 
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achieved uniquely and i t was discovered that in doing so, the two-point integrals decom

posed immediately into exactly the right combinations as to be identified w i t h the ghost 

propagator funct ion. The one-loop identity admits several extrapolated forms for a pro

posed identi ty true to all orders. I t was then found that the one-loop identity (4.1.3) could 

be extended to include the first level of gluon self-energy corrections. These corrections 

contain the first fermionic contributions to the equation. 

The renormalisation properties of QCD were then used to constrain the fo rm of the 

identity. By demanding that there was no connection between the different renormalisa

t ion coefficients, i t was possible to restrict the possibilities. This led to a single equation 

at two-loop perturbative order that had to be satisfied i f the identity were to be true. 

The two-loop perturbative calculations were done in the Feynman gauge and w i t h a 

certain momentum configuration. This simplified the integrals greatly as there were only 

single powers of denominator factors and all the integrals had only one external scale. 

Finally, the components of the two-loop renormalisation constraint equation were put 

together. I t was found that the identity, even in Feynman gauge and one particular 

momentum configuration, could not be satisfied. However, i t was seen that by omi t t ing 

a certain graph containing an explicit four-gluon interaction that the constraint equation 

could be satisfied under these conditions. 



Chapter 5 

The Identity for the Ghost-Gluon 
Vertex 

In the previous chapter, an attempt was made to find an identity relating the ghost-

gluon vertex to some combination of two-point functions. The starting point for this was 

the functional identity (2.4.1) which involved connected and disconnected ghost-ghost 

scattering. As such, this was not suitable for application directly into a useful fo rm and 

so, perturbation theory was used in order to see whether or not an identity existed that 

would not depend on the four-point functions. Unfortunately, no such identity was found. 

I n this short chapter, the equation (2.4.1) is studied more directly. By decomposing the 

Green's functions and Fourier transforming into momentum space, an identity relating 

the two, three and four-point one-particle-reducible and irreducible functions is found. 

This identity is not suitable for Schwinger-Dyson purposes since the four-point functions 

cannot be dealt wi th , but nonetheless some information can be obtained. 

I n the first section, the identity is derived in momentum space. I n the second section, 

i t is checked to one-loop order in perturbation theory and then w i t h one-loop gluon 

insertions. This is interesting because the identity involves terms that are reducible as 

well as the more usual one-particle-irreducible terms. In the final section, i t is shown that 

some information about the infrared behaviour of the ghost-gluon vertex can be extracted 

which w i l l be of use later on. 

5.1 The Momentum Space Identity 

In section 2.4, a functional identity relating the ghost-gluon vertex to some combination of 

connected and disconnected ghost-ghost scattering was presented. This equation, derived 

88 
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by von Smekal et al. [2], follows directly f rom the BRS invariance of the f u l l pure Yang-

Mi l l s theory and has the following fo rm in Euclidean space: 

±(Cc(z)Cb(y)dAa(x)) - ±(Cc(z)Ca(x)dAb(y)) = -g-f^{Cd{z)Ce{z)Ca{x)c\y)). 

(5.1.1) 

Note that these are f u l l , reducible correlation functions and so, the four-point funct ion on 

the right-hand side can be decomposed into connected and disconnected parts as follows 

(CcCaCbCd) = (CaCb)(CcCd) - (CaCd)(CcCb) + (CcCaCbCd)c (5.1.2) 

where the minus sign is by virtue of the Grassmannian nature of the ghost fields and the 

subscript c denotes the connected four-point function. The correlation functions i n (5.1.1) 

are not truncated and so can be further decomposed to make the external legs explicit. 

dudvdwT^a(v,w;u)d^D'lu(x,u)D(z,v)D(w,y) 

- \ f dudvdwrc

u

ab{v,u;w)dlD^{y,w)D{z,v)D(u,x) 

= -gfcbaD(z,x)D(z,y) 

_lfcde J d u d v d w d t Y f a \ v , t- u, w)D(z, v)D(z, t)D(u, x)D(w, y) (5.1.3) 

where now, the ghost gluon vertex and ghost propagator functions (in configuration space) 

are one-particle irreducible, whilst the four-point ghost funct ion is s t i l l reducible. Both 

sides of the equation can be expressed in the fo rm F(x, y, z) and i t is now useful to do a 

Fourier transform to momentum space in the following way 1 

F{pi,P2,Pa) = jdxdydzF{x,y, z) exp {-i\piz + p2y + Pzx]}. (5.1.4) 

For clarity, i t is better to consider each term in turn . The first t e rm on the left-hand side 

of (5.1.3) becomes under the transform 

J dx dy dz du dv dw fcba{v, w; u) ^ D ^ i x , u)D{z, v)D(w, y) exp {-i\pxz + p2y + Pzx)}. 

(5.1.5) 

Now i t is possible to make the following identification for the two-point functions 

D(z,v) = j ^ j ^ J dq1dq2D(ql,q2)exp{i[q1z + q2v]} 

d^D^ix^) = j dq1dq2iq^D(quq2)exp{i[qiX + q2u\}. (5.1.6) 

1 In what follows, the integral measure ddx or ddq will be abbreviated to dx or dq to keep the equations 
from getting too cluttered. 
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Putting these into the term then gives 

j dx dy dz du dv dw f f a (v,w\u) ^ M j dqx... dq^iq^D^ (qx ,q4)x 

D(q2, q!>)D(q3, q6) exp {j[(g x - p3)x + (q2 - pi)z + (q3 - p2)y + q4u + q5v + q6w]}. 

(5.1.7) 

Recognising the Fourier transform of the momentum space ghost-gluon vertex 

Kba{-Q5, -<7e; - 9 4 ) = J dudvdwffa(v,w;u)exp{t[q4u + q5v+ q6w}} (5.1.8) 

then leads to 

/
l r 1 

dxdydz M j dqi.. .dq&Yfa{-qh,-qe,\-qi)-iqlllDl"l/{q1,qi)x 

D(Q2, q5)D(q3, ?e) exp {i[(q2 - p{)z + (q3 - p2)y + (qi - P3)x}}. (5.1.9) 

The next step is to realise that since the propagator is invariant under a translation in 

configuration space, i t can only depend on one momentum. In fact, it can be shown that 

D(qi,q2) = (2ir)dSd(qi+q2)D(qi). (5.1.10) 

Substituting in for the propagator functions and integrating out the delta-functions gives 

J dxdydz J dq1...dq3ffa(q2,q3;q1)^q1^(q1)D(q2)D(q3) x 

exp {i[(q2 - px)z + (q3 - p2)y + (91 - p3)x}}. (5.1.11) 

Now, the remaining integrals over x, y and z can be expressed as delta-functions since 

J dx exp {i{qi + q2)x) = (2ir)d5d(qi + q2). (5.1.12) 

This, coupled with the recognition of the Slavnov-Taylor identity for the gluon propagator 

q i ^ ( g i ) = (5.1.13) 

gives the final form for the first term in (5.1.3) 

J&f? (pi,p2;P3)D(Pl)D(p2). (5.1.14) 
Pi 

The second term in (5.1.3) is identical to the first but with (x,a) interchanged with 

(y, b). This is simply an exchange of the labels associated with the gluon and in-ghost 

legs and thus, the second term can be written down immediately as 

t 4 c 6 ( p i , p 3 ; P 2 ) ^ ( P i ) D ( p 3 ) . (5.1.15) 
p2 
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The first term on the right-hand side of (5.1.3) corresponds to the disconnected scat

tering of two ghost fields. Taking the Fourier transform in exactly the same way as for 

the previous expressions gives2 

J dxdydzD(z,x)D(z,y)exp{-t\piz+p2y + p3x]}. (5.1.16) 

Using (5.1.6), immediately leads to 

j dxdydz J j dqx.. .dq4D(q1,q3)D(q2,q4)x 

exp {i[(q3 - p3)x + (qx + q2 - Pi)z + (q4 - p2)y]}. (5.1.17) 

Again using the scale invariance of the propagator, the expression becomes 

J dxdydz j dqldq2D(q1)D(q2)x 

exp {i[(-qi - p3)x + (qx + q2 - pi)z + (-q2 - p2)y]}. (5.1.18) 

The integrals over x and y are delta-functions and integrating these out gives 

D{pz)D{p2) j dz exp { z ( - p 3 - P2 - Pi W - (5.1-19) 

The final integral over z is again a delta-function but this time remains as an external 

factor, giving the final expression for the term 

D(ps)D(p2)(2Tt)d8d(pl+p2+p3). (5.1.20) 

So far, the expressions presented are no more than those contained in (2.4.3). However, 

the final term on the right-hand side of (5.1.3) is new. Under the truncation scheme of 

von Smekal et al. [2], this term was neglected. The term corresponds to connected but 

not one-particle irreducible ghost-ghost scattering. In the convention adopted here, the 

ordering of the legs is as follows: the legs are defined in an anti-clockwise way, with the 

first two arguments referring to out-ghost fields (just as the first argument of the ghost-

gluon vertex refers to the out-ghost leg). As far as the Fourier transform is concerned 

though, the details of the function are not important. Thus, i t is possible to proceed as 

before and the transform of this final term is 

I dx dy dz du dv dw dt T f a b ( v , £; u, w)D(z, v)D(z, t)D(u, x)D(w, y) x 

exp {-i\p\z + p2y + p3x}}. 

(5.1.21) 
2Omitting the pre-factors for now. 
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Again, the first thing to do is to replace the configuration space propagators with their 

Fourier transformed momentum space counterparts as in (5.1.6), giving 

j dx dy dz dudv dw dtTfa\v,t]U,w)j^~1 j dqx.. .dq8D(quqb)D(q2,q6)D(q3,q7)x 

D(q4, q&) exp {z[ (^ + q2 - px)z + (q4 - p2)y + (q3 - Pz)x + qhv + q6t + q7u + q&w}}. 

(5.1.22) 

Now one can identify the Fourier transform of the four-point function 

T f a b ( - q 5 , - g 6 ; ~Q7, ~q&) = f dudv dw dt T f a b ( v , t\ u, w) exp {i[q5v + q6t + q7u + q8w}} 
(5.1.23) 

which leaves 

J dxdydz * j dqx.. .dq8rjeab(-q5,-q6;-q7,-qs)D(q1,q5)D{q2,q6)D(q3,q7)x 

D(q4, q8) exp {z[(<7x + q2 - pi)z + (q4 - p2)y + (q3 - p3)x}}. 

(5.1.24) 

Using the translational invariance gives 

J dxdydzj—r^ I dql..AqiYta\ql,q2-q3,qA)D{ql)D(q2)D{q2)D{qi)x 

exp { t [ ( f t + q2 - pi)z + (q4 - p2)y + (q3 - Pa)x}}. 

(5.1.25) 

The integrals over x, y and z are all now delta-functions which when written out explicitly 

give the form 

^ — J dq,... dq45d(q3 - p3)8d(q4 - p2)Sd(qi + q2 - P l ) T d e a b ( q u q2; q3, q4) x 

D(qi)D(q2)D(q3)D(q4). (5.1.26) 

Integrating over q2, q3 and q4 then gives 

J dq1Tfab(q1,p1 - q1;p3,p2)D(q1)D(pl - gi)D(p3)D(p2). (5.1.27) 

This is the final result for the last term in (5.1.3). It is interesting to note that it carries 

precisely the right integral measure as to be indistinguishable from a normal loop integral. 
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Putting the equation (5.1.3) back together gives 

t^fcba{pup2-p3)D(pi)D(ft) - i4r<?b(pup3;p2)D(Pl)D(p3) = 
Pi Pi 

-gfcbaD(p3)D(p2)(27r)d5d(p1+p2+p3) 

- p C d e j ^ y J < % r f a V p i - quPz,P2)D(qi)D(Pl - qi)D(p3)D(p2). 

(5.1.28) 

This equation now involves momentum space Green's functions alone. In order to proceed, 

it is necessary to extract the more usual propagator and vertex functions that appear in 

perturbation theory. I t is possible to eliminate the explicit delta-function by using the 

translational invariance of both the three and four-point functions in configuration space, 

just as in the case of the two-point functions to give 

4rfHPi,P2;P3).D(Pi)£>fr2) -i^flah{PuPz\P2)D{p,)D{p,) = -gfcbaD(p3)D(p2) 
Pi P2 

~ 2 f C d e j ^ Y I d^Tieab^Pi-QuPz,P2)D(q1)D(p1-q1)D(p3)D(p2) 
(5.1.29) 

where now, the momentum conservation is included implicitly in the definition of the 

Green's functions. The next step is to rearrange this slightly, dividing through by the 

propagators to obtain 

D(p3)-h4r^(Pl,p2;P3) - D(p2)-h4rc

v

ab(Pl,p3,p2) = - g f c b a D ( P l ) - 1 

P3 P2 

- f / c d e £ » ( P i ) _ 1 ^ p / dqlTdeab(qup1-q1;p3,p2)D(q1)D{p1-q1). 

(5.1.30) 

Now, this equation is written in Euclidean space. Performing a Wick rotation into 

Minkowski space alters only the loop integration measure dq\ since the whole equation 

has the same dimension throughout 

D(p3)-h^Tcba(pup2-p3) - D { p 2 ) - h P ^ \ p u p 3 - p 2 ) = -gfcbaD(p1)-1 

P3 P2 

- f / ^ ( P i ) " 1 ^ / ( - t ) d q i T t a b ( q 1 , p l - q 1 ; p 3 , p 2 ) D ( q i ) D ( p 1 - q i ) . 

(5.1.31) 
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Finally, replacing the Green's functions above with the Feynman rules outlined in 1.1 

leads to 

The last term in the above equation refers to connected ghost-ghost scattering. I t 

is not usual for such an identity to contain one-particle-reducible parts (ie graphs that 

become disconnected when one internal propagator is cut) and further, the one-particle-

irreducible graphs do not occur at the one-loop perturbative level. I t is pertinent to verify 

the equation at the one-loop level, i f only to check the pre-factors and ordering of external 

legs. 

Notice the symmetry of the equation. Since the four-point function on the right-hand 

side involves combinations of identical Grassmann fields, then under interchange there will 

be a relative minus sign. For example, consider the interchange of the two in-ghost fields, 

ie (p2,b) <-> 0?3,a). The right-hand side gains a minus sign. On the left-hand side, there 

is an explicit symmetry between p2 and p3 but the structure constant f c b a automatically 

changes sign under interchange of a and b. Now consider the one-loop identity of the 

previous chapter (4.1.3). Neglecting colour pre-factors, this equation was antisymmetric 

under interchange of p2 and p3. This indicates that (5.1.32) is not the same as the form 

under consideration in the previous chapter. However, (5.1.32) still contains reducible 

four-point interactions and the whole purpose of the last chapter was to see if an identity 

independent of such contributions existed. 

5.2 The One-Loop Identity and Gluon Self-Energy 
Insertions 

I t is relatively straightforward to check the identity (5.1.32) at the one-loop level. In 

fact, since such an exercise has already been done before, it will be no more complicated 

to include gluon self-energy corrections at the same time. The reason that this is no 

more complicated is that in general gauge, the gluon propagator splits naturally into the 

gauge dependent longitudinal part and the transverse part which is multiplied only by a 

dimensionless function (the self-energy) of one argument. At tree-level, this function is 

9 f c b a [G^V3f,(pup2>p3) + G^Y2ru(pup3,p2)+plG^ = 

9 fcde^ri-l f ( — l)ddU) rdeab/, , m , ,. „ „ \ 
PlGl J _ ^ ) 2 G ^ G P i - ^ r 4 K P i - ^ ; P 3 , P 2 ) - (5.1.32) 
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Figure 5.1: The ghost-gluon vertex at one-loop. The blobs represent the insertion of the 
gluon self-energy. 

unity, but for the purposes here, all one needs to do is retain this function and it is not 

necessary to evaluate i t . 

To start the calculation, consider the one-loop form of the contracted ghost-gluon 

vertex with the bare gluon propagators replaced with the ful l forms (see fig. 5.1). This 

can be written as 

{(w - pz)pAaf>{pz + w)Apv(uj)j4T0^(-p3 - u,u,p3) +p 3-(P3 + uj)ujpAa^(p2 - w)} 

(5.2.1) 

where 

Apv(u) = tpv{u)J-1 + (5.2.2) 

Doing the colour algebra, using the Slavnov-Taylor identity (1.7.6) for the triple-gluon 

vertex (retaining the ful l gluon propagator functions) and combining terms leads to 

Paru(PuP2,P>) = P V P Z + { Y 9 c A ) j w a ^ _ w ) 2 ( p s + w ) a * 

{-p2pu>%{u)A^(pz + w) +(P2 - w),(Ps + u)Ha

u(p3 + u)A"{u) 

+Pr{P3 + u)ujpAaf)(p2 - w)} . 

(5.2.3) 

Now, the two-point ghost function G can be constructed in exactly the same way by taking 

the one-loop form (see section 3.2) and putting back the gluon self-energy function. It 
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can be written as 

G7 1 = 1 - ( T ^ ) I / ; ^ ( ^ (5.2.4) 
2 " ~") p2

3J u2(p3 + u)2i 

The term p\G±l is written in such a way as the integrals are expressly symmetric under 

the interchange p2^p3 by suitable changes of variable. The expression is 

Adu> 
pfG^=pi r ( - P i i i ) x 2 a ~"J J (p2-uy(pz+u)2 

[(pa + UJ)vA^(P2 - u ) + (pa - u)VA»v(p3 + w)] . (5.2.5) 

I t is now possible to construct the left-hand side of (5.1.32). Writing for convenience 

gf^ha] = g f c b a [ G ^ P ^ M ^ P Z ) + G2Y2Tu(Pl,p3,p2) + p2G^] (5.2.6) 

then after expanding the transverse projectors and rearranging the tensors one obtains 

M = ( T ^ ) / 
dduj 

cu2(p2-u))2(p3 + u)2 

j - Pi„A,iU{p2 - u) [2w2(p3 + u)v - {p3 + u))2u)v] 

- P i ^ i p i + u) [2uj2(p2 - w)„ + (P2 - u)2u„] 

+A^(U) ( f t - U)2(P3 + W)„ ( P i „ - ^ p P 3 , ) 

2pi -Pa 
«2 "P2" P2 > 

+(p3 + co)2(p2 - w) M ^pi„ 

Changing variables such that the argument of A is always u immediately gives 

(5.2.7) 

2(P2 - W ) 2 ( p 3 + W) 
^ { ^ I p K p s + u ) ^ - ^ 

^ p 3 A + 2 { p 3 + « ) \ p 2 - u ) A p l v - p ^ +2{p2 - u)2{p3 + u)^ [piv - 2 

V Pz 
„2 P2" 
F2 ; 

(5.2.8) 

Now consider the integral 

/ u2(p3 + uj)2 
A^(u)(p3 + w),=p^I. (5.2.9) 
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Figure 5.2: The function r4 e a 6(o;,p 1— w;p 3 ,p 2 ) at 0 (# 2 ) . The blobs represent the insertion 
of the gluon self-energy. Note the relative minus sign due to the interchange of two 
identical Grassmann fields. 

This means that 
f (tdUJ ( px-p3 

J cu2(p3 + ui)2 * \ pi 

I 2 , d d U J V ^ ( U ) ( P 2 - U ) J P 1 V - ^ P * ) = 0 ( 5 - 2 1 ° ) J U2{p2 - CU)2 V P2 J 
such that finally 

I N = ( i ? c A ) / M , ( w _ f f t e + M ) , ^ H r i f a + - M f t " »)v (5.2.11) 

The right-hand side of (5.1.32) at the one-loop level involves only the one-particle-

reducible terms (see fig. 5.2). I t is convenient to write 

5 / c 6 a [ r h s ] = -lf<*p>G?J J ? ^ Q J Z u - J t * V P i - " ' , f t . P 2 ) - (5.2.12) 

Now, with the ful l gluon propagators 

r r r ( W , P l - W ; P 3 , f t ) = g 2 / c d e r e / / 6 / d ^ ( P l - ^ ^ ( p 2 + a ; ) 

(P2 + CU) 2 

- g 2 f c d e f b e f f a f d ^ ^ ^ A ^ ( p 3 + <*). (5.2.13) 
(P3 + W ) 2 

Inserting this into the expression for the right-hand side at the appropriate order in the 

coupling gives 

»/eia[rM = 59/'*'(y» 2C' 4) P?x 

[ J W 2 ( p ! - U)2{p2 + U))2 J 0J2{pi-U))2(p3+(jJ)2 J 
(5.2.14) 
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I 

P2"1 X \ < l 
^ P 2 

Figure 5.3: Diagram showing the decomposition of the ghost-gluon vertex. 

Changing variables such that again the argument of A is always UJ immediately leads to 

[As] = p\ (±g>CA) J - p g - g j ^ — ^ f r O f r + »)M - „). (5.2.15) 

which by inspection is identical to the form found for [lhs]. Thus, the equation (5.1.32) 

has been verified at the one-loop order with gluon self-energy corrections added in. The 

pre-factors agree and the ordering of the external legs is now apparent. 

5.3 Extracting Information from the Identity 

One of the useful properties of higher-point Green's functions when working in Landau 

gauge is that as the momentum of an in-ghost vanishes, all but the tree-level graphs 

vanish. This property is intimately related to the observation that Z\ is unity in the 

Landau gauge ([21, 43] and the end of this section). In order to see this reduction, 

consider the decomposition of the ghost-gluon vertex into the tree-level part and the form 

shown in fig. 5.3. This graph has isolated the bare ghost-gluon vertex connected directly 

to the in-ghost line by virtue of the fact that this is the only interaction term involving 

the ghost field. Thus, for any graph contributing to fig. 5.3, there will be the term 

( p 2 - 1 ) ^ ( 1 ) = p*tT{l), (5.3.1) 

This factor vanishes as p 2 —>0, and since the integrand vanishes, so must the integral. Thus 

the ful l ghost-gluon vertex reduces to the bare vertex in Landau gauge as the momentum 

of the in-ghost vanishes. 

One would imagine that this argument could be applied to all other Green's functions 

involving ghost fields. This is the case for four-point and higher functions but not for the 
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two-point function. For a one-particle-irreducible four-point function (or higher), since 

there is no tree-level expression, the whole function must vanish. In the case of the ghost 

self-energy, when one considers the Schwinger-Dyson equation, i t is immediately apparent 

that the whole equation is proportional to the external momentum squared, ie it has a 

non-zero dimension. Whilst the integrand of the loop term does indeed contain the factor 

above, when the factor p2 is divided through to get an expression for the dressing function, 

this factor becomes 

^ " ( 0 (5.3.2) 

which does not vanish as p —> 0. The ghost Schwinger-Dyson equation will be studied in 

detail in the next chapter. 

Consider now the reducible terms occurring in the function r 4 e a 6 ( o ; , p i — oj;p3,p2)-

These terms are effectively those shown in fig. 5.2 but with ful l vertices. I f either p2 or p3 

vanishes in either graph, then the vertex connected to that line will become bare. Now 

since this vertex is bare, the graph is simply proportional to the out-ghost momentum 

contracted with the (transverse in the Landau gauge) gluon propagator, which by mo

mentum conservation will have the same momentum. Thus both the reducible graphs 

vanish. 

I t is now possible to study the identity (5.1.32) as p2 —>• 0 (or equivalently p3 -» 0). 

Recall that the identity is 
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9 f c b a [G^PzT^p^ps) + G2-y2ri/(pl,p3,p2)+p2

1Gi1] = 

-g-rdep\G^j j ^ ^ G , G P l _ u r r ( a , l P l - u ; ; p 3 , p 2 ) . (5.3.3) 

By the above arguments, the right-hand side vanishes since both the reducible and irre

ducible parts of the four-point function in the integrand vanish. The ghost-gluon vertex 

of the first term becomes bare but since as p2 —> 0, p3 —> —Pi, then this cancels the last 

term of the left-hand side. This leaves 

GJWV(PI,P3,P2)UHO = 0. (5.3.4) 

Finally, i t is now pertinent to show that Z x = 1 in Landau gauge [21, 43]. As before, 

the vertex is renormalised as follows 

rMlg,t*) = Zi(l9,V,WMZb,9b,A)- (5-3.5) 

where \i is the renormalisation scale3 and the divergence is simply expressed in terms 

of some quantity A 4 . The momentum arguments have been condensed to {p\,p2,p3) = 

Pi. Now, the unrenormalised vertex function T^Mb, g2, A) in general gauge is singular. 

After the bare coupling and gauge parameters have been replaced by their renormalised 

counterparts 

Z3Z3 

the vertex function can be expressed (expanding out the Lorentz structure) as 

r M l g , A) =pl„X(pi\lg, A) +p3jr(pi\lg, A). (5.3.7) 

The renormalisation equation above can thus be written 

f^pillg,^ = Z^l&^A) {piflX(pi\lg,A)+p3flY(pi\lg,A)} . (5.3.8) 

Now, in the limit p2 —> 0 in Landau gauge, the unrenormalised vertex function reduces to 

it's tree-level form so 

= Zi(0,5, / i ,A)Pi M - (5-3.9) 
£=0,p2->o 

3Not to be confused with the Lorentz index! 
4 The specific regularisation procedure is not important - it is assumed that there exists some 'perfect' 

method 
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Now, since the tree-level vertex is explicitly finite, the renormalisation coefficient cannot 

be dependent on the regularisation parameter. Also, Z\ is a dimensionless function so 

it cannot depend on the dimensionful renormalisation scale (the renormalised coupling 

is dimensionless). Furthermore, i t cannot depend on the coupling since this has its own 

dependence on A and // 5 so 

= (5.3.10) 
£=0, P 2 ->0 

rV (Pi |£ ,# ,Ai) 

where Z\ is simply a constant determined by the renormalisation prescription. In per

turbation theory, where one conventionally uses a subtraction scheme such as MS, this 

constant would simply be the lowest order part of Z, ie. unity. The only scheme in which 

this constant is not unity is the momentum subtraction scheme where z\ depends on how 

one defines the physical value of the vertex. However, in this thesis, we shall not be using 

the momentum subtraction scheme. Thus 

Zx = 1. (5.3.11) 

The renormalisation coefficient is independent of the external momentum, and so, no 

matter what the external momentum scales are, the vertex needs no renormalisation. 

This means that the unrenormalised vertex (in Landau gauge) is explicitly finite 6 and is 

completely independent of the regularisation. Also the renormalised vertex is independent 

of the renormalisation scale. 

The reduction of the full ghost-gluon vertex to it's bare form as the in-ghost momentum 

vanishes and the simple form of it's renormalisation coefficient wil l be used heavily in the 

next chapter. These two observations simplify the Schwinger-Dyson equations sufficiently 

to give at least a promising starting point for extracting useful information. 

5Recall that Z can be defined in terms of either the renormalised of unrenormalised coupling. 
6Remember that the unrenormalised vertex is expressed in terms of the renormalised coupling. 



Chapter 6 

Powerlaw Behaviour in Landau 
Gauge 

In this chapter, the infrared behaviour of the QCD Schwinger-Dyson equations in Landau 

Gauge will be discussed. In previous chapters, the infrared behaviour of the truncated 

equations was extracted qualitatively from the dimensional consideration of the renor

malisation scale dependence of each of the terms. Here, this argument will be refined 

and applied to the Yang-Mills sector of the theory. It will be seen that there is only 

one function necessary to completely describe the infrared behaviour of the propagators. 

Unfortunately, it is found that this function cannot be constrained completely, and so 

only a qualitative analysis can be done without introducing some form of ansatz. 

In sections 2.3 and 2.4, it was the truncation of the Schwinger-Dyson equations that 

allowed the analysis to be done. In the case of section 2.3, the bare vertices provided 

an excellent means of introducing the idea behind the dimensional arguments. However, 

with bare vertices, the gauge invariance of the theory cannot hold. In the case of section 

2.4, the angular approximations played a crucial role in the derivation of the results. 

In the light of the failure to find a simple identity relating the ghost-gluon vertex (and 

hence the triple-gluon vertex) to some combination of two-point functions (the previous 

two chapters), there is no natural truncation of the system and so one may be greatly 

discouraged. However, the dimensional technique for treating the IR region may be able 

to provide more information even without a specific truncation scheme. In order to do 

this, i t will be necessary to refine the IR powerlaw arguments. 

Consider a general two-point dressing function F in a massless gauge theory. I t is 

a dimensionless function of a single variable. Now, in the renormalised theory, there 

are only two scales (with dimension momentum squared), the external scale p2 and the 

102 
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renormalisation scale \i which this dressing function can depend on, anything else being 

simply a constant (for example the number of quark flavours or number of colours). 

Thus, the argument of the function must be the ratio of the two scales in order to be 

dimensionless. As this ratio tends to zero, the function can be written as a Laurent 

expansion and this expansion will have a unique lowest power which is a constant. Thus, 

one can write to lowest order in the expansion 

One may imagine that a complete expansion for F could be made in this manner. How

ever, in practice this cannot be done since the general solution for F implied by the 

renormalisation group involves dependence on the running coupling of the theory, which 

itself has an implicit dependence on the scale. I t is only the lowest power of the expansion 

that can be written in a simple way. 

This principle will be applied to the two-point functions of QCD. These functions 

obey a coupled set of Schwinger-Dyson equations which are in practice insoluble, but 

by using the IR powerlaw behaviour noted above and by demanding that the equations 

reproduce consistent behaviour, i t is possible to at least get a feel for the IR properties 

of the theory. In the first part of this chapter, the general notations will be presented. 

The second part looks at a toy model of a coupled set of Schwinger-Dyson equations that 

involves most of the features present in the analysis. These features include vertices that 

respect qualitatively the ideas of renormalisability, the improved angular approximations 

necessary and the interplay between the IR and UV parts of the integrals that will be 

shown to be inherent in the study of powerlaw behaviour. The next part then looks in 

more detail at the ghost-gluon system without quarks. By using a quite general ansatz for 

the ghost-gluon vertex, the important features of the system that will be seen in practical 

studies are highlighted. 

One issue to be addressed immediately is the possible existence of an IR scale (n) which 

is associated with the transition from the perturbative to the non-perturbative regions. 

This scale could for instance be a physical scale such as the proton mass squared. The view 

taken throughout this work is that although this scale may exist, the Schwinger-Dyson 

equations do not explicitly contain information about it from the outset and so, this scale 

is not used in determining their solution. I t is hoped that the equations themselves will 

give rise to a solution that manifests this scale somehow. The most likely scenario is 

P P2->O p F(p\n) = F (6.0.1) 
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that this scale would be associated with the transition region where powerlaw behaviour 

is replaced with logarithmic behaviour. Since the idea is to work with only the lowest 

power, then this scale will not interfere with the discussion.1 

6.1 Notation and Conventions 

In this chapter, the renormalisation constants of the theory are defined in the following 

way 

7~VM = zz-\n,K)j-\P*\k) 

G{p2\n) = Z;\»,\)G(p2\A) 

F(p2\p.) = Z2-\n,A)F{p2\A) 

f / i(pi ,P2,P3|/*) = ^ l (At .A) f M (p i ,P2 ,P3 |A ) 

r„„ P (pi ,P2,P3|/K) = Z1(n,A)Tlll/p(p1,p2,p3\A) 

r£(pi ,P2,P3 | /x) = Z1F(n,A)TF^Pl,p2,p3\A) (6.1.1) 

In Landau gauge, Zi(fi, A) = l . The renormalised coupling is written as 

5 2 = ^ ^ A ) (6-1.2) 

and the Slavnov-Taylor identity (which ensures that the renormalised coupling is inde

pendent of the vertex used to define it) is written here in it's renormalisation coefficient 

form [21, 43]: 

IF 1 

(6.1.3) 

In the IR the renormalised two-point functions reduce to their powerlaw forms which 

are written as 

r V w >'=° .(£)* 

JVlM) P'=° / ( £ ) ' . (6.1.4) 

1One may also wonder about the perturbatively generated AQCD- However, this scale is used to give 
a physical reference scale (instead of the arbitrary renormalisation scale) from which the renormalisation 
group can be used to find results at some other external scale, so there are still only two scales with which 
to work with. 
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6.2 A Toy Model 

In this section, a toy model of Landau gauge QCD will be studied in order to introduce 

certain technical issues relating to subsequent work. The model incorporates many of 

the salient features of the Schwinger-Dyson equations necessary to investigate the IR 

powerlaw behaviour of the theory and is intended only to provide examples of these such 

that subsequent work will be made more transparent. The gluon self-interaction vertices 

are completely neglected for heuristic purposes. The ghost-gluon vertex is taken to be 

bare and the quark-gluon vertex is reduced to a minimal form which respects the Slavnov-

Taylor identity in the form written in the previous section. These vertices will be seen 

to have the right features necessary for a consistent discussion. I t is understood that the 

gluon propagator will of course not be transverse, but that is not the issue here. The 

unrenormalised vertices are written as 

6.2.1 The Schwinger-Dyson Equations 

I t is now necessary to write down the Schwinger-Dyson equations (Minkowski space). In 

order to make this chapter more self-contained and to highlight certain points such as the 

contraction of the gluon equation and the different vertex forms, the equations will be 

derived in ful l although certain parts will be identical to previous discussion. Using the 

Feynman rules of section 1.7, the ghost equation with a bare vertex is written as 

rM(pi,P2,Ps|A) = pi„ 

rf(pi ,p a ,p s |A) = \^G, [Fr1 + F2~'} . (6.2.1) 

ad 2 1 ad„2 6aap / ( - ) 
c£4u> Gp-^J^j1 

u2(p — U))2 
( - i g f a b c ) ( ^ 9 f c ) P a ( p Lj)ptaP(u), (6.2.2) 

so that 
d*uG J a/3 1 pQpetap(uj) G i + ig'CA p2u>2(p — u)2 

(6.2.3) 

The quark equation is 

Siji>Fp 
-1 I (-ijd^F^J, 

(-91,T^{-gT^)YF

u{ p—w 
u2(p — Ul)2 

C\- \ r d*u F„J-±,G 
w p—u) p—uJ 7/i<W M "(p (p - u)2 2CA u> 

p ; p - L j ) t ^ { p - u j ) 

(6.2.4) 
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In order to turn this into a scalar equation, one pre-multiplies by p1 and takes the trace 

over the Dirac gamma matrices. This gives 

4p 2 F D 4p2 + ig 3Cl - 1 ; d t » j ^ r l + F p

_ 1 ] rip - *)Tr 
(6.2.5) 

- 1 - 1 f 
1CA J 

Explicitly evaluating the trace and doing the tensor algebra 

F - i - 1 + z a ^ ' 1 [ d i " F « J ^ G v - « \ \p-x + F - i ] x 

or 
(P - ^ p2uj2 J 2 \ p2 p2 J 

(6.2.6) 

The gluon equation is written (with a single quark flavour) as 

6adj?t'"'(j>)Jp = S^pH^ip) + J (-») d4uGp-"G"(-igfabn(-*9fbdc)(-"nP - <*)" u2{p — w) 2 

= 8adpH>ll'{p) + ig2CA5ad J 

2 rad l r dAuGpFp-uFu 

u2(p — u)2 

—-j—v-~-w" (p - w 

(6.2.7) 

Evaluating the trace 

pH^(p)Jp = p V ( p ) + ig2CA J I I 2 ( N _ I A 2 

-w 

LJ2(p — L))2 

(6.2.8) 

Now, this is a tensor equation and for convenience it is suitable to contract with R^v = 

{QHV — 4 E £lr) /(3p2)- This contraction will be discussed further in the next section, be

cause there are some considerably important points attached with it. That aside, the 

gluon equation simplifies to 

Jp = 1 + xg2 J ^ U 2 { P

W _ U ) 2 R ^ u l i i P - [CAGP-UGW + 2GPFP.WFW ( F ^ + F " 1 ) ] . 

(6.2.9) 
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The three equations (6.2.3,6.2.6,6.2.9) must now be studied. In order to extract any 

kind of information, one Wick rotates into Euclidean space. This of course raises many 

issues related to the validity of such a procedure but from our point of view, the whole 

theory could have been denned from the outset in Euclidean space and so these concerns 

are not important. The next step is to regulate the integrals with an ultraviolet cutoff 

scale A. Again there are many questions raised about the validity of the approach - these 

will become especially important in the next section. 

After the Wick rotation, our toy Schwinger-Dyson equations become 

G p 1 

d^UlGp-uJ^1 . 2 

s i n v, 

1Ct 

u2(p — ui)2 

r dAu> 

J UJ2^'" — '-'^2 

d4u> F^Jp^Gp-u 

Jr, = 

sin2 6 + 
(p - u))z 2 

i _ 2 f 

\ p - Ulf 
3 f ( p - 0 J 2 ) 

- I F - 1 

9. r « 
+ F, - l 

1 P2 j p< 

- ^ u ; 2 s i n 2 0 + i ( p - u / ) 2 + i u ; 2 

2U!2(p — U))' 

[CAGP-UJGw + 2GPFP-WFW [F'}^ + Fu , 

(6.2.10) 

where 8 is the angle between vectors p and UJ. The integration measure can be split into 

radial and angular parts and it is convenient to rename the momenta such that p2 = x, 

to2 = y, (p — u)2 = x + y — 2y/xycos 9 = z. The equations thus become 

G:1 = I -
167T 2 

J a: 

92 C\ 
16TT2 2CA 

-- l 
g2 , 2 

CA / d y j - 1 - / d6 s i n 4 0 ^ , 
JO V 7T JO Z 

Jo 2 1 Fx\ nJo z 
2^sin 20 + -

z 2 
* _ i _ y. 
X X 

167T 2 / *>Lf 
JO 7T Jo 

.1 Ay 
dd s in 2 0- | - ^ - s i n 2 0 + — + - ^ 

zl 3x 2x 2x 2J 
[CAGzGy + 2GX (Fy + Fz)]. 

(6.2.11) 

It is now appropriate to re-express these equations in terms of renormalised quantities. 

This is done using the earlier definitions of the renormalisation coefficients. Since all 

quantities in the equations are renormalised, it is possible to omit the bars. The equations 

are 

G~l =Z3- \ C A [ A d y J - l - T ^ s i n 4 ^ , (6.2.12) 
Jo y'^lT Jo Z 
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C \ - \ M 1 

z 2 \x 

dy±l + ^ - d 9 sin2 8 
J0 2 I Fx<ti\ 7T Jo 

X 

- - ) 
XJ 

/"*-/" 
Jo 7T JO 

d9 sin 2 0 : -—s in 2 0+ — + 
3a; 2x 2x 2j 

(6.2.13) 

(6.2.14) [CAGZ^GV^ + 2ZXFGX^ (FYITI + FZ^)}, 

where we have used Z\ = \ and A — g2(/j,, A)/(167r 2). 

6.2.2 A Simple Integral and the Powerlaw Approach 

In order to make the subsequent discussion clearer, a simple (though unphysical) integral 

will be studied here. This integral shows that whilst it is relevant to expand a two-point 

dressing function as a Laurent expansion in x/n, it is not the same as expanding the 

Schwinger-Dyson integral due to the presence of the additional scale A. However, it will 

be shown that from the point of view of the power of the lowest term in the Laurent 

expansion, there is no difference. 

A general renormalised Schwinger-Dyson equation has the form 

G- 1 (x , / i ) = Z ( A , / i ) - / (6.2.15) 

where / is some integral. Suppose that the (complete) integral term of a Schwinger-Dyson 

equation was 

+ - (6.2.16) / = / A ^ l n f l + ^ 
Jx £i V A* 

where x is the IR external scale, /i is the renormalisation scale and A is the arbitrarily 

large cutoff scale. The result of this integral is: 

/ \ A / A x\ x A 
/ = 1 + - + - In 1 + - + - + 

As x—>0, this becomes 

1 + 2 £ , „ 1 + 2 £ . ( 6 . 2 . 1 7 ) 

1 + * 
+ 0(x 3 ) . (6.2.18) 

It is clear that the terms independent of x should be identified with the renormalisation 

coefficient Z and these would be subtracted away. The rest of the integral is more compli

cated due to the mixing of terms dependent on x and terms dependent on A. This is the 
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general behaviour of such integrals. However, it is also immediately apparent that this 

integral is not physical because it cannot be renormalised properly. This is the principle 

that will be used - it will be assumed that the integrals in the Schwinger-Dyson equations 

have a renormalisable form such that the dependence on x and the dependence on A 

can be separated. What this means in practice is that the equation will be expanded in 

powers of l / / x . If the integral is renormalisable, then it is in principle possible to extract 

the lowest (but only the lowest) power of x/[i from the integral. This will become clear 

in the following discussion. 

The idea is as follows - all 2-point functions will be replaced by their lowest powerlaw 

term. On the left-hand side of the equation, this is clearly valid in the regime where 

the external momentum scale is vanishingly small. In a loop, as the argument of any 

internal propagator factor vanishes then this is also valid. Now, as the argument of any 

unrenormalised internal propagator approaches the UV, the function must become unity. 

This is achieved by noting the following 

G(p2\^)Z3(n,A) = G(p2\A) 

The renormalisation coefficient Z3 must be identified as that function that removes the 

/i-dependence of the renormalised function such that the unrenormalised function is in

dependent of the renormalisation scale /J,. Thus 

Z 3 ( M , A ) ~ ( f y \ (6 -2 .19) 

so that 

G{p2\A) ~ P ~ A 1. ( 6 . 2 . 2 0 ) 

The renormalised Schwinger-Dyson equation is in fact only just the unrenormalised equa

tion with all unrenormalised quantities replaced by their appropriate renormalisation co

efficients multiplied by the renormalised function. Thus, the UV properties of the internal 

propagators will be consistent as long as the renormalisation coefficients have been iden

tified correctly. Since only a simple power can satisfy the multiplicative renormalisability 

condition above, then only a single power can be used. 

The vertices have their complete //-dependence specified via the Slavnov-Taylor iden-
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tity. In its renormalisation coefficient form, this is written as 

z1 

Zi 

Zi 
(6.2.21) 

In Landau gauge, Z\ = 1 and so it can be seen that all the /i-dependence of the remaining 

vertices can be expressed in terms of the propagator renormalisation coefficients. So 

again, if one can identify the renormalisation coefficients, then the full //-dependence of 

the vertices can be extracted at the lowest power in 1///. The problem of the vertices 

will be seen to be one of determining the behaviour as two of the momenta approach 

the cutoff A and the third (external) momentum vanishes such that the proper x and 

A-dependence of the integral is extracted (the //-dependence should already be correct). 

One issue connected to this regards the major advantage of the powerlaw approach. The 

UV behaviour of the integral is not the same as the perturbative expression due to the 

presence of the explicitly non-perturbative scale x. The integral must give rise to the 

lowest powerlaw term on the left-hand side of the equation and the only candidates for 

this must have the lowest power of l//t. The A-dependence coming from the vertices 

is a secondary concern and can be subsequently derived in order to give consistency. 

The powerlaw approach gives the natural framework from which the ^-dependence of the 

integral can in principle be extracted. With a suitable framework it is possible to see 

what parts of the various vertices are then important and concentrate on only these. This 

will be seen in practice in later sections when using a general form for the ghost-gluon 

vertex. 

Lastly, the renormalised coupling has it's //-dependence given directly by the renor

malisation coefficients in the following way 

In summary, the tactic is to try and identify the renormalisation coefficients for the 

propagators at the lowest order in an expansion of 1///. These coefficients depend on // 

and A. Clearly, an expansion in powers of A/// cannot be convergent, since A is arbitrarily 

large. However, this does not matter. What is required is simply that these coefficients 

remove the //-dependence of the renormalised functions. The renormalisation coefficients 

thus need only the lowest 1/// term and the rest is irrelevant. The form of the Schwinger-

Dyson equations will automatically give this term. Since in the integral, all lowest factors 

of 1/// coming from the propagators, vertices, renormalisation coefficients and the coupling 

r ( M , A ) 
z\ 

(6.2.22) 
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have been isolated, then the integral can only give the terms with the lowest power of 

1///. The propagator renormalisation coefficient is then that part of the integral that is 

explicitly dependent on A and independent of x. For consistency, this must have the same 

power of 1/// as the renormalised function on the left-hand side of the equation in order 

to satisfy the multiplicative renormalisability condition. 

After the renormalisation coefficients of the coupled equations have been identified 

and the UV divergences removed, one is left in principle with only those parts of the 

integral that are independent of A. However, in practice this will not be the case since 

the powers are not known. The resulting integral will indeed have only those terms with 

the identified lowest power of 1/// but there will be several such terms, each with a certain 

x and A-dependence at a certain power. It is then necessary to consider each of these 

terms in turn. By setting the unknown power of A to zero in one of the terms, (such that 

the term is definitely the lowest power of x/n) and demanding that all the other terms 

then vanish due to positive powers of x/A, one can look for consistency in the coupled 

set of Schwinger-Dyson equations. If consistency can be found, then the unknown powers 

have been constrained. This is what we are after. 

6.2.3 The Ghost Schwinger-Dyson Equation 

Now consider a real Schwinger-Dyson equation. It is easiest to study the ghost equation 

(6.2.12) first since this is the simplest of all the Schwinger-Dyson equations in QCD. The 

arguments of the preceding section will be reiterated for clarity, since now they are in a 

definite context. 

On the left-hand side (lhs) of (6.2.12) as x 0, the function will reduce to it's IR 

lowest powerlaw form. This means that it has the following //-dependence: 

The right-hand side (rhs) of the equation must also have this dependence. Now consider 

the form of the integral of (6.2.12). Since the vertex is bare and the integration knows 

nothing of the renormalisation scale //, the only //-dependence can come from the two 

propagator functions. Again, it is emphasized that in this IR analysis, one is looking for 

the lowest power of 1///, so it is valid to replace the unknown propagator functions with 

P 
hs (6.2.23) 
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their respective IR powerlaw forms. This gives 

rhs ~ Z3 — A (6.2.24) 

Recall that the quantity A has it's own //-dependence given by the renormalisation co

efficients Z3 and Z3. To ensure that multiplicative renormalisability (MR) holds (in the 

powerlaw sense), these coefficients must have a //-dependence that cancels that of their 

respective renormalised propagator functions such that the unrenormalised functions do 

not depend on //. In general, they will be complicated functions but they must contain 

such factors so as to ensure that the assumed IR powerlaw behaviour is multiplicatively 

renormalisable. Thus, 

One can then see that the rhs of the ghost equation naturally has the same //-dependence 

as the lhs. This argument could have just as easily been used in reverse. That the rhs 

must have this dependence for consistency means that A and Z3 must have the above 

forms and MR is then seen to hold (for this IR powerlaw analysis)2. 

It is pertinent to discuss here the main difference between this and previous studies 

of the same equation [1, 2, 3, 33, 34]. That in the renormalised equation, the coupling is 

allowed to also be more than simply a constant has not been emphasized explicitly before. 

If one were to take A to be simply a constant then automatically a = —2/3. That previous 

authors found that this gives rise to wonderfully consistent results gives credence to the 

original assertion that A is indeed a constant. The ethos of this work is to show that this 

is the only consistent scenario in the IR. 

The next point to be raised regards the renormalisation scheme being used. The often 

used momentum subtraction scheme is not used here, since this violates one of the greatest 
2Again, note that this is only true for the single lowest power. In general, there is no simple power 

series that can keep multiplicative renormalisability. Studying the dimensionality of the equations that 
define the renormalisation coefficients one is led to the conclusion that naively, there can be only a 
single term for each function with a unique power for each equation. However, this is not what the 
renormalisation group implies. The complete solution certainly involves more than a simple power law. 
The resolution to this is that the characteristic powers and coefficients associated with each equation are 
actually dependent on the coupling, which itself has a dependence on both the renormalisation scale and 
the cutoff. It is only in this IR analysis that the simple power behaviour may hold. 

a A (6.2.25) 

which (recalling the earlier definition) gives rise to 

a-28 
A 
A4 

(6.2.26) 
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simplifications of QCD in the Landau gauge - namely that for the full theory Zl = l. To 

recap, in the Schwinger-Dyson equations, a slightly different scheme must be employed. 

Put quite simply, the renormalisation coefficients will be defined as a powerlaw term that 

removes any terms dependent on A and independent of x. If the power is zero (ie the term 

is a constant) then there is necessarily a confusion as to whether this constant is part of 

the renormalisation coefficient or part of the renormalised function. This will be seen in 

practice later. The use of this scheme allows one to see that naively, there is an interplay 

between the IR and the UV terms. Such interplay will provide many interesting points. 

Having introduced the powerlaw nature of the equation, it is now possible to proceed. 

It is necessary to define precisely the form of the renormalisation coefficients and the 

quantity A: 

Zs = z3 ( ^ j ,Z, = z3 ( ^ j , (6.2.27) 

a = * « i £ ® ~ v = v 6 ) ~ * ~ " < 6- 2 2 8 ) 

The ghost Schwinger-Dyson equation (6.2.12) can now be written as 

-0 / A \ -yS / A X - a - 2 £ / \ a + / J 

\fJ,J \/J, J \/J, J \ f j L j JO X \XJ 7T JO 

(6.2.29) 

It is now necessary to do the angular integration. If one were to do the angular integrals 

exactly, the result would be a combination of hypergeometric functions. The general 

angular integral is actually 

L 
r M s in- (0) ( I ) " = P ( r + \ , \ ) ( £ ) > / - » , - » - r; r + 1; «£} , r > 1 (6.2.30) 

where 
f x y < x y < ^ ( y / x y < x { 6 2 

\ v v > % ' y> \ x / y v > x 

and 

4 + 2 ' 2 - ) = \ ( r U ) - <6'2-32) 

In order to make the subsequent discussion tractable, it is necessary to make the following 

approximation. The hypergeometric function will be replaced by the first two non-zero 

terms in it's expansion with respect to the argument y</y>. For the angular integral in 

file:///fjLj
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the ghost equation, this becomes 
2 m 2 r* 
7T Jo 

dd sin4 6 

^ 3 ». 

y< 
v>, 

y < x 

y > x 
(6.2.33) 

^ / " ' ^ . ( l - A - l - f t S ; 

4 1 (J) 

The validity of this approximation can be tested directly using MAPLE to plot the differ

ence between the exact and approximated forms for a range of /3 and y</y>. Typically, 

this approximation leads to an error of around 5 — 10%. However, the justification for this 

approximation does not lie in it's numerical accuracy, but rather will be seen to be the 

necessity for a way of looking at the UV part of the radial integrals. It is to be noted that 

this approximation is vastly more accurate than the widely used y-max approximation 

(which in fact only retains the first term of the expansion) because it includes at least 

in a crude way the dependence of the integral on the unknown power f3. This allows the 

approximation to follow the shape of the hypergeometric function. 

Substituting the angular integrals into (6.2.29) and using appropriate changes of vari

able gives 
x 

dt t a + 

\ab2CA\' 

1)^+1 

-a-2/3 

+ 
rh/x 

Jl ' 
dt 

x 
a+0 

X 

+ 3 1 
. (6.2.34) 

It is immediately apparent that the lower integral and lower limit of the upper integral are 

simply numbers. This is the case for all such integrals. On important point to note is that 

in this lower integral a > — 1 must be true. This ensures that there is no IR regularisation 

needed. If one were to evaluate this integral with integration over the ghost momentum 

(rather than the gluon momentum), then one would obtain the bound > — 2. In the 

upper integral, there are similar restrictions. Because this whole analysis is based on a 

powerlaw approach, there can be no logarithms mixing with the lowest power. This means 

that a + P ^ 0,1. This will prove to be a very useful restriction. Proceeding with the 

integration, one gets 

-a-2/3 . 
X 

4 
a+/3 

a&2CUA'x 

— ( A 

+ 
( I 2 ~ 1) (A" 

3(a + / ? - l ) V/x, 

(6.2.35) 
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where Igh{a,f3) denotes the combination of the lower integral and the lower limit of the 

upper integral, which is a pure number. 

There are several things to discuss at this stage. The first is the final form of the upper 

integral. If one were to try and do the angular integrals exactly, the resulting upper radial 

integral does not have the convenient limits 0 — 1 which allow the radial integral to be 

done nicely. Instead, there is the more awkward A/x. Thus, the exact integral would be 

some incomplete hypergeometric function. This can be expanded as a power series in x/A, 

but the fact remains that one would end up with a similar form to the above (albeit with 

different numerator coefficients). The result would still be terms with the same powers of 

A. The next term in the series would have the factor x2/A2. However, recalling the IR 

bound that the lowest power of the overall equation, (3 > —2, this term must definitely be 

subleading and can play no part. This is the justification for the angular approximation 

- only the first two terms in the series will contribute and whilst it is known that the 

numerator coefficient will in general not be correct3, it will become clear that this is of no 

consequence. It is only the fact that the powers of x and the denominators (whose zeroes 

indicate the logarithmic bounds) will be as above that is important. 

The second point to discuss is the retention of the upper part of the integral. In 

previous studies, this part of the integral has been assumed to only contribute to the 

renormalisation and has been removed along with Z3. The central theme to this work is 

that this procedure is not valid. It is asserted that until proven otherwise, it is entirely 

possible for the UV part of the integral to give rise to terms that may be contributing 

to the lowest IR power or will at the very least restrict the IR behaviour. In the above 

equation, this corresponds to the possibilities that /3 = Oor/3 = —1. The point is that 

these cases must be considered in detail. 

The third point is that this UV term proportional to x/A gives a lower bound for /?. 

In the equation, one is looking for the most singular term that gives a consistent value for 

(3. There are three possibilities here: — ft = 1,0 or —ft = a + f3. If it is shown that ft / 0, 

then it will take on the lower of the remaining two values. So if —/3 = a + (3 then /3 > — 1 

(it cannot be equal to —1, since this would give rise to a logarithm, ie. a + ft = 1), on the 

other hand if — (3 = 1 then a + (3 > 1 - either way f3 > — 1. One may be tempted to say 

that the numerator of the x/A term vanishes in the above equation, but then one must 
3This is clearly the case when one considers the other momentum routing of the equation. The 

numerator coefficient is a(a - 2) instead of p2 - 1. 
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remember that the value of this numerator is due to the angular approximation. 

The final point is that the three possibilities mentioned above are mutually exclusive. 

This will be important when one considers the coupled system. 

6.2.4 The Quark Schwinger-Dyson Equation 

Now consider the quark Schwinger-Dyson equation (6.2.13). This can be treated in exactly 

the same way as the ghost equation but now one encounters an extra renormalisation 

coefficient Z\p. This coefficient is given by the Slavnov-Taylor identity (2.1.9). In the 

notation employed here 

Zip — Z2Z01 f — 
0-7 

(6.2.36) 

Using the powerlaw description, (6.2.13) can be rewritten as 

- 7 / A \ - 7 /~<2 1 / A \ x\a+" r^dy 1 / 
JO 

2 n 
7T JQ 

d6 sin20 
X 

2-s in 2 0 + - -
z 2 \x 

x 2 . 

1-V-
x 

1 + ^ 
X 

X 

(6.2.37) 

Again there is the powerlaw consistency with the powers of /J,, indicating that at least 

qualitatively MR holds. The particular form of the vertex used here has been chosen in 

such a way that this would automatically be the case. Using the angular approximation 

technique and appropriate changes of variable, one finds 

x 
-7 -a-P-i a+/9 

1 dt l [1 + f ] \(a + 0)t + ha + P f { a + p- 2)t2 

0 2 L o 
A / * . 1 ^ A_a \, „ s 1 

U 
+ r X dthl + P] ta+? \(a + P)t~l + ha + p)2{a + p- 2)t 

(6.2.38) 

Again it is seen that the lower parts of the integral are just a number. Also, there is 

the IR restriction that 7 > -2 . There are also the UV restrictions that in the lowest 

contributing power, there can be no logarithms so a + P ^ 0,1 and a + P + 7 ^ 0,1. It 

is to be noted that these restrictions are dependent on the vertex ansatz. This is clearly 

evident if one were to omit the second term of the vertex which gives rise to the terms 

involving powers of 7 - the second set of restrictions depend on the inclusion of this term. 

It is entirely possible that a complete vertex could completely change the UV integrals 
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such that the restrictions are different. This is a possibility investigated later with the 

ghost-gluon vertex. 

However, simply doing the integrals, one arrives at the equation 

r< a ^ f ^ V ' t ^ V ^ ( A \ ~ 7 (« + P f ( a + P ~ 2 ) M \ ~ 7 x 

(a + /3) / V p | (q + OTa + jg -2 ) M " 7 s • ( g 2 3 Q ) 

+ ^ + V/ i / 3(a +/3 + 7 - 1) V/V A 

where P, 7) denotes the pure number coming from the lower parts of the integral. The 

first thing to note is that the term in the vertex proportional to the external momentum 

scale (the term mentioned in the previous paragraph) has given rise to a term in the UV 

part of the integral with exactly the same x//x dependence as the left-hand side of the 

equation. This term is very interesting because it tells us that the IR powerlaw cannot be 

given by the IR part of the integral but rather by the UV part. To see this, consider the 

case where this integral goes logarithmic a + /5 + 7 = 0 (the logarithm is of A/a:). This 

log is multiplied by the external factor 

er~er-er 
and so one is faced with the inconsistent term4 

l n - ( - ) \ (6.2.41) 
x \nj 

Thus, the vertex term has created a term in the UV part of the integral that explicitly 

tells us that a + p + 7 ^ 0. This powerlaw is what one would have concluded if the UV 

part of the integral had been assumed to be simply part of the renormalisation coefficient, 

showing that the IR powerlaw analysis must be very careful about which terms contribute. 

As a direct result of this inequality, the IR number term must be subleading as x —• 0 and 

so 

a + / 3 > - 7 . (6.2.42) 
4The inconsistency is a consequence of the assumption that the IR behaviour is a pure powerlaw. 

Higher order terms in the IR expansion may indeed contain both logarithmic and powerlaw factors but 
it is demanded that for the lowest power, such terms cannot contribute. 



CHAPTER 6. POWERLAW BEHAVIOUR IN LANDAU GAUGE 118 

The second point to note in this equation is that the term simply proportional to 

(M) 7 X' a s m t f l e c a s e °f t n e ghost equation, places a lower bound on 7. Just as before 

7 > - 1 . 

6.2.5 The Gluon Schwinger-Dyson Equation 

The last equation to consider is the gluon equation (6.2.14). Having introduced virtually 

all of the important concepts via the simpler ghost and quark equations, this will be 

analysed in the same way but with the details omitted. Inserting the powerlaw forms for 

all the functions 
-a-2/3 

X A 

= a z z [ -

' A dy 2 /•* 

oA' 

3a; 
rA dy 2 r ,„ . 9 nx 
\ — - d9 s in 2 0-

JO X TV JO Z 

1 
2x 2x 21 

* H 3 

X 

Doing the angular integrals and using suitable changes of variable 

- J = a z 3 ( -
-a-2/3 

X 

{*cA (;) 

+ l A / X d t [ i( /3 2 - l ) ^ - 1 + l / 3 ( / 3 2 - l ) ( 

+2bfz2~z^ ( A ) * ' 7 ( t f + 7 { £ dt \ - \ t ^ + \t^2 + \ h - l)t + \ t f - 1)(7 - 2)t 

r \ / x 
+ I dt I ( 7 a - 2 ) ^ - 1 + l 7 ( 7 2 - l ) ( 7 - 2 ) t T - 2 

(6.2.44) 

Again it is seen that for IR consistency /? > — 2 and 7 > —2. The UV logarithmic 

consistency argument should also be noted. It is demanded that there be no logarithmic 

contributions in the leading order powerlaw term. This means that for example 7 could 

be zero, as long as it was multiplied by a factor oix/n that had a higher power than —a. 

In fact, in this case we know that this is so - the factor multiplying the log would be 

~ x^+J and from the quark equation it is known that — a < /3 + 7. This aside, the result 
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for the integral can be written as 

/ A 
azz -

V/* 
w 

-a-20 

X 

b*CA Jgh(P) + 2bfz2z^ ^ 7 Jq(7) 

+b2CA 

(P2 ~ 1) ( A \ 2 / 3 / 3 ( /3 2 - ! ) ( /? -2 ) / A \ 2 ^ £ 

12/3 24(2^-1) U ; A 

+26/2:253 
( 7

2 - 2 ) f A \ P ( x \ p 1 , 1 W . / A N 

67 
x \ X 

(6.2.45) 

where Jgh(P) and J 9(7) represent the pure number content of the lower integrals. 

6.2.6 The Coupled Schwinger-Dyson Equations 

All three of the Schwinger-Dyson equations have been written in a suitable form (equations 

6.2.35, 6.2.39 and 6.2.45), so it is now possible to couple the system and derive constraints 

between the unknown lowest powers a, ft and 7. 

The first such constraint is that (3 7^ 0. In the integral form for the gluon equation 

(6.2.44) this clearly gives rise to a single logarithmic term (~ InA/ai). The factor mul

tiplying this log would be ( A / / i ) _ a (if ft = 0). This means that it would, in general, be 

part of the renormalisation (since a + ft ^ 0 is already known from the ghost equation 

constraints, it cannot be part of the left-hand side either). However, the renormalisation 

coefficient must be strictly independent of x and so by elimination ft ^ 0. 

This leaves only two possibilities for the powerlaw of the ghost equation (6.2.35) and 

it is easiest to investigate these next. Consider the scenario where P = — 1. In the ghost 

equation, since a+P / 1 and one is looking at the lowest power, this means that a > 2. By 

inspection, the gluon equation (6.2.45) has only one term that is a candidate — the term 

proportional to J g(7). However, from the quark equation, it was seen that —a < /3 + 7, so 

this term cannot match the lowest powerlaw for any values of a, ft or 7. Thus in the gluon 

equation, there is no term that can give rise to a consistent IR powerlaw with p = — 1. 

Again by elimination, it is found that P ^ — 1. The only remaining possibility is 

a = -2(3, 0>-l,P?O. (6.2.46) 
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It is thus possible to rewrite the three Schwinger-Dyson equations with this powerlaw 

substituted in. They become 

x 

V 

= bz* 

= fZ2 

X 
2/3 

- V 7 ^ 
+ 3(a + / 3 - l ) 

( a + / ? ) 2 ( a + / ? - 2 ) / A V 7 

- 7 (a + /3) /aA 7 (a + P)2(a + p - 2) ( x \ x 

(a + /5 + 7 ) 

az 3 I — I — aX W 

+ 3(a +/? + 7 - 1) 

a; 
2/3 

^ C U ^ - J Jgh(P)+b2CA 

(P2 ~ 1) fA' 
12/3 

2/3 

(6.2.47) 

(6.2.48) 

+ 
p(p2-l)(P~2) ( A \ W x 

24(2/3-1) U / A 

+2bfz2Zz1 
( 7

2 - 2) / A ^ 1 
67 - + S 7 ( 7 + D ( 7 - 2 ) W w A 

(6.2.49) 

where terms that clearly do not contribute to the leading power behaviour have been 

eliminated. The constraint — a < ft + 7 becomes 7 > ft. 

In the gluon equation above (6.2.49), there is a term coming from the UV part of the 

quark loop with an z-dependence x&. Since ft ^ 0, this term must be subleading in the 

IR so 2/3 < (3, thus (3 < 0 and a > 0. This relation allows one to dismiss in the gluon 

equation all but the first of the terms coming from the UV part of the integrals. The 

equation reduces to 

x 
20 2/3 

X 
2/3 

03 2 - 1) (A\ 
2/3" 

(6.2.50) 

It is seen that the quark contributions are completely subleading. 

In the quark equation (6.2.49), given that 7 > /?, then 7 > — 1 and so it is possible to 

eliminate most of the terms. 

x ' A \ " 7 (a + p) fx' 
a

 + ( a + /3 + 7 ) L (6.2.51) 
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In summary, the coupled Schwinger-Dyson equations have reduced to 

P 

( 
P P x x atfCA\ bz 

09 V/* A* A* 

7 0 A C 1 x x 
f*2 abfX z2z3 7 - / 5 V/* 2C A* 

2/3 2/9 20 26 
(P2 ~ 1) / A A x X 

Jgh(f3) + b'C aX < VC az3 128 A* A* A* 

(6.2.52) 

(6.2.53) 

6.2.54) 

with the restriction that — 1 < /3 < 0 and 7 > /3. 

6.2.7 Summary of the Toy Model 

In this section, a toy model of the Schwinger-Dyson equations has been studied in the 

IR. The purpose of this was not to find specific results, but rather to introduce a few of 

the concepts involved in an IR powerlaw analysis. The most important concept was the 

existence of a lowest power for each of the two-point functions. This led naturally onto the 

idea behind the renormalisation of the equations in this regime and the possibility that 

the renormalised coupling was also not a constant with respect to the renormalisation 

scale. 

In order to proceed, an angular approximation was used. This approximation is supe

rior to the oft used y-max approximation, but the real justification was the observation 

that even with exact angular integrals, the qualitative features of the integrals were pre

served. This of course negates the possibility of a proper quantitative analysis. 

The next point raised was the necessity to include the UV parts of the integral in a 

consistent way. If some kind of momentum subtraction renormalisation scheme had been 

used, vital information would have been lost. It was seen (in the quark equation) that 

specific terms in the vertex used could indeed give a UV integral that contributed to the 

IR behaviour of the equation. Moreover, these integrals provide bounds to the unknown 

powers. In order to ensure consistency in the lowest power terms, it was demanded that 

there be no mixing of the lowest power with logarithmic terms. This proved to be a very 

useful constraint. 

Finally, it was shown how such a set of equations could be coupled. Although the 

complete solution was not found, a unique powerlaw relationship was unambiguously 

obtained and the value of the unknown powers was constrained. This is the information 

that was sought. 
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6.3 The Ghost-Gluon System 

In the second part of this chapter, the quarks will be neglected. This leaves the pure 

Yang-Mills sector of the theory. It will be assumed (though this should be verified) that 

the four-gluon interaction can be safely dropped because it is purely subleading in the IR, 

or at the very least, does not produce any new features. The triple-gluon vertex will be 

shown explicitly not to interfere with the discussion. This will lead to the quite general 

result that the gluon propagator function does not diverge in the IR, whilst the ghost 

propagator function does not vanish. 

The first section looks at a general form of the ghost-gluon vertex that is suitable for 

the type of analysis used. This draws heavily on the experience gained with the toy model 

considered previously. This vertex form leads to the ful l ghost Schwinger-Dyson equation 

in the IR which is seen to be not much more complicated than with the bare vertex. 

However, the arguments necessary to proceed with the derivation of the IR powerlaw will 

be seen to be more subtle than before. 

The second section then looks at the gluon loop of the gluon Schwinger-Dyson equa

tion. Using a completely general argument it will be shown that for the purposes of a 

practical study of the Schwinger-Dyson system, the gluon loop can be omitted as long 

as one remembers certain caveats. I t will also be shown that for consistency, the gluon 

propagator function cannot diverge in the IR. 

The third section goes on to study the remainder of the gluon equation. The issue 

of practical transversality of the propagator is discussed and this leads to the not incon

siderably contentious issue of the quadratic UV divergence of the bosonic equation. This 

phenomenon will occur quite naturally in the powerlaw analysis used here and so will be 

discussed in detail. 

Finally, the system will be coupled. It will be seen that although no single conclusion 

can be made, the possibilities are clearly demarcated. They are shown to depend on a 

certain kinematical limit of the particular form of the vertex used. 

6.3.1 The Generalised Ghost-Gluon Vertex and the Ghost 
Schwinger-Dyson Equation 

Consider the ghost-gluon vertex. From the Lorentz structure, it is possible to write down 

the general form for the renormalised vertex function in terms of two dimensionless scalar 
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functions 5 

f„(Pi,P2;P3) =Pi/i*(p?,p!;pi) +P^y(pi,phpl)- (6.3.1) 

For simplicity, the arguments of the functions X and Y wil l be abbreviated to XX2z and 

Y123. In Landau gauge the vertex has the wonderful property (that in fact gives rise to all 

the simplifications of ful l QCD necessary for the powerlaw approach!) that as the second 

argument p2 vanishes, the vertex becomes bare [21]. This means that 

F/i(Pl > Pl\ Pa) P2=° Plf, (X123 - Yi2a) - 02/̂ 123 

= Pi„. (6.3.2) 

Thus, as p2 —> 0, the functions X123 and F123 cannot be singular. 

Now consider the full ghost Schwinger-Dyson equation in powerlaw form (analogous 

to (6.2.29))6. I t is 

\fJ,J \ f l j \fJ, J \fX J JO X \ X ) IT Jo \XJ 

(6.3.3) 

Recall that all the Schwinger-Dyson equations analysed in this manner split into two parts 

after angular integration. The lower part of the integral is simply a number multiplied 

by the generic dependence on x, /x and A coming from the powers associated with the 

renormalisation coefficients, the renormalised coupling and the propagator functions of 

the integrand. The upper part of the integral, where the integration variable takes the 

value of the cutoff A depends specifically on the vertex ansatz used. Because the lower 

integral reduces to a number whose value will not be important to the powerlaw relations 

that are being investigated7, i t is possible to tailor the general vertex ansatz to be correct 

only in the UV part of the integral without loss of information. This allows one to utilise 

a general power expansion of the vertex in order to discuss the powerlaw behaviour of the 

equation. 

The general form of the vertex suitable for the equation above is written 

X z x y = r0 + r i + r 2 ( | ) " 2 + r3 ^ . (6.3.4) 

5 Recall that in Landau gauge the vertex is independent of the renormalisation scale [M. 
6There is no need for a discussion of the justification of the powerlaw form here, since the equation is 

virtually identical to before. 
7 This tacitly assumes that this number is not zero. This case will not be considered because it is 

highly unlikely that a practical calculation could produce this, unless specifically engineered to do so. 
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This form requires some discussion. The coefficients rn are simply constants and the 

pn 7̂  0. Since i t is known that this function, as x-*0 or equivalently (as is the case in the 

equation (6.3.3)) ?/, 2—» A, is not divergent, this forces pi, p2 > 0. The next point to note is 

the inclusion of a dependence on z. I t would appear that since z = x+y — 2y/xycos6 —»• y, 

as x—»0 these terms are not necessary to the UV part of the integral. However, the effect 

of the angular integration cannot be foreseen, so these terms are included for completeness. 

I t will be seen that the last term is definitely important. This is actually an 'indicator 

term' in the sense that when x = 0, all such terms will combine to become a single 

constant. Without a specific vertex ansatz though and not knowing what the effect of the 

angular integration could be, it would be necessary to include all such terms. Thus when 

considering factors proportional to r 3 , one should be mindful that this actually indicates 

a complete set of factors. 

One now substitutes this vertex into the equation (6.3.3). As in the previous discussion 

of the bare vertex case, it is possible to use the angular approximation. Because the result 

for the bare vertex is already known, one can anticipate the form of the resulting integrals 

and omit terms that are definitely subleading. The result is 

or-* sr - s)Q" sr { i a h M ) + 

(r 0 + r a ) ^ " 1 + \ (r 0(/? 2 - 1) + r3((/? - p 3 ) 2 - 1)) t a + ^ 2 

Note that there will be logarithms generated if a + /? = 0, l , p i or pi- Proceeding with 

the integration for now, 

(ro + r 8 ) ( A \ ^ ( r o ( / 3 2 - l ) + r 3 ( 0 3 - p 3 ) 2 - l ) ) 
a + P \ n ) 3(a + / 3 - l ) 

r , + m >. (6.3.6) 

/ A/x 
dt 

(a + p - p i ) \ n ) \AJ (a + p - p 2 ) \ p / 

The terms dropped from this equation are terms that have a resulting power of x higher 

than one. It is assumed that the numerator of the coefficient multiplying the term ~ x/A 

is non-vanishing8. This of course means that /? > — 1. I t is seen that the two terms in 
8The reader is reminded that in this term, the numerator coefficient is not actually known. In order 
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the vertex dependent on x (ie those with t\ and r 2 ) give rise to exactly the same form of 
term. Thus they are combined into a single term denoted by r, and pi giving 

to find it, one would not only have to do the angular integrals exactly (as in the case of the bare vertex) 
but would also have to know exactly the form of the vertex functions independent of a;. This is because 
the term arises from the subleading parts of the angular integral and thus depends on the value of pz, 
which represents the complete set of all such terms. 
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( r 0 ( / 3 2 - l ) + r 3 ( ( / ? - p 3 ) 2 - l ) ) * , n { A Y f , f x y > 
-

(6.3.7) 

This equation should now provide all the information content possible for a completely 

general vertex ansatz in the IR powerlaw regime. 

6.3.2 The IR Part of the Gluon Loop in the Gluon Schwinger-
Dyson Equation 

Consider the gluon Schwinger-Dyson equation. It contains a loop term involving two 

gluon propagators and the ful l triple-gluon vertex. Now recall the generic form of this 

integral. I t will have a lower part which is simply a number multiplied by some known 

factors involving x, \x and A and an upper part which is governed by the UV integral 

(which is dependent on the form of the vertex in the limit that the external momentum 

goes to zero and the other two momenta go to A). 

The factors multiplying the lower integral number can easily be found by analogy with 

the integrals that have already been studied. These factors are the renormalised coupling, 

the triple-gluon vertex renormalisation coefficient, the two gluon propagator functions in 

the integrand and the factors inherent to the renormalised vertex function (which obeys 

it's Slavnov-Taylor identity). They are derived from their //-dependence and are written 

respectively as follows 

erere)"e)"-ere)"'- »••> 
Note that the overall //-dependence is equal to that of the inverse gluon propagator func

tion appearing on the left-hand side of the full equation, showing that MR is again holding 

in the IR powerlaw sense. 

Suppose that this term was responsible for generating the lowest power of the equation 

as x—>0. This would mean that /3 = —2a. Now consider the powers associated with the 

ghost equation (6.3.7) with this powerlaw substituted in: 

2a ~ -a, 0,1, pi (6.3.9) 
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The first of these powers (coming from the IR part of the integral) tells us that in order 

to be consistent a < 0. The other three powers (and indeed all other powers) are all 

greater than zero so this would force a = 0 = 0. However, it can already be foreseen that 

this possibility is contained within the ghost loop of the same equation9. This point is 

not trivial because it indicates that in this study, the IR part of the gluon loop can be 

entirely neglected. I f the only way that the IR term of the gluon loop can contribute is 

indistinguishable from another term in the ghost loop, then the only change that occurs 

in it's omission is in the coefficient. However, this coefficient cannot be known without 

a specific vertex ansatz and that is not what is under consideration here - we are only 

concerned with the consistency of the powerlaw. 

Given that the gluon loop IR term cannot give rise to a power lower than that of 

the lhs (unless a highly unlikely cancellation occurs) this means that a + 0 > —a or 

2a > —0. Again one considers the terms arising in the ghost equation. I f the first (IR) 

term dominates then a — —20 and the gluon loop constraint becomes a > 0 and 0 < 0. 

If any of the other terms in the ghost equation dominates then 0 < 0 and again a > 0. 

Thus, neglecting the possibility of an extremely delicate cancellation in the IR part of the 

gluon loop, 

a > 0, - 1 < 0 < 0 (6.3.10) 

and the IR part of the gluon loop can be neglected. This is a central result to the study. 

6.3.3 TVansversality and the Ghost Loop of the Gluon Equation 

I t is a well known fact that in Landau gauge, the gluon propagator must be transverse. The 

gluon Schwinger-Dyson equation is a tensor equation and in the powerlaw regime what 

this means is that the dominating IR contribution must be multiplied by the transverse 

projector t^. Now, it is not known a priori which term (or terms) give rise to the lowest 

power and so, a slightly esoteric approach to this issue must be taken. The approach is as 

follows. I t is assumed that the only candidate for the lowest power term coming from the 

IR part of one of the loop integrals is that from the ghost loop. Al l other candidates have 

origins in the UV parts of their respective integrals. I t will be demanded that the ghost 

loop is transverse in the IR on the basis that if the IR part of this integral dominates10 then 
9 I n fact, the possibility that the lowest IR power is zero is contained within any properly renormalised 

loop integral since it merely corresponds to the term independent of x, usually associated with the 
propagator renormalisation coefficient. 

1 0 T h i s is actually quite likely. The consistency gained in this scenario is remarkable. 
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since it is the only such part, then it must be transverse. I f on the other hand the IR part 

of the ghost loop does not dominate, then one of the UV parts of either the ghost or gluon 

loops must be doing the job. However, the UV parts of such a Schwinger-Dyson integral 

give rise to only certain powers (specific integers or —a itself) multiplied by coefficients 

that cannot be derived without knowing the vertex. These powers can arise in the ghost 

loop alone and so the gluon loop is neglected for now. When discussing the UV parts, it 

will always be assumed that more than one term of the Schwinger-Dyson equation may 

be contributing but this total combination must be transverse so the above condition on 

the ghost loop seems a reasonable place to start. The UV part of the gluon loop will be 

discussed later. 

The gluon Schwinger-Dyson equation with only the ghost loop contribution can be 

written as 

t^(p)Jp = t^(p) + ig2CA J 
d*ujG G p—w^ui y w T ' f j ) - W,U>] ~p). (6.3.11) 
p2u2(p — Oj)2 

Writing the vertex function in the form of (6.3.1) gives 

G p—w^u t^(p)Jp = t^(p)+ig'CA x P2(jj2(p — bj)2 

{-uti<jjuX{p - oo, u; -p) + w»pu [X(p - u, w; -p) - Y{p - u, UJ; -p)}} . 

(6.3.12) 

Now, the tensor integrals can be rewritten as 
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j d4u> f ( p — u>, LJ; —p)co^ 

J d4u> f ( p — u>,u>; — 

— J d 4 u f ( p - u j , u ; - p ) p - u j 

^ v ( p ) \ I d ^ f i p - U i ^ - p ) * 2 

- (sT - £p) \ j <* 4" f t p - w, w; - p ) 

^ip)\j a 4 u f ( p - u , c j ; - p ) 

"p2~ I ^ f i p - ^ ^ ^ - p ) — 

p-u> 
p2 

2 P-U 
U> ;r" 

(6.3.13) 

Using these, the gluon equation becomes 

tr{p)jp = tr(p) 

-t^{p)\ig2CAj d ^ G p - w G ^ X ( p - u , o j ; - p ) o2(p — U))2 
1 -

•3W d4U) Gp-yjGuj 

p2uj2(p — U})2 
X(p-w,uj;-p) [p-uj 

p-uj' 
P2LJ2 

p-U)' 
p2 — Y(p — u), UJ; —p)p-u> 

(6.3.14) 

I t is now apparent that if only the ghost loop is to contribute to the IR behaviour of the 

equation then 

/
d4u GP-WGU 

v2(jj2(v — 
X{p - u>, u; -p) [p-uj - Y(p- uj,u)\-p)p-uj p2-+0 0 (6.3.15) 

p2uj2(p — oj)2 

is a necessary condition to ensure transversality. I t is to be noted that this condition 

holds only when p2 —> 0. The remainder of the equation is thus 

JP = 1- C A I d4uGp-w Gu . , 
•X(p-u,u;-p) r / l - P — 2 • (6.3.16) 

p2(p - 0J)2 [ p^uj^j 

Performing a Wick rotation, renormalising and writing in the usual way, this equation is 

written as 

Jxtl> = Z3 + \\CA f A - - G y , , - Pd9 sin4 6-G^Xzy*. (6.3.17) 
' p 3 Jo x x n Jo z 

Again one can use the powerlaw form, suitable for the IR analysis. The equation becomes 

er-er 
-a-2j8 

j l ) Jo X \ x j IT Jo 
(6.3.18) 
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One now proceeds in exactly the same way as for the ghost equation. The vertex 

function X z y x will be expanded in a form appropriate to match the UV behaviour of the 

integral. This form is written as1 1 

X z y x = s0 + S l ( ^ j + s2 ( ^ y * + s3 ( ^ y 3 . (6.3.19) 

It is demanded that the vertex be free of kinematical singularities as x —>• 0, so one may 

naturally think that cr\,cr2 > 0 must hold. However, the a do not denote kinematical 

content solely - they denote the full powerlaw content of one part of the vertex (recall 

that there are two functions involved with the ghost-gluon vertex). There is no reason to 

expect these terms not to be singular, just as the two-point function may or may not be 

singular1 2. Doing the angular integrals as before and neglecting terms that are definitely 

subleading with respect to x (in this case any terms that are definitely vanishing as x —> 0) 

one can write 

+ fA/Xdt [(so + s3)t2? + 1 (s0(f - 1) + s3((P - a3f - 1)) f ^ - i + s ^ + s 2 t 2 ^ ] J . 

(6.3.20) 

It is to be noted that logarithms may occur if 2/3 = —1,0, o\ — 1, a2 — 1. Proceeding with 

the radial integration and again noting that there is no difference between o\ and o2 gives 

1 1 Although this is identical in form to the expansion used in the ghost equation, the terms have 
completely different meanings, since the order of the arguments is not the same. The term proportional 
to S3 plays the same indicator role as that proportional to r$ in the ghost equation. 

1 2 There is a mild restriction derived from the full identity for the ghost-gluon vertex but this refers to 
the full vertex, not just the function A considered here. 
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' X' (s0(/3> - 1) + «,((/? - ozf - 1)) (A\~a st (AY 

(6.3.21) 

We are now faced with a potentially major problem: the term that should naturally be 

giving rise to the renormalisation coefficient Zs is now what seems to be a quadratic di

vergence (characterised by the single power of K/x). To explain: as the external scale x 

increases, the term on the left-hand side of the equation when combined with its renor

malisation coefficient should become unity - this means that effectively in this region, the 

power a should be zero. Putting a to zero in the right-hand side would therefore give a sin

gle factor A/x. In perturbation theory (where the external scale is large) such a term can

not be renormalised and so cannot occur. However, we are not doing perturbation theoryl 

This term arises quite naturally from the tensor nature of the equation and in the power-

law way of looking at things, the term is completely usual (indeed expected) and can be 

interpreted not as a nuisance for renormalisation but as part of the IR expansion. 

If one were to look at the full gluon equation in the region where x is large then the 

quadratic divergence must cancel, because all the two-point functions in the integrand 

reduce to their bare forms (all momentum scales are large in this region of the integral) 

and one is left with the one-loop expression. However, when the scale x is non-perturbative 

(ie. our case) then the two-point functions do not reduce and the cancellation may not 

occur. In the ful l gluon equation where there are contributions from both the ghost-

gluon and gluon self-interaction vertices, there will certainly be factors containing the 

two-point functions whose arguments are (the non-perturbative) x and i t is this that 

removes the need for the absence of the quadratic type term. This term arises from 

the UV part of the integral and is dependent on the vertex (actually the combination 

of the various vertices). Thus, the most likely scenario is that if one were to set the <jj 

to zero (mimicking the perturbative behaviour), then those terms (which are now purely 

quadratic too) would cancel against the rest of the quadratic type terms 1 3. This is a 

consequence of the vertices reducing to their tree-level forms which automatically gives 

13 Assuming that the regularisation were ideal. 
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the one-loop form of the integrals and so cannot give rise to a quadratic divergence. Thus 

it is concluded that even if the UV cutoff were translationally invariant, the quadratic 

type terms in the pure Yang-Mills part of the IR gluon Schwinger-Dyson equation remain 

so that now a > 1. 

Recall that the discussion of the previous section centred on the idea that the IR part 

of the gluon loop could be omitted. Now consider the UV part of the gluon loop. This will 

have exactly the same form as the UV part of the ghost loop but with different coefficients 

and powers associated with the general expansion of the vertex. This means that one can 

include these terms into the equation above simply by saying that the coefficients are not 

known 1 4 . In fact, this is tautological, since these coefficients are not known for the ghost 

loop anyway due to the ignorance of the vertex function and angular approximations 

necessary. This means that as long as one bears in mind that the terms may have more 

than one origin, one only need consider a transverse ghost loop since this includes all the 

generic terms that will arise. 

6.3.4 Coupling the Schwinger-Dyson Equations 

Let us now consider what happens when one tries to couple the equations (6.3.7) and 

(6.3.21). Much emphasis has been placed on the inclusion of all the most general terms 

in the equation and it would seem that this negates the possibility of extracting definite 

information. However, the technique used in this section follows the pattern used with 

the toy model and tries to limit the options in a systematic way. There are four distinct 

possibilities allowed in the ghost equation (6.3.7), 0 — 0, —1, —a — 0, or — pi. 

Consider the case 0 = 0. In the gluon equation, this naturally gives rise to a loga

rithmic term in the ghost loop (the gluon loop may or may not have such a logarithm, 

but this does not matter). This is similar to the case with the toy model but now, the 

coefficient of this term is definitely not known, since it relies on the set of terms indicated 

by S3 and 03 . I t is unreasonable to expect a practical calculation to provide a cancellation 

(which in any case could be spurious) and so 0 ^ 0. 

Now consider the case 0 = — 1. In order to avoid logarithmic behaviour and provide a 

consistent powerlaw in the ghost equation (6.3.7), a > 2. In the gluon equation, the term 
1 4 For the case of the terms that could come from the gluon loop analogous to the <7j term, it is noted 

that just as in the case for the ghost loop, the only way that these terms contribute is if their power 
is —a. Thus again, the terms are on the same footing and can quite easily be included without loss of 
generality. 
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with <7j is the only term capable of providing this and this would require < - 1 . This is 

a remote possibility, but the vertex function is dangerously singular i f one remembers that 

there is a restriction placed on the ful l contracted vertex whose last argument vanishes to 

be less singular than the two-point function. 

The next possibility is that a = —20 with — 1 < 0 < 0. This is the most consistent 

case. In both equations, i t is the IR term that contributes to the powerlaw. In order to 

avoid logarithmic problems, the other terms (in both equations) must be either subleading 

in the IR or vanishing, either way these terms cannot be present. This places restrictions 

on the form of the vertex. For example in the ghost equation pi ^ —0 unless r j = 0 1 5 . In 

the gluon equation similar restrictions apply to the cr, terms. There is one special term 

and that is the quadratic term of the gluon equation. I f 0 = — | then this term must 

vanish because it would otherwise produce a logarithm. However if the term vanishes 

then there is no problem. The interesting case arises if the coefficient of the term does 

not vanish (and in practical cases it won't). This would necessarily mean that a > 1 and 

0<-\. 
The final possibility is that 0 = —p^. To avoid logarithms in the ghost equation, 

a > —20 and so the IR term of the gluon equation must be subleading. Again, if the 

quadratic term is present in the gluon equation, then a > 1. The only term that can give 

rise to a > 1 is the vertex term <7j. 

In summary, we have the following. The equations give rise to the logarithmic con

straints: a + 0 / 0,1 and 0 ^ 0, - 1 . The powers are restricted to the ranges 

a>l, -l<0<-\, a>-20. (6.3.22) 

Given this, it is possible to reduce the equations to 

er--3*« w ( r<*»+s^ er ©'! 
(6.3.23) 

1 5 T h i s in fact does not depend on the regularisation scheme used. One could imagine doing the 
integral under dimensional regularisation and still getting the same result with the ghost equation. This 
is because when a = —2/3, the coupling is now just a constant. In the integral, any factors of x are 
still non-perturbative and have the powerlaw form so can be taken outside. The remaining integral 
multiplying this factor has a part in the UV where all functions behave perturbatively and so will mimic 
the one-loop form so giving a UV singularity in the form of an e pole. The case pi = —/? corresponds to 
a function G " 1 in the vertex. Thus, one would have on the right-hand side of the equation a term with 
G~le~l whilst on the left-hand side the simple term G j 1 . One can see now that such terms in the vertex 
must cancel or the powerlaw cannot be valid such that the term is subleading. 
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x 
v/V 4 I VM/ \ M / (2/3 + 1) a; 

(6.3.24) 
^ 2 (2/3 - ax + 1) 

6.4 Conclusions 

In this chapter, the powerlaw approach to studying the IR behaviour of two-point QCD 

Green's functions in Landau gauge has been refined. By expressing these functions as 

single powers in the IR, the consistency requirements on the Schwinger-Dyson equations 

and the multiplicatively renormalisable nature of the theory are shown to restrict the 

number of possibilities down to two. These are either that there exists a relationship 

between the different powers or that the specific form of the vertex ansatz used determines 

the value of the power. I t is seen that in order to distinguish between the two, it is 

necessary in general to know a certain kinematical regime of the vertex functions involved. 

The central idea in the study is the existence of a powerlaw regime of the theory. This 

was based on the observation that there are only two scales present in the renormalised 

theory (the external scale and the renormalisation scale). Due to this, all two-point func

tions could be expressed as powers of the ratio of the two scales such that as the external 

scale vanished (the IR regime) the function reduced to a single powerlaw term with a 

characteristic power. With this lowest power in mind, the Schwinger-Dyson equations 

had to reproduce consistent terms and the renormalisable nature of the theory had to be 

maintained. I t is recognised that this simplistic view of the equations only holds for the 

lowest power since the variables involve implicit dependencies on each other. 

The first parts involved a toy model with which important technical aspects of the 

approach could be introduced. Such issues were the notations, the integral approximations 

necessary (the UV cutoff A, and the angular approximations) and the way in which the 

consistency requirements of the coupled system could be employed in order to extract 

information. It was recognised that due to the necessarily approximate way of doing the 

integrals (even with definite vertices), the information gained would be at best qualitative. 

However, there were useful constraints found. 

The next part then looked at the pure Yang-Mills sector of the theory in more detail. 

Using the experience gained with the toy model, it was possible to anticipate the form of 
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the ghost equation and tailor a generalised vertex in order to analyse the behaviour of the 

complete equation. I t was discovered that the most crucial piece of information that one 

needs in order to proceed is the limiting form of the vertex as the second argument (the 

in-ghost momentum) vanishes. This is not known presently but would allow one to work 

out whether the lowest power of the ghost and gluon propagator functions are simply 

related (in which case the IR part of the self-energy integral dominates the IR behaviour 

of the equation), or whether the important part of the integral is the UV part (and the 

equation is dominated by a vertex term dependent on the external momentum scale). The 

next sections looked at the gluon equation and the omission of the pure gluon loop was 

justified. This led to the general result that the gluon propagator function cannot diverge 

and the ghost propagator function cannot vanish in the IR. 

In order to proceed, i t is concluded that one must first derive the limit of the first 

ghost-gluon vertex function as the in-ghost momentum vanishes such that one may be 

able to distinguish between the two scenarios. I t is also recognised that the use of the 

UV-cutoff leads to a lack of translational invariance in the integrals. The deficiencies of 

the cutoff regularisation must therefore also be overcome in order to further constrain 

the system (this is in progress [48]). Lastly, it would be necessary to include both the 

four-gluon interaction and the quark sector. 



Chapter 7 

Conclusions 

In this thesis has been presented work on the IR properties of the Schwinger-Dyson 

equations of Landau gauge QCD. The main conclusions were that a suitable truncation 

scheme for the ghost sector could not be found due to the absence of an appropriate 

identity for the ghost-gluon vertex but that by using a different approach, the IR behaviour 

of the propagator functions could still be constrained. 

The thesis started with a brief introduction to QCD, the ghost sector, renormalisation 

and the Schwinger-Dyson equations. Next was a short review of the recent work that has 

led to the belief that the ghost sector may be of crucial importance to IR QCD. 

The next few chapters of the thesis were concerned with extracting information about 

the ghost-gluon vertex. In standard Schwinger-Dyson studies, the system of coupled equa

tions is truncated with vertex ansatze so it is necessary to constrain the vertices as much 

as possible. After a preliminary chapter presenting necessary results, it was proposed 

to look for such an identity for the ghost-gluon vertex perturbatively. The justification 

for this approach was that any non-perturbative identity reduces in complexity when one 

considers the tree level and one-loop perturbative forms. It was hoped that this simplic

ity would give an indication of how to proceed. By demanding that the identity relate 

the vertex to some combination of propagator functions, it was immediately found that 

there does indeed exist such an identity at the one-loop level. This one-loop identity is 

true for all gauges and arbitrary dimension. I t was extended to include the first fermionic 

contributions. By utilising the renormalisability of the theory, i t was possible to constrain 

the higher order contributions to the identity. This was again based on the assumption 

that the ful l non-perturbative identity had a simple form that related vertices to prop

agators. From this was generated consistency equations for the two-loop perturbative 
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expressions. By calculating the appropriate two-loop parts, i t was found that these con

sistency equations could not be satisfied in Feynman gauge and with a specific momentum 

configuration. It is concluded therefore that the full non-perturbative identity sought does 

not simply relate vertices to propagators but involves other contributions. These could 

include the four-point ghost-ghost scattering. I t was noted that omitting a certain graph 

explicitly containing the four-gluon interaction led to a possible agreement within the 

renormalisation inspired consistency equations. This was not followed up but may be a 

possible extension of the work. 

The original non-perturbative identity put forward by von Smekal et al. [1, 2, 3] 

was then studied. Although not directly suitable for applying to a complete truncation 

scheme, this identity was shown to lead to a minor restriction on the ghost-gluon ver

tex function under a certain momentum configuration. Also shown were the important 

Landau gauge results that the ghost-gluon vertex reduces to it's tree-level form as one 

momentum argument vanishes and that i t needs no renormalisation. 

The last chapter concentrated on a different method of extracting information from 

the Schwinger-Dyson equations. Instead of relying on a specific vertex ansatz to truncate 

the system, the approach centred on the idea that as the argument of a two-point function 

vanishes, the function reduces to a single IR power. The multiplicative renormalisability 

of the theory was used to rewrite the Schwinger-Dyson equations in a consistent way 

that would allow these lowest IR powers to be extracted. I t was found that for the pure 

Yang-Mills theory, in order to find more information about this lowest power i t would be 

necessary to study the ghost-gluon vertex as one momentum argument vanishes. It was 

also found that in order to be consistent, the gluon propagator dressing function must 

vanish in the IR whilst the ghost propagator function must be singular. 

There are many areas for further study that have not been touched on in this work. 

The first concerns the identity for the ghost-gluon vertex. That such a simple identity 

could be found at the one-loop perturbative level gives a tantalising glimpse of something, 

but quite what, is certainly not clear. One way to proceed would be to look at the two-

loop quantities in Landau gauge. This would give more information on the possibilities, 

but is hampered by the obvious technical difficulties. Another possible area of study is the 

advancement of the powerlaw technique. The UV-cutoff regularisation has the problem 

that i t is not translationally invariant, and this would be a natural place to start. Further, 

the quark sector has been neglected. Although work has been started along this path, 
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the problem is compounded by the complexity of the quark-gluon vertex. Ultimately, the 

aim of this is to provide insight into colour confinement, the outstanding feature that 

separates Q C D f rom QED. 



Appendix A 

One Loop Integrals 

In this appendix, the one-loop integrals used in the various chapters are presented. These 

include the bubble integral w i t h arbitrary powers of the denominators, the two-point 

vector integral and the scalar and vector triangle integrals w i t h unit powers of the de

nominators. Dimensional regularisation is used throughout. 

A . l The Bubble Integral 

The basic one-loop two-point scalar integral (the 'bubble') is wri t ten in Minkowski space 

as follows 1 (see f ig . A . l ) 

The integral is t r iv ia l ly symmetric under interchange of u and — u) (which w i l l be used 

often) and invariant under translation of LO (which w i l l be pointed out when used). I t can 

^he arguments will be dropped for the most part, where no confusion arises. 

CO 

v 2 

p-co 

Figure A . l : The one-loop bubble integral w i th arbitrary powers of the denominators. 
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easily be evaluated in general dimension d — 4 — 2e using the following straightforward 

steps [5]. Step one is to introduce the standard Feynman parameterisation identity 

—^r- — = / aa ; i . . . dxn6(> Xi~l)~d-.—r — f- — ^ — . (A.1.2) 

A?\..A™» Jo 1 n y z - 1 1 r ( m i ) . . . r ( m n ) [ E X . A I ] J : m , 
The integral then becomes 

r ( t / i ) r ( f 2 ) Jo J [xhj2 + ( i - x)(p - oj)2\ 

The next step is to complete the square in the denominator by changing variables using 

uj = I 4- p(l — x) to get 

= wM^I?**"'-1* - '>-7[P+l^-,)r~- (A'L4) 

The integral over / is standard and in d = 4 — 2e dimensions is 

/ WTW = l M ) " ( ^ T - ^ ^ ( - ^ - (A.1.5) 

which immediately gives 

r(i / 1 )r(^ 2 ) h 
(A.1.6) 

The integral over x is just the Beta-function [49], which can be wr i t ten generally as 

giving the final result for the bubble integral 

1 j [ ) [ p ) r ( i ^ ) r ^ ) m - * - *2-2e) • 
(A.1.8) 

I t is convenient to note that when the powers of the denominators are unity, the result 

simplifies to 

< > s ' < ' • 1 W = / = ^ = ^ ' ^ - ' ^ W ^ y ^ 

This result is divergent as e—>0, w i t h the divergence characterised by a simple pole in e. 

Expanding the Gamma functions [49], one readily obtains 

I, = ^ ( 4 7 r ) - ^ ^ / 2 ( - p 2 ) - | I + (2 - 7 ) + (2 - 2 7 + ^ 7

2 ~ ^ 2 ) e + 0 ( £

2 ) } (A.1.10) 

where 7 is the Euler constant. 
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A.2 The Two-point Tensor Integrals 

^ • ^ = / i ^ f e h - ( A - 2 ' 1 ) 

A natural extension of the bubble integral considered i n the previous section is the two-

point vector integral defined as2: 

Notice that the symmetry properties in the bubble integral are no longer present. This 

integral can be calculated directly using the procedure of the last section but there is a 

simpler and more elegant way [50]. The integral has one external momentum scale p and 

one Lorentz index so can be wri t ten 

I t is t r i v i a l to see that 

P f i J . (A.2.2) 

J = -yi»- (A.2.3) pl 

Now 

= / wtoZrt*= s / it- *)«]»(pi+~(p~ ")2) (A'2'4) 

which immediately gives 

I{n\uu u2\p) = i p M (l{vu u2\p) + ^I{vx - 1, v2\p) - ^Kyx, v* - • (A.2.5) 

This technique is actually a general method of calculating one-loop vector (and tensor) 

integrals in terms of simpler scalar integrals and introduces a kinematical quantity known 

as the Gram determinant (in this case just the factor 2p2) which can become quite com

plicated for higher-point integrals. Notice that in for the case when u\ = v2, the last 

two-integrals cancel by virtue of the translational invariance of ui. 

Now consider the tensor integral 

n ^ M = S[u^:)2]n- (A.2.6) 

This now has two Lorentz indices and so can be wri t ten 

Ilia = P^PaJl + 9naP2J2-
2Again the arguments will be dropped, apart from the Lorentz index. 

(A.2.7) 
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| P3 

CO 

Pi-w 

Figure A.2: Momentum routing for the one-loop triangle integral 

Contracting w i t h the transverse projector (1.7.1) and the metric then gives 

1 
tmI (A.2.8) 

( d - l ) p 
1 

9 ua P 
dJ2. (A.2.9) 

The contractions involved in these equations are no more complicated than for the vector 

integral before and can be done to find an expression for I(na\i>i, v2\p) involving only 

the scalar integrals w i t h differing powers of the denominator. In practice, i t w i l l not 

be necessary to know the explicit formulae for J\ and J2, but rather the definitions 

above since the tensor integrals that occur do so as part of lengthy calculations for which 

F O R M programs are needed and for which, these expressions are ideally suited in terms 

of computer code. 

Now consider the one-loop scalar triangle integral wi th unit powers of the denominator 

factors. I t can be wri t ten wi th all momenta incoming as follows (see also fig. A.2) 

The first th ing to notice is that the integral is symmetric under interchange of any of it 's 

arguments, as can be seen by the following changes of variable 

A.3 The Triangle Integral 

) 2 ( P 3 + u ; u 
(A.3.1) 

l 2(p3-w) 2(pi+w) 2 
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I(P2,Pi,Ps) = I (J 2(p 2-w) 2(p3+w) 2 

r l^U 
•I U)2(pi-Ul)2(p2+Ul)2 

Ul—>tu— P3 

(J—>Pl— Id 

l (p3 + U)2(P! - U))2U2 

r d*v 
J (pi -Uj)2UJ2(p3 + U))2 

= I(Pl,P2,J>3) 

(A.3.2) 

The triangle integral is finite as e —> 0 (as long as none of the momenta vanish) and in 

d = 4 dimensions can be calculated using various techniques (see for example [51]). The 

result is 
1 (A.3.3) HPi,P2,Ps) = »(47r) 2 ^ ( 1 ) ( x , y ) 

Pi 
where 

ip(1){x,y) 

\{x,y) 

p(x,y) 

where 

1 + P V \ , , _ / . _ x , _ / „ A , P r 

i ^2Li2(-px) + 2Li2(-py) + In ( | ) In ( j ^ J + MP*) HPV) + £ y 

\J(1 — x - y)2 — 4xy, (the Gram determinant) 
2 

1 — x — y — A 

_ p\ _ P \ x — „, y 2 

pi pi 

(A.3.4) 

(A.3.5) 

and L%2 is the di logari thm. 

I t turns out that this integral need only be evaluated under the condition p i =p2 = p 

p 3 = -2p. There are two ways to do this. The first method is to calculate <£> ( 1 )(|, \ ) 

directly. Because the Gram determinant A vanishes, the technique is to expand 

<pM i n 

powers of A first (using M A P L E [47]) and then set x-y — \ to get 

1 
/ ( p , P , - 2 p ) | d = 4 = i ( 4 i r ) - 2 - 5 2 1 n ( 2 ) 

r 
(A.3.6) 

I t is a well known result that there are no kinematical singularities in the integral when 

A vanishes. 

The second way to evaluate I(p,p, —2p) is less straightforward and uses a tr ick involv

ing the vector integral. Consider 

Now, 

/ ( p , p , - 2 p ) = J 
ddu 

w2(p-u))2(2p-u))2 

ddoj2p-ui 

ui—tp—w 

dduj 

(p — u)2ui2(p + u)' I (v-

(p - Uj)20J2(p + Uj)2 

dduj2p-u> 
(p — u)2u2(p + U))'' 

= 0 

(A.3.7) 

(A.3.8) 
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and expanding the scalar product 

2 r ddu> _ r ddu r dduj 
P J (J>-UJ)2W2{P + UJ)2 "J u>2{p - w ) 2 ~ 7 (p-uj)2{p + u)2 

Changing variable w ^ w - p o n the last integral gives 

9 x / n N f ddu f ddu . . n f l ^ - ^ f - ^ - ^ - f - ^ — ^ . (A.3.10) 

These integrals are nothing but the bubble integral evaluated at different momenta. Plug

ging in the result (A. 1.9) immediately leads to 

I(p,p, - 2 p ) = * ( ^ ) ~ d / 2 ^ ( V ) - T ( e ) ^ ^ [ l - (4)"*] (A.3.11) 

and restricting further to the expansion in e, 

- £ + 0 ( e ° ) ] [2e ln(2) + 0{e2)] . (A.3.12) I(p,p,-2p) = i(47r)-«2\(-p2)-£ 

Setting e = 0, one sees that the answer is finite and is 

I(p,p, -2p)\d=4 = z(47r)-2421n(2) (A.3.13) 
pz 

which is the same as before. Note that now, the result can be expressed for any value of 

€. 

A.4 The Vector Triangle Integral 

Now consider the one-loop vector triangle integral w i t h unit powers of the denominator 

factors. I t is wri t ten (wi th the same conventions as the scalar integral of the last section) 

as 
rt \ f ddu)u)u, 
I(M;PI.P2,PS)= / -Ti—= ^7 ; — A . 4 . 1 

J U2{px -U))2{P3 +UJ)2 

I t is possible to permute the order of the arguments by using changes of variable essentially 

identical to (A.3.2) 

f(/*;P3,P2,Pi)L_>_w = -*(/*; Pi , P2, Pa) 

J(/*;P2iPl,P3)L_*_TC_w = -P3^(Pl,P2,Ps) - /(WPl,P2,Ps) 

^;Pi,P3,P2)L_»pl_w = PiMJ(WPi>P2.P3) - J(/*;Pi,Pa,P3) (A.4.2) 

Lastly, consider the one-loop vector triangle integral w i t h arbitrary powers of the 

denominator factors. This integral can be evaluated in terms of the scalar triangle and 
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bubble integrals (and the appropriate Gram determinant) by noting that there are two 

independent momenta and one free Lorentz index, such that 

= Pi/i-A +P2^2- (A.4.3) 

By contraction w i t h p\ and p2, one obtains two simultaneous equations in the two un

knowns Ji and J 2

3 

p%I(p\vl,v2,vz) = Pi-P3Ji+Pp2- {AAA) 

Thus 

•A = ^ (plPlHvWl, "2, VZ) ~ Pl-PZP^I^PI, V2, Vsj) 

J 2 = ^ (p\PsI{v\V\,V2,Vz) -pvP3PlHvWl,V2,V3)) (A.4.5) 

where 

A = p 2 ^ - ( p 1 - p 3 ) 2 (A.4.6) 

is the Gram determinant. Substituting the expressions for J\ and J2 back into the original 

and doing the contractions (cf the two-point functions), one obtains an expression for the 

vector integral in terms of scalar integrals. Again, the explicit formula is not needed since 

the contractions can be done en masse as part of the F O R M code in an actual calculation. 

3Here, only the momentum arguments can be omitted since there are no changes of variable. 



Appendix B 

Integration by Parts 

In this appendix, a useful technique (integration by parts) for evaluating integrals w i t h 

higher powers of the denominator factors w i l l be presented [52]. This technique is based on 

the observation that the integral of a total derivative is zero. By expanding the derivative, 

one can obtain an expression relating integrals w i t h denominator powers differing by unity. 

B . l The Two-point Integral 
Consider the following integral of a to ta l derivative 

= 0. 

The product rule for differentiation applies, and the following formula are necessary 

d 

( B . l . l ) 

a -«„ = d 

d 1 

dv„ [{a - v)2}» 

d[{a - v)2]-" d{a - vf 
d(a — v)2 dv^ 

v d 
[{a - v)2Y+1 dv^ 

[a2 - 2aava + vava] 

[(a - v ) 2 ] " + 1 ' 

Thus ( B . l . l ) becomes 

ddv 

[v2]vi[(p - v)2]"* { V" 

Expanding out the scalar products gives 

c d dro r j . ,5 

/ TT,—r, r^;— s —" + V\ + v2 + 10 — v) 
J \v2]^[(p- v)2Y* \ w ! 

d _ 2u1(q-v)-v 2v2(q-v)-(p-v) _ Q 

(p - v)< 

(B.1.2) 

(B.1.3) 

ui v2 

v2 (p — v)2 {p - v)< 
(B.1.4) 
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Setting q — 0 or q=p and rearranging gives (using the notation established in the previous 

appendix) 

I fa, V2 + l\p) = ~ { - ( d - 2vx - U 2 ) I f a , V2\p) + v j f a - 1, V2 + l\p)} (B.1.5) 

I fa + 1, u2\p) = - L {-(<f - ^ - 2u2)Ifa, v2\p) + v x l f a + 1, v2 - l\p)} . (B.1.6) 

(B.1.6) can be applied recursively to reduce the denominator factors. Where either of the 

factors is zero, that integral vanishes under dimensional regularisation since there is no 

external scale (up to a translation of the integration variable). 

B.2 The Three-point Integral 

Consider 

J dv,[v2}^[fa-v)2}^[(ps + v)2}^ • K ' ' ' 

Applying the product rule for differentiation, equations (B.1.2) and expanding the scalar 

products gives 

I WW(n-v)W(pi + v)*]'* + * + * + 

v2 fa - v)2 fa + v)2 

1 v2 2 (pi - v)2 3 fa + v)2 J 
(B.2.2) 

By setting the value of q to 0 ,pi and p3 in t u r n 1 

1 Using the obvious notation where the arguments denote the powers of the denominators, cf the latter 
part of sect. A.4 
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q = 0: 

v2p\l{yx, v2 + 1, u3) + v3p\l{yx,v2, v3 + 1) = 

(-d + 2vx + 1 / 2 + us)I(vi, v2, u3) + v2I{v\ - l , i / 2 + 1, ^ 3 ) + vzl{vi - 1, ^2 , ^3 + 1) 

q = pi • 

v\v\l{yx + 1, i / 2 , u3) + v3p\l{vx, v2, v3 + 1) = 

(-d + + 2v2 + v3)I{vu v2, u3) + vil{ui + 1, v2 - 1, u3) + ^ 3 / ( ^ 1 , v2 - l , y 3 + 1) 

Q = -Pa : 

vxp\l{yx + 1, i / 2 , ^ 3 ) + V2Pll(vi, V2 + 1,1/3) = 

( - d + ui + v2 + 2u3)I(u1) v2, v3) + 1/1/(1/1 + 1, v2, v3 - 1) + v2I{vu v2 + 1,1/3 - 1). 

(B.2.3) 

This can be rewrit ten in matr ix form as 

( vxp\ v2p\ 0 \ 
V\p\ 0 v3p\ 

\ 0 v2p\ v3p\ ) 

( I(vx + 1, u2,1/3) 

I{yx,v2 +1 ,1 /3) 
V ^ 1 , ^ 2 , ^ 3 + 1) 

b2 

h I 

(B.2.4) 

where 

h = 

b2 = 

63 = 

(-d + V1 + V2 + 2u3)I{ui, v2, 1/3) + 1/1/(1/1 + 1, i / 2 , v3 - 1) 4- v%I{v\, v2 + l , i / 3 - 1) 

( - r f + i / i + 2J/ 2 + v3)I{yx, v2, v3) + 1/1/(1/1 + 1, v2 - 1,1/3) + 1 /3 / (^1, ^2 - 1, ^3 + 1) 

{-d + 2i/i + u2 + «/ 3 ) / (^ i , ^2 , ^ 3 ) + ^ 2 / ( ^ 1 - 1, ^2 + 1, ^ 3 ) + ^ 3 / ( ^ 1 - 1, ^2 , ^3 + 1) 

(B.2.5) 

Now our system of equations is in the fo rm Ax = b where A is a mat r ix and x and 6 are 

column vectors. Cramer's rule tells us that the components of the vector x are given by 

d e t ( ^ ) 

det(A) 
(B.2.6) 

where Ai is the matr ix A w i t h the i column replaced by the column vector b. Now, 
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det(A) = -2vxv2v^p\p\p\ 

det(i4i) = -^3/>2 + A - A ) 

det(i4 2) = -Pivzpl (p\h -plb2+plb3) 

det(A2) = - ^ p ? ( - p ? f c i + 1 ^ 6 2 + p l 6 3 ) (B.2.7) 

giving 

7(^ + 1 , ^ , ^ ) = 2 ^ p 2 {plh + P2

3b2 - p2

2h) 

7 (^ ,^2 + 1,^3) = ( P I 6 I - A + A ) 

7 ( ^ , ^ 2 , ^ 3 + 1) = ^ - ^ ( - A + A + A ) - ( B - 2 - 8 ) 

These formulae, w i t h the 6j inserted give a recursive method for dealing w i t h integrals 

w i t h higher powers of the denominator factors. I f any of the 1/, become zero, then that 

integral becomes a two-point integral, which has been dealt w i t h in the previous section. 

For example 

7 W ^ ^2 
(Pi - v)2(p3 + v)2 

J vi{p2 — vy 

(in the second line, the change of variable v—>p\ + v was made). Thus, i t is a reasonably 

simple matter to reduce the number of integrals actually performed to a minimal amount. 



Appendix C 

Two Loop Propagator Integrals 

In this appendix, the two-loop propagator type integrals w i l l be evaluated. There are four 

basic topologies to consider (see fig. C . l ) . I t is only necessary to consider the integrals 

w i t h uni t powers of the denominators. Note that all these integrals can be expressed in a 

number of ways by translating the integration variables. 

C . l Graph a 

Graph a (fig. C . l ) is t r iv ia l since i t is just the square of the bubble integral w i th unit 

powers of the denominators (A. 1.8), ie 

ddu> r ddv 
T a = f a u f -

a J u)2(p — u ) 2 J V2 u)2(p — <jj)2J v2(p — v)2 

w d ( - p 2 ) - 2 £ m 2 : , x : : \ 9 . (c.i.i) r ( i - e ) 4 

r ( 2 - 2e ) 2 ' 

Expanding the Gamma functions in powers of e using M A P L E , one readily obtains 

Ia = - ( 4 7 r ) - d ( - p 2 r 2 e | i + (4 - 2 7 ) - £ + 12 - 87 + 2 7

2 - j + 0 (e ) J . (C.1.2) 

C.2 Graph b 

Graph b (fig. C . l ) is the so-called sunset diagram and is evaluated using the equation for 

the bubble integral of appendix a w i th arbitrary powers of the denominators (A. 1.8). The 

crucial property is that each integral can be done in turn . 

_ 1 ddu r ddv 
b J (p — U))2 J V2(ui — v ) 2 
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p-CO 0) 

co-v 

p-co 

p-co 
CO 

J co-v 

p-co 
co-v CO 

Figure C . l : (clockwise f rom top left) Graphs a-d, showing the momentum routing 
each of the basic two-loop propagator integrals. 
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r(l-<O a, 1 W f ddu> 
T ( 2 - 2 e ) v ' J [u2Y{p-u)2 

Again expanding in powers of e, one gets 

h = (47r)-V(-p 2)- 2 e + f - ^7 + 0 ( e ) } . (C.2.2) 

C.3 Graph c 

Graph c (fig. C.l) is similar to graph b in its evaluation. 

_ r ddu r ddv 
C J U32(p — U>)2J V2((JJ — V)2 

r ( l - e ) 2 . 1 W e f dduj 

i r r 9 r x r ( i - e ) 3 

e { j T ( l - 2 e ) r ( 2 - 3 e ) 
= - ( 47r ) - d ( -p 2 ) ' 2 £ - r (2e ) T V i ^ . j f . , (C.3.1) 

Again expanding in powers of e, one gets 

h = -(^rd(-p2r2£ [h + {\-^\ + li'b^l2~T2+0{£)) • (c-3-2) 

C.4 Graph d 

Graph d (fig. C . l ) is considerably more complicated than the rest to evaluate and to do 

so requires integration by parts. Consider the following 

/ * ' « 7 ^ 7 V a ? " * = °' ( C A 1 > 
J OVp (p - vyvi{bj — vy 

The product rule for differentiation applies, and using (B.1.2) leads to 

f i ^ ^ \ d - 2 + ^ - ^ V - w ) - 2 - ^ l ) = 0 . (C.4.2) 

J [p — vyvi{w — vy [ [p — vy vz j 
Expanding the scalar products gives 

r L I , ( P - ^ ) 2 ( " ~ " ) 2 , " 2 ( " - « ) * ) = 0 ( C 4 3 ) 

7 (p — V ) 2 D 2 ( U ; — v ) 2 \ ( p — v ) 2 ( p — v ) 2 v 2 v 2 J 
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and rearranging 

/ j _ 4 \ f ^ _ f ddv{p- UJ)2 r ddvu2 

^ ' J (p - V)2V2(LO - V ) 2 ~ I (p - v) V ( w ~v)2~ 1 (p - v)2v4{u - v)2 

r ddv r ddv 
+ J (p - v)*v2 + J ( p - v ) V ( } 

Changing variables t;—^p—v in the penultimate integral then gives 

ddv f ddv{p-oj)2 f ddvu2 . . r a^v _ r a,"v{p-uj)* r a"v 
J (p — v)2v2(u — v)2 J (p — v)4v2(u) — v)2 J (p — v)2v4(u> — v)2 

ddv 
( p - v ) 

I t is now possible to consider the integral in question, graph d of (fig. C . l ) 

dduddv 
-I UJ2(p — L0)2(p — v)2V2(u) — v ) 2 

ddv 
( d - 4 ) \ J w2(p-uj)2J ( p - v ) 2 v 4 

r dduddv r dduddv 1 
J u2(p — V)4V2(UJ — v)2 J (p — cj)2(p — v)2v4(ui — v)2 J 

(C.4.6) 

In the second last integral, the variables OJ and v are swapped. For the last integral, one 

makes the changes of variable v—»p-u>, u^p—v. This gives 

r - 2 l i ( f d " v i f d d u d d v 1 fC4 7) 
d ~ d - 4 { J u 2 ( p - u ) 2 J {p-v)2v4 J u 2 ( p - u y v 2 ( u - v ) 2 j " 

I t is possible to proceed in two ways. One method is to use integration by parts for each of 

the integrals. This is not particularly complicated but in this this case, the result (A. 1.8) 

for the bubble integral can simply be plugged in . 
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( • ^ / f i - ' - ' r / 

f r ( l + e ) r ( l - e ) r ( l + 2 e ) r ( l - 2e) 
{ r ( l - 2 e ) r ( l + e ) r ( l - 3 e ) 

[ u ^ + ^ p - a ; ) 4 

Expanding in powers of e gives 

(C.4.8) 

Id = _ ( 4 7 r ) - d 4 ( - P 2 ) - 2 £ {6<a + 0 ( e ) } (C.4.9) 

where £ 3 « 1.202 is the Riemann Zeta function. £3 arises naturally f r o m the higher order 

terms in the expansion of the Gamma functions, the lower order parts cancelling in this 

expression to give a startlingly simple result. 



Appendix D 

Two Loop Vertex Integrals 

I n this appendix, the two-loop vertex type integrals used w i l l be derived. There are 

nine such integrals. The integrals are evaluated w i t h a certain configuration of external 

momenta (pi = Pi=p)- The generic integral w i l l be represented as a diagram, wi th the 

external legs having the configuration of fig. D . l . Because of the external momentum 

configuration, there is a reflection symmetry about the vertical line cut t ing the middle of 

the graph. This symmetry w i l l be exploited wherever possible. 

Consider then the integral 

daudav 
D.0.1 

(p - u)2(2p - u)H2{2p - v)2(u - vf 

This has been explicitly evaluated by Davydychev and others [53, 54] to be (in d — 4 

dimensions) 

Id (D.0.2) (27T 

-2p 

Figure D . l : Momentum configuration of the external legs for the generic two-loop vertex 
type integral. 
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where 

V { 2 ) { x , v ) = \\G(LU(-px) + Li4(-py)) + 3ln^(Li3{-px)-Li3(-py)) 
A I x 

+^ In 2 | (Li2(-px) + Li2{-py)) + J \n2{px) \n2{py) 

7 1 - 2 , / \ , / \ 7T 2 , 9 V 77T 4 ' 
+ — ln(px) ln(pu) H In — H 

2 K H ' K H y > 12 a: 60 
(D.0.3) 

w i t h x, y, X and p defined as in appendix A.3 and the polylogarithms Lin(z) defined as 

Li (D.0.4) 

The funct ion <£>(2) can be explicitly evaluated just like the one-loop triangle integral of 

appendix A.3 using M A P L E and the result is 

1 r 
, < * ( i i ) = 18<3. (D.0.5) 

This result is finite and this allows the integral to be wri t ten w i th the same prefactors as 

the two-loop propagator type integrals of appendix C in the following way 

= - ^ - ' ( - t f - i f t -

since the expansion in e w i l l only produce terms of 0(e). 

The second integral to consider is 

(D.0.6) 

-/ ddwddv 
u2(p — u)2(2p - u)2v2(p — v)2(u) — v)2' 

(D.0.7) 

This has the same form as the previous integral, but w i t h different arguments. I t is 

evaluated in exactly the same way. 

' 2 \ 2 

m * (2) 

pi 
V m (4,1) - i (4 7 r ) - d ( -p 2 ) - 2 ^C3 . 

Consider now the t h i r d integral. 

/ 

r 

dduddv 

8 
(D.0.8) 

u2(p — ijj)2{p — v)2(2p — v)2(u) — v)2 
(D.0.9) 
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This is evaluated using the so-called uniqueness relations [53, 54]. I t turns out that 

= 4p' 

P 
1 ( 4 7 r ) - d ( - p 2 ) - 2 £ ^ 3 . (D.0.10) 

The four th integral is expressed as 

/ dduddv 
ui2(p — ui)2v2(2p — v)2(u) — v)2 

(D.0.11) 

This can be evaluated in two ways. Again using the uniqueness relations [53, 54] leads 

immediately to 

P 8 
(D.0.12) 

The second way to calculate this uses the same vector integral trick as appendix A.3. 

Consider the following 

dduddv 2p-u I (p - (jj)2u2(p + oj)2(p - v)2(iv - v)2(p + v)2 ^ (D.0.13) 

which comes about due to the antisymmetry of the numerator. Expanding the scalar 

product leads to the relation 

P + 
2p (D.0.14) 

Plugging in the results (D.0.6) and (C.4.9) gives again 

(D.0.15) 

The next two two-loop vertex integrals involve a bubble integral mul t ip ly ing the one-

loop triangle integral. The one-loop triangle integral was calculated in appendix A.3. 

Rewri t ing the result (A.3.10) 

ddu r ddu 
\ p - u ) 2 ~ I u2(2p-oj)2 

gives immediately 

P' h-I: 2p (D.0.16) 

- ~^hP [IP ~ hp) (D.0.17) 
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and 

1 
p2 Ip [Ip - I2p] (D.0.18) 

I t is not necessary to expand these integrals as power series in e at this point because the 

two-point integrals w i l l be evaluated after the vertex-type integrals. 

Consider now the integral 

dduddv 
u2(p — oo)2(2p — uj)2(p — v)2(u> — v)2' 

(D.0.19) 

In order to calculate this, i t is necessary to use the integration by parts technique. The 

starting point is the relation (B.1.6) 

-<-d-3)I' = » 2 I ^ W < - ( D ' ° ' 2 0 ) 

This can be inserted into the following two-loop integral 

dduddv r ddwddv 
• ( d - 3 ) / — r 

— v)2 I (p — 
-. (D.0.21) 

l ( p - u})2(2p-u)2v2(u - v)2 J (p-u)2{2p-u)2v2(uj-v)4' 

Notice now that the integral over LJ can be considered as a one-loop triangle wi th one of 

the denominator factors squared. To see this, wri te the previous equation as 

dduddv 

f 
J V 

(p — oj)2(2p — cj)2v2(u) — v)2 

d d v ( p - v ) 2 ( 2 p - v ) 2 r ddu V — vy r (D.0.22) 
)2{p- v)2(2p-v)2 J (p - u)2(2p - U ) ) 2 ( U J -v)4' 

I n appendix B.2, the technique for expressing the one-loop triangle integral w i t h higher 

denominators was presented. Using this technique and cancelling factors that are related 

by the vertical reflection symmetry about the centre, i t is possible to show that 

0 = 
(d-4) 

- (d - 3) < (D.0.23) 

The original two-loop vertex integral has dropped out of the equation, leaving 

(D.0.24) 
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Now the second integral on the right-hand side was evaluated before (D.0.10) and is f ini te . 

This means that in d=A dimensions 

—Ip [Ip - I2p). (D.0.25) 

I n order to evaluate the next integral, i t is necessary to use the vector triangle tr ick 

again. Consider 

/ dduddv 2p-u 
(p — u))2u}2{p + U)2V2(OJ — v)2 

Expanding the scalar product, one readily obtains 

0. (D.0.26) 

V (D.0.27) 

This result need not be evaluated explicitly. 

The last two-loop vertex integral is evaluated using the results of Ussyukina and 

Davydychev [53]. The integral is expressed as 

(D.0.28) 

Pu t t ing i n the expression for ip^(l,4) derived in appendix A.3 gives the f inal result 

expanded in e 

= - ( 4 7 r ) - d ( V ) - 2 £ + (I ~ l ) \ ~ 41n2 + ^ - 5 7 + 7

2 - ^ + 0 ( e ) } . 

(D.0.29) 



Bibliography 

[1] L.v. Smekal, A . Hauck, and R. Alkofer, Phys. Rev. Lett . 79 (1997) 3591. 

[2] L.v . Smekal, A . Hauck, and R. Alkofer, Ann . Phys. 267 (1998) 1; Erra tum-ibid . 269 

(1998) 182. 

[3] A . Hauck, L.v . Smekal, and R. Alkofer, Comput. Phys. Commun. 112 (1998) 166. 

[4] F . Halzen, and A . D . Mar t in , "Quarks and Leptons: A n Introductory Course in 

Modern Particle Physics", John Wiley and Sons (1984). 

[5] M . E . Peskin, and D .V. Schroeder, " A n Introduction to Quantum Field Theory", 

Addison-Wesley Publishing Company (1995). 

[6] T . Muta , "Foundations of Quantum Chromodynamics: A n Introduction to Perturba-

tive Methods in Gauge Theories", World Scientific Publishing Co. Pte. L t d . (1987). 

[7] C. Itzykson, and J.-B. Zuber, "Quantum Field Theory", McGraw-Hi l l Book Co. 

(1985). 

[8] E.S. Abers, and B .W. Lee, Phys. Rep. 9C (1973) 1. 

[9] R.P. Feynman, Rev. Mod. Phys. 20 (1948) 367. 

[10] R.P. Feynman, and A.R. Hibbs, "Quantum Mechanics and Path Integrals", McGraw-

H i l l Book Co. (1965). 

[11] L . H . Ryder, "Quantum Field Theory", Cambridge University Press (1996). 

[12] R.J. Rivers, "Path Integral Methods in Quantum Field Theory", Cambridge Univer

sity Press (1988). 

160 



BIBLIOGRAPHY 161 

[13 

[14 

[15 

[16 

[17 

[18 

[19 

[20 

[21 

[22 

[23 

[24 

[25 

[26 

[27 

[28 

[29 

[30 

[31 

I . D . Lawrie, "A Unified Grand Tour of Theoretical Physics", IOP Publishing L t d 

(1990). 

L.S. Faddeev, and U .N. Popov, "Perturbation Theory for Gauge Invariant Fields", 

Kiev I T P Report (unpublished); Phys, Lett . 25B (1967) 29. 

V . N . Gribov, Nuc. Phys. B139 (1978) 1. 

J.S. Schwinger, Proc. Nat. Acad. Sc. 37 (1951) 452, 455. 

F. J. Dyson, Phys. Rev. 75 (1949) 1736. 

C. Becchi, A . Rouet, and R. Stora, Comm. Math . Phys. 42 (1975) 127; Ann . Phys. 

98 (1976) 287. 

A . A . Slavnov, Theor. Ma th . Phys. 10 (1972) 99; J.C. Taylor, Nuc. Phys. B33 (1971) 

436. 

G. ' t Hooft , Nuc. Phys. B33 (1971) 173. 

W . Marciano, and H . Pagels, Phys. Rep. 36C (1978) 137. 

C.K. Callan, Phys. Rev. D2 (1970) 1541; K . Symanzik, Commun. Math . Phys. 18 

(1970) 227. 

M.R. Pennington, Rep. Prog. Phys. 46 (1983) 393. 

A . I . Davydychev, P. Osland, and O.V. Tarasov, Phys. Rev. D54 (1996) 4087. 

S. Mandelstam, Phys. Rev. D20 (1979) 3223. 

N . Brown, and M.R. Pennington, Phys. Rev. D39 (1989) 2723. 

M . Baker, J.S. Bal l , and F. Zachariasen, Nuc. Phys. B186 (1981) 531. 

G.B. West, Phys. Rev. D27 (1983) 1878. 

W . J . Schoenmaker, Nuc. Phys. B194 (1982) 535. 

K . Buttner, M.R. Pennington, Phys. Rev. D52 (1995) 5220. 

U . Bar-Gadda, Nucl. Phys B163 (1980) 312. 



BIBLIOGRAPHY 162 

[32] M . Stingl, Z. Phys. A253 (1996) 423; Eur. Phys. J. A4 (1999) 381; Eur. Phys. J. 
A4 (1999) 401. 

[33] D . Atkinson, and J.C.R. Bloch, Phys. Rev. D58 (1998) 094036. 

[34] D . Atkinson, and J.C.R. Bloch, Mod.Phys.Lett. A13 (1998) 1055. 

[35] J.S. Bal l , and T - W . Chiu, Phys. Rev. D22 (1980) 2542. 

[36] D.C. Curtis, and M.R. Pennington, Phys. Rev. D42 (1990) 4165. 

[37] J.S. Bal l , and T - W . Chiu, Phys. Rev. D22 (1980) 2550. 

[38] S.K. K i m , and M . Baker, Nuc. Phys. B164 (1980) 152. 

[39] D . Atkinson, J.K. Drohm, P.W. Johnson, and K . Stam, J. Ma th . Phys. 22 (1981) 

2704. 

[40] A . Hauck, L.v. Smekal, and R. Alkofer, Comp. Phys. Comm. 112 (1998) 149. 

[41] F .T . Hawes, P. Maris, and C D . Roberts, Phys. Let t . B440 (1998) 353. 

[42] C D . Roberts, Report No. nucl-th/9807026. 

[43] J .C Taylor, Nucl. Phys. B33 (1971) 436. 

[44] J . A . M . Vermaseren, "Symbolic Manipulat ion w i t h F O R M " , C A N , Amsterdam 

(1991). 

[45] A . I . Davydychev, P. Osland, and O.V. Tarasov, Phys. Rev. D58 (1998) 036007. 

[46] P. Cvitanovic, Phys. Rev. D14 (1976) 1536. 

[47] D . Redfern, "The M A P L E Handbook", Springer-Verlag New York, Inc. (1994). 

[48] Ayse Kizilersu, Tom Sizer, and Anthony G. Wil l iams, Report No. hep-ph/0001147. 

[49] I.S. Gradshteyn, and I . M . Ryzhik, "Table of Integrals, Series, and Products", Aca

demic Press (1980). 

[50] L . M . Brown, and R.P. Feynman, Phys. Rev. 85 (1952) 231; 

G. Passarino, and M . Veltman, Nuc. Phys. B160 (1979) 151. 



BIBLIOGRAPHY 

[51] J .M. Campbell, E .W.N. Glover, and D.J. Miller, Nucl. Phys. B498 (1997) 397. 

[52] F .V. Tkachov, Phys. Lett . B100 (1981) 65; 

K . G . Chetyrkin, and F.V. Tkachov, Nuc. Phys. B192 (1981) 159. 

[53] N . I . Ussyukina, and A . I . Davydychev, Report No. hep-ph/9402223. 

[54] N . I . Ussyukina, and A . I . Davydychev, Phys. Lett. B298 (1993) 363. 


