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Abstract 

A model based on to cluster and predict the presence of malign breast cancer. The algorithms are 

applied to an open dataset of 569 patients that have either benign or malign breast cancer. First the 

article presents a detailed data description that is followed by a correlation matrix analysis and a 

regression analysis to verify the select the best variables for the clustering analysis and the predictive 

model. The clusterization is realized with the fuzzy c-Means algorithms. The prediction is performed 

by the Artificial Neural Network (ANN) Multilayer Perceptron (MLP) algorithm showing the best 

performance in comparison with the results of other machine learning algorithms. The use of all the 

tools in a definite sequence is the model proposed in this work providing an auto consistent approach 

to automatize the risk calculus with a good efficiency. The proposed approach can be applied for 

other typologies of cancers.        

Keywords: Breast Cancer Risk, Machine Learning, Algorithms, Prediction, Clusterization.  

 

1. Introduction-Research Question 

The research question is to find an auto consistent approach based on the simultaneous adoption of 

correlation matrix, regression, and fuzzy c-Means and ANN-MLP algorithms to optimize an approach 

clustering and predicting patients with breast cancer. The innovative research methodology is suitable 

to optimize prediction with a good accuracy and can be applied for other typology of cancers. The 

proposed method is also a solution for a pre-screening of patient’s cohorts having a high probability 

to have a cancer. Breast cancer is one of the leading causes of death in woman in the world. The 

diagnosis of breast cancer generates consequences in terms of psychosocial morbidity [1].  

       

2. Research Methodology 

The research methodology is oriented to investigate a set of tools to finds clusters and predict the 

presence of malign breast cancer among the analysed cohorts of patients. The first phase of the 

analysis consists in the description of the dataset with the distinction between benign and malign 

breast cancer. The description of the dataset shows the inner characteristics of the variables with the 

suggestion of the possible relationships among variables. After having described the dataset a 

regression analysis is proposed to find the best variables to use to predict the value of malign breast 

cancer. Specifically, the choice of the number of variables is realized with the application of the p—

value. With the built model it is realized a clusterization with the algorithm fuzzy c-means. The choice 

of the algorithm fuzzy c-Means algorithm is a necessity because the investigated variable is 

dichotomous i.e. it is 0 for benign breast cancer and 1 for malign breast cancer. Data obtained as an 
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output of the clusterization with fuzzy c-Means are used to compute a percentage ratio between the 

number of patients that have malign breast cancer and the total number of patients for each cluster. 

This ratio is relevant not only per sé but also as a quantitative tool to compare the pre- machine 

learning clusterization with the post machine learning clusterization. The following phase consists in 

the realization of a prediction based on the application of ANN-MLP machine learning algorithm. 

The results are divided in three categories based on the probability to develop breast cancer i.e.: high 

probability, medium probability, and low probability. The data that are in the context of high 

probability are used for the second clusterization with the fuzzy c-Means algorithm optimized with 

the Silhouette coefficient. Furthermore, the obtained data are analysed with the computation of the 

ratio between the number of patients with malign breast cancer and the total number of patients for 

each cluster. At this stage of analysis there is a confrontation between the malign breast cancer ratio 

of the pre-machine learning clusterization and the malign breast cancer of the post machine learning 

clusterization. The confrontation is useful to verify if the information of the clusterization with the 

pre-machine learning algorithm are under, equal, or over-estimated in respect with the post-machine 

learning probability to develop malign breast cancer.  Specifically in the evaluation of the efficacy of 

the clusterization, it is used the following ratio:  
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Where i= number of the clusters. This ratio is used either to order clusters in the same clusterization, 

either to confront the performance of clusters among different clusterization i.e. the pre-machine 

learning clusterization vs. the post-machine learning clusterization. 

The application of this kind of methodology is relevant for a series of motivations:  

•  it consents to describe correctly the dataset distinguishing between patients with malign and 

benign breast cancer,  

•  it is useful to find the best variables to create a model to investigate the level of malign breast 

cancer,  

•  the choice of the best variables creates the conditions to improve the efficiency of either the 

cluster analysis and the machine learning prediction;  

•  using the malign breast cancer ratio, it is possible to create a comparison between pre-machine 

learning and post machine learning clusterization.  

 



3 

 

 

Figure 1. Research Methodology. The first phase of the analysis is based on the description of dataset, followed by a regression analysis 

used to choose the optimal set of variables to perform clusterization and prediction. The choice of the best variables is realized by the 

optimization of the p-value. After having found the best model through the usage of the regression, analysis it is realized a 

clusterization with fuzzy c –Means optimized with the Silhouette Coefficient. Furthermore, with the same variable a prediction is 

realized with the ANN-MLP algorithm. The results of the prediction that show the highest probability of developing malign breast 

cancer are used to make a new clusterization with fuzzy c-Means.   

 

As we can see the applied research methodology is based on four metric tools that are: regression 

analysis, clusterization with fuzzy c-Means, machine learning and predictions. The use of this set of 

analytical tools is necessary to verify the presence of relationships among variables that can be used 

to predict the level of malign breast cancer among the analysed dataset and to verify the efficiency of 

the pre-machine learning clusterization with the post-machine learning clusterization.   

 

3. Literature Review 

 

Breast Cancer and Machine Learning. [2] use functional Magnetic Resonance Imaging-fMRI to 

predict the cognitive decline associated to breast cancer. [3] apply data mining and machine learning 

technique to predict breast cancer using a set of tools i.e.: Decision Tree, Naïve Bayes, and Artificial 

Neural Network. [4] use convolutional neural network-CNN to classify breast ultrasound images in 

four categories i.e.: mass, fatty tissue, fibro glandular tissue, skin. Results show that Accuracy, 

Precision, Recall and F1 Measure reached over 80%. [5] propose a method based on machine learning 

technique to predict malign breast cancer based on a set of algorithms i.e.: k-Nearest Neighbourhood, 

Logistic regression, Decision Tree, Random Forest, Support Vector Machine and deep learning using 

Adam Gradient Descent Learning. The authors found that the best predictive accuracy is achieved 

with Adam gradient Descent Learning with a value of 98.24%. [6] use deep learning convolutional 

neural network to predict breast cancer based on Mammograph MIAS database. [7] consider a set of 

machine learning algorithms to predict breast cancer i.e.: Decision Tree, Random Forest, K-nearest 

Neighbours, Support Vector Machine, Logistic Regression, and Artificial Neural Network. Results 
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show that KNN has the higher accuracy. [8] use Artificial Intelligence to predict breast cancer through 

the application of Convolutional Neural Network-CNN, Logic Based, as Random Forest-RF, Support 

Vector Machines-SVM and Bayesian methods. [9] apply a set of machine learning algorithm to image 

processing to detect breast cancer. Specifically, the authors apply Fuzzy SVM, Bayesian Classifier 

and Random Forest. [10] perform Bayesian optimization to distinguish between malign breast cancer 

and benign breast cancer. [11] consider a set of algorithms to predict the level of malign breast cancer 

using Machine Learning-ML, Support Vector Machine-SVM, Artificial Neural Network-ANN, K-

Nearest Neighbour-KNN, Decision Tree-DT. [12] use a set of machine learning algorithms to predict 

the level of breast cancer. [13] implement a series of machine learning algorithms to predict the level 

of malign breast cancer using kNN, decision tree, Binary SVM and AdaBoost. The model shows the 

presence of a predictive accuracy equal to 99.12% in the case of kNN, equal to 98.86% for Binary 

SVM model.  [14] use machine learning technique to predict the survival 5-year rate of patients with 

breast cancer. Analyse the performance of a series of algorithms to predict the breast cancer, the result 

shows that Support Vector Machine is the best predictor with an accuracy of 97.07%. [15] critically 

consider a series of 1,879 articles and find that the most relevant algorithms are: Support Vector 

machine-SVM, Artificial Neural Network-ANN, Decision Tree-DT, Naïve Bayes-NB, and k-Nearest 

Neighbour KNN. Use Support Vector Machine SVM and Random Forest-RF for the detection of 

breast cancer through the application of miRNA biomarkers [16].  Use machine-learning technique 

to estimate the financial distress of patients with breast cancer [17]. Apply a set of machine learning 

technique to predict malign breast cancer using Wisconsin Breast Cancer Database-WBCD through 

the application of Artificial Neural Network-ANNs, Support Vector Machine-SVMs, Decision Tree-

DTs, and k-Nearest Neighbours k-NNS [18]. [19] propose a confrontation between Deep Learning-

DL and Conventional Machine Learning-CML for the prediction of breast cancer. The authors show 

that DL tends to perform better than CML. [20] apply a set of machine learning algorithms to analyze 

ultrasound images to correctly identify the presence of breast cancer. The authors specifically uses k-

Nearest Neighbour, Support Vector Machine, Decision Tree, Naïve Bayes to classify data and CNN 

to classify breast cancer. [21] estimate the probability of developing breast cancer through the 

application of different machine learning algorithms based on blood pressure. The authors employ 

Artificial Neural Network-ANN, standard extreme Learning Machine-ELM, Support Vector 

Machine-SVM, and k-Nearest Neighbour-kNN. [22] use Principal Component Analysis-PCA and 

Artificial Neural Network-ANN to predict the value of breast cancer. [23] use a set of algorithms to 

predict the level of ML algorithms namely support vector machines-SVM, Logistic Regression-LR, 

and k-Nearest Neighbours-KNN. [24] apply Support Vector Machine-SVM, Naïve Bayesian, Linear 

Discriminant, Quadratic Discriminant, Logistic Regression, k-Nearest Neighbour k-NN, and Random 

Forest. The authors find that k-NN algorithm has the best classification accuracy with a value of 

92,105%. Use Random Forest, Gradient Boosted Decision Trees, and Logistic Regression to 

precision oncology [25].  [26] use a set of machine learning algorithms to predict breast cancer such 

as Random Forest, kNN k-Nearest Neighbour and Naïve Bayes using Wisconsin Diagnosis Breast 

Cancer.  [27] apply Employ Decision Tree, Naïve Bayes, and Sequential Minimal Optimization to 

predict breast cancer. The authors use two different datasets i.e.: Wisconsin Breast Cancer and Breast 

Cancer dataset. Results show that the Sequential Minimal Optimization has better results in predicting 

breast cancer using Wisconsin Breast Cancer while Decision Tree has the best performance in 

predicting breast cancer using Breast Cancer dataset. [28] use a set of machine learning algorithms to 

predict breast cancer. Specifically, the authors use SVM, kNN, MLP, Decision Tree, Random Forest, 

Logistic Regression, AdaBoost, Gradient Boosting Machines. The authors show that SVM offers the 

best results. [29] apply Support Vector Machines-SVMs to predict breast cancer with an accuracy of 

0,825. [30] use Naïve Bayes, Random Forest, AdaBoost, Support Vector Machine (SVM), Least 
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square SVM, AdaBag, Logistic Regression-LR and Linear Discriminant Analysis to predict breast 

cancer survival. Results show that SVM and LDA have a greater accuracy equal to 93%.  Predict 

breast cancer using machine-learning techniques i.e.: Linea Regression, Random Forest, Multi-layer 

Perceptron and Decision Tree-DT [31]. Use random forest to predict breast cancer with a high level 

of accuracy [32]. [33] use a set of algorithms such as random forest, support vector machine, logistic 

regression and Bayesian classification algorithms to predict breast cancer. Results shows that the best 

predictive algorithm is Random Forest with an area under receiver operating curve equal to 0.75. [34] 

use logistic regression, k-nearest neighbours, support vector machine, naïve Bayes, decision tree, 

random forest, and rotation forest. The author finds that the logistic regression is the best predictor 

with a level of accuracy of 98.1%. [35] use a set nine different machine learning algorithms to predict 

breast cancer. Specifically, the authors apply Logistic Regression, Gaussian Naïve Bayes, Linear 

Support Vector Machine, RBF Support vector Machine, Decision Tree, Random Forest, XgBoost, 

Gradient Boosting, KNN. The results shows that KNN and logistic regression have the highest level 

of accuracy equal to 98%. [36] apply Support Vector Regression, Lasso Regression, Kernel Ridge 

regression, K-Neighbourhood Regression, and Decision Tree regression to predict breast cancer.  [37] 

apply simple logistic regression, support vector machine and multilayer perceptron network in 

association with a voting scheme to predict Breast Cancer. The authors find that the level of accuracy 

in the case of majority-based voting is equal to 99.42%. [38] use Support Vector Machine-SVM, 

Decision Tree, Naïve Bayes, and k-Nearest Neighbours kNN to predict breast cancer. The results 

show that SVM has the best level accuracy in prediction with a level of 97.13%. [39] apply Decision 

Tree C4.5, Decision Tree C5.0, Gradient Boosting Model-GBM, Artificial Neural Network-ANN, 

Support Vector Machine-SVM to predict the probability of lymphedema in breast cancer survivor. 

The authors find that ANN has an accuracy of 93.75% in predicting lymphedema.  

In a broader sense, it is possible to apply new technologies to detect disease. Specifically, it is 

necessary to apply new technologies to detect tumour masses [40]. Augmented data can be applied 

to predict main diseases [41]. Machine learning algorithms can also be used to predict hypertension 

risk [42]  and diabetes [43]. Finally, telemedicine is an essential tool in the passage from industry 4.0 

to industry 5.0 [44].  

 

 

 

 

4. The Metric Models  

We test the following model with an application of set of regression technique. Specifically, to test 

the hypothesis are applied both dichotomous and non-dichotomous models. Dichotomous models are: 

Probit, Logit, Tobit. Non-dichotomous models are: OLS, WLS heteroskedasticity. The application of 

either dichotomous or non-dichotomous is proposed to realize a comparative analysis and to verify if 

the model is persistent in differentiated models.  
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Applying the following model, we find that breast cancer is positively associated to: 

•  Perimeter Mean; 

•  Concave Point Standard Error; 

•  Texture Worst; 

•  Concavity Worst; 

•  Symmetry Worst; 

We also find that there is a negative relationship between breast cancer and the following variable: 

•  Concavity Standard Error: 

Synthesis of the Regression Analysis 

 Logit  Probit Tobit OLS WLS Corrected 

for 

Heteroskedasticity  

 

Variables Coefficient and P-

Value 

Coefficient and 

P-Value  

Coefficient and 

P-Value 

Coefficient and P-

Value 

Coefficient and P-

Value 

Mean 

Const -35,4349 

*** 

-18,0211 

*** 

−3,35122 

*** 

−1,37832 

*** 

−1,13263 

*** 

-26,728 

Perimeter 

Mean 

0,197032 

*** 

0,0993254 

*** 

0,0153865 

*** 

0,00880793 

*** 

0,0080476 

*** 

0,06572 

Concavity 

Standard 

Error 

-107,4 

*** 

-63,2087 

*** 

−14,7680 

*** 

−4,86494 

*** 

−3,68499 

*** 

-85,304 

Concave 

Point 

Standard 

Error 

368,87 

*** 

214,896 

*** 

50,8355 

*** 

18,71 

*** 

11,6268 

*** 

132,988 

Texture 

Worst 

0,285998 

*** 

0,148432 

*** 

0,0302107 

*** 

0,0137337 

*** 

0,009635 

*** 

0,0976 

Concavity 

Worst 

15,9264 

*** 

8,54891 

*** 

1,73397 

*** 

0,798545 

*** 

0,615872 

*** 

5,52474 

Symmetry 

Worst 

11,0114 

* 

5,00465 

* 

1,6312 

*** 

1,05249 

*** 

1,05809 *** 3,95157 

Table 3. The Metric Results obtained either with binary either with non-binary metric model. The analysis shows that all the variables are positively 

associated with breast cancer with the sole exception of Concavity Standard Error that has a negative association.  

The application of those regression models is useful to verify the cross-model persistency of the 

relationships among variables. Specifically in the proposed model there are two different types of 

models i.e.; dichotomous and non-dichotomous. Dichotomous model are those models that are that 

are able to verify the presence of statistical relationships among bijective variables i.e. variables that 

can alternatively assume a value of 0 and 1 such as Logit, Probit and Tobit. Non-dichotomous models 

are those models that can be used for continuous variable. In this case, the non-dichotomous models 

are OLS and WLS corrected heteroskedasticity. The confrontation among dichotomous and non-

dichotomous models shows the confirmation of the relationships among variables. The choice of the 

variables is realized through the minimization of the p-value.  

5. Clusterization with c-Means Algorithm optimized with the Silhouette Coefficient 

In the following part it is analysed the methodology that is applied to maximize the number of clusters. 

The algorithm of clustering is fuzzy c-Means. In this case we apply fuzzy c-Means instead of k-Means 

since the investigate variable is not continuous but dichotomous. In effect, fuzzy c-Means is more 

efficient in the case of dichotomous variables. The Silhouette Coefficient is used to optimize the 

number of clusters. The following results are obtained after an empirical investigation. The result 
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shows the presence of an inverse relationship between the number of clusters and the value of the 

overall Silhouette Coefficient computed using KNIME. Based on this empirical analysis we choose 

a number of clusters equal to 2 to optimize the level of the Silhouette Coefficient that is equal to 

0,25686. 

 

 

Figure 2. The relationship between the number of clusters and the overall Silhouette Coefficient. The relationship show the presence 

of a negative relationship between the number of clusters and the level of the Silhouette Coefficient. To optimize the level of clusters 

we choose a number of clusters equal to 2.   

 

Clusterization with the Optimization of the Silhouette Coefficient 

Variables Values 

Clusters 0 1 

Number of Observations 96 40 

Diagnosis -Number of Patients with Malign Breast Cancer 66 5 

Perimeter Mean Median Value 101,4 80,24 

Concave Points Mean Median Value 0,07 0,03 

Concave Points Standard Error Median Value 0,01 0,01 

Texture Worst Median Value 29,09 20,71 

Concavity Worst Median Value 0,35 0,14 

Symmetry Worst Median Value 0,3 0,27 

Diagnosis/Number of Observations*100=MalignBreastCancer 68,75 12,5 
Table 4. Results of clusterization with fuzzy c-Means optimized with the Silhouette Coefficient.  

 

The two clusters have the following characteristics:  

•  Cluster 0: the number of observations is equal to 96, the median value of the diagnosis is equal 

to 66. This means that there are 96 observations in the cluster 0 and the number of patients 

with malign breast cancer is equal to 66. It derives that the percentage of patients with breast 

cancer is equal to 68,75%. The Median Value of Perimeter Mean is equal to 101,4, the 

Concave Points Mean Median value is equal to 0,01, the Texture Worst Median Value is equal 
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to 29,09, the Concavity Worst Median Value is equal to 0,35, the Symmetry Worst Median 

value is equal to 0,3.  

•  Cluster 1: with a number of observations, equal to 40, with a number of patients with Malign 

Breast Cancer equals to 5. The percentage of patients with malign breast cancer computed in 

respect to the number of observations that is equal to 12,5%. The median value of the 

Perimeter Mean is equal to 80,4, the median value of Concave Points is equal to 0,03, the 

median value of Concave Points Standard Error is equal to 0,01, the Median value of Texture 

Worst is equal to 20,71, the median value of the Symmetry Worst is equal to 0,27. 

As we can observe from the analysis of the clusterization with the fuzzy c-Means algorithm optimized 

with the Silhouette coefficient the cluster 0 has a presence of patients with malign breast cancer equal 

to 67% while the cluster 1 has a correspondent value of 12,5%. The clustering algorithm has divided 

the data in two clusters one of which has a greater number of patients with breast cancer while the 

other has a lower level of the observed variable. To verify the efficacy of the proposed model we can 

analyse the data of the cluster 0 to verify if in this case the model preserves its statistically 

significance. In this sense we run a series of regression based on the data of cluster 0 to confirm the 

validity of the model. We found no statistical significance of the tested model for the observations of 

the cluster 0. This means that the model has a general validity to find relationship and predict the 

value of the presence of malign breast cancer in the observed population. This means that to develop 

a model that can predict malign breast cancer with greater certainty it is necessary to consider a dataset 

that is constituted only of data on malign breast cancer.  

 

Figure 3. The workflow of the KNIME algorithm is based on three different phases that are Data Preparation, Clusterization with fuzzy 

c-Means and optimization of the number of clusters with Silhouette Coefficient. The workflow synthesizes the complex activity of 

choosing variables, computing the clusterization with fuzzy c-Means and the valuation of the Silhouette Coefficient.  

 

6. Machine Learning and Prediction with Original Data 

In this section, we show the predictive performance of a series of machine learning algorithms that 

have been confronted. Each algorithm has been trained with the 80% of the feasible data while the 

remaining 20% has been used for the prediction. Specifically, each algorithm has been evaluated for 

its ability to maximize the level of R-squared and minimize the level of statistical errors that are Mean 

Absolute Error, Mean Squared Error, and Root Mean Squared Error. A ranking is built for each of 
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this statistical measure and for each algorithm, it is assigned a number in the ranking. By this means 

the algorithms that have totalized the lower levels of ranking can also be considered has the level. 

 

Figure 4. Ranking of machine learning algorithms based on predictive performance. Random Forest Regression and ANN-Artificial 

Neural Network are both at the same rank with a payoff equal to 8. But, since the value of ANN-Artificial Neural Network in each is 

rank is better than the correspondent value of Random Forest Regression for the fact that the first has a position of 5 in Mean Absolute 

Error then we choose to prefer ANN-Artificial Neural Network to Random Forest Regression as the best performing algorithm to predict 

the level of breast cancer.  

Using the best predictive algorithm, i.e. ANN-Artificial Neural Network, it is possible to predict the 

probability to develop breast cancer. The main results of the prediction of breast cancer has 

synthetized below:  

Results of the Prediction of Breast Cancer Based on the Best Predictive Algorithm i.e. ANN-

Artificial Neural Network with MLP-Multilayer Perceptron  

Range Number of patients Level of Alert Description  

>0,70 28 High 28 persons have a high 

probability to develop breast 

cancer. Among them there 

are 25 persons for which the 

probability to develop breast 

cancer is very high with a 

predicted value between 

[0,90;1] in a scale between 0 

and 1.  

0,50<x<0,70 5 Medium 5 persons have a medium 

probability to develop breast 

cancer based on the 

prediction algorithm. 

0,0<x<0,50 81 Low 81 persons have a low 

probability to develop breast 

cancer.  
Table 1. Results of the Prediction of Breast Cancer Based on the Best Predictive Algorithm i.e. ANN-Artificial Neural Network with MLP-Multilayer 

Perceptron. 

As we can see with the analysis of the usage of ANN-MLP to predict the probability of development 

of malign breast cancer there are 28 patients that have a high probability to develop malign breast 

cancer, 5 patients with a medium probability to develop malign breast cancer and 81 patients that 

have a low probability to develop breast cancer. It is necessary to underline that the prediction is 

realized on a population that is already affected by breast cancer and that are divided in two parts i.e.: 

malign breast cancer and benign breast cancer. This means that the healthy population is excluded 

from the analysis. This means that the proposed estimation cannot applied to the whole population, 

but that probability should explicitly be referred to patients that already have been diagnosed with the 



10 

 

presence of breast cancer both malign and benign.  After having realized the prediction with the ANN-

MLP machine learning algorithm a new clusterization is realized with the fuzzy c-Means algorithm 

using as output the set of data that show the highest probability to be affected by malign breast cancer 

i.e. that observations that have a value comprehended between 0,70 and 1.00. Specifically, the post-

machine learning clusterization show the presence of two clusters in which the malign breast cancer 

ratio is lower than the pre-machine learning clusterization. The difference among the pre-machine 

learning clusterization and the post-machine learning clusterization is a signal of the difference in 

terms of the accuracy of the analysis. The post-machine learning clusterization show a level of 

accuracy elevated in respect to the pre-machine learning clusterization and this difference let us infer 

that the probability of patients to develop malign breast cancer in the post-machine learning prediction 

is lower that the correspond value of the pre-machine learning prediction.  

7. Discussion of the Results  

 

 
Figure 5. The methodology. The applied methodology starts with a description of data. In the second part, a series of regression 

analysis is realized to choose the best variable for the econometric model to predict the level of malign breast cancer. The choice of 

the variable is realized with the maximization of the p-values. A cluster analysis with fuzzy c-Means algorithm optimized with the 

Silhouette Coefficient is realized. We found two different clusters: one in which the percentage of malign breast cancer is equal to 

68,75% and the other in which the percentage of malign breast cancer is equal to 12,5%. Furthermore, with the six variables that we 

have found we run a prediction with the best predictive algorithm i.e. ANN-MLP. With the predictive data we run a second cluster 

analysis with the fuzzy c-Means algorithm, and we fund two clusters in which with a significant lower percentage of malign breast 

cancer.  

 

8. Test Scores, Accuracy and ROC Curve  

Furthermore, we promote a comparison among ten different machine-learning algorithms to verify 

the level of accuracy, AUC, F1, Precision and Recall. We found the following order in terms of 

accuracy: 

•  Neural Network with a level of accuracy equal to 0,961; 
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•  Support Vector Machine with a level of accuracy equal to 0,96; 

•  Stochastic Gradient Descent with a level of accuracy equal to 0,956; 

•  Gradient Boosting with a level of accuracy equal to 0,947; 

•  Random Forest with a level of accuracy equal to 0,946; 

•  Naïve Bayes with a level of accuracy equal to 0,926;  

•  Tree With a level of accuracy equal to 0,921;  

•  Logistic Regression with a level of accuracy equal to 0,919.  

In the following table there is the numerical representation of the value of the performance of 

algorithms in terms of different statistical measures that are:  

•  Area Under ROC-AUC: that is the area under the receiver operating curve;  

•  Classification Accuracy-AC: that is defined as the proportion of correctly classified 

examples;  

•  F1: a weighted harmonic mean of precision and recall; 

•  Precision is defined as the proportion of true positives among instances classified as 

positive;  

•  Recall: the proportion of true positives among all positive instances in the data. 

 

Figure 6. Ranking of Algorithm Based on Accuracy 

The analysis shows that the ANN is not only the best predictor in terms of minimization of statistical 

errors, but it is also the best algorithm in terms of accuracy. Furthermore, the ANN has also good 

performances in other statistical measures such as: AUC with a value equal to 0,987, F1 with a value 

equal to 0,961, Precision with a value equal to 0,961, Recall with a value equal to 0,961. Those 

statistical measures  

9. Conclusions 

The paper proposed an innovative model based on a pre-analysis of the variables to be considered for 

the risk evaluation of breast cancers. The goal of the paper is to explain the adopted auto consistent 

model, and the procedure useful for a pre-screening the variable having a major weight for the 
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prediction estimation. Furthermore, the model provides a method to analyse the variables of a dataset 

which will be different in cases of different breast cancers.      
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11. Figure Index 

Figure 1. Research Methodology. The first phase of the analysis is based on the description of dataset, 

followed by a regression analysis used to choose the optimal set of variables to perform clusterization and 

prediction. The choice of the best variables is realized by the optimization of the p‐value. After having found 

the best model through the usage of the regression, analysis it is realized a clusterization with fuzzy c –Means 

optimized with the Silhouette Coefficient. Furthermore, with the same variable a prediction is realized with 

the ANN‐MLP algorithm. The results of the prediction that show the highest probability of developing malign 

breast cancer are used to make a new clusterization with fuzzy c‐Means. ...................................................... 3 

Figura 2. The relationship between the number of clusters and the overall Silhouette Coefficient. The 

relationship show the presence of  a negative relationship between the number of clusters and the level of 

the Silhouette Coefficient. To optimize the level of clusters we choose a number of clusters equal to 2. ...... 7 

Figure 3. The workflow of the KNIME algorithm is based on three different phases that are Data 

Preparation, Clusterization with fuzzy c‐Means and optimization of the number of clusters with Silhouette 

Coefficient. The workflow synthesizes the complex activity of choosing variables, computing the 

clusterization with fuzzy c‐Means and the valuation of the Silhouette Coefficient. ........................................ 8 

Figure 4. Ranking of machine learning algorithms based on predictive performance. Random Forest 

Regression and ANN‐Artificial Neural Network are both at the same rank with a payoff equal to 8. But, since 

the value of ANN‐Artificial Neural Network in each is rank is better than the correspondent value of Random 

Forest Regression for the fact that the first has a position of 5 in Mean Absolute Error then we choose to 

prefer ANN‐Artificial Neural Network to Random Forest Regression as the best performing algorithm to 

predict the level of breast cancer. ..................................................................................................................... 9 

Figure 5. The methodology. The applied methodology starts with a description of data. In the second part, a 

series of regression analysis is realized to choose the best variable for the econometric model to predict the 

level of malign breast cancer. The choice of the variable is realized with the maximization of the p‐values. A 

cluster analysis with fuzzy c‐Means algorithm optimized with the Silhouette Coefficient is realized. We 

found two different clusters: one in which the percentage of malign breast cancer is equal to 68,75% and 

the other in which the percentage of malign breast cancer is equal to 12,5%. Furthermore, with the six 

variables that we have found we run a prediction with the best predictive algorithm i.e. ANN‐MLP. With the 

predictive data we run a second cluster analysis with the fuzzy c‐Means algorithm and we fund two clusters 

in which with a significant lower percentage of malign breast cancer. .......................................................... 10 

Figure 6. Correlation matrix. The correlation matrix has the ability to show the connections among the 

variables expressed in terms of correlation index. Specifically the graphical representation of the 
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correlation matrix is useful to visualize the positive and negative correlations, and the intensity of the 

colour is a sign of the relevance of the correlation. ........................................................................................ 19 

Figure 7. Variables that have a strong correlation with Breast Cancer. Strong Correlation is defined as a 

value of the correlation index that is in the intervals ]0,70;1] and ]‐0,70;‐1]. ................................................ 20 

Figure 8. A Synthesis of the main correlations that variables have in respect to breast cancer. The 

correlations are ............................................................................................................................................... 22 

 

12. Table 

Table 1. Descriptive Statistics. Those values show the numerical characteristics of the variables that are in the dataset. 

The analysis of the summary statistics is the first and most basic approach to data description able to shed lights on 

relevant connections and relationships among the variables.  

Table 2. KPI Correlation Matrix. Those classifications are useful to individualize the variables that can   be eligible for 

a metric modelling. Even if there is not a coincidence between the correlation index and the presence of statistical 

significance in metric models analysed with p-value.   

Table 3. The Metric Results obtained either with binary either with non-binary metric model. The analysis shows that all 

the variables are positively associated with breast cancer with the sole exception of Concavity Standard Error that has a 

negative association. 

13. Appendix 

 

13.1 Data Description 

In this paragraph, we describe data. Data are collected from a public database from Kaggle1. The 

dataset is based on 569 observations. Specifically, we have the following characteristics of the 

analysed dataset that are:  

•  Diagnosis: with an average value of 0,373, a median value equal to 0,000, a Standard 

Deviation value of 0,484, a minimum value of 0,000, a maximum value of 1,00; 

•  Radius Mean: with an average value of 707, a median value of 13,9 a standard deviation equal 

to 2,43e+003, a minimum value of 7,76, a maximum value of 9,90e+003; 

•  Texture Mean: with an average value equal to 19,3, a Median value of 18,8, a Standard 

Deviation equal to 4,30, a Minimum value of 9,71, a maximum value of 39,3; 

•  Perimeter Mean: with an average value of 92,00, a Median value of 86,2, a Standard Deviation 

of 24,3, a Minimum value of 43,8, a Maximum value of 39,3; 

•  Area mean: with an average value of 655, a median value of 551 a standard deviation equal 

to 352, a minimum value of 144,00, a maximum value of 2,50e+003; 

•  Smoothness mean: with an average value of 0,0964, a median value of 0,0959, a standard 

deviation equal to 0,0141, a minimum value of 0,0526, a medium value of 0,163. 

•  Compactness Mean: with an average value of 0,104, with a median value of 0,0926, a standard 

deviation equal to 0,0528, a minimum value of 0,0194, a maximum value of 0,345; 

•  Concavity Mean: with an average value of 0,0888; a median value of 0,615, a standard 

deviation equal to 0,0797, a minimum value of 0,0194, a maximum value of 0,427; 

•  Concave Points Mean: with an average value of 0,0489, a median value of 0,0335, a standard 

deviation of 0,0388, a minimum value of 0,000, a maximum value of 0,201; 

 
1 https://www.kaggle.com/datasets/uciml/breast‐cancer‐wisconsin‐data  
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•  Symmetry Mean: with an average value of 0,181, a median value of 0,179, a standard 

deviation of 0,0274, a minimum value of 0,106, a maximum value of 0,304; 

•  Fractal Dimension Mean: with an average value of 0,0628, a median value of 0,0615, a 

standard deviation equal to 0,00706, a minimum 0,0500, a maximum value of 0,0974; 

•  Radius Standard Deviation: with an average value of 48,6, a median value of 0,324, a standard 

deviation of 263, a minimum value of 0,112, a maximum value of 2,87e+003; 

•  Texture Standard Deviation: with an average value of 803, a median value of 1,03e+003; a 

standard deviation 844, a minimum value of 0,360, a maximum value of 4,89e+003; 

•  Perimeter Standard Deviation: with an average value of 2,55e+00, a median value of 

2,16e+003, a standard deviation equal to 1,76e+003, a minimum value of 0,757, a maximum 

value of 9.81e+003; 

•  Smoothness Standard Deviation: with an average value of 0,00704, a median value of 

0,00638, a standard deviation of 0,00300, a minimum value of 0,00171, a maximum value of 

0,0311; 

•  Compactness Standard Deviation: with an average value of 0,00704, a median value of 

0,00638, a standard deviation of 0,0179, a minimum value of 0,00225, a maximum value of 

0,135; 

•  Concavity Standard Deviation: with an average value of 0,0319, a median value of 0,0259, a 

standard deviation of 0,0302, a minimum value of 0,000, a maximum value of 0,396; 

•  Concavity Standard Deviation: with an average value of 0,0319, a median of 0,0259, a 

standard deviation of 0,0302, a minimum value of 0,000 a maximum value of 0,396.  

•  Concave Points Standard Deviation: with an average value of 0,0118, a median value of 

0,0109, a standard deviation of 0,00617, a minimum value of 0,000 a maximum value of 

0,0528; 

•  Symmetry Standard Deviation: with an average value of 0,0205, a median of 0,0187, a 

standard deviation of 0,0827, a minimum value of 0,00788, a maximum value of 0,0790; 

•  Fractal Dimension Standard Deviation: with an average value of 0,00279, a median value of 

0,00219, a standard deviation of 0,00265, a minimum value of 0,000895 and a maximum 

value of 0,0298; 

•  Radius Worst: with an average value of 315, a median value of 15,2, a standard deviation of 

1,66e+003, a minimum value of 7,93, a maximum value of 9,98e+003; 

•  Texture worst: with an average value of 25,7, a median value of 25,4, a standard deviation of 

6,15, a minimum value of 12,00, a maximum value of 49,5; 

•  Perimeter worst: with an average value of 107, a median value of 97,7, a standard deviation 

of 33,6, a minimum value of 50,4, a maximum value of 251. 

•  Area Worst: with an average value of 881, a median value of 687, a standard deviation of 569, 

a minimum value of 185, a maximum value of 4,25e+003; 

•  Smoothness Worst: with an average value of 0,132, a median value of 0,131, a standard 

deviation of 0,0228, a minimum value of 0,0712, a maximum value of 0,223; 

•  Compactness Worst: with an average value of 2,11, a median value of 0,212, a standard 

deviation of 69,9 a minimum value of 0,0000 a maximum value of 1,25e+0003; 

•  Concave Points Worst; with an average value of 0,115, a median value of 0,0999, a standard 

deviation of 0,0657, a minimum value of 0,0000 a maximum value of 1,25e+003; 

•  Symmetry Worst: with an average value of 0,290, a median value of 0,282, a standard 

deviation of 0,0657, a minimum value of 0,000 a maximum value of 0,291; 
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•  Fractal Dimension Worst: with an average value of 0,0839, a median value of 0,0800, a 

standard deviation of 0,0181, a minimum value of 0,0500, a maximum value of 0,207. 

 

Descriptive statistics, using observations 1 - 569 

Rank Variabile Average  Median Standard 

Deviation 

Min Max 

1 Diagnosis 0,373 0 0,484 0 1 

2 Radius Mean 707 13,9 2,43E+03 7,76 9,90E+03 

3 Texture Mean 19,3 18,8 4,3 9,71 39,3 

4 Perimeter Mean 92 86,2 24,3 43,8 189 

5 Area Mean 655 551 352 144 2,50E+03 

6 Smoothness Mean 0,0964 0,0959 0,0141 0,0526 0,163 

7 Compactness Mean 0,104 0,0926 0,0528 0,0194 0,345 

8 Concavity Mean 0,0888 0,0615 0,0797 0 0,427 

9 Concave Points Mean 0,0489 0,0335 0,0388 0 0,201 

10 Symmetry Mean 0,181 0,179 0,0274 0,106 0,304 

11 Fractal Dimension Mean 0,0628 0,0615 0,00706 0,05 0,0974 

12 Radius Standard Deviation 48,6 0,324 263 0,112 2,87E+03 

13 Texture Standard Deviation 803 1,03E+03 844 0,36 4,89E+03 

14 Perimeter Standard Deviation 2,55E+03 2,16E+03 1,76E+03 0,757 9,81E+03 

15 Area Standard Deviation 316 25,8 1,53E+03 10,1 9,83E+03 

16 Smoothness Standard 

Deviation 

0,00704 0,00638 0,003 0,00171 0,0311 

17 Compactness Standard 

Deviation 

0,0255 0,0204 0,0179 0,00225 0,135 

18 Concavity Standard Deviation 0,0319 0,0259 0,0302 0 0,396 

19 Concavepoints Standard 

Deviation 

0,0118 0,0109 0,00617 0 0,0528 

20 Symmetry Standard Deviation 0,0205 0,0187 0,00827 0,00788 0,079 

21 Fractal Dimension Standard 

Deviation 

0,00379 0,00319 0,00265 0,0009 0,0298 

22 Radius Worst 315 15,2 1,66E+03 7,93 9,98E+03 

23 Texture Worst 25,7 25,4 6,15 12 49,5 

24 Perimeter Worst 107 97,7 33,6 50,4 251 

25 Area Worst 881 687 569 185 4,25E+03 

26 Smoothness Worst 0,132 0,131 0,0228 0,0712 0,223 

27 Compactness Worst 2,11 0,212 44,3 0,0273 1,06E+03 

28 Concavity Worst 4,41 0,227 69,9 0 1,25E+03 

29 Concavepoints Worst 0,115 0,0999 0,0657 0 0,291 

30 Symmetry Worst 0,29 0,282 0,0619 0,157 0,664 

31 Fractal Dimension Worst 0,0839 0,08 0,0181 0,055 0,207 

Table 1. Descriptive Statistics. Those values show the numerical characteristics of the variables that are in the dataset. The analysis of the summary 

statistics is the first and most basic approach to data description able to shed lights on relevant connections and relationships among the variables.  

As it is clear from the analysis of the dataset there are essentially 10 variables that are considered in 

three different characteristics that are: mean, standard deviation and worst. That choice of the dataset 

builder can be considered as a redundant proposition of data. However, should be considered 
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effectively as the necessity to verify which numerical manifestation of the variable is essential for the 

determination of the cause that can predict the manifestation of malign breast cancer.  

 

13.2 Correlation Matrix 

 

Figure 7. Correlation matrix. The correlation matrix has the ability to show the connections among the variables expressed in terms 

of correlation index. Specifically the graphical representation of the correlation matrix is useful to visualize the positive and negative 

correlations, and the intensity of the colour is a sign of the relevance of the correlation.  

We analyse the correlation matrix considering the presence of three different targets i.e.: 

•  Strong correlation: that are values of the correlations in the following interval [0,70; 1,00]; [-

0,70; -1,00]. The variables that are in the following intervals can be considered eligible as 

candidate to either a descriptive and e predictive model; 

•  Average correlation: that are values of correlation in the interval [0,50; 0,70] and [-0,50;-

0,70]. The variables that have such a kind of correlation can also be considered eligible for a 

descriptive and predictive model even if those represent a second best in terms of correlation 

in respect to the variables that are present in the previous category; 

•  Weak Correlation: is the condition of variables that are in the following interval i.e.: [0,00; 

0,50] and [-0,00;-0,50]. Those variables are considered as essentially as the last relevant 

variables in terms of correlation.  
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Strong Correlation ]0,70;1,00]; ]-0,70;-1,00] 

Average Correlation ]0,50;0,70]; ]-0,50;-0,70] 

Weak Correlation [0,50;-0,50] 

                                     Table 2. KPI Correlation Matrix. Those classifications are useful to individualize the variables that can  

                                     be eligible for a metric modelling. Even if there is not a coincidence between the correlation index and  

                                     the presence of statistical significance in metric models analysed with p-value.   

 

Based on this kind of classification it is possible to find some relevant correlation among the 

different variables to optimize the process of modelling. Specifically we found that the main 

relevant variables in the model are: 

•  Concave Points Worst that has a correlation with breast cancer of a value of 0,7936; 

•  Perimeters Worst that has a positive correlation with breast cancer with a value of 0,7829; 

•  Concave Points Mean that has a positive correlation with breast cancer equal to 0,7766; 

•  Perimeter Mean that has a positive correlation with breast cancer equal to 0,7426; 

•  Area worst that as a positive correlation with breast cancer equal to 0,7338; 

•  Area Mean that has a positive correlation with breast cancer equal to 0,709 

 

Figure 8. Variables that have a strong correlation with Breast Cancer. Strong Correlation is defined as a value of the correlation 

index that is in the intervals ]0,70;1] and ]-0,70;-1]. 

Furthermore, we found three different variables that have a medium correlation with respect to 

brain cancer that are:  

•  Concavity mean with a positive correlation equal to 0,6964; 

•  Compactness Mean with a positive correlation equal to 0,5965; 

•  Perimeter Standard Error with a positive correlation equal to 0,5345; 

Finally we have 21 variables that are weakly correlated in respect to breast cancer that are:  

•  Texture Worst: with a positive correlation with breast cancer equal to 0,4569; 

•  Smoothness Worst: with a positive correlation with breast cancer equal to 0,4125;  

•  Symmetry Worst: with a positive correlation with breast cancer equal to 0,4163; 

•  Texture Mean: with a positive correlation with breast cancer equal to 0,4152; 

•  Concave Points Standard Error: with a positive correlation with breast cancer equal to 0,408; 

•  Smoothness Mean: with a positive correlation with breast cancer equal to 0,3586; 



21 

 

•  Symmetry Mean: with a positive correlation with breast cancer equal to 0,3305;  

•  Fractal Dimension Worst: with a positive correlation with breast cancer equal to 0,3239;  

•  Compactness Standard Error: with a positive correlation with breast cancer equal to 0,293; 

•  Concavity Standard Error: with a positive correlation with breast cancer 0,2537; 

•  Radius Standard Error: with a positive correlation with breast cancer equal to 0,2388; 

•  Fractal Dimension Standard Error: with a positive correlation with breast cancer equal to 

0,078; 

•  Compactness Worst: with a positive correlation with breast cancer equal to 0,0565; 

•  Concavity Worst: with a positive correlation with breast cancer equal to 0,0138; 

•  Symmetry Standard Error: with a negative correlation with breast cancer equal to -0,0065; 

•  Texture Standard Error: with a negative correlation with breast cancer equal to -0,0108; 

•  Fractal Dimension Mean: with a negative correlation with breast cancer equal to -0,0128;  

•  Smoothness Standard Error: with a negative correlation with breast cancer equal to -0,067; 

•  Area Standard Error: with a negative correlation with breast cancer equal to -0,1226; 

•  Radius Worst: with a negative correlation with breast cancer equal to -0,137; 

•  Radius Mean: with a negative correlation with breast cancer equal to -0,2188.  

As we can see each variable has at least three different definitions that are the mean value, the standard 

error, and the worst value. Those differences are introduced to verify effectively which metric can 

effectively have a rule in definition of the main causes of the breast cancer. As we will see in the next 

paragraph some variable is relevant in the sense of standard error, some other in these sense of the 

mean value and some other in the sense of the worst value. However, as we can see in the next section 

to estimate the determinants that have an impact in terms of breast cancer it is not sufficient to 

consider exclusively the value of the variables that show strong correlations but also the model also 

present variables that have medium and lower correlation. The fact that there are different values 

between high correlations and the variables predicted in the regression analysis should not be 

considered has a counterfactual. In effect while correlation tends to find the linear relationships 

among variables, the statistical meaning of the regression analysis consists in the determination of a 

set of variables that can be used to predict the value of the investigated variable. In this sense the fact 

that some variables that have high correlation are not present in the main regression model, and vice 

versa, should be considered because of the different goals that correlation and regression models tend 

to achieve.  
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                            Figure 9. A Synthesis of the main correlations that variables have in respect to breast cancer. The correlations are                  

                           considered based on three different criteria that are: strong correlation, medium correlation and weak correlation.                   

                          The variables that show the presence of strong correlation should be eligible for modelling. 

  

 

                            

13.3 Accuracy, Test and Score and ROC Curve 
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