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Critical Factors|nfluencing the Acceptance
and Diffusion of E-Gover nment Services:
Conceptual Framework

Mohammed Ayoub
Limkokwing University — Malaysia
ayoub22265@hotmail.com

Abstract

There are some great innovations in e-
government during the past decade, and there is
intense competition between some governments
and leaders in the supply of services on the
internet. Some countries do not want to stay
behind in this area, where many governments
have developed detailed strategies to realize the
e-government systems, but there is a problem
facing these governments which lack user
acceptance of e-government services. The
purpose of this study is to suggest
comprehensive model to explore and investigate
the Factors Influencing the Acceptance and
Diffusion of e-Government Services. The
proposed Model will develop based on the
related literature.  The  motivation  for
conducting this study, that it is the first study in
the Palestine, that investigate users needs and
expectations, where there is a significant part of
e-government literature  that investigates
various factors that determine intention to use
e-government in developed countries, however,
there is a dearth of studies that investigate
intention to use e-government in developing
countries. Consequently, the final modified
research model has the power to explain and
predict user behavior in developing countries
and  especially  Palestine. A  thorough
understanding of the model may help
practitioners to analyze the reasons for
resistance toward the technology and also help
them to take efficient measures to improve user
acceptance and usage of the technology.

Keywords: E-Government, E-
Government Acceptance, Intention to
Use e-government services, Perceived
Usefulness, Perceived Ease of Use, User
Satisfaction, And Subjective Norm.

1. Introduction:

People vary in their orientation towards
using technology, some of them reject
using technology because they do not
see the benefit desired from the use or
because they see great complexity
within them which causes them a lot of
trouble in dealing with them, and others
have lack of confidence in it, also some
organizations face staff resistance or
lack of confidence in new technology or
computer systems which affect the
investment in technology and prevent or
impair performance improvement, and
thus the inability to perform their duties
daily as required to be collected is the
failure of the system. In general, the
modernization of public services
through the adoption of information and
communication technologies 1is in
motion. There are around us, evidences
of a universal shift toward modern
online public services (e-services) and a
dynamic e-business environment. This



has caused governments and public
sector organizations around the globe to
take care of this phenomenon, become
aware of its potentials and consequently

utilize  them, thereby  triggering
investments into e-services.

Since the late 1990s, numerous
governments  have  made  huge

investments in electronic government
services to link government networks
and deploy a wvariety of service
infrastructure to provide extensive and
proactive services. However, low levels
of user acceptance of these services are
recognized as an endemic problem for
government policy makers, government
agencies, and e-Government services
providers. Behavioral issues of e-
Government research are markedly
more important than technological ones.
More empirical studies on user
acceptance of e-Government services
are needed to assist governments in
improving the effectiveness and quality
of e-Government services. Now the
need for discovering determinants of
adopting e-Government is enormous,
but few empirical studies can be found
addressing the issue [1]. In order to
achieve the needs of all types of users,
the designers have to first understand
the different requirements that users
expect, and then relate these
characteristics to the design features. In
view of the lack of empirical studies on
determinants of users acceptance in
relation to e-Government, this study
represents an important attempt to
address user's attitude towards e-
Government services. Davis in 1986
introduced a model to explain user
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acceptance  behavior named the
Technology Acceptance Model (TAM).
The technology acceptance model
(TAM) is one of the most widely used
models to explain user acceptance
behavior. This model is grounded in
social psychology theory in general and
the Theory of Reasoned Action (TRA)
in particular. Based on the above
motivation, this study aims to develop
an integrative model of users'
acceptance of e-Government services
for understanding the factors
influencing the acceptance and diffusion
of e-government services according to
Technology Acceptance Model (TAM).

2. Problem Statement

Rarely governments have walked
through users' experience to understand
their needs. User experience is a key
element of e-government systems
design. In addition, there are many of e-
governments nowadays, but only a
small percentage of them ever reach a
high ranking or manage to attract more
citizens. One of the important issues
facing e-government systems is how to
assess and measure the acceptance of e-
government based on the experience of
citizens with e-government systems.
Based on the above, we can illustrate
the problem statement as follows:

1- Explaining user acceptance of new
technology is often described as one of
the most mature research areas in the
contemporary information systems (IS)
literature [1]. It is noted that there are
lack in  empirical studies on



determinants of users' acceptance in
relation to e-Government.

2. Most previous studies based on the
specific number and not enough of the
variables that affect the level of
acceptance of e-government services, in
this study will be extend the technology
acceptance model and add some
variables that affect the acceptance of e-
government services.

3. The technology Acceptance Model is
indeed a very popular model for
explaining and predicting system use.
To date there have been an impressive
number of studies on TAM, a great
amount of the research has been
conducted in the U.S. and only a limited
number of studies have focused on the
acceptance of technology outside North
America [3], but while several
confirmatory  results have been
obtained, there are skepticisms shared
among some researches regarding the
application and theoretical accuracy of
the model. Consequently, it is tempting
conduct that research on TAM may
have reached a saturation level, for
these reasons we will focus in
developing and extending model that
would exploit the strengths of the TAM
model while discarding its weaknesses,
Particular, in line with other countries
and cultures outside of North America.

4. The external variables that impact the
perceived usefulness and perceived ease
of use are not completely explored in
the TAM. So, in this study will clarify
the impact of the e-government
information  systems  quality on
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perceived usefulness and perceived ease
of use.

3. Objectives of Study

1- Due to the current limited number of
studies evaluating e-government
acceptance, the researcher
wants to set an example for similar
research in the future through the
understanding of the factors influencing
e-government services acceptance. The
goal of this study is to introduce the

comprehensive model to gain a deep

services

understanding of citizen experience, to
identify factors that affect the behavior
towards the acceptance of e-government
services.

2- The researcher want to give out some
feasible suggestions for decision makers
and information systems designers to
improve the e-government systems and
services based on feedback from users
when he apply the proposed model.

3- Develop a model of technology
acceptance that will have the power to
demonstrate acceptance and usage
behavior of e-government services by
citizens, also understanding of the
model may help practitioners to analyze
the reasons for resistance toward the
technology and would also help to take
efficient measures to improve user
acceptance/usage of the technology.

4- As governments are increasingly
spending large sums of money for
delivering e-government services and
availability of limited studies on



assessing e-government systems
acceptance, developed our interest to
conduct research in this area. In
addition, to adapting the technology
acceptance model (TAM) in the context
of e-government systems.

5. Relevance and Significance:

I. Based on a relatively clear
description and understanding of
models and theories of technology
acceptance that has been synthesized
from  theoretical and  practical
viewpoints, this study provides a
comprehensive model to examine and
understand the factors that affect the
level of acceptance of e-government
services.

2. Knowledge of the needs and
expectations of users of e-government
services helps systems designers and
decision makers to develop and design
of systems and services to meet the
requirements of the users and raises the
level of acceptance of e-services.

3. According to lack in empirical
studies on determinants of users
acceptance in relation to e-Government,
this study provides a theoretical
foundation for researching e-
Government acceptance continuance in
the future.

4. To the practitioners (or governments
in this context), this study provides a
useful guideline for achieving better e-
Government services and increasing the
level of acceptance by identifying
specific continuance intention factors
which are simple, easy to understand,
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and can be manipulated through system
design and implementation. It thereby

assists governments in using the
findings of proposed model for
development and evaluation of e-

Government acceptance.

6. Theoretical Background:

Acceptance of a system is a measure of
the proclivity to use that system.
Without acceptance, there is no
inclination to accommodate and include
the system within the management
process [4]. The successful
implementation of information systems
(IS) is dependent on the extent to which
such a system is used and eventually
adapted by potential users [5]. IS
implementation is not likely to be
considered successful if wusers are
unmotivated to wuse that type of
technology [4]. If users are not willing
to accept the information system, it will
not bring full benefits to the
organization [6], [4]. To predict, explain
and  increase  user  acceptance,
organizations need to better understand
why people accept or reject IS [2]. In
this regard, researchers have developed
and used various models to understand
acceptance of users of IS. Among the
different  models  proposed  the
Technology Acceptance Model (TAM)
[6], adapted from the Theory of
Reasoned Action (TRA), and appears to
be the most widely accepted among the
information system researchers.

The primary goal of TAM is to predict
IS acceptance and diagnose design
problems before user have experience



with the new system. TAM suggests
that when user encounter new IS
technologies the two main factors
influences how and when they will use
the system. These two main constructs
of TAM are perceived usefulness and
perceived ease of use. TAM proposes
that two particular constructs, that are of
primary significance for IS acceptance,
perceived  usefulness (PU) and
perceived ease of use (PEOU) affect
user's' attitude towards using the
information  system. While basic
constructs of TAM, PU and PEOU,
have  been  considered  primary
determinants of individual's acceptance
and use of technology. IS researchers
have investigated and replicated these
two constructs and agreed that they are
valid in predicting user's acceptance of
various IS [5].

In their integration of the technology
acceptance literature, the [5] stress the
need to extend this literature by
explicitly considering system and
information characteristics and the way
in which they might influence the core
beliefs in TAM, and might indirectly
shape system usage. Recent studies that
have used TAM as a theoretical
framework have suggested excluding
attitude construct from the TAM model
since it does not mediate fully the effect
of perceived usefulness and perceived
ease of use on behavioral intention as
originally anticipated. Recently, the [7]
in a research study related to the
dimension of IS success suggested that
system quality (i.e. information and
system quality) affects perceived
usefulness, user satisfaction and system
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usage. According to [8], TAM provides
limited guidance about how to influence
usage through design and
implementation. They further elaborated
that as PU and PEOU are abstract
concepts and  provide  general
information to the designers. Therefore
designers are unable to receive
actionable feedback about the important
aspects of the IS artifacts itself. They
identified information and system
quality significant constructs which can
affect IS usage. Furthermore, [6]
himself noted that future technology
acceptance research needs to address
how variables affect usefulness, ease of
use, and user acceptance.

The [9] examined the adoption of e-
government in  Australian public
citizens based on TAM. Huang, et all's
research effort focused on an actual
system usage with two constructs,
perceived usefulness and perceived ease
of use. Their research indicated that the
prediction of TAM theory was not
supported by the findings. It can be
argued that basic constructs of TAM,
perceived usefulness and perceived ease
of use, may not fully determine users'
acceptance of e-government, which
therefore brings in the need to search
for additional factors that may better
predict and enhance the user acceptance
of E-Government. Another point that
has not been explored well in TAM
research is the role of system
characteristics as external variables.
[10] Did not include other factors
explicitly into the TAM model that are
expected to impact intentions and usage
through PU and PEOU. These external



variables could be system
characteristics, organizational structure,
training, and the like [10].

7. Overview of E-Government:

Many studies have defined e-
government in different ways: [11] has
defined e-government as the
combination of electronic information-
based services (e-administration) with
the reinforcement of participatory
elements (e-democracy) to achieve the
objective of "balanced e-government".
The [12] defined e-government as the
delivery of government information and
services online through the internet or
other digital means. E-Government has
also been defined as the delivery of
improved  services to  citizens,
businesses, and other members of the
society through drastically changing the
way governments manage information
[13]. Cited in [14]. It seems that there
are a number of e-government
definitions in the existing literature. As
is clear, most definitions of e-
government  revolve around the
concepts of government's employment
of technology, in particular web-based
application to improve the access and
delivery of government services to
citizens, business partners, and other
government agencies. Full utilization of
e-government will bring a lot of
benefits to the management philosophy
of many governments and is going to
bridge the interaction gap between
ordinary citizens and the government.
E-Government can also result in huge
cost savings to governments and
citizens alike, increase transparency and
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reduce corrupt activities
service delivery [14].

in public

8. E-Government Acceptance
Theoriesand M odéels:

As governments continue to invest
heavily in IT, understanding the usage
behavior of end users has become an
important topic in research on e-
government implementation. It is also
of increasing practical importance as the
usage of IT becomes more pervasive. In
recent year, intention-based models,
e.g., the theory of reasoned action
(TRA) [15], the technology acceptance
model (TAM) [6], and the theory of
planned behavior (TPB) [16], [17], [18]
have been employed to provide an
understanding of the determinant of
technology  usage. Intention-based
models use behavioral intention to
predict usage and, in turn, focus on the
identification of the determinants of
intention, such as attitudes, social
influences, and facilitating condition
[10], [19], [20], [21]. There was
considerable empirical support for these
intention-based models, and researchers
have suggested various ways to broaden
their applicability.

8.1. The Theory of Reasoned
Action (TRA):

Ajzen and Fishbein developed a versatile
behavioral theory and model in 1980 called
the Theory of Reasoned Action (TRA).
This model forms the backbone of studies
associate with attitude-behavior



relationships. This has been adapted for use

in many fields and is widely used in
academia and business today.

TRA is a social-psychological model

that addresses the determinants of
consciously intended behavior [15],
[22]. This model proposes that
individual  behavior results from

conscious intentions to perform that
behavior, that is, a behavioral intention.
The behavioral intention arises from the
individual’s own attitude toward the
behavior and his or her perception of
important others’ normative preferences
about engaging in the behavior. This
normative influence is referred to as the
subjective norm. A central proposition
of TRA, which has considerable
empirical support [15], is that individual
behavior is a direct, positive function of
behavioral intention, which in turn, is
determined by two conceptually distinct
constructs: attitude toward the behavior
and subjective norm. The [10] found
that behavioral intention to use the
system is significantly correlated with
usage, and that behavioral intention is a
major determinant of user behavior
while other factors influence user
behavior indirectly through behavioral
intention (see Figure 1).

Attitude Towards
Behavior

Beliefs and
Evaluations

NommatieBelis |_) - SbeteNorn /

and Motivation

Befavioral Actua Behavior

Intention

Figure 1: Theory of Reasond Action (TRA)
Adopted from [10]
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8.2. The Theory of Planned
Behavior (TPB):

The Theory of Planned Behavior is
proposed as an extension of the Theory

of Reasoned Action. The TPB
introduced a third independent
determinant of intention, perceived
behavior control (see figure 2).

According to [18], TPB incorporates an
additional construct in order to account
for situations where an individual lacks
the control or resources necessary for
carrying out the targeted behavior
freely. TPB is a theory that predicts
deliberate behavior, because behavior
can be deliberative and planned, and
TPB is considered to be more general
than TRA [23]. It can be noticed that
when given a sufficient degree of actual
control over their behavior, people are
expected to carry out their intentions
when the opportunity arises. In addition,
according to the TPB, human behavior
is guided by three kinds of beliefs:

1. Behavioral beliefs - beliefs about the
likely outcomes of the behavior and the
evaluations of these outcomes.

2. Normative beliefs refer to the
perceived behavioral expectations of
such important referent individuals or
groups as the person's spouse, family,
friends, and co-workers.

3. Control beliefs - beliefs about the
presence of factors that may facilitate
performance of the behavior and the
perceived power of these factors.



Behavioral Beliefs and Attitude
Outcome Evaluation

N

Intention Behavior

Normative Beliefs and
Mativation to comply

Subjective Norm

Control Beliefs and Perceived Behavioral /

Perceived Faciltation Control

Figure 2: The Theory of Planned
Behavior [16]

8.3. The Technology Acceptance
Model (TAM):

The technology acceptance model
(TAM) is one of the most widely used
models to explain user acceptance
behavior. This model is grounded in
social psychology theory in general and
the Theory of Reasoned Action (TRA)
in particular [15]. According to the
TRA, behavioral intention may be
defined as a measure of the strength of
one's intention to perform a specific
behavior [15]; that 1is, use an
information system.

Davis and his colleagues included two
powerful and parsimonious constructs
to represent the antecedents of system
usage in TAM: Perceived usefulness
(defined as the degree to which a person
believes that using a particular
technology will enhance his or her job
performance) and Perceived ease of use
(defined as the degree to which a person
believes that using a particular
technology will be free of effort) [6].
TAM postulated that actual system
usage was determined by a behavioral
intention to use a system, which was
jointly determined by a person's attitude
toward using the system and its
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perceived usefulness. This attitude was
also jointly determined by perceived
usefulness and perceived ease of use,
with perceived ease of use having a
direct influence on  perceived
usefulness. Finally, perceived
usefulness and perceived ease of use
were directly influenced by the system
design characteristics (see Figure 3).

The goal of TAM is to provide an
explanation of the determinants of
computer acceptance that is in general
capable of explaining user behavior
across a broad range of end-user

computing technologies and user
populations, while at the same time
being  both  parsimonious and

theoretically justified. But because it
incorporates findings accumulated from
over a decade of IS research, it may be
especially well suited for modeling
computer acceptance [10].

Perceived

/ Usefulness (U) \ \
Attitude Actual System

Towards Using ) Intentionto ¢ Use

()] Use (BI)
\ Perceived Ease /

of Use (E)

External Behavioral

Variables

Figure 3: The Technology Acceptance
Model [6]

9. Proposed Research Model:

We review the literature in IS fields that
is related to e-government acceptance
and usage. The aim of the review is to
explicate the potential antecedents of
citizen’s acceptance of e-Government



services and integrate them into a model
(see Figure 4).

E.G. Inf.

Quality \

E. G. Service User
Quality Satisfaction

Internet
Experience

Perceived
Usefulness
E.G. S{:stems Intention to Use E-government
Quality e govqmmt H— Acceptance
Services
|—, Perceived —T
Ease of Use
Trust in Subjective Awareness
- 5
E.G. Norm

Computer / Demographic

Self Efficacy Characteristic

Figure 4: research model

Based on our review of the e-
government and IS  acceptance
literatures related to e-government
acceptance and use, we hypothesize that
the intention to use e-government
services was a major determinant of the
e-government acceptance, in turn, we
identified perceived usefulness,
perceived ease of use, user satisfaction,
internet experience, awareness, and
subjective norm as antecedents of
citizens' intention to use e-Government
services, with perceived ease of use
having a direct influence on perceived
usefulness. The e-government system
quality that is likely to influence
perceived usefulness and perceived ease
of use are also included in the model.

E-Government information quality and
E-Government service quality are
considered as potential antecedents of
user satisfaction. For subjective norm,
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trust in e-government, computer self
efficacy, and demographic
characteristics are considered as
determinants. Intention to use is taken
as the dependent variable of this study.

10. Hypotheses Development:

Based on above, we can develop the
research hypothesis as follow:

E-Government acceptance is the actual
level of usage by the end users. The
acceptance by end users depends
primarily on the behavioral intention of
the end users. Though the other factors
described in the research model also
affects the acceptance of the e-
government, the direct relation is with
the end user behavior intention [24].
Behavioral intention is a measure of the
strength of one’s intention to perform a
specified behavior. Actual use refers to
an individual’s actual direct usage of the
given system. The TAM constructs and
the relationships among them are used
here because e-government is based on
new information technologies, such as
the internet and the World Wide Web

[24]. Based on previous, we can
hypothesize:
H1: Intention to use e-government

services has a positive effect on e-
government acceptance.

Oliver and Shapiro [25] found that the
stronger a person’s self-efficacy beliefs,
the more likely he or she was try to
achieve the desired outcome. In the
present context this means that Internet
experience should be positively related
to the intention to use e-government



services, such as WWW service.
Therefore, the following hypothesis is
proposed:

H2: Internet experience will have a
positively associated with intention to
use e-government services.

Awareness is a variable associated with
people's knowledge about e-
Government and the availability of
electronic  services online. Recent
research conducted in Lebanon, which
is a Middle East country with a similar
profile to Jordan, indicted that
awareness of the existence of e-
Government services 1is positively
related to the usage of e-Government
services [26]. Based on previous, we
can hypothesize:

H3: Awareness will have a positively
associated with intention to use e-
government services.

User satisfaction is an important
component to measure IS success. It can
be defined as the extent to which users
believe that the IS available to them
meets their information requirements
[27]. According to TRA/TPB, attitude
and behavioral belief measures should
be specified in a way that corresponds
to the time, target, and context of the
behavior of interest, in order to be a
good predictor of the behavior or
behavioral intention [28]. In our study
user satisfaction is treated as an attitude
toward intention to use e-government
services Therefore, user satisfaction in
this study represents both the evaluation
of the IS and the evaluation of the usage
experience with the IS. Based on the
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abovementioned discussion

hypothesize that:

w¢E

H4: User satisfaction has a positive
effect on intention to use e-government
services.

The Theory of Planned Behavior
(TPB)asserts that behavior is a direct
function of behavioral intention, and
behavioral intention is determined by
the individual's attitudes towards
performing the behavior, the subjective
norms held by the individual, and the
individual's ~ perceived  behavioral
control over the act [18] cited in [29].
Attitude refers to an individual's
positive or negative feelings about
performing the target behavior. TPB
predicts that the more favorable an
individual  evaluates a  particular
behavior, the more likely he or she will
intend to perform that behavior [30].
Subjective norms reflect the person's
perception that most people who are
important to him think he should or
should not perform the behavior in
question.  Several empirical studies
have shown that subjective norms have
a positive and direct impact on
behavioral intention, but this influence
is usually weaker than that of attitude
and perceived behavioral control [22],
[31]. Based on previous, we can
hypothesize:

H5: Citizen’s Subjective norm has a
positive effect on intention to use e-
government services.

Information quality is related to the
quality of information that the e-
government delivers to its users [32],



their model proposes that "system
quality and information  quality
singularly and jointly affect both use
and user satisfaction [33]. Therefore, e-
government can be viewed as
information systems. Previous studies
used information quality to measure IS
success [34], measuring e-commerce
success [32], and e-shopping acceptance
[35]. This study adopts the following
hypothesize:

H6: E-Government Information quality
is significantly associated with user
satisfaction.

Service quality is one of the focuses in
IS research as well as e-government
research recently. In e-government
context, service quality might be an
important factor to explain citizen's
acceptance of e-services. Hence,
examining the quality of e-service could
determine whether wusers tend to
continue to use the system or not. It is
believed also by offering the best
service will entice the citizens to use
online services and gain the advantages
from it [36]. These arguments have led
us to postulate:

H7: E-Government service quality will
positively influence user satisfaction.

Davis [6] developed and validated
better measures for predicting and
explaining use which focused on two
theoretical constructs: perceived
usefulness and perceived ease of use,
which were theorized to be fundamental
determinants of system use. TAM
theorized that the effects of external
variables (e.g., system characteristics,
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development process, training) on
intention to use are mediated by
perceived usefulness and perceive ease
of use. Perceived usefulness is also
influenced by perceived ease of use
because if other things are equal, the
easier the system (technology) is, the
more useful it can be [4]. Based on
above, we can postulate:

H8: Perceived wusefulness of e-
Government services will positively
influence intention to use e-government
services.

H9a: Perceived ease of use of e-
Government services will positively
influence Perceived usefulness of e-
Government services.

H9b: Perceived ease of use of e-
Government services will positively
influence intention to use e-government
services.

Trust is an important element of e-
government [37]. The [37] defines trust
as a belief that others will behave in a
predictable manner. The importance of
trust in e-government adoption has been
stated by many researchers [38], [39].
The [38] argue that trustworthiness is
one of the main factors that influence
citizens' intention to use e-government
service in addition to perceived ease of
use and compatibility. Therefore, the
effects of trust in e-government on
intention to use are mediated by
subjective norm, in turn, we can
hypothesize:



H10: Citizen’s trust in e-government
will positively influence citizen’s
subjective norm.

Compeau and Higgins [40] defined
computer  self-efficacy as  “an
individual’s perceptions of his or her
ability to wuse computers in the
accomplishment of a task”. Individuals
with a high computer self-efficacy
magnitude would see themselves as able
to accomplish difficult computing tasks
and would judge themselves as capable

of operating with less support and

assistance than those with lower
computer  self-efficacy = magnitude.
Compeau and Higgins [40] also

reported that computer self-efficacy
plays an important role in shaping an

individual's feeling and behavior.
Importantly, in the context of e-
Government, Wangpipatwong et al.

[41] empirically confirmed that the
adoption of e-Government websites
depends on the computer self-efficacy
of citizens. Cited in [42]. Therefore, the
effects of computer self-efficacy on
intention to use are mediated by
subjective norm. Thus, this study
proposes:

H11: Computer self-efficacy of citizen

will  positively influence citizen’s
subjective norm.
Demography is the available

information on any given user or group.
Demographic data refers to selected
population characteristics which are
used to classify people for statistical
purposes, such as age, gender,
education and experience. Prior
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research on e-government has identified
general demographic characteristics of
citizens who use e-government services.
Dimitrova & Chen [43] in their
exploratory  study  proposed a
multidimensional theoretical framework
combining diffusion of innovations and
the technology adoption model to
explain e-government adoption in the
United  States. A  number  of
determinants were proposed and tested,
going beyond the traditional
demographic profiling of e-government

users. The main conclusion is that
sociopsychological factors affect e-
government adoption. Choudrie &

Dwivedi [44] in their study found that
the demographic characteristics of
citizens such as the age, gender,
education, and social class have an
imperative role in explaining the
citizen's awareness and adoption of e-
government services in the household

[45]. Therefore, the effects of
demographic characteristics on
intention to use are mediated by
subjective norm. Thus, this study
proposes:

H12: Citizen’s demographic
characteristic significantly associated

with citizen’s subjective norm.

System quality refers to the technical
details of the information system
interface and quality of system that
produces information output [33]. Davis
[6] did not include  system
characteristics into TAM model, but he
suggested including judicious system
characteristics. According to DeLone
and  McLean [33] technology



characteristics singularly or jointly
affect subsequent wuse and user
satisfaction. Hence, it is assumed that e-
government systems quality influence
on PU and PEOU. Thus, this study
postulates the following hypotheses:

H13a: E-Government Systems quality
will have positive effect on PU of e-
government services.

H13b: E-Government Systems quality
will have positive effect on PEOU of e-
government services.

11. Conclusions:

The propositions presented in this paper
an opportunity for further investigation
in the factors influencing the acceptance
and diffusion of e-government services,
and e-government acceptance from
citizens. The proposed model should be
of interest to information systems
practitioners, academic community, and
decision-makers in e-government. For
the practitioner community, the model
will enhance their understandings on the
factors that contribute towards e-
government acceptance. For  the
academic community, the proposed
model provides ample research
opportunity to validate in order to
support or refute the proposed
propositions. And decision-makers in
the e-government, that the proposed
model will help them to increase level
of e-government services acceptance by
understanding the needs of citizens and
their expectations.

We recommend that other researchers
for the work of empirical study on the
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proposed model in  developing
countries, especially in Palestine, to
know and anticipate the factors that
affect the acceptance of e-government
services by citizens especially that these
countries in initiative stage of
construction and implementation of e-
government.
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Effects of integrating Web 2.0 applicationsin
the E-Business cour se

Nadira Alaraj
Bethlehem University, Palestine

Abstract

Learning styles of undergraduate student of today are changing rapidly because of ready access to
the Internet. Students are no longer dependent on conventional textbooks to gain knowledge;
therefore, traditional teaching methods must be tweaked to accommodate such changes. The E-
Business course offered at Bethlehem University in Palestine during the spring 2011 semester blended
Web2.0 applications such as social media and cloud computing to support the changing student
learning styles, with the intent of effectively delivering the E-Business course content without
requiring textbook. The course also included participation in the Google Online Marketing Challenge
(GOMC) that is offered worldwide. This article evaluates innovations in terms of Web2 applications
skills development of the 59 students taking this course and how skills acquisition influenced their
independence in knowledge seeking. A questionnaire assessed the students’ perception and was
supplemented by the students’ results in GOMC. Results of survey showed that 79.30% agreed that
the course did help them develop confidence on their knowledge acquiring abilities. This innovation
appears to be effective in motivating students to learn how to utilize new applications on their own.
These results should encourage educators to employ Web2 applications relevant to the course content
and evaluate their results.

Keywords: Web2.0 applications, blended learning, Web-based learning, Adwords,
GOMC, social networks

I ntroduction

The term Web2 was introduced by O’Reilly Media Inc. in 2004. Although Web2 has
several meanings, in this article it refers to those applications that run on Internet
browsers from any computer or mobile device that can access the Internet. The
user’s data for these applications can be kept on either host’s computer servers or on
the user’s own storage device. Most Web2 applications (Web2-Apps) facilitate
online collaborative environment.

“Web2-Apps are changing the Web from an essentially ‘‘broadcast’ environment
(where a relatively small number publish material to the rest), to one in which we can
all participate as publishers. Arguably Web 2.0 has created a new virtual
environment in which young people live and, potentially, learn and take control of
the publishing process” (Brown, 2010, p.5). Through social media applications under
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the Web2.0 environment, users are sharing contents with their followers and getting
personal comments and different opinions. “This raises important issues about
traditional learner—teacher relationships, ownership of lecture content, and of control
over the dialogue in a classroom” (Brown, 2010, p.5).

In the last decade, the e-learning trend was (and still is) dependent on Course
Management System Platforms. These platforms as well as WIKI management and
chat rooms were used for communication and collaboration among learners,
educators and course owners or served mainly as sources of the course material. This
model of e-learning is nothing more than transforming traditional classroom to
virtual environment as it still keeps the upper hand of the educator in gearing the
learning process.

“So, hype notwithstanding, Web 2.0 tools might turn out to be a lot more popular
among learners and teachers because they meet user needs” (Brown, 2010, p.6). In
Web2 learners can find same content presented in different medium such as videos,
animated graphics or simple textual material and it is also aggregated in different
Web2.0 tools. Hence, Web 2.0 brings a new perspective to finding online
information. Instead of using commercial search engines like Google and Yahoo to
locate information, it is now possible to find information in more social and
participatory ways (Asselin & Moayeri, 2011). No matter what the learner uses to
search for information, the Web exploration strategies reflect upon and integrate
diverse web search results and ideas for a deeper understanding of the given
problems (Liu et al, 2010).

Cognitive learning as Cifuentes et al. (2011) point out is concerned with the
acquisition of knowledge and it relates to the process of acquiring knowledge by the
use of reasoning, intuition or perception. While Web 2.0 technologies interfered with
deep learning they may have contributed to learners’ cognitive flexibility. The
cognitive flexibility emphasizes the importance of providing learners with multiple
representations of content in order to increase those learners’ cognitive structures.
Therefore, educators have to be careful when integrating Web2-Apps in their courses
because of the different skills of the students, and consider the benefit from more
training in how to use Web 2.0 tools to support their own learning. Such training
would decrease students’ experience of cognitive overload in courses that leverage
Web 2.0 while increasing their cognitive flexibility.

At Bethlehem University the typical use of Web2-Apps has been through the online
Open Source Course Management Platform (Moodle) provided by the University’s
network. Moodle is widely used at Bethlehem University as a platform for the
communication and delivery of course material between faculty and students.
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Moodle was utilized in the E-Business course along with the Web2-Apps in order to
introduce something new to the ICT educational model models at the University.

The main reason for introducing Web2-Apps was to equip the students with new
skills and allow them to experience the benefits and limitations of these applications.
Another reason for introducing Web2-Apps in the E-Business course was to allow
independence from the applications accessed from the University’s network and to
benefit from e-services provided on the World Wide Web. The skills gained from
this will allow the students to be active e-agents when they become part of the local
Palestinian or international workforce. The integration of Web2-Apps reflected in
the assessment criteria for this course and it had 45% of the total 100% mark. The
remaining 55% covered the assessments of exam, written reports and presentation.
No traditional textbook was required for this course but online references were
provided, along with the assessment criteria for each course activity.

The delivery of the E-Business course was conducted by blending Web2.0-Apps
remotely and physically meeting students in classroom. The students were given
enough time to present their findings and benefit from the course content. This study
enabled them to explore the impact of Web2.0-Apps on their knowledge acquiring
skills and other skills necessary for their professional development.

| mplementation of Web2-Appsin the E-Business course

Micro-blogging through Twitter was used in the course. Students were requested to
tweet in this course for issues relevant to E-Business course topics. The hashtag
#BU266 was introduced to aggregate tweets or other web postings in real-time order.
As an example, “How to Develop a Successful Online Marketing campaign
http://t.co/bmwGZkk #BU266” reflects sharing an article relevant to a particular time
during the course. In this course the hashtag #BU266 was assigned. The application
which was used during the course to aggregate the students’ tweets was
http://wthashtag.com/_but this company was sold to http://whatthetrend.com/ during
the offering of the course. The experience of this transition during the course
exposed the students to the dynamics of web companies and changes of the
applications service during the transition of ownership. In addition, a common blog
http://bu266.blogspot.com/ was employed for this course to collect the students’
posts of their essays and these were tagged with relevant keywords. The privacy
setting of this common blog was kept public with the intention of encouraging a web
presence for the students” work. Students of this course were encouraged to integrate
videos of at most 3 minutes duration into their 10 minutes presentations to illustrate
the concept under discussions.
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With Web2-Apps, real time feeds is very important concept and in order to enable
the students understand ‘by example’ the way Web2-Apps links real-time feeds, they
were encouraged to open an account on LinkedIn and link their Twitter account with
LinkedIn. In this way the student tweet is automatically posted on his/her LinkedIn
home profile.

Another emphasis in this course is the enrollment in the Google Online Marketing
Challenge. Students were divided into eleven teams. Each team worked with local
client to promote the client webpage within 3 weeks of online marketing campaigns
using Google Adwords application. Google credit $200 into each team’s account on
Adwords to accomplish their pre-planned campaign objective. The WIKI from
Moodle platform was used in this course to facilitate the communications and
collaborative team writing reports of their marketing campaigns. Google calendar
were used to track and remind teams of the due dates of the different stages of the
execution of the online marketing campaign.

M ethodology

Analyses are based on qualitative as well as quantitative data collected during the
course. The Web2-Apps study was administered on 59 students majoring in
Business with a minor in Marketing. The E-Business course required for the minor
was offered in two sections in the spring 2011 semester. The academic level of those
students was average according to their grade point average records of Bethlehem
University grading system. They were distributed between 40 female and 19 male
students from the junior (49) and senior (10) years.

Three different data collection tools were used in this report the learning experience
questionnaire, Google Marketing challenge results and Spreadsheet log file on
Google documents.

Learning Experience questionnaire

The questionnaire was administered at the end of the semester when 58 students out
of 59 submitted their responses. Questions assessing the students’ perception on the
Web2-Apps development skills involved a 6-point Likert scale and were based on an
extension of Miller’s Pyramid (training.net 2010) assessment of skills and
performance. On the Web2-Apps development skills portion of the questionnaire,
the students were asked about their skills in each application before and after with a
6-point Likert scale reply items starts with didn’t know, heard of, know about, knows
how, show how and the last choice is does.
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Responses to questions concerning student’s perception on the content of the course-
topics employed a 4-point Likert scale: didn’t understand, beginning, developing
and ends with accomplished.

The questionnaire also included general questions about personal learning skills and
open-ended questions. For the open-ended questions the respondents were limited to
140 characters in an attempt to have some conformity with their tweets style. The
SPSS software was used to analyze the data from the Learning Experience
questionnaire. The post course responses on the Web2-Apps development skills
demonstrated a statically significant improvement over the pre course (mean
difference = -22.85, t = -26.312, df = 53, p< 0.001). The correlation between pre-
and post- course was moderate and statistically significant (r = .54, p<0.001).

Google Online Marketing Challenge Results

Students taking this course were grouped into 11 teams of 5-6 members each
competed in Google Online Marketing Challenge. The Google challenge judgment
had two components. The first component was a campaign statistics algorithm
developed by Google that examines the team’s Adwords account activities. The
second component was the assessment of the two written reports by global academic
judging panel of 17 members.

Spreadsheet log file on Google Documents

A Google spreadsheet file was shared online with the students for them to keep track
of each account name for each student on every new Web2-App they had used
during the course. There was no restriction on accessibility of this file.

Results

Pre-post course differences in mean scores for each Web2-Apps skill are provided in
Table 1. The Web2-Apps used in the course are ranked according to the highest
difference in the mean scores.

Table 1: Web2-Apps skills acquired from highest to lowest

, Difference of
Ranking Web2-Apps M ean Scores

1 Google Adwords 3.10

2 Twitter 3.10

3 LinkedIn 2.84

4 Hashtags 2.81

5 Google Calendar 2.74

6 Blogs 2.68
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7 Google Document 2.38
8 Wiki 2.37
9 YouTube 0.89

Results show that students reported that Google Adwords and Twitter were the skills
acquired most often. Further cross-tabulation of the descriptive statistic analysis for
the pre- and post- course observations for Adwords and Twitter skills can be found in
Table2 and Table 3. Results in both tables indicate that prior to the course, of the 58
students responding, 89.7% reported complete unfamiliarity with Google Adwords
while 34.5% reported no knowledge of Twitter. However, after the course 72.4%
noted that they understood how to use Google Adwords while 91.4% stated they got
to be Twitter users.

Table 2: Percentage of total for Google Adwords students’ skills pre vs. post course

Google Adwords Skills after taking the course
Google Adwords
before taking the Know | Knows Shows
cour se Heard of | about how how Does Total
Didn't Know... 20.7% 31.0% 25.9% | 12.1%| 89.7%
Heard of... 1.7% | 3.4% 1.7% 6.9%
Know about... 1.7% 1.7% 3.4%
Total 1.7% | 25.9% 31.0% 29.3% | 12.1% | 100.0%

That the assessments of Twitter and Adwords activities counted towards students'
total grade could be one of the reasons for such an improvement. LinkedIn use in
this course was not part of the course grade, but Table 1 shows LinkedIn ranked the
3" in terms of student’s acquisition between the apps employed in the course. This
shows that there are almost assured by other motives than the grades that drive
student’s interest to learn new applications. Although 77.2% of the students reported
that they didn’t know anything about LinkedIn before the course. This finding
shows the students' awareness of the likely importance of LinkedIn apps in their
future good could be their motive to venture on their own in the LinkedIn
application.

YouTube is at the bottom of the list in Tablel perhaps reflecting that students were
already heavy users of YouTube, which is why it shows the little improvement
among the students in acquiring more in YouTube.

Use of the spreadsheet log file during the semester to document the student’s
activities with the different applications, gave a space of comparison between the
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students themselves. This might stimulated some students to follow their classmates.
The spreadsheet log file revealed another interest, as 35% of the 59 reported that they
created their personal blog, in addition to the common course blog which was under

use.
Table 3: Percentage of total for Twitter’s students’ skill pre vs. post course

Twitter skills after taking the course
Twitter beforetaking Know Knows Shows

the course about how how Does Total
Didn't Know... 3.4% 8.6% 13.8% 8.6% | 34.5%
Heard of... 5.2% 19.0% 10.3% 20.7% | 55.2%
Know about... 1.7% 3.4% 3.4%| 8.6%
Knows how... 1.7% 1.7%
Total 8.6% 29.3% 27.6% 34.5% | 100.0%

Other incentives might drive students to learn more and utilized their skills in the
applications that they are using when this application relate to real life experience.
The Google AdWords experience of the global Google Online Marketing Challenge
gave a tangible outcome of this E-Business course. One team from this course won
the Middle East/Africa regional winner of the 2011 Google Online Marketing
Challenge among 4,429 teams competed from 68 countries (Schwartz 2011).
Another team is listed among the semi-finalist and no other teams dropped out or
were classified as ineligible campaign according to Google campaign assessment
statistical algorithm (Google 2011).

Table 4: Percentage of total for LinkedIn’s students’ skill pre vs. post course

LinkedIn skills after taking the cour se
LinkedIn
before taking Heard | Know Knows Shows
the course of about how how Does Total
Didn't Know... | 53% | 24.6% 17.5% 17.5% | 12.3%| 77.2%
Heard of... 3.5% 10.5% 1.8% 1.8% | 17.5%
Know about... 1.8% 1.8%
Knows how... 1.8% 1.8% 3.5%
Total| 5.3% | 28.1% 28.1% 22.8% 15.8% ] 100.0%

On the indirect effect of the course Web2-Apps activities and assignments on the
student’s professional development skills, the students’ response to the nominal
questions of yes, no, no effect options were as follows.

87.72% agreed that their online-searching abilities improved
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72.41% agreed that their writing skills improved
70.70% agreed that their team working skills improved
79.30% developed confidence on their knowledge acquiring abilities.

However, 82.2% found that it was necessary to get guidance from the mentor at the
beginning of their work. From the open question, 41% of the students expressed
differently but with the same meaning that they were overwhelmed by the load of
work in this course as well as the many Web2-Apps given to them in one course.

Discussion and Conclusion

Assessment of students taking the E-Business course demonstrated the effectiveness
of utilizing Web2-Apps in enhancing professional skills such as improved writing
ability as by-product to the learning process toward achieving the knowledge
construction through the interaction with the applications. The Web2-Apps
facilitated communication on the subject matter among the students themselves and
increase their interaction with the outside world locally as well as internationally on
the course topics. However, the dependence on same Web2-Apps or repeating the
same activities for the following academic year might not be possible due to the
dynamic changes on the net. What is available for free access might not remain so.
The applications available now could be replaced with something different in few
months and opportunities of today like Google Online Marketing Challenge might
not be available for next month. Such contingencies must be considered in the
offering of the same course for the next academic year, as well as new opportunities
that might emerge by the continuous improvement in the technology.

The Web2-Apps pedagogical approach of this course is different than the traditional
one in not making use of the traditional textbook and in the educator role of directing
the learners toward student-centered approach. The textbook was replaced by online
resources that provided students with materials that recently became available. It is
suggested to conduct a useful comparative study where one group will follow the
traditional educational method with text book against another group using Web2-
Apps approach to validate its’ effectiveness on the course topics. Further studies
and piloting with varieties of Web2-Apps might consolidate the trend toward
modernizing the educational system.

Opportunities for engaging the current generation of students in using the Internet
and its application is tremendous, regardless of whether of students' are up to the
level of ability. Internet applications provide educator with valuable opportunities to
widen their scope of course delivery and customize the learning process to
accommodate the different level of learning among the students to help them gain
control on their own learning. Yet educators to follow such innovative approach is
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quite challenging for it requires the educators to be ahead of their students in keeping
up-to-date with the development in Web applications and not just Web2-Apps. One
is reminded of Margaret Mead’s (1975) observation that in traditional societies, the
old teach the young, but in rapidly changing societies, the old learn from the younger
generation. The move towards Web applications approach and blend that in the
education system requires the support of the universities management to get the
change that makes impact on the learners.

References

Asselin, M., & Moayeri, M. (2011) The Participatory Classroom: Web 2.0 in the Classroom. Practical
Strategies, 13 (2).

Brown, S. (2010) From VLEs To Learning Webs: The implications of Web 2.0 for Learning and
Teaching. Interactive Learning Environments, 18 (1), 1-10.

Cifuentes, L., Xochihua, O., & Edwards, J. (2011). Learning In Web 2.0 Environments Surface
Learning and Chaos or Deep Learning and Self-Regulation? The Quarterly Review of Distance
Education, 12(1), 1-21.

Google (2011). Google Online Marketing Challenge, Retrieved July 29, 2011 from
http://www.google.com/onlinechallenge.

Google (2011). Online Marketing Challenge, 2011 Winners, Retrieved August 30, 2011 from
http://www.google.com/onlinechallenge/winners.html.

Gp-training.net (2010). The Miller Pyramid and Prism, Retrieved April 25, 2011 from http://www.gp-
training.net/training/educational theory/adult learning/miller.htm.

Learning: Supporting Web Co-Discovery in One-to-One Environments. Educational Technology &
Society, 13 (4), 126-139.

Liu, C.-C., Don, P.-H., Chung, C.-W., Lin, S.-J., Chen, G.-D., & Liu, B.-J. (2010). Contributing,
Exchanging and Linking for Learning: Supporting Web Co-Discovery in One-to-One Environments.
Educational Technology & Society, 13(4), 126-139. (SSCI).

Miller, S. (2011). 50 Ways to Use Twitter in the Classroom. TeachHUB, [blog] 15th October 2005,
Retrieved July 29, 2011 from http://www.universityreviewsonline.com/2005/10/50-ways-to-use-
twitter-in-the-classroom.html.

O'Reilly (2011). What Is Web 2.0. Retrieved July 29, 2011 from http://oreilly.com/web2/archive/what-
is-web-20.html.

PCMag.com (2011). Definition of: LinkedIn, Retrieved July 19, 2011 from
http://www.pcmag.com/encyclopedia_term/0,2542 t=LinkedIn&i=60336,00.asp.

PCMag.com (2011). Definition of: YouTube, Retrieved July 19, 2011 from
http://www.pcmag.com/encyclopedia_term/0,2542,t=YouTube&i=57119,00.asp.

Schwartz, J. (2011). Announcing the Winners of The Google Online Marketing Challenge. Google for
Nonprofits Blog, [blog] Retrieved August 22, 2011 from
http://googlefornonprofits.blogspot.com/2011/08/announcing-winners-of-google-online.html
TechTarget (2000). Definition Weblog, Retrieved July 14, 2011 from
http://searchsoa.techtarget.com/definition/weblog.

Twitter (2011). Twitter Basics, Retrieved July 14, 2011 from http://support.twitter.com/groups/31-
twitter-basics#topic_104.

Yang, D, Richardson, J, French, B, & Lehman, J 2011, 'The Development of a Content Analysis
Model for Assessing Students' Cognitive Learning in Asynchronous Online Discussions', Educational
Technology Research And Development, 59, 1, pp. 43-70.

33



34



Protection the Copyright in E-Education
Process

Dr. Osama Amin Marie
AL — Quds Open University
e-mail: omarie@qou.edu

Abstract

Today’s world, becoming more competitive,
every day is demanding from organization the
flexibility to adapt themselves to the permanent
situations of market change, readiness for
ongoing development and guarantee of the
quality of products and services. At the same
time, Internet, after being used initially as a
great source of information exchange, rapidly
happen to be used as an important means for
providing learning and training services across
the whole world. However, such advances have
caused series of information system security
issues to the face. The complexity of Internet
infrastructures, such as in a Web services
distributed system, can hide the potential risks
of so many security issues, and subsequently
become disadvantageous to e-learning users,
applications and institutions.

The main aim of this research is to provide an
approach to protect the copyright of e-courses
materials in the e-learning system. This new
model will be deployed to protect the copyright
of e-courses material from unauthorized
distribution, and to protect the e-course
material from being modified while transit. The
design of model is provided to make the e-
learning process more secure for both
organization and students alike.

Kev words: security, e-learning,
encryption, RSA
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1. Background to the Study

Information is now the most valuable
resource in the world. Whether it is a
personal letter, documents or an
industrial secret, all information has a
worth to somebody. This research
considers issues of security and privacy
for such information.

The world in which we exist is
decreasing because virtually every
person can be electronically connected
either by satellite communication,
Internet, electronic mail (e-mail), or a
conventional telephone in a global
village  network  that transcends
geographic boundaries. Progress in
communication and information
technologies  (CIT) has  brought
extraordinary changes to the whole of
our world, which transforms us toward
an information civilization. As we shift
into the twenty one century, we
discover that our dependence on



information  technology  (IT) s
increasing dramatically. IT continues to
develop and continue to affect all parts
of civilization:

educational institutions,
businesses and individuals.

our government,

medical,

Today educational institution and other

commercial and non commercial
organization cannot conduct its
business without their dependence on
complicated information technology
infrastructures. Civilizations are
competing to build information

technology infrastructures to gain a
competitive advantage. Organizations
need these information technology
infrastructures not only for their
communication needs, but also for
conducting there business activities.

In fact, there are quite a number of
security issues in e-education system,
for instance, user authentication and
access control, non-repudiation for
critical actions like course registration,
examinations and assignment delivery,

course tuition fee payment,
confidentiality = of wuser personal
information, and course material
copyright protection.

The security concerns may differ faintly
depending on the type of courses
offered by an organization. However,
the most disturbing issue in e-learning
system might be the copyright
protection issue, which is essential to
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all kinds of electronic courses (e-
course). This security issue may have
the following picture:

One of the registered students violates
the copyrights protection of the course
materials by passing the
materials to other organization or to
other non-registered students.
Regularly, the organization that
provides the course materials depends
on the registration fee to keep up and
maintain all activities and operations of
the organization. Therefore, copyright

course

protection violation rigorously exposes
the income of the organization at risk.

New information and communication
technologies have become major
resources and basis for learning in
higher education. Technologies have
several potentials to support different
instructional strategies and provide an
efficient way of delivering e-course
material and improving comprehension.
The contemporary universities need to
increase lifelong learning opportunities
to its students any time, any place and
at any rate to be successful in the global
educational marketplace [1 ].

The use of e-leaning in the educational
process has grown significantly in the
however, it is a
relatively  insecure, hence, most
educational organization haven’t yet

last few years,



taken into considerations or any new
strategy for securing e-learning process
[2 ]. Implementing e-learning is
complex. Implementing e-learning is
about project management, change
management and risk and security
management [ 3 ]. Additionally, the
topic e-learning or e-education is
having much attention especially
because world-class universities such as
MIT, Harvard and Stanford in the
United States and Oxford in the United
Kingdom are implementing it [4 ].

E-learning can be defined as the online
delivery of information for purposes of
education, training and knowledge
management [ 5 ]. This definition
means that the Internet and computer
will be used in the e-learning process.
Thus, e-learning is more complex and
intertwined the opportunities for
intrusion and attack. E-learning security
involves more that just preventing and
responding to cyber attacks and
intrusion, it  involves  copyright
protection, integrity, availability, non-
repudiation, authentication
authorization.

and

The use of Internet application in higher
education and in most organizations is
being optimistic. The
various and complex and lecturers in
educational institution are under high
pressure to learn and adopt this latest
technology to support their teaching
and their students’ learning.

reasons arc
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Using the Internet in the educational
process is very beneficial to both
students and educational institutions.
The core reason why Internet are
gaining so much interest lies on its
ability of joining and interoperating
heterogeneous communities. A lot of
users who use different platform can
communicate with each other easily on
the Internet. The Internet and its
potential and capabilities are very
attractive;  however, the
standards behind the technology need to
be justified very carefully before
deploying the Internet for very sensitive

current

applications such as e-learning system.
Since, default Internet transactions are
unencrypted and unsecured, and they
can establish the potential for disaster
and failure [6 ].

Computer security is the shield that all
types of organizations use to protect
sensitive, commercial and classified
information from unauthorized users. A
break of this shield has implications
that go far beyond any financial form
that could be assigned to such an
intrusion or adversary. The concepts of
computer security are practically basic
in nature, implementing
security in a continually changing
technological environment is a big
challenge, but it has to be met by
organizations, individual and

however,

users
governments. Therefore, the threats in
computer security must be understood.



This research presents the design and
implementation of a global e-learning
system that provides the basic security
requirements including confidentiality,
integrity,  non-repudiation,  replay
protection and the most important entity
authentication.

2. Cryptographic Techniques

Data communication is an important
part of our living. Therefore, protection
of data from misuse is essential. A
cryptosystem defines a pair of data
transformations called encryption and
decryption. Encryption is applied to the
plain text which is the data to be
communicated to produce cipher text
which is the encrypted data using
encryption key. Decryption uses the
decryption key to convert cipher text to
plain text or the original data.

With strong encryption, computer users
can send confidential contracts by
email, or safely store corporate strategy
on a notebook, or carry home
spreadsheets on a floppy disk. The
encryption software may even be free.

To improve the protection mechanism
Public Key  Cryptosystem  was
introduced in 1976 by Whitfield Diffe
and Martin Hellman of Stanford
University [7]. It uses a pair of related
keys one for encryption and other for
decryption. One key, which is called the
private key, is kept secret and other one
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known as public key is disclosed to the
public.

The message is encrypted with public
key and can only be decrypted by using
the private key. So, the encrypted
message cannot be decrypted by anyone
who knows the

public key and thus
communication is possible. RSA [§]
(named after its authors Rivest, Shamir
and Adleman) is the most popular
public key algorithm. In relies on the
factorization problem of mathematics
that indicates that given a very large
number it is quite impossible in today’s
aspect to find two prime numbers
whose product is the given number. As
we increase the number the possibility
for factoring the number decreases.
Thus, we need very large numbers for a
good Public Key Cryptosystem.

secure

Authentication, confidentiality and data
integrity can be addressed by studying
cryptographic techniques [9]. In using
such techniques, it is predictable that
information in transmit through the
Internet can bypass through various
computers before it arrives its target. A
of any of the
intermediary computers can monitor the
Internet traffic, eavesdrop, intercept,
change or replace the data through its
entire path. Cryptographic techniques
can be used to protect these data.
Encryption is the process that makes

malicious user



information indecipherable (cipher text)
unless having a decryption key [10]. It
uses mathematical algorithms and
processes to convert intelligible plain
text to unintelligible cipher text and
vice versa [11]. It can, therefore, reduce
risks from an eavesdropping on a
network.

Cryptography is one of the most
important tools that enable networks
and applications
cryptography makes it possible to
protect electronic information. The
effectiveness of this protection depends
on a variety of mostly unrelated issues
such as cryptographic key size, protocol

design, and password selection.

Internet because

3. The Proposed Model (SeS)

The secure e-learning System (SeS) is a
set of software modules designed so as
to work together to protect the
copyright of e-course material and to
make the e-learning process
secure and trustee for organization and
student a like. These modules are
shattered amongst different
components.

more

The proposed design model (SeS)
follows the three-tier architecture
model. This model breaks the software
application into three different layers or
tiers as shown in figure 1 below:

e Entity Student
e Entity Server
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e Database services
Each layer has its own goals and design

constraints and will be briefly explained
in following sections.

Studen Side

PP i et Comectin
¢ Fie

- Serr e
DBase
Eigyt
Dbase Service R
I loucher

Entity Student

«E-Courses builder (edit, delete, create )
oNew Students’ (Accept, Reject)
#E-Courses Uploading

oLegal Users Managing
Authentication, authorization

Register E-Courses

+Decrypt & View E-Courses

#Encrypt, sign and upload
documents (test,

| Layer 2 ‘ ‘ Layer 3 ‘

1.1.1 Figure 1: Faces of SeS
Model, own model

4. SeS Organization and Structure

The proposed model is organized to be
employed in a traditional classroom
using a LAN (Local Area Network)
network or a WAN (Wide Area
Network) connected using the standard
TCP/IP protocol with an entity server
representing the educational institution
and an entity student representing the
student workstation with a piece of
software installed in it. The proposed
system will start when an entity student
communicate with the entity server to
register as a new student using the
educational institution Web  site
published on the Internet (see figure 2 ).
The entity server, (see figure 3), will
accept the student information and send
to him, using his e-mail, an attached file
contains a username and a password



that he/she can use to login into the site
and download a software (Entity
Student), (see figure 4), which he/she
need to install into his computer so that
he/she can use to register courses, add
and remove courses and change his/her
password. Additionally, with this
software (Entity Student SW) the

student can encrypt and decrypt files,
view course materials and he/she can
also send digital signed files using
his/her public key to the instructor such
as assignments, test, questions, etc.

-Figure 2: login and registration screen
in the SeS system

T — 3
Bulld Course Editf Debete Course Information Mes Students Uplosd Meberisl
Gourse Info

n:Counsem Lanusher

Lacturs Time

b SO Lishu DR 5 G, Tune T ) e il

Couren Duscription

oop
System Analysis
E-Commarcs

Save Cowrse Clear Text

Figure 3: entity server solution
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Course 1D : 10201909 Course Time :  10:00:00
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Course Lecturer : Dr. Osama Marie CourseDays:  Sun,Tue,Thu
Student Digta Signature : ]
Contimn Digitalsgnature ]
Submit

Figure 4: entity student software

Instructor in the educational institution
could use a software called entity
instructor to communicate with his/her
students, send to them assignment,
notes, receive from entity student
assignment, check the digital signature
of the entity student, and use this
software to build and launch new e-
materials(see  figure  5).
However, when the entity student
communicates with the entity server, an
authentication scheme will be verified
to insure security. These authentication
scheme will include a precise time test,
private and public key matching. When
the entity server successfully completes
the authentication scheme verifications,
the entity student can be allowed to
access the system and get what it
requested. Otherwise the entity server
will not allow the entity student to get
through the system.

course



student Information

Student ID z
First Name :

Last Name :

s: Ana@yahoo.com

digital signature : HAMDAN

Sent Signatue :  HAMDAN

this home work carme throw the original sender depending on his digitsl signatue that
ur servet, so you can start viewing it.

view caleulasl home work.

Figure 5: entity instructor software
solution

This model, SeS, proposes a solution
for the security problem of the e-
learning system. The SeS based on the
eXC model by Yau [2]. The eXC model
proposed a solution for the copyright
protection. The model the
hardware configuration of the student’s
computer to protect the copyright of the
organization’s recourses materials. It
supposes to provide a mechanism to
protect the learning material from
unauthorized distribution, and shows
how this mechanism can be integrated
in the operation model of online

uses

learning e-course providers. However,
this model for Yau [2] is not fully
protected. Hence, the student is able to
do the copying or saving of the e-
material using copy or save commands
within the operating system. However,
if the content of the e-Course includes
many different files, the student might
only be able to save one Web page at a
time ['*], and would have to call up the
save function many times in order to
get a complete copy of all the files of
the e-Course. Or, better yet, the student
or maybe an opponent may use some
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commands line based Web client that is
able of downloading Web content
recursively for example “wget” ["],
which can significantly speed up the
process of illegally copy the material.

This type of attack to a copyright
protection system is very common, and
can beat the system by creation illegal
copies of the e-content. Therefore, this
model that proposed by Yau need to be
modified and optimized to prevent this
type of making illegal copy of the e-
content of the courses. Additionally,
this model for Yau used the commercial
SET (Secure Electronic Transaction) to
perform all activities related to
encryption and decryption, which make
this model incomplete and ambiguous.

What the researcher is proposing will
prevent student from wusing all
commands used to save, copy, or move
the contents of e-course materials. The
student will not even select the text or
used the right click button of the mouse,
he/she wont be able to use all control
functions such CTRL + C or CTRL +
X. Additionally, with this proposed
system every thing will be shown and
briefly explain in minutes details, the
encryption, decryption, protocol and all
scheme used will be explained widely.
The following sections contain more
detailed description of the design and
software implementation for each of the
entities software that involved in the e-
learning process.



5. The Entity Server (server sde
face)

The SeS model software consists of the
server side application (entity server)
that performs the business and
education logic of the system. This
software (see figure 2) is the core
component of the SeS. It is responsible
for performing the requirement for
secure electronic transaction of e-course
processing at the server level.

The modular approach for the design
calls for the separation of work on
dedicated servers each has
functionality. Allocating the work in
this approach assures the highest
availability of resources and meets the
scalability needs. Consequently, the
educational institution
consists of two essential servers: the
web  server the
institution database server. These two
servers together form a logical entity
which can be called the entity server.
The Content of the entity server system
is designed for the administrator and
instructors to create and to launch e -

its own

environment

institution and

course materials.

There is a SeS sub-module, called the
Course Launcher, residing in the entity
server which is used for launching e-
The entity the
administration center of the whole
platform. It is used for handling student
registration, course registration, course

course. server is
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payment, managing encryption and
decryption, authorization and
authentications as well as course

materials hosting and downloading.

The entity server is the piece of
software that does the entire procedures
and operations in the e-learning model,
for example is accountable for entity
authentication, care of all e-learning
procedures and related rules. Therefore,
the entity server needs are as follows:

1. entity server should be
able to  achieve  entity
authentication

2. entity server should have

sufficient space memory to store
the entire databases, queries and
solutions.

3. entity server should give
a time-stamp service to record
the process

4. entity server  should
supply concurrent computer
links by a wireline technology.

6. Course Voucher and Course
Package Process

When the e-course launcher is used to
launch the e-course materials,
objects will be created: the course
package and the course voucher for
each e-course created.

two

Each course had a course voucher,
which contains related information to a
specific course such as course name,
course number and course contents
(index), prerequisite etc. It also contains



an encryption key which can be used
for decrypting the Course Package. This
means that, for viewing the e-course
material, student must have both the
Course Package and the Course
Voucher for the specific e-course. Once
the e-Course is successfully launched,
the Course Package will be distributed
over the network and could be
downloaded in an encryption form by
entity student.

When legal entity student request to

specific  e-course,
processes have to be done:

view a several

1. The course launcher will send
the course voucher encrypted
using the private key (Kpr) of
the specific course
concatenation with the course
package encrypted with a key to
the entity server.

2. The course voucher will be
encrypted using the private key
of the course (Kpr) and will be
stored in the courses database

within the database service
server.

3. The authorized entity student
can download the course

voucher, decrypt it using his
public key and then can get the
key for the specific e-course,

4. Entity student now can use this
key to decrypt the course
package and eventually view the
course material offline using his
own computer, (see figure 8).
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7. Digital Signaturefor Student

Each student completes the registration
and the fees payment will be granted a
public and private key (Digital
Signature), which he/she can use to
encrypt documents (Course Voucher,
Courses Packages, announcements,
courses details, grades, assignments
etc.) to send them to the entity server or
entity and to decrypt
documents, messages or files send to
him by the entity server or entity
instructor.

instructor

The RSA is a public-key cryptosystem
has been wused to present both
encryption and digital signatures
(authentication). Digital signatures are
generated through entity server, as well
as verified. Signatures are generated in
conjunction with the use of a private
key; verification takes place in
reference to a corresponding public key.
Each signatory (Registered student) has
his own-paired public (assumed to be
known to the general public) and



private (known only to the student)
keys. Because an authorized student
using his private key can only generate
a signature, the corresponding public
key can be used by anyone to verify the
signature.

Therefore, a digital signature uses
cryptographic technology to create an
electronic identifier, but it can be used
with any message, whether the message
is encrypted or not. Thus, digital
signatures can go together with an
unencrypted or an encrypted message.
Due to these criteria, a digital signature
can be trusted and used like a written
signature. For
student can use his digital signature
with a private key that he keeps to
himself. He then attaches this signature
to a document and sends it to the entity
server.  His key is
mathematically linked to a public key
that he posts on the entity server where
his public key is stored. The recipient
can then retrieve the sender's public key
and reverse the process to determine the
authenticity of the document.

example, an entity

private

The process for sending a digitally
signed encrypted message is similar. In
this case, the sender (entity server) must
retrieve the entity student’s public key
from a public key database. Then uses it
to encrypt the document and send it to
the student. The recipient then uses his
key to decrypt the
document, and with this mechanism the

own private
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entity server will be sure that only the
recipient student can read it, thus,

integrity, confidentiality and
authentication  will be  assured.
Additionally, the digital signature

provides another advantage, the non-
repudiation. In a cryptographic context,
the word repudiation refers to the act of
disclaiming responsibility for a message
(ie, claiming it was sent by a third
party). The mechanism strategy in the
SeS model insist that the student attach
a signature in order to prevent later
repudiation, since the instructional
organization may show the message to
a third party to reinforce a claim as to
its origin.

8. Student
(STPCLicensedll)

Potential student registers, fills the
required information (Student Profile),
pays fees and sends this information to
the entity server using the Web site of
the educational institution or any other
secure communication channel. The
entity server will receive and saved this
information in the students’ database.

Student now will be ready to register
the course(s) needed according to
his/her specification using the software
installed in his PC. He could invoke the
entity server to register the course. The
entity server will immediately perform
an authentication and authorization
process. During the student registration
process student’s profile will be
checked. A digital signature and a

PC’s License



private key will be added to the
student’s profile.

Through the installation, a public key-
pair is generated using RSA scheme. A
hardware profile copy the hardware
(serial number of student PC’s
motherboard) configuration of the
student’s computer is also generated.
The public key of the key-pair and this
hardware profile are both stored inside
a file called student PC’s License
(STPCLisence.dll).  Besides, some
personal information about the student
is also stored in this student PC’s
License. This makes the STPCL unique
to each computer. This License is then
sent to the entity server. The entity
server will verify this License, assign to
it an expiry date, and sign it digitally.
The server will send the signed License
back to the student’s computer. This
copy of student PC’s license will be
stored during the student invocation of
the server entity. This student PC’s
license will be checked when the
student request the e-course material for
viewing. All communication between
the entity student and the entity server
will be performed using encryption
techniques to  guarantee  secure
transferring of information between the
two sides.

9. Requesting and Viewing e
Course

When an entity student invokes the
entity server for viewing the course
material, the student PC’s License will
first be examined and checked if this
invocation is valid. The student will be

allowed to access and have an
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encrypted copy of the e-course material
if and only if the following conditions
are satisfied:

1. The student PC’s license file has
not been expired yet.

2. The student PC’s license file
had properly signed by the
server entity.

3. The software is invoked on the
computer on which it was
originally installed

During the invocation, a hardware

configuration profile of the entity
student’s PC will be generated to test
the current hardware configuration of
the entity student’s PC. This hardware
profile is compared with the hardware
profile that had been stored in the entity
student PC’s The third
condition will only be meted if the two
hardware profiles match.

License.

When an entity student registered an e-
Course, both the Course Package and
the Course Voucher will be under the
student’s  ownership.  Since the
encryption key to the Course Package is
contained in the Course Voucher, the
Course Voucher must also be protected
on the student’s computer. When the
Course Voucher is received from the e-
learning, it is encrypted with the
computer’s public key using the RSA
asymmetric cryptographic algorithm.
This public key is in fact the one stored
in the students PC’s License. After that,
encrypted Course Voucher received
from the entity server will be stored



encrypted in the student’s
computer. Since it is encrypted with the
public key, the
private key can only
decrypt it. The private key to this key-
pair is stored in some special location

on the student’s computer hard disk.

entity

computer’s using

computer’s

If all conditions are met the entity
student will be allowed to download the
course material to their own computers,
decrypt and view the material offline,
while making it difficult to perform
unauthorized copying (see figure 6 and

|e-Comrse: 1P|
17201411271318 1931 27 177016191211 142713 2321020 13
SE12 151418149 F21551020022919515 682019917 4151221 5181 51520
1

12 154014502025620 SR16 1215 56153 13152116500 16141 4209
19525140619200 14151093205 252

12 15549651420 5813 91 143530506 196153 131521 1652019181 41420
S5EL1BSD 1BL18Z0I1B5159920193 .3

13 155A5G51430 53 IF15Z11GS20091821 S1A1F20ER 209

H2AR1311 2161954

25 65140 BEI0 5153161320211851% 1025500 1324{181234181 5141
41513206123518

Hnz

1B2SIFSLF GLS1IE0GIZISIALY

B1S2FA01E] S1901 18 20515 H149201921 16203159191415
1B181671511810131 4144 201 182020121 519 4152015 5161185203
1315311652019161 4144 65149 5209 19153161314151451920
JA52996132021 18521 519191821 519 4151320612351820 155166181815
133192092292019%51 41420 1911911 15132061 Z35189 1918315520

Decrypt

Figure 6: the encrypted e-course ready
to be decrypted and viewed
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Figure 7: viewing the decrypted e-
course material

Additionally, the Computer License is
designed to have an expiry date, and the
average lifetime of the students PC’s
License is six months. Before a
Computer License expires, the entity
server will keep track of students’
Computer Licenses, it will make sure
that there is only one valid student PC’s
License for each entity student. In a
case where an entity student cheats and
request for the student
License, or the student’s private key is
compromised, the old student License
will be cancel, however, the student
have to pay the registration fees once
time again if he want to have another
copy of the e-course material.

re-issuing

10.  Online
Assignments

Submission  of
The online learning system involves a
variety of communication flows
between the entity server and remote
entity student, each of which may have
different security requirements:

e general broadcasts (e.g. lectures,
module material);

e student-specific (e.g.
assignment, grades);
e submission (e.g. work for

assessment);
e interactive (e.g. tutorials).
To make the communication between
the entity student and entity server more



trustee for both side, each entity student
will be granted a unique public key.
This public key must be used by the
entity student to digitally sign every
document he/she sends to the entity
server.

The SeS system will help students to
solve and submit student homework
assignments encrypted using their own
private key. This will give great
opportunity to e-education institute to
force their students not to repudiate any
document sent by them with their own
private signature.

10.1 Digital Signature For Student

In the past, people perform their
signature by signing a name or affixing
a seal on a document to build the
related rights and duties ['*]. Hence,
now we are lining in the age of Internet,
e-commerce and e-government, the use
of digital signature is very important.

° Public Key Signature
To provide for integrity, strong data

authenticity and non-repudiation of all
directory information is important to
achieve some security features. In this
way the student and organization can be
sure that he/she is talking to the trusted
directory when retrieving information.

Digital signatures can be used to
implement three important security
services:
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e Authentication — ensures that a
principal is really who he/she
claims to be.

e Data authentication — ensures
that the data origin cannot be
forged.

e Data integrity — ensures that no
modification of data has been

performed by unauthorized
principals.

e Non-repudiation — ensures that a
principal cannot deny

performing some actions on the
data (e.g. authoring, sending,
and receiving).

Each entity student will be granted a

digital signature that he must use to
sign every document he sends to the
entity server. This digital signature will
be based on the RSA public key
signature. Since entity student will be
given two keys: public and private key.
Using these two keys entity student will
encrypt a secret word that is only
known to him/her and chosen by
him/her. This encrypted word will be
sent to the entity server and be stored in
the student database table to be checked
and compared whenever entity student
send each signed document. The
following steps illustrate the public key
signature scheme used in the SeS:

Suppose ES: entity server, EC: entity
student, M: message

EC: ( dEC, n )=Private key for Entity
student



(Xword) / entity student will
select any secret word only known to
him/

EC—ES: C= EKpr (Xword)
ES: M= DKpu(xword)

The above Public key signature can be
explained as follows :

1. the RSA public key encryption
will be wused to generate a
private key for the entity student

(NEC , dEC) . Now student

assume to recall a secret word
that is only known to him.

2. Entity student send to entity
server the secret word encrypted
using his private key (dEC) so
as to be used for verifying
signature and documents or
messages send by entity student.

3. Entity server will decrypt the
secret word (XXX) using the
entity server public key (eES)
and store it the student database
table.

4. Now whenever an entity student
sends a signed document,
his/her  signature will be
compared with his/her
decrypted secret word which has
been stored in the student
database table.

Conclusion

E-educational institutions organizations
have to present innovative approaches
in its e-educational process. Effective

adoption of e-education system has to
be comprehensive and should include
all aspects of security regards
organizations and students alike

The e-learning security measures
include the formulation and
implementation of a policy for server
security, configuration access control,
users’ access control and login
passwords, in conjunction with public
and private key  cryptographic
techniques, which used to achieve user
authentication, provide a safeguard
against attacks, and prevent non-
repudiatory usage of system by
legitimate students. These techniques in
result will allow data integrity and
confidentiality of the organization
recourses
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Automatic Essays Scoring (AES)

Hamzeh Mujahed, Labib Arafeh,
Al-Quds Open University , Al-Quds University

Abstract:

An Automated Essays Scoring (AES) system has been developed. The idea
behind the proposed AES is to grade the essays by identifying the main keywords
in the essays and their synonyms, and processing these keywords using modelling
approach-based techniques including Fuzzy Logic, Clustering, and Neuro-Fuzzy.
Currently, the developed AES can identify up to 15 keywords, each of which has
up to 4 synonyms. A 100-word history essay has been used to test the AES. 1080-
data sets have been constructed using 13 questions. The obtained average
correlation coefficient between actual and predicted marks has a value of 0.9963
for training and 0.9937 for the testing data sets. Whereas, the Mean Absolute
Percentage Error (MAPE) average value obtained is 0.0404 for the training and
0.0405 for the testing sets. These preliminary promising results demonstrate the
adequacy of adopting the modelling techniques in solving the automated scoring
systems. Further investigation is currently accomplished to take the order of
words and negations issues into account.

Key words: AES, Fuzzy Inference, Scoring, Neuro-Fuzzy

1 I ntroduction

Automated Essay Scoring (AES) can themselves bogged down in their
be defined as a computer technology attempt to provide consistent
that evaluates and scores the written evaluations and high  quality
prose (Dikli ,2006). AES systems are feedback to students within as short a
now appearing in the educational timeframe as is reasonable. The
institutions, and are increasingly efficiency AES holds a strong appeal
being accepted as a way of to institutions of higher education
efficiently grading large numbers of that are considering using
essays (Williams, 2006).In standardized writing tests graded by
educational institutions, when large AES for placement purposes or exit

numbers of students' answers are
submitted at once, teachers find
51



assessment purposes(Wang et al,

2007)

The growth of e-Learning systems
has increased greatly in recent years
due to the demand by students for
more flexible learning options and
economic pressures on educational
institution, which see technology as a
cost saving measure.One of the
major aspects of developing e-
Learning systems is how to assess
students knowledge based on essay
type answers(Oriqat, 2007).The
result of growth in e-Learning

2 Related work

A number of studies have been
conducted to assess the accuracy
(measurement of the degree of
agreement between actual marks and
predicted marks) of the AES systems
with respect to writing assessment.
The results of several AES studies
reported high agreement rates
between AES systems and human
raters. AES systems have been
criticized  for lacking human
interaction, and their need for a large
corpus of sample text to train the
system. Despite its weaknesses, AES
continues attracting the attention of
public schools, universities, testing
companies, researchers and
educators (Dikli, 2006).
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systemss led to number of studies
conducted to assess the accuracy and
reliability of the AES systems with
respect to writing evaluation. The
results of several AES studies reported
high agreement rates between AES
systems and human raters. AES
systems have been criticized for
lacking human interaction, and their
need for a large corpus of sample text
to train the system. Despite its
weaknesses, AES continues attracting
the attention of public schools,
universities,  testing  companies,
researchers and educators (Dikli,
2006).

One of the main studies at A-1-Quds
University (Oriqat, 2007
concentrated on using fuzzy logic to
score the short essays based on short
answers by determining five main
keywords and synonyms (inputs).
These inputs have been processed by
developing models based on fuzzy
and Neuro-Fuzzy approaches. The
obtained result from the models was

promising and  showed  high
agreement between actual and
predicted marks. Our  Fuzzy

Automated Essays Scoring System
(FAESS) is represented in fig. (4.1).
have pre-process stage to
determine the fifteen main keywords
and synonyms necessary for the

w¢E



systems to predict the mark for
longer answers. The main difference
between the two approaches relies on
number of keywords which are
important factors to deal with longer
answers. Also in our work we have

concentrated in scoring the essays on
content dimension and we have
explored the importance / impact of
words' order in the sentence and we
have also explored negation's issue
in the sentence, and ways to solve.

3. Fuzzy Inference System (FIS)

Fuzzy Inference Systems are
currently being used in a wide field
of applications. In recent years, fuzzy
modeling technique have become an
active research area due to its
successful application to complex
system model, where classical
methods such as mathematical and
model-free methods are difficult to
apply because of lack of sufficient
knowledge (Priyono, 2005 ). One
popular approach is to combine
fuzzy  systems  with learning
techniques derived from neural
networks; such approaches are

There are two most used types of
Fuzzy Inference System (FIS):
Mamdanis' and Sugenos'. These two
types of inference systems vary

IF (KW, isMF)) and (KW, isMF) and ....

MF,)........ (1)

Where i = 1 to m represent the i"
keyword. m = 15, number of

keywords

usually called Neuro-fuzzy systems
(Singh, et al, 2005). For the most
complex system  where few
numerical data exist and only
ambiguous or imprecise information
may be available, fuzzy reasoning
provides a way to understand system
behavior by allowing us to
interpolate approximately between
observed input and output situation.
Reasoning  based on  fuzzy
approaches has been successfully
applied for inference of multiple
attributes containing imprecise data.

somewhat in the way the outputs are
determined. The general formula for
the rules in our developed Mamdani
type are:

.and (KW, isMF;j) THEN (Mark is

MF;j is the jth membership function
where j=1 to 7; and k= 1 to 17
represent the k™ output membership



function for the predicted mark, and
KW is the abbreviation for keyword
or one of its synonyms.

For Sugeno FIS, it is similar to the
Mamdani method in many respects,

R : IF (KW, isA,) and ... and (KW, is A,,) THEN Y= a,KW,, ...

Where R; (I =1, 2, ..., ¢ ) denotes
the ™ fuzzy rule, are the input
(antecedent) variables,

Y, are the rule output variables,4;;,
., A;my are fuzzy sets defined in the

antecedent space, and

4. The Developed Models

The general block diagram in Fig.
4.1 shows the general architecture
for the AES developed models. In
the pre-process stage, we have

defined the questions and its
reference answers, identified the

Data Set

Pre-process KW1 — KW15

the main difference  between
Mamdani and Sugeno is that the
Sugeno output is usually a linear
function . A typical rule in a Sugeno
fuzzy model has the form:

@y, ..., iy, G are the model
consequent parameters that have to
be identified in a given data set. Fig.
3.1 below show the general block
diagram for developed models.

system constraints, and determined
the main keywords and synonyms to
be ready for the input to the fuzzy
system.

Predicted
Marks

Fuzzy system Output

Figure (4.1) AES general block diagram

In the following section, three
models based on fuzzy and Neuro-
fuzzy have been constructed on 1080

data set collected from students
answers related to historical topic.



4.1 Multiple Input Single
Output (MISO) Mamdani
M odel

The MISO model have fifteen input
, each input represent one main
keyword or its synonyms and each
input have number of membership
functions each  function
correspond to a weighting value from
an answer document that are suitable
to the input.

WweEre

Table 4.1 shows the results obtained
for training and testing data for each
answer set. The average results for
all data set also calculated. Some
results obtained for testing data set
are better than the results obtained
from trained data that is because we
have training a general model for all
sets.

Table4.1:M1SO Mamdani model results
Question | Training/Testing Training Testing
No. answers Corr. MAPE RMSE Corr. MAPE RMSE
1 67/33 0.9901 | 0.128 0.069 0.994 0.0688 0.075
2 46/24 0.99 0.088 0.809 0.9923 0.106 0.069
3 40/20 0.99 0.1393 | 0.0796 0.995 0.1182 0.11
4 53/27 0.996 | 0.0921 0.063 0.9928 0.184 0.087
5 73/37 0.934 0.115 0.178 0.9934 0.264 0.095
6 120/60 0.995 0.074 0.04 0.993 0.2406 0.0715
7 67/33 0.985 0.022 0.0528 | 0.9378 0.0410 0.1998
8 33/17 0.948 | 0.0319 0.116 0.9795 0.0229 0.1045
9 33/17 0.9959 | 0.1267 0.085 0.9877 0.049 0.1159
10 40/20 0.993 0.207 0.083 0.9928 0.1291 0.1477
11 53/27 0.994 0.097 0.0656 | 0.9777 0.1932 0.1906
12 33/17 0.994 | 0.0969 0.084 0.9901 0.1029 1159
13 60/30 0.987 0.021 0.05 0.9539 0.0345 0.1782
Average 0.984 | 0.0953 | 0.13653 | 0.9830 | 0.119554 | 0.120008

The results obtained in table 4.1 are
and  the
correlation between predicted and
actual mark approximately more than
0.95 which best describe the
agreement between actual and

promising average
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predicted marks. Fig. 4.2 shows a
sample of the agreement plot
between actual and predicted marks
related to one of the questions (TR6
data set).




General Mamdari “ | LoadbData | | ClearAlldata | | Exit |

Actual %s Predicted marks
25 T |

20

15
= 10
=
5
a
5 I I I I I I
a 20 40 =18 80 100 120
Answer
Information Measurments
Question Name Ho. of Answers Correlation MAPE RMSE
TRE.dat 120 0.995485 0.0729673 0.0394869
Figure (4.2): MISO Mamdani Model plots for TR6 dataset
The stars in fig.4.2 represent the 4.3 shows the correlation
actual marks; whereas the squares measurement between training and
with line connected each square testing data.

represent the predicted marks. Fig.

Correlations (Mamdani)

0.98 4
0.96 + @ Training
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0.92 4
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Correlation
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Question No.

Figure (4.3): Correlation results for MISO Mamdani model
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4.2 Grid Partition Sugeno
with back propagation
optimization Model

The difference between mamdani
and sugeno FIS lie in the consequent
of the fuzzy rules and hence the
agrregation  and
procesure accordingly. Table 4.2

defuzzification

the results obtained for
training and testing data for each
answer set. The average results for

all data set also calculated

shows

Table4.2: Grid partition Sugeno model results
Question | Training/Testing Training Testing
No. Corr. MAPE | RMSE Corr. MAPE | RMSE
1 67/33 0.9952 | 0.0829 | 0.048 0.9966 | 0.0381 | 0.0572
2 46/24 0.9939 | 0.0798 | 0.0654 | 0.9945 | 0.0987 | 0.0811
3 40/20 0.9664 | 0.341 0.2074 | 0.9973 | 0.0628 | 0.084
4 53/27 0.9969 | 0.0743 | 0.0569 | 0.9972 | 0.0879 | 0.0543
5 73/37 0.976 0.1943 | 0.1093 | 0.9835 | 0.2738 | 0.1504
6 120/60 0.9954 | 0.0729 | 0.0394 | 0.997 0.1088 | 0.0467
7 67/33 0.9914 | 0.0181 | 0.0399 | 0.9945 | 0.0197 | 0.0599
8 33/17 0.9879 | 0.0193 | 0.0569 | 0.9883 | 0.0181 | 0.079
9 33/17 0.9931 | 0.1443 | 0.1102 | 0.9927 | 0.0388 | 0.0892
10 40/20 0.9961 | 0.1269 | 0.0632 | 0.9975 | 0.0551 | 0.0861
11 53/27 0.9931 | 0.1047 | 0.074 0.9819 | 0.2033 | 0.1718
12 33/17 0.9959 | 0.0941 | 0.0731 | 0.9218 | 0.3295 | 0.3213
13 60/30 0.991 0.0179 | 0.042 0.9933 | 0.0209 | 0.0682
Average 0.9901 | 0.1054 | 0.0758 | 0.9873 | 0.1042 | 0.1037
Fig. 4.4 shows the correlation correlation values of an average

measurement between training and
testing data. The preliminary result

looks  promising  with  high
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value 0.9873. This in turns indicates
the high performance for the
developed model.



Grid Partition Sugeno Model
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Figure (4.4): Correlations for Grid partition Sugeno model

4.3 Sugeno Sub-clustering
model

The purpose of subtractive clustering
is to identify natural grouping of data
from a large dataset to produce
concise representation of a systems
behavior. The

clustering model was build using
1080 dataset for training and testing
the model. Table 4.3 shows the
results obtained for training and
testing data for each answer set

Table 4.3: Sugeno sub-clustering model results

Question | Training/Testing Training Testing
No. Corr. MAPE RMSE Corr. MAPE RMSE
1 67/33 0.9968 0.0659 0.039 0.9976 | 0.0292 | 0.048
2 46/24 0.9949 0.0728 0.0593 0.9973 | 0.0349 | 0.0563
3 40/20 0.9984 0.039 0.0447 0.9985 | 0.0339 | 0.0622
4 53/27 0.9985 0.0349 0.0392 0.9978 | 0.0663 | 0.048
5 73/37 0.9976 0.036 0.0344 0.9985 | 0.0547 | 0.044
6 120/60 0.998 0.0324 0.0258 0.9979 | 0.079 0.0386
7 67/33 0.9936 0.0165 0.344 0.9598 | 0.0299 | 0.1614
8 33/17 0.9894 0.0185 0.0534 0.9898 | 0.0172 | 0.0739
9 33/17 0.9985 0.047 0.0507 0.9941 | 0.0347 | 0.08
10 40/20 0.998 0.0620 0.0449 0.9984 | 0.0465 | 0.0682
11 53/27 0.9978 0.0428 0.0414 0.9977 | 0.0487 | 0.0615
12 33/17 0.998 0.0417 0.0511 0.9964 | 0.0336 | 0.0695
13 60/30 0.9934 0.0163 0.0361 0.9954 | 0.0187 | 0.0568
Average 0.9963 0.0404 0.0664 | 0.9937 | 0.0405 | 0.0668
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Fig. 4.5 shows the correlation
measurement between training and
testing data. An agreement value

(Correlation) shows a value of
0.9963 for trained data subset and
0.9937 for untrained (testing) data.

Correlations (Sub-Clustering Sugeno)

0.99 -
0.98 -
0.97
0.96 -
0.95 -
0.94
0.93 -

Correlation Value

1 2 3 4 5 6

7

Question No.

@ Training

m Testing

8 9 10 11 12 13

Figure (4.5): Correlations results for Sub-clustering Sugeno model

To investigate further in the
development of models and to
improve the results obtained, we
cascade more than model to produce
hybrid model. When we cascade two
models, the average correlation
obtained for training data is
approximately equal the correlation

5 Discussions
We have developed three basic

models based on fuzzy and Neuro-
fuzzy system to train and test the
AES system. The preliminary results
obtained are promising in general.
The correlation value for the thirteen
dataset (Questionl to
question 13) of the 1080 sets are

answers
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for other models, that’s because the
average  correlation  for  our
developed models are high . The
results of cascade two models are
very good and show high agreement
(correlation) between actual and
predicted marks.

clearly used to check the models.
The graph represented in Fig. 5.1
shows that Sugeno Sub-clustering
technique produced the best results,
while MISO Mamdani model
produced a very good results but
have the least performance compared
to the other developed models.



Average Correlation for developed models
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Figure (5.1): Average Correlation for the developed models

6 Conclusions
The work on this paper concentrated

on developing a system for AES
purpose.  Therefore, have
explored the integrated and adaptive
Neuro-fuzzy approach. The
developed AES based on input,
process and output. The input is the
assessed subject that is related to
historical subject, the output will be
the predicted marks. we used FIS and
learning  approaches to
develop our three models. The
comparison between three
models using average results of
RMSE, and MAPE
using Sugeno sub-

weE

neural

our

correlation,

shows that
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clustering model produced the best
result. The preliminary results
obtained from our models are
promising and shows the capability
to adopt it in AES systems.Further
testing and comparisons with other
AES systems will be
accomplished and published.

similar

Currently, we are enhancing our
developed models to take the
negation and the order of words into
accounts. Further more, an online
AES system will be uploaded and
tested by several colleagues each
with his/her own essay.
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Abstract

At this study, two kinds of models have been developed, namely the Single Input Single Output,
SISO, and Multiple Input Single Output, MISO. These two developed approaches depend on the
Fuzzy based techniques including integrated and adaptive Neuro-Fuzzy approaches, and have
been compared to represent the Short Term Load Forecasting, STLF, models.

Different models for SISO and MISO have been developed using the training data, such as,
Sugeno Fuzzy Inference System with different optimization techniques including Hybrid and
Back-propagation optimization techniques, Sugeno model using the Subtractive Clustering, and
finally Sugeno cascaded model using Subtractive Clustering and Hybrid optimization
technique.

The developed models have been integrated with a stand-alone application with Graphical User
Interface, GUI. The developed Electric Power Load Forecasting System, EPLFS, can be
accessed online to predict the power load.

The preliminary and promising results indicate the suitability and adequacy of the developed
models depending on the Fuzzy approach to solve the short term load forecasting using the time
and weather variables

K eywor dSs—ANFIS, STLF, Subtractive Clustering, Sugeno.

1. Introduction

Load forecasts (LF) is an important component of power system operation and
planning involving prognosis of the future level of demand to serve as the basis
for supply-side and demand side [1]. Precise load forecasting helps the electric
utility to make unit commitment decisions, reduce spinning reserve capacity
and schedule device maintenance plan properly [2].

LF can be divided into three main categories according to [3]. These
categories are Long-Term Load Forecasting, LTLF, Mid-Term Load
Forecasting, MTLF, and Short-Term Load Forecasting, STLF.

STLF cover an interval ranging from an hour to a week [3]. For STLF several
factors should be considered, such as time factors, and weather data. STLF is
important for different functions such as unit commitment, economic dispatch,
energy transfer scheduling and real time control.

In this research, different modeling techniques for the short term load
forecasting problem have been explored. Different measures have been used to
check the adequacy of the developed models, these measures include the
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Correlation Coefficient (CC), Mean Absolute Percentage Error (MAPE), and
Root Mean Square Error (RMSE).

Two kinds of models have been developed, namely the Single Input Single
Output, SISO, and Multiple Input Single Output, MISO. These two developed
approaches depend on the Fuzzy based techniques including integrated and
adaptive Neuro-Fuzzy approaches, and have been compared to represent the
STLF models. Real historical data profiles for two years (2006 and 2007) have
been used to develop and test these proposed models. These data profiles were
provided by Jerusalem District Electric Company (JDECO), and the Palestinian
Meteorology Office (PMO).

A pre-processing stage has been accomplished for the collected data. The bad
data and outliers in the collected data identified and removed. In order to
develop and test the models, we have divided the data using a cross validation
algorithm to training and testing datasets (75% of the available historical data
profiles have been used for training and 25% for testing).

In Developing the SISO models the time parameter was considered as an
input, while in MISO models three inputs have been considered namely, Time,
High and low Temperatures. For the two kinds of models, the power load was
the output.

Different models for SISO and MISO have been developed using the training
data, such as, Sugeno FIS with different optimization techniques including
Hybrid and Back-propagation optimization techniques, Sugeno model using the
Subtractive Clustering, and finally Sugeno cascaded model using Subtractive
Clustering and Hybrid optimization technique to improve the models outcome.
These models have developed using the Fuzzy toolbox in Matlab 2008.

These models have been integrated with a stand alone application with GUI
called "Electric Power Load Forecasting System, EPLFS". This application has
been developed using the Matlab 2008 GUI toolbox. Load forecasting can be
done using this system, so one can load datasets saved in a text file, obtain the
forecasted load using the developed models, plot the predicted power loads and
the actual ones if known, and evaluate the predicted output by calculating the
various measures used including the CC, MAPE and RMSE.

The EPLFS has been tested using the obtained power load historical profile
for the year 2008 and used as the actual load. The system has been used to
predict the load for one day and one week ahead using the developed models.

The organization of his paper is as follows. Section II describes the data
provided. In addition, the analysis and of data and preprocessing is also
presented. Section III presents and reviews the currently available fuzzy-based
modeling techniques. Section IV covers the implementation and development
steps that were followed to explore the use of soft computing approaches for
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STLF. The results of the developed models presented in section V. Section VI
summarizes and concludes the paper.

2. Data Description

2.1 Data Sources

Developing any supervised-based soft computing model needs pairs of data
(inputs and output), and in order to have a reliable STLF models that best
represents the trends of these input and output data, we need reasonable actual
sets of data composed of the electric power load as an output for a certain time
during a day with known weather conditions as an inputs for a specific line that
provides a chosen area.

The sources of the available datasets profiles are Jerusalem District Electric
Company (JDECO) and Palestinian Meteorology Office (PMO). The provided
power historical data profile includes the time and the corresponding power
load at that time, while the weather historical data profile includes humidity,
highest temperature, and lowest temperature for each day.

2.2 Data Preprocessing

The selection of the training datasets from the available data significantly
affects the forecasting results, and to achieve a reliable and a more
comprehensive approach to load forecasting, the days which have similar load
and historical temperature values should be chosen to train (develop) the
models [4].

Many factors affect the success of model training on a given task. The
representation and quality of the instance data is first and foremost [5]. If there
is much irrelevant and redundant information present or noisy and unreliable
data, then knowledge discovery during the training phase is more difficult.

In our research, pre-processing stages have been accomplished for the
collected data. These stages are as shown in Fig. 1. They are, obtaining
historical profiles, input variables selection, bad data and outliers detecting and
removing, time formatting, and cross validation.
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A

Fig. 1: Data Preprocessing Procedure Stages.

In the second stage, the time, power load, and temperature elements (low and
high temperatures) have been selected to train the models. After that an existing
algorithm for detecting and removing the outliers from the historical profiles
has been used, and a manual procedure has been followed for detecting and
removing the bad data such as the zero loads. Time formatting in the fourth
stage is necessary since the input to the models should be a real number format
and not in a time format (hour: minutes) as provided to us. Finally, a cross
validation technique has been applied to divide the datasets into training and
testing datasets.

Fig. 2 depicts a sample for detecting the outliers for (two months 7/2006,
7/2007) which was used to develop our July models before removing the
outliers.

Normal vs. Preprocessed Signal "'01-02/07/2006"

N outliers

18 15 22 20 36 43 50 57 64 71 78 85 92 99 106 113 120 127 134 141

Sample No

Fig. 2: The Original Dataset Before and After Removing the Outliers.
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The figure shows the original signal for the first two days of the datasets (01-
02/07/2006). Three clear outliers which have been detected and removed were
circled.

2.3 Extra Testing Datasets from the Year 2008

In order to test our developed models using new unseen datasets, new profiles
have been obtained for the year 2008 from JDECO and PMO for using the
developed models to predict the power load for one day and one week. A small
two samples selected to test the developed models. The first one is for one week
from July (01-07/07/2008) to test the general July and Summer MISO models.
The second datasets are for one week from May (0-07/05/2008) to test the
general May and Spring MISO models.

3. Neuro Fuzzy Inference Systems

3.1 Fuzzy I nference Systems

Fuzzy Inference Systems (FISs) are also known as fuzzy rule-based systems
[3], fuzzy model, fuzzy expert system, and fuzzy associative memory. This is a
major unit of a fuzzy logic system. The decision-making is an important part in
the entire system. The FIS formulates suitable rules and based upon the rules
the decision is made.

The basic FIS can take either fuzzy inputs or crisp inputs, but the outputs it
produces are almost always fuzzy sets. When the FIS is used as a controller, it
is necessary to have a crisp output. Therefore in this case defuzzification
method is adopted to best extract a crisp value that best represents a fuzzy set.

FIS consists of a fuzzification interface, a rule base, a database, a decision-
making unit, and finally a defuzzification interface. A FIS with five functional
block described in Fig. 3.

Fig. 3: Fussy Inference System [10].

The most important two types of fuzzy inference method are Mamdani’s
fuzzy inference method, which is the most commonly seen inference method.
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This method was introduced by Mamdani and Assilian in 1975 [6]. Another
well-known inference method is the so-called Sugeno or Takagi—Sugeno—Kang
method of fuzzy inference process. This method was introduced by Sugeno et
al. in 1985 [7]. This method is also called as TS method.

A typical fuzzy rule in a Sugeno fuzzy model has the format [8]:

IFxis Aandyis B THEN z = f(x, y) (1)

Where 4B are fuzzy sets in the antecedent; Z = f(x, y) is a crisp function in the
consequent. Usually f(x, ) is a polynomial in the input variables x and y, but it
can be any other functions that can appropriately describe the output of the
system within the fuzzy region specified by the antecedent of the rule.

For STLF a typical rule in a MISO Sugeno fuzzy model with three inputs
(Time, HiTemp, LowTemp) and one output (PowerLoad), has the form [8]:

If Time is Time; and Hi-Temp is HiTempy and Low-Temp is LowTemp,, then
PowerLoad = p; Time;j+q; HiTemp;+ riLowTemp+ s; 2)

Where (;) represent the time input MF, (i) represent the high temperature
input MF, and () represent the low temperature input MF. The terms p;, ¢,, 7, s;,
indicate the consequent parameters which determined through the training
process.

3.2 Adaptive Neuro Fuzzy I nference Systems

In fuzzy modeling, the membership functions and rule base are generally
determined by trial-and-error approaches. Although this approach is
straightforward, the determination of best fitting boundaries of membership
functions and number of rules are very difficult. In order to calibrate the
membership functions and rule base in fuzzy modeling, the neural networks
have been employed by researchers [9]-[14]. This system has been called fuzzy
neural, neuro-fuzzy or adaptive network based system. The key properties of
neuro-fuzzy systems are the accurate learning and adaptive capabilities of the
neural networks, together with the generalization and fast-learning capabilities
of fuzzy logic systems.

ANFIS constructs a fuzzy inference system (FIS) whose membership
function parameters are adjusted using either a backpropagation algorithm
alone, or in combination with a least squares method. This allows the fuzzy
systems to learn from the data they are modeling. The purpose of ANFIS is to
integrate the best features of Fuzzy Systems and Neural networks.
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The Least-Squares (LSQ) optimization algorithm [15]-[17] is a mathematical
optimization technique that attempts to find a function which closely
approximates a given dataset. It tries to minimize the sum of the squares of the
ordinate differences between points generated by the function and
corresponding points in the dataset.

The Hybrid Learning (HL) algorithm [10] and [18], which combines the
Gradient Descent (GD) and the LSQ algorithms, is one of the widely used
algorithm in the literature to identify the parameters of the ANFIS. In the HL
algorithm procedure, there are two passes which are called forward pass and
backward pass. In the forward pass, functional signals go forward until the de-
fuzzy layer and the consequent parameters are identified by the LSQ algorithm.
In the backward pass, the error rates propagate backward and the premise
parameters are updated by the GD algorithm.

Back-propagation learning algorithm, or propagation of error, is a common
method of teaching artificial neural networks how to perform a given task. It is
a very powerful method to adjust the weights of the neural network It was first
described by Paul Werbos in 1971 which he published in his doctoral thesis
[19], but it wasn't until 1986, through the work of [20], when Rumelhart et al,
rediscovered this technique, that it gained recognition, and it led to a
“renaissance” in the field of artificial neural network research.

3.3 Data Clustering

Data Clustering is considered an interesting approach for finding similarities
in data and putting similar data into groups. Clustering partitions a data set into
several groups such that the similarity within a group is larger than that among
groups [18]. The idea of data grouping, or clustering, is simple in its nature and
is close to the human way of thinking; whenever we are presented with a large
amount of data, we usually tend to summarize this huge number of data into a
small number of groups or categories in order to further facilitate its analysis.

Four of the most representative off-line clustering techniques frequently used
in [3]:

1. K-means (or Hard C-means) Clustering,
2. Fuzzy C-means Clustering,

3. Mountain Clustering, and

4. Subtractive Clustering.

Mountain Clustering, proposed by Yager and Filev [18]. This technique
calculates a mountain function (density function) at every possible position in
the data space, and chooses the position with the greatest density value as the
center of the first cluster. It then destructs the effect of the first cluster mountain
function and finds the second cluster center. This process is repeated until the
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desired number of clusters has been found.

Subtractive clustering, proposed by Chiu [18]. This technique is similar to
mountain clustering, except that instead of calculating the density function at
every possible position in the data space, it uses the positions of the data points
to calculate the density function, thus reducing the number of calculations
significantly.

4. Implementation and EPLFS Development

4.1 |mplementation

In system modeling and identification, the important steps are to identify
structure and parameters of the system based on the available data. The
structure identification itself can be considered as two types, identification of
the input variables of the model and the input—output relation. Most of the
modeling approaches consider the input variables as a known priori and hence
only the input and output relation has to be found [23].

In order to deeply study the effect of the temperature in the Short Term Load
Forecasting (STLF), two kinds of models have been developed, SISO and
MISO models. For the SISO models that shown in Fig. 4 the time has been used
as the input for the models and the power load at that time has been used as the
output.

Fig. 5: MISO Sugeno FIS Model Architecture

In the MISO models which shown in Fig. 5, three variables (Time (T), High
Temperature (HT), and the Low Temperature (LT) for that day) have been used
as an input for the developed models, and the power load at that time was
considered as the model output.
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The results in Table I show that the input variable temperatures have a
considerable effect on load forecasting. The results in the table are for the two
kinds of models, SISO and MISO Sugeno models with hybrid optimization.
The adequacy of the two developed models has been checked using the CC and
two error measures; MAPE, and the RMSE.

Table I: Temperature Effect on Load Forecasting.
Errors Measures

Type of No. of

Model MFs Dataset

cc MAPE RMSE

Training 0.9815 | 0.0257 0.0769
MISO 1277

Testing 0.9719 0.0324 0.1715

Training 0.9106 0.0667 0.1662
SISO 12

Testing 0.9085 0.0656 0.3045

The proposed models are to be trained with the obtained historical data
profiles from JDECO and PMO before testing them. The first step for training a
model is obtaining an accurate historical data. In addition, data should be
chosen that is relevant to the model. Several models have been developed such
as, Sugeno with different optimization techniques, Subtractive Clustering, and
finally Subtractive Clustering cascaded with Hybrid optimization technique to
improve the developed models.

Fig. 6 illustrates a general developing "training" block diagram of our models.
It consists of three main stages.

Pre
Processed Predicted

Training  ——N] Soft Computing Power Gt
Datasets ‘/ Models Loads

Time, HiTwp
Updating the Mgdels' Parameters
(Type and No. of MFs)

LowTnp Load)

Checking
Adequacy
of Resuls

Actual power Load

Fig. 6: A General Block Diagram for Developing/Training Soft Computing Models

These stages can be summarized as follow:
1. The first stage is pre-processing the input datasets for the system.
These datasets include four elements; three of them are inputs;
namely, the time, the high temperature, and the low temperature of the
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day and one output (the actual loads).

2. The second stage is concerned with various soft computing models
that have been developed. SISO/MISO models will be developed
using different techniques (Hybrid and Back-propagation optimization
techniques, Subtractive Clustering and finally by cascading two
models). The same datasets (Training and Testing) have been used in
developing all the models.

3. The third stage checks the adequacy of the developed models to
demonstrate their performance.

Three measures according to Basbous in [3] have been used to effectively
check the adequacy of results, and these measures illustrated bellow:
1. The CC measure between actual and predicted power loads. It indicates the
strength and direction of a linear relationship between the forecasted and
actual loads and calculated by [8]:

CC_U,: 1— thvl (yi B xi))z
> =)

(3)

where yi : is the ith actual data,
y : is the average of all actual data,
x; : 1s the ith predicted data.
N : is the number of data points under consideration.

2. The Mean Absolute Percentage Error (MAPE), which has been traditionally
used to measure accuracy in load forecasting [2]. It captures the
proportionality between the forecast error and the actual load. The MAPE
is calculated by [2]:

Yi— %
Yi

1;’]0% )

*

MAPE= ZN 1

3. The Root Mean Square Error (RMSE), which is used to evaluate the error
(differences) between the forecasted and actual loads. The general form of
the RMSE equation for the actual power loads (Y) and the predicted ones
(X) in given by [24]:
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RMSE= \lz l(yi _xi)

(VD

(3)

In order to obtain the best results from the developed models, the model
parameters (type and number of membership functions) need to be updated and
determined manually to be fixed for the all models as shown in Fig. 6. The
predicted loads will be measured against the actual marks and the system
parameters will be altered to find the best outcome. We have been tried several
Membership Functions (MFs) including: Gaussian Curve, Generalized Bell,
Trapezoidal and Triangular. Table II lists the results that obtained form a July
SISO model with different MFs and the same parameters (No. of MFs, hybrid
optimization technique, training datasets and testing datasets).

Table II: Results for a July SISO Model with Different Types of MFs.
Training Dataset Errors

No. of
Type of MF Dataset
P MFs

cc MAPE RMSE

Training 0.9104 0.0667 0.1664
Gaussian Curve

Testing 0.9094 0.0654 0.3032

Training 0.9100 0.0669 0.1667
Trapezoidal

12 Testing 0.9088 0.0656 0.3041

Training 0.9094 0.0672 0.1672
Triangular

Testing 0.9079 0.0661 0.3055

Training 0.9106 0.0667 0.1662
Generalized Bell

Testing 0.9085 0.0656 0.3045

As listed in Table II, there is no major difference between the outputs
(predicted loads) regarding the type of the membership function. However, the
MF that produced the best results is found to be the Generalized Bell (GBell).

Table III lists the results that obtained form a July MISO model with different
number of MFs and the same parameters (Type of MFs (GBell), hybrid
optimization technique, training datasets and testing datasets).

Table llI: Results for a July MISO Model with Different Number of MFs.
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have been used in bulldlng a MISO model usmg July datasets

i
1

No. of Errors
MFs Dataset
CC MAPE RMSE
Training 0.9252 0.0593 0.1526
666
Testing 0.9307 0.0570 0.2666
Training 0.9511 0.0466 0.1242
866
Testing 0.9528 0.0449 0.2212
Training 0.9521 0.0452 0.1229
1266
Testing 0.9511 0.0448 0.2250
Training 0.9815 0.0257 | 0.0769
1277
Testing 0.9719 0.0324 0.1715
Training 0.9561 0.0428 0.1179
1288
Testing 0.9548 0.0440 0.2167

It is clear from Table III that the best results obtained when we have been
used 12 MFs for the time input, and 7 MFs for the temperature inputs (High and
Low). According to the results shown in Table III, we will fix the number of the
MF's in the proposed models to 12 MF's for the time input and 7 MF's for the
Low and High temperatures inputs. Fig. 7 represents the inputs MFs that we

b ez Tmes  mes  Tmes | s | mmer | Tme

[
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12 HETmpt
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T
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(a). T|me Input MFs

Low-Tmp2

(c): Low Tem'perétufe Iﬁplﬁ MFs '
Fig. 7: MISO Model Inputs (Time, High Temperature, Low Temperature) MFs
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Table IV shows the results obtained from a two July MISO Sugeno model
with hybrid optimization the first one developed using all the training datasets
available.

Table IV: Results for a July MISO Model Before and After Removing the Outliers.

Errors

Datasets Used Dataset
cC MAPE RMSE

Training 0.9414 0.0510 | 0.1336
All the Datasets

Testing 0.9255 0.0568 | 0.2585

Training 0.9815 0.0257 | 0.0769

Outliers Removed
Testing 0.9719 0.0324 | 0.1715

The second one developed using the training datasets after removing the
outliers. The results obtained show the effect of the outliers to the accuracy of
the models. The model that has been developed before removing the outliers
shows a CC value between the actual and predicted loads for the training
datasets of 0.9414 while the CC value for the model that has been developed
after removing the outliers is 0.9815.

Using the parameters that give us the best results and the outliers have been
removed from the datasets, two SISO and MISO models have been developed
using datasets from the month of July and May. In addition to that, two SISO
and MISO models have been developed using datasets from Spring (month of
April and May) and Summer (month of July and August) seasons. Several
models with different optimization techniques have been developed for these
types of models.

4.2 Stand Alone Application " EPLFS"

These models were integrated within a stand alone application with GUI. The
developed Electric Power Load Forecasting System "EPLFS" is as shown in
Fig. 8; the figure demonstrates the forecasted power loads for a testing datasets.
The three lists in the system present the times, forecasted loads, and the actual
loads. Three different measures appear in the bottom of the right corner, the
CC, MAPE, and RMSE.
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Fig. 8: The EPLF System: Showing a Plot for the Predicted Loads in a Certain Hours.

) AT Electric Fower Load Farecasting Sratewr
e

s B

Fig. 9: The EPLF System: Showing a Plot for the Predicted Loads vs. Actual Ones.

Using EPLFS we can load the datasets, evaluate the predicted output using
the developed models, plot the actual and predicted load, and calculate several
measures including the CC, MAPE and RMSE.

Fig. 8 represents a snapshot for the EPLFS when used to predict the power
loads for certain times with temperatures parameters.

Fig. 9 represents a snapshot for the EPLFS when used to predict the power
loads for certain times with temperatures parameters. A plot for the actual and
predicted power loads are seen in the snapshot. The blue dotted line represents
the actual loads and the black continuous one represents the predicted power
loads.

To load an input and actual load files to the EPLFS, it should be in (.DAT)
format. For the input file it should be with three columns. The first column
representing the times formatted as mentioned in the previous chapter. The
second and third columns representing the temperature parameters (High and
Low) respectively. For the file that containing the actual loads to be compared
with the predicted ones, the loads should be in one column.

5. Resultsand Comparisons

In this research and using the available historical datasets profiles, we have
been started by developing eight Sugeno models with hybrid optimization
technique. Four of the models are SISO models and the other four are MISO
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models. These models have been used to predict the power load in specific
months (May, July) or general model to be used in seasons (Spring, Summer).
Another eight models have been developed using the same datasets but with the
back-propagation optimization technique. After that the Subtractive clustering
has been used to construct a Sugeno models for the same months and seasons.
Then, the Subtractive clustering with the Hybrid optimization technique have
been used to construct a cascaded model to improve and enhance the results
obtained from the previous models.

As mentioned before, the training data sets and the models parameters
(number and type of MF, number of rules, and cluster radius) have been fixed
and used for the proposed models. For example 12 MF for the Time input and 7
MF for the Low and High temperatures of the type G-Bell have been fixed for
all the models with Hybrid and Back-propagation optimization techniques.
Furthermore, for the models that have been constructed using the Subtractive
Clustering, a cluster radius of the value 0.1 has been fixed and used to construct
these models.

5.1 Results of the Developed Models

Table V below lists the average CC measures for all the developed models
using Hybrid, Back-propagation, Subtractive Clustering and Subtractive
clustering with Hybrid optimization (cascaded model). It is clear from the table
that the cascaded model has produced the best results with an average equal to
(0.97) for the MISO models followed by the models that have been developed
using the subtractive clustering with an average correlation equal to (0.95). The
results of the cascaded models have been obtained using less number of rules
compared with the models that have been developed using the Hybrid and
Back-propagation optimization techniques.

Table V: The Correlations Measures Average for all the Developed Models

SISO MISO
Optimizatio
n Method — ; — 5
Training Testing Training Testing
Hybrid 0.87770 | 0.87323 | 0.95483 | 0.94928
B-Prop 0.82280 | 0.81780 | 0.90940 0.90448

Subtractive 0.87880 | 0.87428 | 0.95925 | 0.94813

Sub. with

. 0.87935 | 0.87345 | 0.97238 | 0.96158
Hybrid
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The developed cascaded model with cluster radius equal to 0.1 produced 313
rules, while with Hybrid and Back-propagation optimization techniques the
number of rules that have been produced equal to the multiplication of inputs
membership functions (12 MFs for the time * 7 MFs for the Hi-Temp * 7 MFs
for the Low-Temp) which is equal to 588 rules.

In addition to the CC, two different error measures, the MAPE and the RMSE
have been used to examine and show the adequacy of the developed models and
its outcome. The CC measures the agreements between the actual and predicted
power loads, while the error measures RMSE and MAPE give an indication
how the performance of the developed models are.

Table VI shows the average results of the error measure MAPE for all the
models. It is clear from the table that the lowest values are for the MISO models
developed using the cascaded models with an average of the MAPE equal to
(0.03). This low value reflects the highest CC that achieved from these models
as shown in the Table V. You can notice that the MISO models have the lowest
MAPE values over the SISO models because of the temperature parameters
effect on the power load. The same thing has been noticed in the CC measures
since the MISO models produced the best results and have the highest CC
values.

Table VI: The Average MAPE Measures for all the Developed Models

- SIS0 MISO

Optimization

Method — = — .
Training | Testing Training Testing

Hybrid 0'05868 0.08793 | 0.05068 | 0.05410

B-Prop 0'1245 0.10510 | 0.07778 | 0.07735
0.0861

Subtractive | . | 0.08738 | 0.04623 | 005335

Sub. with | 0.0860 | ho263 | 0.03878 | 0.04668

Hybrid 3

Table VII shows the average results of the error measure RMSE for all the
models. This measure show the adequacy of the developed models too in
addition to the MAPE measures. The same thing for the RMSE results as in the
MAPE results achieved where the cascaded model have the best results (the
lowest RMSE values). The developed MISO models with the temperature
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parameters produce the lowest RMSE values over the SISO models. It is clear
from the table and the figure that the lowest values are for the MISO models
developed using the cascaded models with an average of the RMSE equal to
(0.08).

Table VII: The Average RMSE Measures for all the Developed Models

SISO MISO
Optimization
Method Trainin Testin | Trainin | Testin
g g g g
Hybr 0.3128 | 0.1050 | 0.1988
id 0.17580 0 5 3
B- 0.3671 | 0.1545 | 0.2787
0.20608
Prop 0 3 3
SUbF 0.3111 | 0.0990 | 0.1862
racti 0.17463
3 8 8
ve
Sub.
with 0.3124 | 0.0831 | 0.1648
1742
Hybr 0 3 0 0 5
id

A graphical representation for the average CC and error measures (RMSE
and MAPE) are shown in Fig. 10. The three measures are combined together in
the same graph to take a clear look to the behavior of these measures. A relation
can be concluded from the graph which is: an increasing in the CC leads to
decrease in the error measures (RMSE and MAPE). As an example for this,
from the above tables when the average CC for the MISO cascaded models are
equal to (0.97) the corresponding average MAPE and RMSE values for the
cascaded model are equal to (0.03 and 0.08) respectively. The second case is
when the average CC measure for the SISO cascaded models is equal to (0.87)
the corresponding average error measures MAPE and RMSE for the cascaded
model are equal to (0.08 and 0.17) respectively.
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Fig. 10: The Average Correlation Measures Against the Error Measures (MAPE

1.

and RMSE) for all the developed SISO and MISO models

Fig. 10 can be summarized by the following points:

The developed cascaded models (Subtractive Clustering with Hybrid
optimization) produced the highest results. The average CC between the
actual and predicted loads ranging between 0.95 and 0.98 with average equal
to 0.97.

The developed models with Back-propagation optimization techniques have
the lowest CC compared to the other models and similarly for the two error
measures. The correlation coefficient ranging between 0.89 and 0.91 with
average equal to 0.90.

. The developed models using the Subtractive Clustering can be enhanced

when subject to the Hybrid optimization technique. The average correlation
for the developed models using the Subtractive Clustering is equal to 0.95
and after applying the Hybrid optimization technique it is enhanced to an
average equal to 0.97.

Finally, we can notice that the highest the CC the lowest the MAPE and
RMSE. For example, the average CC of the cascaded model is equal to 0.97,
the average MAPE is equal to 0.03, and the average RMSE is equal to 0.08.
While, the average CC of the developed models using the Back-propagation
optimization technique is equal to 0.90, the average MAPE is equal to 0.07,
and the average RMSE is equal to 0.15.

5.2 One Day and One Week Ahead Prediction Using Unseen Datasets from

the Year 2008

As mentioned in chapter four, new historical profiles have been obtained

from JDECO and PMO for the year 2008. The selected datasets (one day and
one week from July and May) have been used to test the EPLFS for new unseen
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datasets. These datasets have not been considered in the cross validation
process that has been applied in developing our models. The first day of May
and July (01/05, 01/07) has been chosen in order to use the system to predict the
load for one day. To test the system for predicting the load for a period of one
week the first week of May and July (01-07/05, 01-07/07) has been considered.

These datasets have been not used in the cross validation for developing the
models. The average CC that has been obtained for one day prediction is equal
to 0.94 and the average MAPE is equal to 0.058. The average correlation in
case of one week prediction is equal to 0.93 while the average MAPE is equal
to 0.059. Table VIII and Table IX show the average correlation and error
measures for one day and one week power load prediction using the developed
models.

From these two tables it is clear that the best results have been obtained from
the general May model in case of one day and one week prediction. The lowest
average CC has been obtained from the general Spring model because of the
wide range of the model input parameters (the wide variations of low and high
temperatures). These results show the accuracy of the developed models to
predict the power loads for the new unseen datasets one day and one week

ahead.
Table VIII: The Average CC and Error Measures for One Day Prediction
Model cc MAPE | RMSE

July 0.9680 0.0407 0.2242

Summer 0.9435 0.0506 0.3187

May 0.9794 | 0.0350 | 0.1902

Spring 0.8738 0.1078 0.4874

Average 0.9412 0.0585 0.3051

Table IX: The Average CC and Error Measures for One Week Prediction
Model ce MAPE | RMSE

July 0.9428 0.0533 0.2872

Summer 0.9255 0.0576 0.3513

May 0.9578 | 0.0464 | 0.2850

Spring 0.9047 0.0809 0.4308

Average 0.9327 0.0595 0.3385
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Fig. 11 and Fig. 12 below show the results obtained from the EPLFS for one
day and one week prediction using the developed models.

ErRrm

PSRN PR | P—

MR ety | S |-

Fig. 12: One Week Prediction using the EPLFS for New Unseen Datasets.

5.3 Comparison with Other Studies

A plenty of works can be found in the STLF field. Some of these works are
mentioned here briefly. Many papers that have been published recently in the
refereed journals are considered and the ones whose main interests are STLF by
soft computing methods are taken into account.

It is important to mention that different datasets and different approaches
have been used in developing these models. However, we are trying to compare
the obtained average CC and MAPE as a measure of errors. Furthermore, the
same equations of the CC and MAPE that have been presented in (3) and (4)
used in these papers to check the adequacy of the developed models. All the CC
and MAPE results listed as a real number with fractions instead of using the
percentage sign.

Hwang [25] described a new practical knowledge-based expert system (called
LoFY) for short-term load forecasting equipped with graphical user interfaces.
Also, various forecasting models like trending, multiple regression, artificial
neural networks, fuzzy rule-based model, and relative coefficient model have
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been included to increase the forecasting accuracy. The simulation based on
historical sample data shows that the forecasting accuracy is improved when
compared to the results from the conventional methods. Through the fuzzy rule-
based approach, the forecasting accuracy at special days has been improved
remarkably. The average MAPE results found for this system is 0.020.

Khan [1] presented a comparative study of six soft computing models namely
multilayer perceptron networks, Elman recurrent neural network, radial basis
function network, Hopfield model, fuzzy inference system and hybrid fuzzy
neural network for the hourly electricity demand forecast of Czech Republic.
The soft computing models were trained and tested using the actual hourly load
data obtained from the Czech Electric Power Utility for seven years (January
1994 — December 2000). A comparison of the proposed techniques is presented
for predicting 48 hourly demands for electricity. Simulation results indicate that
hybrid fuzzy neural network and radial basis function networks are the best
candidates for the analysis and forecasting of electricity demand for the
experimented data, with the following MAPEs: For weekday forecast, 0.010 by
radial basis function networks, 0.009 by fuzzy neural network; and for weekend
forecast, 0.013 by radial basis function networks, 0.020 by fuzzy neural
network.

A modeling technique based on the fuzzy curve notion is proposed by
Papadakis [26] to generate fuzzy models for STLF. Different forecast models
are developed for each day type in every season. The model is considered as a
fuzzy neural network described in terms of a parameter vector and is trained
using a genetic algorithm with enhanced learning and accuracy attributes. The
performances of the developed fuzzy models are tested using load data of the
Greek interconnected power system. They achieve a MAPE of 0.0167 with the
data from year 1995.

A feed-forward neural network with a back-propagation algorithm is
presented by Bhattacharyya [27] for three types of short-term electric load
forecasting: daily peak (valley) load, hourly load and the total load. The
forecast has been made for the northern areas of Vietnam using a large set of
data on peak load, valley load, hourly load and temperature. The data were used
to train and calibrate the artificial neural network, and the calibrated network
was used for load forecasting. The results obtained from the model show that
the application of neural network to short-term electric load forecasting
problem is very useful with quite accurate results. The method has given the
best performance with 0.9427 average CC and 0.108 average MAPE.

A Fuzzy Logic (FL) expert system is integrated with Artificial Neural
Networks (ANN) for a more accurate short-term load forecast is presented by
Tamimi [28]. The 24 hour ahead forecasted load is obtained through two steps.
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First, a FL module maps the highly nonlinear relationship between the weather
parameters and their impact on the daily electric load peak. Second, 12 ANN
modules are trained using historical hourly load and weather data combined
with the FL output data, to perform the final forecast. Comparisons made
between this model, an ANN model, and an Autoregressive Moving Average
(ARMA) model were show the efficiency and accuracy of this new approach.
The average MAPE for these methods is found equal to 0.029.

From the results mentioned above, it is clearly noticed that the soft
computing methods provide a promising solution to the STLF problem. In
addition, combining or integrating more than one method together leads to an
enhancement to the proposed models. For example Tamimi [28] combined the
NN with FL, and [25] developed a forecasting system and include it with
different forecasting models to increase the forecasting accuracy. Furthermore,
the lowest results over the proposed models that haven mentioned above found
in the models with Back-propagation optimization proposed by Bhattacharyya
[27]. This agrees with the results obtained from our developed Sugeno FIS
models with Back-propagation optimization.

Comparing our results with these systems we can see that our developed
models produced satisfactory results using the temperature parameters only to
predict the electric load without taking in account the other weather parameters
or the type of the day or any other conditions. In our developed models, the CC
for one day ahead prediction for the unseen datasets from the year 2008 ranges
between (0.87 and 0.97) with an average value 0.94; the corresponding MAPE
ranges between (0.03 and 0.10) with an average 0.05. Whereas; the obtained
CC for one week ahead prediction for the same datasets ranges between (0.90
and 0.95) with an average value 0.93; the corresponding MAPE ranges between
(0.04 and 0.08) with an average 0.05.

An improvement to the results that have been obtained from our developed
models can be achieved when a hourly temperature and weather data profiles
are available. Also, an average high and low temperature of the day which has
been considered in the MISO models leads to reduce the error measures
between the actual and predicted power loads compared to SISO models.

6. Summery and Conclusion

The general objective of this work is to explore the use of soft computing and
artificial intelligence approaches to develop Short Term Load Forecasting
(STLF) system that predict the power load for one day up to one week ahead in
specific month or specific season. The introduction of NF modeling approaches
to the area of load forecasting has been presented. The basic concepts of
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ANFIS, Hybrid Learning, BP Learning, and Data Clustering have been
reviewed in the previous sections. The implementation of and NF approaches to
model the relationships between Temperature, Time, and Power Load has been
introduced.

Real JDECO power line in Bier Nabala village and PMO historical data
profiles for two years (2006 and 2007) have been collected and used to develop
and test the various models. Developing the models for load forecasting has
been applied firstly using the available datasets. Two kinds of models have
been developed, Single Input Single Output (SISO) models, and Multiple Inputs
Single Output (MISO) models. Three main inputs (Time (T), High Temperature
(HT), and Low Temperature (LT)) and one output (Power Load (PL)) have
been considered in building these models. For the SISO models, only the time
has been considered as the input for the models and the power load at that time
has been used as the output.

It has been found that the temperature is a major input parameter on STLF.
Models, that do not utilize temperature measurements in training, produce quite
larger errors than the ones exploiting them as input parameters. The correlation
has been improved from 91% for the SISO model to about 98% for the MISO
model as demonstrated in Table (5.1) using the same parameters (number of
MFs, type of MFs, and cluster radius). These results clearly reveal the effect of
the temperature parameters on predicting the power load.

Fuzzy Inference System (FIS) with different optimization techniques have
been used to develop our models. Firstly we started by developing a SISO and
MISO models using ANFIS with hybrid optimization technique. Then a SISO
and MISO models have been developed using Back-propagation optimization
technique. After that the Subtractive clustering has been used to develop such
models. Finally cascaded models have been developed for STLF by
constructing the models using the Subtractive clustering and then learning these
models using the hybrid optimization techniques to achieve more accurate
models.

While testing these models using the testing datasets that has been isolated
before the training stage using the developed cross validation algorithm, the
average obtained CC between the actual and predicted power loads for all the
developed SISO models ranges between (0.81 and 0.87), with an average CC
value 0.85; The corresponding average MAPE that ranges between (0.08 and
0.10) with an average value of 0.09, and average RMSE that ranges between
(0.31 and 0.36), with an average value of 0.32. Whereas; the obtained average
CC for the MISO models ranges between (0.90 and 0.96) with an average CC
value 0.94; The corresponding average MAPE that ranges between (0.04 and
0.07) with an average value of 0.05, and average RMSE that ranges between
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(0.16 and 0.27) with an average value 0.20. This demonstrates the adequacy of
adopting these types of approaches to STLF problem as well as the
improvements of models’ forecasting performance when taking the weather into
consideration.

It was noticed that the forecasting performance has been furtherlly improved
by the MISO cascaded models, while maintaining all other factors including
MFs types and numbers, and cluster radius. This improvement is notices as an
improvement in the obtained CC that results from the MISO cascaded models
which ranges between (0.95 and 0.97) and with an average CC value of 0.96 for
all the developed models as compared with the forecasting performance of CC
that ranges between (0.90 and 0.94) when developing the models using the
other optimization techniques; The corresponding MAPE ranges between (0.03
and 0.06) with an average value 0.04, and RMSE ranges between (0.07 and
0.20) with an average value 0.16 compared to average MAPE ranges between
(0.05 and 0.07), and average RMSE ranges between (0.18 and 0.27) for the
other optimization techniques.

These models have been integrated with a stand alone application with GUI.
The developed Electric Power Load Forecasting System "EPLFS" can be
accessed online through either a local area network, or using a web server. The
EPLFS has been tested using the obtained power load historical profile for the
year 2008 and used as the actual load. The system has been used to predict the
load for one day and one week ahead using the developed models. The CC for
one day ahead prediction ranges between (0.87 and 0.97) with an average value
0.94; The corresponding MAPE ranges between (0.03 and 0.10) with an
average 0.05, and RMSE ranges between (0.19 and 0.48) with an average 0.30.
Whereas; the obtained CC for one week ahead prediction ranges between (0.90
and 0.95) with an average value 0.93; The corresponding MAPE ranges
between (0.04 and 0.08) with an average 0.05, and RMSE ranges between (0.28
and 0.43) with an average 0.33.

Finally, different works in the field of STLF using different techniques
accomplished by other researchers have been compared with our developed
models. These works show the ability of the soft computing techniques to
represent the STLF, and agree with our results that the Back-propagation
optimization technique produced the lowest results. Our over all results
indicates the suitability and adequacy of the developed models to solve the
short term load forecasting problem using the time and weather variables.
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Abstract

Today’s IT challenge is to deliver, as
quickly as possible - and within a fixed
budget, quality, business-critical software
systems  that support
initiatives in a changing  business
environment, this means that three factors
should be maintained to produce the
desired software, these would be cost,
quality and time.

can business

Most  project  management  efforts
concentrate on meeting time and cost
constraints, passing over the quality factor,
research in software development industry
shows that the major problem facing
software development isn’t crossing time
and budget limits (though it’s a big issue),
but it’s the production of software systems
that wont be used as they don’t address
vital business needs, this is definitely a
quality issue.

This paper focuses on improving the
quality of a software products through
improving the requirements elicitation
process, it employs the results of a
research conducted in two local software
houses to reveal the relationship between
software  quality
elicitation process as the

and  requirements
road to
producing better software, it also discusses
two issues that may lead to failure in
elicitation process (bad communication

and requirements volatility).

&9

Keywords: Requirements
Elicitation, Evolving Requirements,
Software Quality.

I ntroduction

IT industry still has a gap between
what clients need and what they
really  get,
development projects are never
completed because they run out of
budget and time; and
completed ones are of poor quality.

most software

cven

According to Chaos Report 2003
for example, clients only got 54%
of the functions they requested, and
42% of the delivered functions were
unused for long periods, the cause

of  these  shortcomings  was
attributable to changing user
requirements.

As the report indicates, there is a
big gap between theory and practice
in  requirements
developers have many tools and
procedures for managing client
requirements and translating them

area, software



into a working software, but these
tools are rarely used; as the time-to-
market pressure increases, most
companies tend to put less efforts in
the requirements
management, which will in turn
affect the overall product quality.
Statistics show that poor quality has
negative effects on the long run
specially for budget; the less the
product quality is, the more
modifications it needs, modifying
the product means more time and
cost, which may make the overall
development project unprofitable
for both client and developer.

area of

Most developers seek the solution
for this defect in the area of
production tools and procedures;
they focus on using some brand
technologies, while the real
problem lays in the requirements
management process, like all other
projects, software development
projects need good  project
management process to produce a
'quality’ product that meets the
client's demands without crossing
time and budget constraints, this
means that there are predefined

deliverables  that should be
produced after each development
activity, but what if those

deliverables are not what clients
really want? What if they couldn’t
be produced?

90

In software development,
deliverables represent the desired
system functionalities that were
specified based on the elicited client
requirements, so if the wrong
requirements elicited; the
whole project will be a failure as a
result and the final product may not
be used at all. To prevent such
failures, more efforts should be put
in order to enhance the
requirements management process.

WwEre

According to SQS report 2006; the
problems in software development
projects that failed or needed
considerable additional efforts to be
completed were [13]:

e Shortcomings in the
specification of the
requirements (50%)

e Shortcomings in the
management  of  client

requirements (40%)

The reason of failure is because
most companies don’t have a
structured procedure
requirements management, or some
do have standardized procedures
but those are not implemented
consistently in practice. In a
research conducted for the purpose
of this paper with 100 IT employees
in two major IT companies in
Palestine, 62% of the interviewed
IT personnel stated that their
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companies don’t have well-defined
procedures to understand clients'
needs, 33% of them stated that their
companies do have such procedures
but those are rarely implemented in
software development projects.

In addition, SQS statistics show that
clients are paying additional 20% of
the original value in
average for changing requirements,
our research results supports this
finding as 40% of interviewed IT
personnel admitted that in most
cases their client asked for changes
after the system was delivered,

contract

which entail more time and cost,
and affected the overall quality of
the product in turn.

Requirements Elicitation

Requirements elicitation is the first
stage in building an understanding
of the problem that the software is
[10].  Technically,

a process where
clients, users, and developers reveal
and articulate their requirements
[14] but it doesn’t mean that
requirements are all there and can
be easily captured by using any
appropriate technique [11]. Most
requirements management methods
presume that requirements
explicitly and completely stated,;

to solve
elicitation 1is

arc
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however, experience shows that
requirements are rarely complete

and usually contain implicit
requirements, software
requirements characteristically
suffer from inconsistency,
incompleteness, ambiguity,

duplication, and inconstancy [12],
the way to overcome the fuzziness
of requirements is by applying a
structured elicitation process that
deals with fact-finding, information
gathering, and integration in order
to obtain a set of requirements
which describe the characteristics of
the possible solution(s) [1].

Requirements Elicitation
Problems
Problems of requirements

elicitation can be grouped into three
main categories [1, 12, and 14]:

e Problems of scope, in which
the  requirements  may
address too little or too
much  information  (i.e.
defining the boundary of the
system).

e Problems of communication
between the communities
participating in the
development process (e.g.
users, stakeholders, and
developers):



e Problems of volatility: the
changing nature of
requirements as they evolve
over time which represents
the main obstacle in
elicitation process.

Our interest here is in studying the

effect communication and volatility
problems on the elicitation process
and hence on software quality, next
we discuss these problems in more
details.

Problems of Volatility

Requirements change [6, 11. 14, 2].
During the time it takes to develop
a system users’ needs may mature
because of increased knowledge
brought on by the development
activities, or they may shift to a new
set of needs Dbecause of
organizational or environmental
pressures. If such changes are not
accommodated, the original
requirements set will become
incomplete, inconsistent with the
new situation, and potentially
unusable because they capture
information that has since become
out of date.

One primary cause of requirements
volatility is that user needs evolve
time. The requirements
engineering process of elicit,
specify, and validate should not be

over
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executed only once during system
development, but rather should be
returned to so that the requirements
can reflect the new knowledge

gained during specification,
validation, and subsequent
activities. Requirements

management process should be
iterative in nature, “so that solutions
can be revised in the light of
increased knowledge” [1].

Another
volatility is that requirements are
the product of the contributions of
many individuals that often have
conflicting needs and goals. Due to
political climate and other factors,
some times the needs of a particular
group may be overemphasized in
the elicitation of requirements.
Later prioritization of the elicitation
communities’ needs may correct
this mistake and result in
requirements changes. Both the
traceability of requirements and
their consistency may be affected if
these changes are frequent and not
anticipated [1, 4].

cause of requirements

Organizational
another cause of
volatility as organizational goals,
policies, structures, and work roles
of intended end users all may
change during the system’s
development, especially as the

complexity  is
requirements



number of users affected by a
system’s development increases.

Problem of Communication

Requirements management is a
social process [1, 9] it involves
various communities with different
backgrounds and needs,
elicitation process that ignores this
social factor will absolutely fail in
understanding the characteristics of
the future software.

any

One factor that may influence the
degree  of understanding is
language; if clients and developers
speak different languages, then the
probabilities of misunderstanding
what clients really want are
maximized. Another factor that
disrupts effective communication is
the way clients their
demands, since they don’t have
much knowledge in computer
domain so they can't articulate their
needs

express

in a form that can be
understood by developers.

Problems of communication and
requirements volatility proved to be
critical issues as they may lead to
building unsatisfactory software in
the long run, our research reveals
that difficulties in communication
with client negatively affected the

development process; 32% of
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respondents think that when the
requirements management sessions
(like JAD) were ill-structured, they
had troubles understanding what
their client really want, 17% of
think that their
companies didn’t spend enough
time and efforts in the requirements
definition activity as they met their
client few times only at project
start. When asked about language
difference between client and
developer, 30% stated that when
they were involved in projects for
foreign clients, language difference
was an obstacle as they couldn’t
understand client requirements and
in some cases those requirements
were interpreted incorrectly. 52% of
respondents also stated that most
clients can't speak for them selves
or they don’t really know what they
need which in turn caused some
requirements to be missing.

those also

Respondents also said that in almost
every project, clients keep changing
their minds, they ask for a lot of
modifications especially for
functional requirements, 86% of
respondents  stated  that the
requirements statement was updated
frequently due to changing client
requirements, which caused the
document to be inconsistent, 74%
stated that the frequent
modifications made it harder for



them to design the target system as
they were 'lost' and ultimately their
client was unsatisfied with the final
product.

Obviously, research result indicate
that bad and
evolving requirements can cause the
requirements management process
to fail, since the actual requirements
which are the base of development
process can't be elicited and
documented, or the
requirements were defined and
built, in both situations the resulted
software was of poor quality as
38% of respondents declared,
because its either not what clients

communication

wrong

expect and need, or it didn’t provide
all demanded functions.

Quality is typically defined in terms
of conformance to specification,
freedom of defects, and fitness for
purpose [3, 8]; IEEE glossary has
many definitions for software
quality [7]:

e The totality of features and
characteristics of a software
product that bear on its

ability to satisfy given
needs.
e The degree to which

software possesses a desired
combination of attributes.

e The degree to which clients
or users perceive that
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software meets their
composite expectations.
e The composite

characteristics of software
that determine the degree to
which the software in use
will meet the expectations of
the client.

According to the  previous
definitions, a software product
quality is basically measured by the
degree to which the specified
software  accomplishes clients'
expectations and desired functions,
any software product that lacks
those features is considered to have
poor quality, this matches the
findings in our research as 84% of
respondents considered post
delivery modifications as indication
of poor product quality.

To guarantee high quality software,
attention should be paid to the
quality of development process
itself, quality assurance procedures
should be applied
development activities as well as
their outcomes. For any quality

to monitor

assurance procedure, two questions
need to be investigated on a regular
basis [13]:

e [s the right system being
build?

e Is the system being build
correctly?



These questions take us back to
requirements. In order to develop a
high-quality system that fulfills
client needs, the right client
requirements should be specified,
this can't be achieved unless an
interactive requirements
management procedure is used to
continuously refine and insure the
quality of requirements list through
the elicitation, specification and
validation process, mainly more
efforts should be put to improve
requirements elicitation in order to
handle the changing nature of
requirements [1, 5], this requires
using suitable methods for an
iterative elicitation process. In our
research, 50% of respondents stated
that using iterative method like
prototyping helped them better
understand their client needs and
manage the development process,
as the clients witnessed the
information they provided
revolving into a working product,
they were more excited about
contributing in the development
process. On the other hand, the
'knowledge diffusion' created by the
prototype helped clients repair any
wrong or inappropriate requirement
they had provided previously or
provide any  missing
Moreover, implementing iterative
elicitation process improved

ones.
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product quality as it minimized
product modifications, especially
after delivery modifications, which
made the development process
more profitable for both clients and
development companies.

Conclusion

Software quality is a critical issue in
software  development;
systems failed or were evaluated to
have poor quality as they don’t
provide the essential business
functions. The quality problem
occurs due to the defect in the
requirement management process, a
big gap exists between theory and
practice  in area
because it's usually considered to be
less important  than other
development activities. Problems in
requirements occur either because
the elicitation process is not a
systematic one or because the
standardized  process is  not
performed correctly, which
cause the wrong requirements to be
elicited and the wrong product to be
built.

many

requirements

will

Ideal elicitation process should deal
with problems of scope,
communication, and requirements
volatility. Implementing an iterative
elicitation process on one hand can



manage the changing nature of
and facilitate
communication between the
communities participating in the
development process on the other
hand, which
requirements errors and improves
the overall software quality.

requirements

minimizes
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Abstract

Web is a large and growing collection of texts.
This amount of text is becoming a valuable
resource of information and knowledge. To
find useful information in this source is not an
easy and fast task. People, however, want to
extract useful information from this largest
data repository.

Academic Researcher Information Extraction
from the WEB (ARIEW) is a framework for
automatic  collection and processing of
resource related to researchers’ information
in the World Wide Web. ARIEW retrieves and
extracts information about researchers from
many servers in the Web and combines them
into a single searchable database.

This paper discusses the background and
objectives of ARIEW and gives an overview of
its functionality and implementation of ARIEW
system used to construct specialized database
about researchers.

The intention is to develop the system to
integrate it with other applications for
Advanced Document Management. The system
can be utilized in the process of automating
conference organization and its usage in real
world applications.
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Experimental results show that our approach
to researcher profiling significantly gives
accurate result and performance. The methods
have been applied to find related researcher.
Experiments show that the accuracy of
researcher finding were significantly improved
by using the proposed methods.

Keywords: Information  Extraction,
Knowledge discovery, Web Mining,
document Management, Agent, Craw!

1. Introduction

The enormous growth of the
World Wide Web in recent years has
made it important to perform resource
discovery efficiently. It is often
difficult to find useful information
from thousands or hundreds of
WebPages for a researcher or junior
students. This procedure 1is time
consuming even for sophisticate.
Academic search engine, such as
Google Scholar (Harzing, A. and R.
van der Wal. 2008; Kloda, L. 2007),
becomes an interesting and promising



topic in recent years. However most
search engines return the results to
users by a list and users must scan
each item/webpage one by one in order

to collect and re-organize these
information  based on  users’
requirements.

Information on WEB creates
difficulty for filtering relevant
information for decision. A researcher
may know the location of such
information but has to periodically
access the information using direct
manipulation and navigation tools.
Even if the access is automated, it is
still very difficult for the researcher to
select relevant information. We are
motivated to develop an intelligent
agent to Academic
Researchers’ profiles on the Internet.
Extracting information about academic
researcher which would interest a user
is difficult. Many existing agents
constructed a user profile to filter and
extract the wuser interests. In this
research, an intelligent agent is
developed to extract user preference
and build a database to store these

retrieve

information for further queries.

This paper presents an academic
search engine, which is developed as

an efficient tool to construct
researcher’s  profile automatically.
Moreover, some searching and

indexing methods, text mining and
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computational linguistics for
underlying this problem are exploited.

1. Related Work

WEB presents a huge resource of
useful unstructured information and
knowledge which makes it difficult to
extract and retrieve a relevant data
from those sources. Therefore, there is
a great necessity for information
extraction (IE) systems that extract
information from the Web pages and
transform  into  program-friendly
structures such as a relational database.
Many approaches for data extraction
from Web pages have been developed.
(Chang et al., 2006) present a survey
of the major Web data extraction
approaches and they suggest three
criteria that provide qualitatively
measures to evaluate various IE
approaches. These three criteria are:

e Thetask domain explains why
an IE system fails to handle
some Web sites of particular
structures

eThe techniques used to
classify IE systems based on
the techniques used.

eThe third criterion is the
automation degree for IE
systems.

Information extraction is an important
task with many practical applications,
and many research efforts have been
made so far. Many text or/and web
applications like Opinion mining from



noisy text data (Dey, L. and Haque,
Sk. M., 2009), Social Network
Extraction of Academic Researchers
(Tang J. et al 2007; Tang J. et al 2008),
contact information search, question
answering (Maiorano S., 2006).,
integration of product information
from websites (Li, L. et al 2007; Yang
Z et al 2007; Yang Z et al 2010),
biomedical text mining (Lourengo,
2009; Kheau, 2011), and removal of
the noisy data benefit from information

extraction
information  extraction. In

researches different methods
techniques were used. For example,
rule  learning  based  method,
classification based method, and
sequential labeling based method are
the three state-of-the-art methods
(Tang et al., 2007b). Fig 1 gives a
summary of  these different

applications  of
these
and

are

information extraction methods.

dictionary
IHHHH%HHHH% |IIIIHHIIII

classification Wrapper
induction
sequential
labeling

Fig 1 The Different Information Extraction Methods.

Downey (Downey D., et al 2004)
introduced a Web information
extraction system (KnowltAll) that
uses the learned patterns as both
extractors (to generate
information) and discriminators (to
assess the truth of extracted
information). Experimentally, by using
learned patterns as extractors, they

new
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were able to boost recall by 50% to
80%; and by using such patterns as
discriminators they were able to reduce
classification errors by 28% to 35%.

Other work used Conditional Random
Fields (CRF) model (Liu W. and Zeng
J., 2011) to extract academic papers
from web pages. The extensive
experiments show the effectiveness of
the approach. They improved the



extraction performance by exploiting
the neighboring relations among the
academic paper properties. Multi-
Theoretical ~Multi-Level (MTML)
(Zarandi M. F., et al, 2011) used as a
framework which investigates social
drivers for network formation in the
communities with diverse goals. This
framework serves as the theoretical
basis for mapping motivations to the
appropriate domain data, heuristic, and
objective functions for the
personalized expert recommendation.

Another approach based on extracting
contextualized user profiles
enterprise resource sharing platform
according to the users’ different topics
of interest was presented by Schirru
(Schirru,R, et al, 2010). Each topic is
represented as a weighted term vector.

in an

Extraction Prioritization proposed as
automatic technique for obtaining the
most valuable extraction results as
early as possible in the extraction
process (Huang J. and Yu C., 2010).
They formally defined a metric for
measuring the quality of extraction
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results, which is suitable for the web
retrieval and developed
methods to efficiently
estimate the page utilities without
launching full-scale extractions.

context
statistical

2. Problem Analysis

Researcher Academic Profile is an
important topic in research
community. An academic can have
different types of information: contact
information (including address, email,
telephone, and fax number), Academic
profile (including homepage, position,
portrait, affiliation, research interest,
publications, and documents), and
social network information (including
person or professional relationships
between e.g. friend
relationship). Figure 2 shows a sample
presentation of these information.
However, the information is usually
hidden in  heterogeneous  and

distributed web pages.

persons,



‘ Name ‘

‘ Research Interest ‘

Personal
Information

Person Photo

Position

‘ Title | | Publisher ‘
A

Start Page

End Page

Publications

Fig 2 A Sample Presentation of the Researcher Profile’s Schema

Many previous studies have indicated
that a researcher’s personal Web site
can be considered as identity and self-
presentation of the researcher on the
Web, and it can be used to different
and shows interesting information
about the researcher (Doring, 2002).
As we have discussed, a researcher ~ s
Web site usually has information about
her/his research interest, publications,
research projects, etc., which well
represents this researcher.

We have investigated the problem of
contact information extraction and
academic profile extraction. We have
found that the academic information is
mainly hidden in person homepage,
person introduction page (web page
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that introduces the person), person list
(e.g. a faculty list), and email message
(e.g. in signature). We employed the
classification based method to extract
the person information from the
different types of web pages.

The usefulness of a research profile
constructor system depends to a large
extent on its ability to automatically
determine one or more researchers
profiles related to the work of interest.
Various approaches exist to determine
the degree of similarity of related in
order to identify related work (Sabbah
T. S., et al, 2009).



3. System Architecture

This section describes the architecture
of our system which is an Internet
agent that gathers information from the
Web Pages in order to build a local
database of researchers. As an
application, we showed a case of an
agent building a database with
information about academic contacts
(phone, email, Postal Address), photos,
their  interest’s  researches  and
publications.

Although, this system used to reduce
the effort of the researcher in finding
information about other researchers,

the system may be used in other
indexing  and
conference

applications  like
classification,
management. The database created by
the agent was implemented using
MySQL.

The system architecture in Figure 3
shows that there are five modules: the
module of Concept Crawler, which is
responsible for collecting data from
WEB; Database module; the module of
Researcher Agent; Query Processor
and Ul module. In the following
paragraphs, these components and
underlying methods are described one
by one.

1
v mm

9o
User
Interfac
) Sear chi
Consultati chi
Query Module Concept
Crawler
ﬁ Query Storing ﬁ
Resear cher
Agent Resear cher Database |
Brows

Fig. 3 ARIEW System Architecture



The module of Concept Crawler - Our
system highly depends on the topic
related data using Concept hierarchy,
hence we use topic focused crawler to
collect data. This structure is presented
to evaluate WEB Pages about the
specific topic. Only the WEB Pages
whose score is greater than a given
threshold is fetched. Two factors
contribute to the score. The first one is
the content of given web pages,
including title, keyword, text and
description. The second one is the
predefined patterns in the web page.
For those satisfied Web pages, we

collecting module and the procedure
for data parsing.

Database Module - This module store
the result of web pages collected from
the Concept Crawler and the
researcher information extracted from
collected web pages using the Agent to
index and queries the databases. The
database created by the agent was
implemented using MySQL. The key
contact information in the database
consists of researcher name (Figure 4).
The database also stores general
information about the researchers
includes title, photos, address, phone,

access them, analyze the content L - i b
.. . . emai interests, 1nformation about
inside, organize them with XML o q ];1. )
. activities and publications.
format, and store them into data p
storage. Figure 2  shows the
hierarchical structure of the data
myI)BView 4.1 - [localhost.test.instructors] Q@@
" File Designer Window Help BEIEE
*i\D;V“EW‘ht Ee oS PR+ —a ook x T st B
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Figure 4 MySQL Database shows a sample of the extract information from select WEB Page

The Module of the Agent parses the
web pages in the database to get
related information from the storage

component Figure 4. We

use

predefined patterns to find the related

information about researchers.
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Each



keyword (except for the stop words)
extracted by the module using these
patterns will be an attribute of the
researcher, and stored in the database
as a result of indexing. After analyzing

all the related web pages, agent
module  returns the  required
information about the academic

researchers. Our agent module use
pattern based extraction mechanisms
to extract information on researcher
contacts.

Based on the home pages for a
researcher in the database, the module
of the agent starts to extract
information from these web pages and
referenced pages or URL Links.
Searching WEB pages is done in two
different  approaches. The  first
approach based on Keyword and called
keyword-based and the second one is
called pattern-based search (Figure 5).
In the first approach, keyword-based
search, the agent searches for
keywords as specified in the extraction
profile. For each keyword, a set of
options is specified which tells the
agent what information may be found
in proximity to the keyword. Although
such keyword searching is relatively
simple, it has proved effective and is
used in our system to find general
information about the researchers and
publication lists or project
descriptions.
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Our agent model use pattern based
extraction mechanisms to extract
information on researcher contacts.
However, the agent itself generates
these patterns based on the structure of
individual items found in repeating

items such as HTML lists and tables.

<--parse the Researcher objects--!>

<"var-def name="instruct_objects>

xpath >
expression="data(//td[@class="'people
<"(['people_center
<html-to-xml>

http >
url="http://www.cs.princeton.edu/people/f
</["aculty
<html-to-xml/>
<xpath/>
<var-def/>

Figure 5 A sample XPath code used by the
crawl to select WEB Page

<-- parse the Researcher photo-->
<"var-def name="photourl_objects>
xpath >

expression="//td[@class="people']//img[1]/@src
<

<html-to-xml>

http >
url="http://www.cs.princeton.edu/people/faculty
</II

<html-to-xml/>
<xpath/>

<var-def/>

Figure 6 A sample XPath code used by the
crawl to extract Photos from the WEB Page




Query Processor Module - The main
task of query processor is to execute
query and provide the information

related to the query as a results to the
user.

(andrew)

e

Frofssar Emarius

[Phane: B}
[E -yt bea 570 | TRbmenn

Figure 7 Results show information about the researchers in query

User Interface - A friendly browser-
based user interface is presented to the
end users. After submitting query
the get a
comprehensive result shown in Figure
7 which is composed of the
information about the researchers in
query. And by clicking each of the
labels of clustering result, users can get
for each sub-topic
respectively, the topics are clustered
hierarchically.

keywords, user will

some analysis

In addition, if a user is interested in a
particular author, the system provides
different information related to the
author, likes name, address, email,
phone, scientific interests, etc. And the
user can also get the answers for the
most related information too. The user
accesses the database directly or
retrieves and process information on
researcher contact.
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4. Summary

Intelligent Agent aims to facilitate the
construction of researchers’ profiles by

the of effort
to researcher

amount
construct

decreasing
required

databases in special domain. However,
there are few studies that attempt to
automate the entire construction
process from the collection of domain-
specific literature, to text mining to
build new database or enrich existing
ones. In this paper, we present a
complete framework for an intelligent
Agent that enables us to retrieve
documents from the Web using
Concept  Hierarchy that
identify domain-specific documents,
and then perform text mining in order
to extract useful information form
university web pages. We have carried
out

crawling

several experiments
components of this framework in a

on

E-mat kenOficed2 1 Computer




computer science domain. Other
domain can be easily used by adding
the concept hierarchy for that domain.
This paper reports on the overall
system architecture and our initial
experiments on information extraction
using text mining techniques to enrich

the domain researcher database.

This paper presents an academic
search engine, which is developed as

an efficient tool to construct
researcher’s  profile automatically.
Moreover, some searching and

indexing methods for underlying XML
data are exploited. The paper describes
the architecture and main features of
the system. It also briefly presents the
experimental results of the proposed
methods.

Table 1 shows result of performance of
the system for the stage of information
extraction from different web pages. It
is clear that the overall result of the
pattern approach is more accurate than
the keyword approach. The overall
precision of the system was 84.90,
which is a good indication about the
performance of the system. The result
differences refer to the web page and
the structure of the web page.
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5. Concluson and Future

Work
This paper focuses on approaches to
extract valuable information from
large quantities of unstructured textual
information, combining methods from
several research areas, including
information retrieval, text
computational linguistics, and machine

learning.

mining,

This agent is tested with different
experiments. These experiments aim at
examining the effect of User Profile
and Concept Hierarchy used by the
module of Concept Crawler, The
overall precision was 91.23 for
selecting a related web pages and
finally,
performance (table 1).

Precision of the retrieval

The result shows that agent collects
general of users when
extracting the user profile of the
academic Researcher’s profile from
the WEB. This research indicates
agent with using both concept
hierarchy and user profile approaches
can achieve good result in information
retrieval performance.

interests

As future work, such an agent can
provide a value added service by using
information extracted from Web
documents to maintain the database
and ensure its currency. The agent
may either update the database directly



or
or

consult with the user as to whether
not it should perform the updates.

TABLE 1

PERFORMANCE OF THE SYSTEM BASED ON
PATTERN AND KEY WORD APPROACH.

Researcher Patterns Approach Keyword Approach
Profile Precision | Recall Precision | Recall
Information

Name 91.09 89.32 | 87.98 89.99
Photo 90.32 88.41 | 73.12 58.87
Phone 89.75 91.89 | 76.95 83.25
email 83.21 84.28 | 81.77 78.32
fax 92.54 89.78 | 73.12 75.45
address 87.90 84.89 | 77.98 80.24
Interesting | 66.78 64.45 | 59.23 63.47
topics

Position 77.57 65.01 | 73.99 57.67
Result 84.90 82.26 | 75.52 73.40
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Abstract

The aim of this study is to perform a
comparison experiment between statistical and
data mining modelling techniques. These
techniques are statistical Logistic Regression,
data mining Decision Tree and data mining
Neural Network. The comparison will evaluate
the performance of these prediction techniques
in terms of measuring the overall prediction
accuracy percentage agreement for each
technique. The ratio of the binary values of the
dependent variable in the training dataset and
the population is used on the three techniques to
find the effect of this ratio on the prediction
performance. For a given data set, the results
shows that the performance of the three
techniques is comparable in general with small
outperformance for the Neural Network. An
affecting factor that makes the prediction
accuracy varied is the dependent variable
values distribution (distribution of “0”s and
“17s). It is seen that, for all of the three
techniques, the overall prediction accuracy
percentage agreement is high when the ratio of
“0”s and “1”s is 3.1, whereas for the ratios 2:1
and 1:1 the performance is lower.

Keywords: Data Mining, Classification,
Prediction Model, Statistical Logistic
Regression, Neural Network, Decision
Tree.
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1. Introduction

An important and challenging area of
research is information management.
Historical data was analyzed using
several ways for hidden knowledge
extraction that can help in decision
making. This is called Knowledge
Discovery or Data Mining. The popular
goal from data mining is prediction and
the popular data mining technique used
for prediction is  classification.
Classification can be accomplished
statistically or by data mining methods.
[1]

Prediction techniques performance
comparison issues is an interesting topic
for many researchers. A comparative
study by Lahiri R. [1] compared the
performance of three statistical and data
mining techniques on Motor Vehicle
Traffic Crash dataset, resulted that the
data information content and dependent

attribute  distribution is the most
affecting factor in prediction
performance. Delen D. et al. [2]
targeted data  mining  methods

comparison as a second objective in the
study, while the main objective was to
build the most accurate prediction
model in a critical field, breast cancer
survivability. In the same area,
Artificial Intelligence in Medicine,
Bellaachia A. et al. [3] continued the



work of [2] and improved the research

tools especially the dataset. An
important  application  area  that
exploited data mining techniques

heavily was the network security. Panda
M. et al. [4] also performed a
comparative study to identify the best
data mining technique in predicting
network attacks and intrusion detection.
Also the data  contents and
characteristics revealed as an affecting
factor on the data mining and prediction
algorithms performance.

In this research we will continue on
the work of Lahiri R. [1] to perform a
comparison on the same data mining
techniques: Logistic Regression, Neural
Network and Decision Tree, but with
more accurate data content and quality.
Also we will work on Lahiri’s future
work recommendation by determining
more precise predictors that
significantly define and affect the
output. In another words, we intended
to find the effect of the most correlated
variables, as predictors, to the
dependent variable on the prediction
accuracy rates for the aforementioned
prediction techniques. The overall
prediction percentage agreement will be
the main performance metric which will
be measured under different dependent
variable values distributions
(distribution of “0”s and “1”’s) in the
dataset. This is to identify the effect of
the  dependent  variable  values
distribution on the overall prediction
accuracy for the three prediction
techniques. The experiment will
exploits a historical dataset about the
Palestinian Labor Force. The dependent
attribute will be the individual’s “Labor
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Force Status”, that have values: 0 as
Employed and 1 as Unemployed. The
source of such data is the Palestinian
Central Bureau of Statistics (PCBS).

This paper is organized as follows:
The literature and related work will be
discussed in Section 2. The research
methodology to perform the experiment
will be presented in Section 3.
Experimental results are presented and
discussed in Section 4. Finally,
Conclusion is given in the last Section
5.

2. Related Work

Many studies have been done across
countries on data mining. Applications
of data mining were used in a large
number of fields, especially for business
and medical purposes.

As data mining is a new technology
field, it is important and very helpful in
predicting and detecting underlying
patterns from large volumes of data,
many researches were published,
comparing results of data mining
algorithms in several areas. A research
by Rochana Lahiri (2006) performed a
performance comparison of several data
mining and statistical techniques for
classification model. She used a
database from Louisiana Motor Vehicle
Traffic Crash. The performance was
measured in terms of the classification
agreement %. The effect of Decision
Tree, Neural Network, and Logistic
Regression models for different sample
sizes and sampling methods on three
sets of data had been investigated. The
study concluded that a very large
training dataset is not required to train a



Decision Tree or a Neural Network
model or even for Logistic Regression
models to obtain high classification
accuracy and the overall performance
reached a steady value at the sample
size of 1000, irrespective of the total

population size. The information
content of a training dataset is an
important factor influencing

classification accuracy and is not
governed by the size of the dataset.
Another important result was that the
sampling method has not affected the
classification accuracy of the models.
She also stated that the overall
classification accuracy of the all three
methods were very much comparable
and no one method over performed any
other. She tried to find the effect of the
“0”s and “1”’s distribution of dependent
variable values in the dataset but
because the data was very skewed, she
failed to do this. As a future work, the
study recommends to apply the same
study on a dataset were the relationships
between the dependent variable and the
independent variables are more rigid.
1.e.: to select predictors that strongly
describe the dependent attribute, and to
study the effect of “0”s and “I1”’s
dependent variable values distribution.
[1]

The data mining methods comparison
were targeted as a second objective in
some studies that mainly aimed to
develop a prediction model in a critical
fields, like medicine, by investigating
several data mining methods, intending
to get the model that have the highest
prediction accuracy. This type of
studies has been addressed by Delen D.
et al. (2005) in the context of predicting
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breast cancer survivability. Multiple
prediction models, using Artificial
Neural Networks, Decision Trees, and
Logistic Regression, for breast cancer
survivability using a large dataset had
been developed. The comparison
among the three models had been
conducted depending on measuring
three prediction performance metrics:
classification accuracy, sensitivity and
specificity. The k-Fold cross-validation
test was used to minimize the bias
associated with the random sampling of
the training and missing data. The
results of the study showed that the
Decision Tree (C5) preformed the best
of the three models evaluated.
Sensitivity analysis, which provides
information ~ about  the  relative
importance of the input variables in
predicting the output field, was applied
on Neural Network models and
provided them with the prioritized
importance of the prediction factors
used in the study. [2]

Another related study in medicine by
Bellaachia A. et al. (2006) also in the
context of predicting breast cancer
survivability. The researchers took the
study of Delen D. et al. [2] as the
starting point with the same dataset
source but with a newer version and
different set of data mining techniques.
For modeling and comparison, three
data mining techniques had been
investigated: the Naive Bayes, the back-
propagated Neural Network, and the
C4.5 Decision Tree algorithms. The
main goal was to have a prediction
model with high prediction accuracy,
besides high precision and recall
metrics for patients' data retrieval. They



used other performance metrics:
specificity and sensitivity to compare
the prediction models. The results
presented that C4.5 algorithm has a
much better performance than the other
two techniques. The obtained results
differed from the study of Delen D. et
al. [2] due to the facts that they used a
newer database (2000 vs. 2002), a
different pre-classification (109,659 and
93,273 vs. 35,148 and 116,738) and
different toolkits (industrial grade tools
vs. Weka). [3]

In network security, data mining
techniques used heavily in predicting
network intrusion detection systems to
protect computing resources against
unauthorized access. Several studies
were performed in this area and some of
them  addressed the  prediction
performance comparison of different
data mining techniques like the study by
Panda M. et al. (2008). A dataset of
10% KDDCup’99 intrusion detection
has been generated and used in the
experiment. Three popular data mining
algorithms had been used in the
experiment: Decision Trees ID3, J48
and Naive Bayes. The prediction
performance metrics used in the study
were the time taken to build the model
and the prediction error rate. For the
evaluation of prediction error rate, the
10-fold cross validation test was used.
As a result of the experiment, the
Decision Trees had proven their
efficiency in both generalization and
detection of new attacks more than the
Naive Bayes. But this maybe
dependence on the contents and
characteristics of the data which allows
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single algorithm to outperform others.
[4]

Amooee G. et al. (2011) used data
mining techniques to identify defective
parts manufactured in an industrial
factory and to maintain high quality
products. A data of 1000 records was
collected from the factory and 10%
(100 records) of the data was about a
defective parts. Prediction accuracy and
processing time of the prediction
techniques were the comparison
performance metrics. The results
showed that SVM and Logistic
regression prediction algorithms has the
best processing time with high overall
prediction accuracy. The decision tree

with its tree different branching
algorithms  (CRT, CHAID, and
QUEST) achieved the  highest

prediction accuracy rates but needed
more time. Neural network achieved the
least prediction accuracy rate with
medium processing time. [5]

Data mining concept was the most
appropriate to the study of student
retention from sophomore to junior year
than the classical statistical methods.
This was one main objective of the
study addressed by Ho Yu C. et al
(2010) in addition to another objective
that identifying the most affecting
predictors in a dataset. The statistical
and data mining methods used were
classification tree, multivariate adaptive
regression splines (MARS), and neural
network. The results showed that
transferred hours, residency, and
ethnicity are crucial factors to retention,
which differs from previous studies that
found high school GPA to be the most
crucial contributor to retention. In Ho



Yu C. et al. research, the neural network
outperformed the other two techniques.
[6]

The prediction techniques RIPPER,
decision tree, neural networks and
support vector machine were used to
predict cardiovascular disease patients.
The performance comparison metrics
were the Sensitivity, Specificity,
Accuracy, Error Rate, True Positive
Rate and False Positive Rate. Kumari
M. et al. study showed that support
vector machine model outperforms the
other models for predicting
cardiovascular disease. [7]

The neural network was found to
achieve better performance compared to
the performance rates of Naive Bayes,
K-NN, and decision tree prediction
techniques in a study performed by
Shailesh K R et. al. (2011) to predict the
inpatient hospital length of stay in a
super specialty hospital. [8]

The same result was seen that the
neural network outperformed both the
decision tree and linear regression
models when the performance for the
students’ academic performance in the
undergraduate degree program was
measured by predicting the final
cumulative grade point average (CGPA)
of the students upon graduation. The
correlation coefficient analysis was
used to identify the relationship of the
independent  variables  with  the
predictors. Ibrahim Z. et al. (2007) [9]

Social network data, using data
mining techniques and the prediction
error rates were the comparison metric,
was studied by Nancy P. et al. (2011).
The tree based algorithms such as
RndTree, ID3, C-RT, CS-CRT, C4.5,
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CS-MC4 and the k-nearest neighbor (k-
NN) algorithms were used in the study.
The RndTree algorithm achieved least
error rate and outperformes the other
algorithms. [10]

C. Deepa et al. (2011) compared the
prediction accuracy and error rates for
the compressive strength of high
performance concrete using MLP neural
network, Rnd tree models and CRT
regression. The results showed that
neural network and Rnd tree achieved
the higher prediction accuracy rates and
Rnd tree outperforms neural network
regarding prediction error rates. [11]

The Rand tree algorithm also
outperforms the other algorithms, C4.5,
C-RT, CS-MC4, decision list, ID3 and
naive bayes, in a study of wvehicle
collision patterns in road accidents by
S.Shanthi et al. (2011). Selection
algorithms were used including CFS,
FCBF, Feature Ranking, MIFS and
MODTree, to improve the prediction
accuracy. Feature Ranking algorithm
was found the best in improving the
prediction accuracy for all algorithms.
[12]

In this study, we have used a Labor
Force Data (LFS 2009) in the
Palestinian’s territories as a training
dataset with 38,037 records. For testing,
we used the same dataset of Labor
Force Data (LFS 2009) and Labor Force
Data (LFS 2010). The two datasets was
processed and cleaned against missing
values and inconsistency.

3. Methodology

To achieve the objectives of this
research, we have started data
preparation (LFS 2009 and LFS 2010)



in a suitable form for the experiment.
The data contains the following
variables:  person’s labor  status
(dependent variable), Sex, Age at last
Birthday, Does he currently attending
school?, Years of schooling,
Educational Attainment (higher
qualification), Refugee Status, District,
Locality Type, Region, and Marital
Status. All these variables are numeric
data type and nominal measure, see
Table 1. We should mention that for the
training of the prediction algorithms we
used LFS 2009 dataset and for testing
we used both LFS 2009 and LFS 2010.

TABLE 1: SPECIFICATION OF THE
LABOR FORCE DATASET VARIABLES

Variable Values Measure
Sex lor2 Nominal
Age at last 0-100 Nominal
Birthday
Does he currently 1-4 Nominal
attending school
Years of 0-40 Nominal
schooling
Educational 1-10 Nominal
Attainment
(higher
qualification)
Refugee Status 1-3 Nominal
District 16 Nominal
Category
Locality Type 1-3 Nominal
Labor Force 0: Nominal
Status Employed
1:
Unemployed
Region 1or2 Nominal
Marital Status 1-3 Nominal

We selected the “person’s labor
status” as the dependent variable that
has only two expected values, 1 as
Unemployed and 0 as Employed.
Because we need to find the effect of
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dependent variable values distributions
(distribution of “0”s and “1”’s) on the

overall prediction percentage
agreement, we prepared different copies
of the dataset and changed the

dependent variable values distributions
for three values ratios, see Table 2.

TABLE 2: DEPENDENT VARIABLE VALUES

DISTRIBUTION
. 0: 1
Ratio Employed Unemployed Total
11 9,292 9,292 1,8584
2:1 20,122 9,292 29,414
31 28,745 9,292 38,037

The original dataset is the set with
ratio 3:1, and from this dataset we
extract the other two datasets by
reducing the number of records of the
“Employed” persons in a way to have
the required ratio. This was done by
deriving a stratified sample for each
ratio type using “District” as stratifying
variable.

Selecting the independent variables
(inputs) that have tight relationships to
the dependent variable (output) to get
more accurate results when applying the
aforementioned prediction techniques,
is one of the main objectives of this
study. To verify this, we applied
“Spearman’s Bi-variate correlation”
analysis to identify the exact coefficient
percentage and significance of this
effect between the variables of the
dataset on each other. The correlation
analysis was performed on the three
ratio datasets and only the correlation




results of the dependent variable
“Labor Force Status” with other
variables was selected, see Table 3. As
shown in Table 3, we sclected the
variables  that have  correlation
coefficient of 10% and more, and
significance value of 0.05 and less. This
results the variables, marked in bold,
that are the most related to the
dependent variable, they are (ordered by
importance): Region, Age, District,
Marital Status, and Refugee Status.

After this step, we run the prediction
techniques: Binary Logistic Regression,
Multilayer Perceptron Neural Network
(MLP), and CRT Decision Tree on the
three ratio datasets at two stages. In the
first stage we assigned the all variables
as independent variables, apply the
prediction algorithm and recording the
results. The same procedure was
followed in stage two but we assigned
the independent variables depending on
the correlation analysis results as shown
in Table 2.

TABLE 3: LABOR FORCE STATUS CORRELATIONS

Status Significance | .000 .000 .000
District Coefficient | .238 221 .205
Significance | .000 .000 .000
Locality Type | Coefficient |-.008 -.003  |-.003
Significance |.267 .622 .539

TABLE 3 CONT.
Region Coefficient .252 .243 .228
Significance .000 .000 .000
Marital Coefficient -.197 -.185 -.173
Status Significance .000 .000 .000

N 1,8584 | 29,414 | 38,037
Unemployment : 11 2:1 31
Employment Ratio
Sex Coefficient  |.001 .004 .001
Significance [.866 457 .790

Ageat last Coefficient | -.242 -219 |-.203
Birthday Significance | .000 .000 .000
Does he Coefficient |.017 .014 011
currently Significance |.023 .015 .026
attending

school

Years of Coefficient | .017 .019 .016
schooling Significance |.023 .001 .002
Educational Coefficient | -.015 -.019 [-.018
Attainment Significance |.035 .001 .001
(higher

qualification)

Refugee Coefficient | -.117 -107  |-.099
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The primary results obtained of the
overall prediction accuracy percentage
for the three prediction algorithms
showed that the differences between
assigning the independent variables by
selecting all variables in stage one and
selecting only the correlated variables
in stage two are almost close. Even it is
slightly larger by selecting the all
variables than selecting the correlated
variables. After the training of the
models, we tested them using the data
of LFS 2009 and LFS 2010.

The PASW Statistics (SPSS Release
18.0.0) from IBM was used in all
operations and to calculate all the
aforementioned statistical and data
mining techniques and methods.

4. Experimental Results

The results of the analyses performed
on the three different dataset’s ratios
using the three different prediction
techniques have been trained and tested
using the LFS 2009 and LFS 2010
datasets. Our concentration will be on
the overall prediction accuracy as a
metric of performance of the prediction
techniques. As we have said in the




methodology, we experimented with the
three prediction techniques for each
ratio dataset two times. One time using
the all independent
variables and the other time assigning
only the variables that are the most
correlated with the dependent variable,
“Labor Force Status”, as seen in Table
2. The overall prediction accuracy for
the two iterations in each ratio dataset

variables as

are too comparable, even with using the
all variables as independent variables
resulted a bit larger accuracy than using
the correlated variables and for all ratio
datasets, see Table 4. This results
suggest that the three prediction
techniques, in some way or another,
rely on the independent variables that
are most correlated to the dependent
variable and with more higher accuracy
if some of the other less correlated
independent variables, that also have
acceptable significance value, added to
the analysis. We can imply from this
that we can save time by selecting all
candidate variables, by common sense,
as independent variables without worry
to calculate the correlations, unless we
can find another way to identify the
most correlated variables. Depending
on this, we continued the analysis
without the results that were based on
the correlated variables.

TABLE 4: OVERALL PREDICTION ACCURACY
PERCENTAGE OF THE PREDICTION TECHNIQUES
FOrR BOTH ALL AND CORRELATED V ARIABLES

=z < Py = = —
2 |3 || | & | B

g 5 a 3

* Q N )

g | B
DT Corr. 1:1 65.7 67.1 65.3
DT All 1:1 68.5 67.2 68.4
DT Corr. 2:1 72.5 77 78.3
DT All 2:1 73.4 77.1 76.8
DT Corr. 3:1 77.4 77.4 79
DT All 3:1 78.1 78.1 78.8
LR Corr. 1:1 64.2 62.4 62.7
LR All 1:1 64.6 64.1 66
LR Corr. 2:1 72.2 76.9 78.6
LR All 2:1 72.3 77 78.2
LR Corr. 3:1 77.5 77.5 79
LR All 3:1 77.6 77.6 78.7
NN Corr. 1:1 67.5 67.3 65.9
NN All 1:1 70.5 70.5 70.4
NN Corr. 2:1 72.6 77 78.3
NN All 2:1 74.9 78.3 77.6
NN Corr. 3:1 77.6 77.6 79.1
NN All 3:1 78.8 78.8 78.4
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*: DT: Decision Tree, LR: Logistic Regression, NN:
Neural Network

For investigating the effect of
dependent variable values distribution
we replicated the dataset into three
categories each with different “0” to “1”
ratio as in Table 2 in the previous
section.

Fig.1 plots three graphs one for each
dataset type as training, testing 2009
and testing 2010 respectively. Each
graph plots the overall prediction
accuracy percent over the three datasets
ratios and using the prediction methods.




It is seen that, in the three graphs, the
prediction performance for the three
prediction techniques were comparable
and no one prediction technique
outperform the other two, except a very
small outperformance for the neural
network in some conditions. For the
training graph, it is seen that when the
dependent variable values distribution
ratio was 1:1, the overall prediction
accuracy rate of neural network,
decision tree and logistic regression
were around 70%, 68% and 66%
respectively. This means that neural
network predicted the person’s work
status accurately more than the other
two with small difference among them.
When the dependent variable values
distribution ratio was 2:1, the same
reading was achieved but with more
smaller differences among the three
prediction techniques’ overall
prediction performance rates. The
behavior was the same when the
dependent variable values distribution
ratio became 3:1 but this time the
overall prediction accuracy rates for the
three methods were almost the same
with a non significant difference among
their results reached a maximum value
of 1.2%. It is also seen that by
increasing the dependent variable
values ratio, the overall prediction
accuracy rate for each one of the three
techniques plot an increasing curve,
starting from 1:1 ratio that scored the
lowest overall prediction accuracy rate
value with significant difference
between this value and the prediction
value when the ratio was 2:1. The same
behavior was seen between the ratios
2:1 and 3:1.

For testing data the behavior was the
same as for the training data. Each
prediction technique plots an increasing
curve. As the dependent variable values
distribution ratio increased, the overall
prediction accuracy rate also increased.
The difference between the training
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data curves and the testing data curves
was that in the testing curves a plateau
was reached when the dependent
variable values distribution ratio was
2:1 and increasing the ratio to 3:1 didn’t
significantly improve the overall
prediction accuracy rate more. While
the curves of the training data were
almost linear and no plateau was
reached. This means that in the testing
graphs the curves met when the
dependent variable values distribution
ratio was 2:1 and continued the same
level reaching to ratio 3:1, while in the
training curves they met when the
dependent variable values distribution
was 3:1 and not before.

Another exciting results were the
results of prediction accuracy rates for
the individual values of the dependent
variable. Table 5 shows the prediction
accuracy rates of the dependent variable
values and the overall prediction
accuracy for the three prediction
techniques over the three dependent
variable values distribution ratios and
for the testing datasets 2009 and 2010.

It is seen that for all of the prediction
techniques and when the dependent
variable values distribution were 2:1
and 3:1, the prediction accuracy rates
for the “0” and “1” were highly not
comparable. The prediction methods
predicted the dependent variable value
that have the largest frequency in the
dataset with high accuracy rate while
they fail to predict the other value at
approximately the same, or nearby,
accuracy rate. For example the neural
network in the year 2009 data and for
the ratio 3:1, predicted the value of “0”
and “1” for 94.9% and 28.9%
respectively.
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Fig. 1: The overall prediction accuracy rates of
the prediction techniques over the three ratio
datasets

We can see how much the difference
is, and this holds for all of the
prediction methods within all of the
dependent variable values ratios and in
the two years, 2009 and 2010, even for
the training data. On the other hand, It
is seen that for all of the prediction
techniques and when the dependent
variable values distribution was 1:1, the
prediction accuracy rates for the “0”
and “1” were highly comparable. The
“0” and “1” values were fairly predicted
by the prediction techniques with
acceptable accuracy rate and the
difference was very small compared
with the difference when the ratio was
2:1 or 3:1. If we take the same example,
the neural network in the year 2009 data
and for the ratio 1:1, predicted the value
of “0” and “1” for 70.8% and 69.6%
respectively. This holds for all of the
prediction methods within all of the
dependent variable values ratios and in
the two years, 2009 and 2010, even for
the training data. The tradeoff in this
situation was that the overall prediction
accuracy rate was reduced significantly,
but still acceptable, when the ratio
became 1:1.

TABLE 5: PREDICTION ACCURACY PERCENTAGE
OF THE PREDICTION TECHNIQUES FOR THE
TESTING DATA 2009 AND 2010

Test 2009 Test 2010
z o [r Jo [e [r Jo
< <
g (2|3 |5 |& |§ |5 |2
g 5 o g = j=3 % L
* g [T g |T
g8 | e g | g
g g
DT | 1:1 [ 662 | 703 | 67.2 | 71.9 | 56.8 | 68.4
DT | 2:1 | 89.7 381 | 77.1 | 90.7 | 31.5 | 76.8
DT | 3:1 | 958 | 234 | 78.1 | 969 | 19.7 | 788
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LR | 1:1 | 637|653 | 641 | 67 | 626 | 66

LR | 2:1 [93.1 | 272 77 | 93.8 | 274 | 782
LR [ 3:1 [ 965 | 19.1 | 77.6 | 97.2 | 18.6 | 78.7
NN | 1:1 | 708 | 69.6 | 705 | 71.2 | 69.6 | 70.4
NN | 2:1 [90.1 | 41.7 | 783 | 90.5 | 35.5 | 77.6
NN [ 3:1 | 949 | 289 | 788 [ 94.4 | 26.2 | 78.4

*: DT: Decision Tree, LR: Logistic Regression,
NN: Neural Network

5. Conclusion

In this paper we worked on achieving
the objectives that can be illustrated by
performing the prediction techniques
performance comparisons of: Logistic
Regression, Neural Network and
Decision Tree using dataset of higher
level of accuracy regarding the content.
We tried to identify more precise
predictors that significantly define and
affect the output by wusing the
correlation analysis but the results have
demonstrated a very small differences,
even it was more accurate without the
correlation results. We think this is due
to the small number of predictors, that
limited our chances to get a highly
correlated and robust training dataset.

As a conclusion for this research, the
neural network achieved an overall
prediction accuracy rate higher than the
decision tree and logistic regression
when the dependent variable values
distribution ratio was 1:1. The
prediction performance of the three
prediction methods was almost the
same and too close to each other when
the  dependent  variable  values
distribution ratio were 2:1 and 3:1.

Another interesting conclusion is that
a tradeoff should be performed, that
whether the needed prediction accuracy
is a high overall prediction accuracy
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rate; an adequate and comparable both
“0” and “1” dependent value prediction
accuracy rate; or a high single “0” or
“1”  dependent value prediction
accuracy rate. If a high overall
prediction accuracy is needed then the
dependent variable values distribution
in the training data should be skewed
and the ratio of 0:1 occurrences (or 1:0)
for the dependent variable values
should be at least 2:1 or larger. This
hold also if the requested high
prediction accuracy is one of the two
dependent variable values, not both,
then it’s distribution in the training data
should be at least 2 occurrences or more
against to 1 occurrence for the other
value. An example of this case is the
breast cancer diagnosing in women that
a high prediction accuracy is needed to
check if the patient is infected like the
studies of Delen D. [2] and Bellaachia
A.[3].

If both dependent variable values are
requested to be predicted in comparable
prediction accuracy rate, then the
training data should not be skewed and
the ratio of dependent variable values
occurrences should be equal and no
more than 1:1. This holds for all of the
three prediction techniques and not
affected by the total population size of
the data (training or testing), because
we tested this on another different
datasets with total population sizes
ranges between 3000 and 4000
instances. This is true if we consider our
dataset, between 18,000 and 38,000
instances, as a large dataset but not
necessarily a huge dataset.

This conclusion agrees, in general,
with the results and conclusion of Lahiri



R. [1], but contradict with the failure of
neural network to predict one of the
dependent variable values. In this study
it is seen that the neural network
succeeded and even slightly
outperformed the logistic regression and
decision tree techniques in predicting
the values of the dependent variable
values, “0” and “1”.

Finally, as a future work to increase
the prediction accuracy, we would like
to find other techniques that help in
finding optimal choice of predictors and
do the same study. Also the total
population size is another future area of
research to test if the huge dataset, with
hundreds of thousands or even millions
instances, affected the prediction
accuracy of the aforementioned
prediction techniques in this study.
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1. Abstract

Integrated —Circuit random access memory
RAM chips are available in a variety of sizes.
If the memory unit needed for an application is
larger than the size of one chip, it is necessary
to construct an array of RAM chips which
includes a combined number of RAM chips.
The problem here is how to determine the
dimensions of the array of RAM chips. This
paper develops new methods to find the
number of RAM chips in the array of RAMS in
order to obtain the required memory size.

2. Introduction

A memory unit is a collection of
storage cells together with associated
circuits needed to transfer information
in and out of the device. Memory cells
can be accessed for information
transfer to or from any desired random
location , so the name random-access

memory, defined as RAM [1].

A memory unit stores the binary
information in words, these words are
groups of bits. Each word is an entity
of bits that move in and out of storage
as a unit.[5],[1].
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The communication between a
memory and its environment is
achieved  through data input and

output lines, address selection lines,
and control lines that specify the
direction of transfer. All of these
elements are shown in the following
figure[5],[6]:

ln data input lines

k address lings ——| -
Memory unit
2 words
n bit per word

Read —

Write ——

l:r data output lines

Figure 1 : Block Diagram of a memory unit

According to figure: 1, If there is a
( 2k * 4 ) RAM, this means:

(2k * 4) RAM = ( 2%2°10 * 4)
= (211 * 4 ) RAM and from this
we can conclude:

- The number of address lines = 11
- The number of words = 2711
- The number of bits per word =4



This research focuses on the
communication between memory units
in order to obtain a large memory size
from small size memories .This is
known and applicable by memory
decoding winch includes an array of
small size RAM chips to provide a
large size of RAM., The new
something that paper shows is how to
determine the size of array of ram
chips directly by knowing the size of
small Ram and the wanted large size,
It implements a
equations that provide the following:

mathematical

a- The number of rows in the
array of Ram chips.

b- The number of columns in the
array of Ram chips.

c- Also, the total number of Ram
chips.

d- The type of the decoder used in
the memory decoding.

e- The number of external logic

OR — gates in the memory
decoding.

3. Making Larger Memories

By using the CS lines, we can make
larger memories from smaller ones by
tying all address, data, and R/W lines
in parallel, and using the decoded
higher order address bits to control CS.
Using the 4-Word by 1-Bit memory
from before, we can construct a 16-
Word byl-Bit memory. See the
following figure [5],[6]:
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Figure 2 : Block Diagram of making a large
memory

3.1 Making Wider Memories

To construct wider memories from
narrow ones, we tie the address and
control lines in parallel and keep the
data lines separate. For example, to
make a 4-word by 4-bit memory from
4, 4-word by 1-bit memories. Note that
both 16x1 and 4x4 memories take 4-
chips and hold 16 bits of data. See the
following figure[5],[6]:

Dataln 3210

D-In

D-Out

D-Out

D-In

D-Out

Al
A0

RW
cs

D-In

yyvy V;” V;” V“”
4
3

W
[cs p-ou

Data Qut 3210

Figure 3: Block Diagram of making a
wider memory



3.2 The developed methods to
find the number of RAM
chipsin the array of RAMS
in order to obtain the
required memory size

The methods of this research suppose
the size of big Ram as :

XaU * N1

And also suppose the size of small
Ram as :

X2 U * N2
Where:

X:is an integer number.

U: The unit of the size (ex: K: Kilo, M
:Mega, G : Giga,..)

N: The number of bits in each word.

The number of rows in the array of
RAM chips will be (R)

R = Xt/ Xeeoooooeeaeenn, 3).

The number of columns in the array of
RAM chips will be (C)

C = N1/ Newooorreooeoe(4)

The total number of small RAM
needed will be calculated by

The following equation:

R* C oovvvereeereeen(5)
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3.3Using The Resear ch Methods
in Application Example

Suppose you need a memory array
with 16k X 8 organization, but all you
have on hand are 4k x 8 memory
chips. How many 4k* 8 Ram chip
needs ?

The size of big RAM is 16k * 16, By
applying eqn (1) we obtain:

X1=16 and Ni=16

The size of small RAM is 4k * 8, By
applying eqn (2) we obtain

X2=4 and N2=28§
Now :

The number of rows in the array of
RAM chips

R = X1/ X2 , fromeqn (3)

R = 16/4 = 4 Rows

The number of columns in the array of
RAM chips

C = N1/ N2, from eqn (4)

C —

16/8 = 2 Columns

The total number of small RAM chips
needed

= R* C, fromeqn (5)

= 4*2 = 8 chips from (4k * 8)
RAM.



4K*8 4K*8
RAM RAM
4K*8 4K*8
RAM RAM
4K*8 4K*8
RAM RAM
4K*8 4K*8
RAM RAM

Figure4 : Block Diagram of multiple
4K * 8 RAM

3.4 How to build amemory array
from multiple Smaller RAMsto
obtain Larger RAMs:

Here there is a necessary to find the
suitable decoder, and also the number
of external logic OR gates, the
research methods section 3.2
achieve these requirements.

in

From equation (3), R can help us to
find the decoder type, Since the value
of R here means the output of the
decoder which equals 2 “n, so we can
determine the type of decoder which is
(n*2%n).

The number of OR gates can be
obtained from equation (2), C

here refers to the number of OR gates
needed.

3.4.a Application Example

Suppose you need a memory array
with 8k x 16 organization, but all you
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have on hand are 2k x 4 memory
chips. How many 2k* 4 Ram chip
needs ? Show how you could connect
them to form the desired array ?

The size of big RAM is 8k * 16, By
applying eqn (1) we obtain:

X1=8 and Ni1=16

The size of small RAM is 2k * 4, By
applying eqn (2) we obtain

X2=2 and N2=4
Now:

The number of rows in the array of
RAM chips (R)

R = X1/ X2 , fromeqn (3)
R = 8/2 =4 Rows

The number of columns in the array of
RAM chips (C)

C

N1/ N2, from eqn (4)

C =16/4 = 4 Columns

The total number of small RAM chips
needed

= R* C, fromeqn (5)

= 4%*4 = 16 chips from (2k * 4)
RAM

We can determine the decoder type
from the value of R , eqn(3), the R
equals 4, so the output of the decoder



2”n =4 , and this implies that the input
of the decoder is n = 2, this means that
the decoder type is ( 2 * 4 ) decoder.

Also, we can determine the number of
OR gates needed from the value of C
eqn(4), so the number of OR gates = C
=4

OR gates.

From the previous analysis by using
the research methods, we can draw the
following block diagram of a 8k * 16

g Er e,

| g
£ [ 1 1B

il Lj ' rj‘ ‘@'TD

v U U U

Figure5: Block diagram of'a 8k * 16
RAM

4.Conclusion

The constructing a big RAM size from
multiple small RAM size is very
important
especially if there is only a small RAM
size, and there is a need to a big size.
The memory decoding solves this
problem by constructing an array of
RAM chips, which includes a

in memory organization,
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combined number of small  size
RAMS to form the required memory
This  paper  implements
mathematical equations in order to
determine the dimensions of the array

of RAM chips, these equations provide

size.

the number of rows and columns in the
array and also the total number of
small RAM chips needed. On the other
hand these equations may be used to
determine the suitable decoder type
and the number of OR logic gates
which are used in the building of the
array of small RAM chips.
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Abstract

Web Usage Mining is the process of
discovering user’s navigation pattern and
predicting user’s behavior. The quantity of
the Web usage data to be analyzed and its
low quality are the principal problems in
WUM. Several algorithms of data mining
have been applied in order to extract the
behaviors of the Web sites' users. In this
present work, we have implemented a
community detection technique in WUM
process that is based on the modularity
function and we have organized the
preprocessed data as a weighted graph.
The obtained results illustrate the aptitude of
the proposed algorithm to determine a
pertinent design of the web site from the
discovered communities.

Keywords: Data Mining, Web Usage

log files,
weighted graph, social

Mining, community
discovery,

network, modularity.

1. Introduction

One of the most significant axes of
the Web Mining is the Web Usage
Mining (WUM) which is interested
in the extraction of the access pattern
to the Web from the used data. The
principal interest of the Web Usage
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Mining is that it provides information
on the way in which the users browse
the Web site [1].

In this work, we are interested in the
analysis of the user browsing
behavior. The objective is to
understand the navigational practices
of wusers (teachers, students and
administrative staff).

Cooley [2] divides the WUM in three
main steps: preprocessing, pattern
discovery and pattern analysis. The
preprocessing task within the WUM
process involves cleaning and
structuring data to prepare it for the
pattern discovery task. In the phases
of  discovered and
knowledge, the Web Usage Mining
represents a field of research to
discover the behavioural models of

the users [3].

analyzes

In our work, we have first cleaned the
data by removing no relevant
information and the noise. The
remaining data are arranged in a



coherent way in order to identify, in a
precise way, the users sessions.

We then defined a new approach of
extraction which treats the data
resulting from the preprocessing
phase as being a set of communities.
Our aim is to extend the application
of the recent community detection
methods in the Web Mining context
in order to profit from their
classifying the
communities discovery.

capacity in

The rest of the paper is organized as
follows. Section 2 describes the Web
usage data preprocessing which we
intend to increase the quality of the
data obtained at the end of the
preprocessing step. In section 3, we
present an approach that extract
interesting correlations from the data
based on discovery
method.  Section 4 contains our
experimental results. General
remarks  and are
presented in section 5.

community

conclusions

2. Preprocessing method

The generic process WUM is adapted
to each axis of the Web mining
according to the nature of the used
data (text, logs, edges...). The
functional structure of the process of
the web usage mining is structured in
principal like
representing in figure 1.

six modules
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2.1 Datatransformation
module

The entry of the data transformation
module is a log file which is a textual
file that records the requests made to
the Web server in chronological
order. The most used formats for log
files are CLF (Common Log Format)
and the ECLF (Extended CLF). We
use the standard ECLF. An example
of this format is as follow:

41.200.89.109 - - [12/0ct/2008:20:18:23
+0100] "GET/citic2008/soumission.html
HTTP/1.1" 200 23247

"http://www.univ-
setif.dz/citic2008/index.html" "Mozilla/5.0
(Windows; U; Windows NT 5.1; fr; rv:1.9.0.3)

Gecko/2008092417 Firefox/3.0.3

1) the name or IP address of the
appealing machine.

2) the name and the login HTTP of
the user.

3) the date and the hour of the
request.

4) method used by the request
(Get, Post, etc.)

5) the URL of the request.
6) the used Protocol.

7) the request statute .

8) size of the sent file.

9) the URL which referred the
request.

10) the Agent (navigator and the

operating system)



The analysis of Web log files permits
to identify useful patterns of the
browsing behavior of users which
can be exploited in the process of
Web personalization.

Preprocessing
Method

Data Cleaning

Data Summarization

Data Structuration

Session Data

hase Filtering

1
Organization
process

Method

Nodes Edges

v

Community
Detection Method

Discovery

Fig.1 Architecture of the web Usage Mining Process.

2.2 Data cleaning module

The data cleaning module is used to
remove the useless records in order to
maintain only users’ data which can
be accurately exploited to identify

129

browsing behavior of wusers. The
choice of the data to be removed
depends on the ultimate objective of
the personalization system of the
Site. In our work, the objective is to
develop a WUM system to offer
personalized dynamic links to the
site’s visitors. Ttherefore the system
has to keep only records relating to
explicit requests that represent users’
actions. Consequently, the data
cleaning module was developed to
eliminate the following requests:

2.2.1 Method different from
"GET"

In general, the requests containing a
value different from "GET" are not
explicit requests of the users, but they
often relate to accesses with CGI, of
the of  robots, etc.
Consequently, these requests
regarded as non significant and are
withdrawn from the access log files.

visits
are

2.2.2 Failed and corrupted
requests
These requests are represented by
records containing a HTTP error
code. A status with value different
from 200 represents a failed request
(e.g. a status of 404 indicates that the
requested file was not found at the
expected location).



2.2.3 Requestsfor multimedia
objects

In the HTTP protocol, an access
request is carried out for every file,
image, multimedia object embedded
in a requested Web page. As a
consequence, a single request for a
Web page may often produces
several entries in the log file that
corresponds to files automatically
downloaded without an explicit
request of the same wuser. The
requests of this type of files can be
easily identified since they contain a
particular URL name suffix, such as
gif, jpeg, jpg, and so on. The
conservation or removal of these
multimedia objects depends on the
kind of the Web site to personalize
and theirs natures. In general, these
requests do not represent the
effective browser activity of the user
visiting the site, hence they are
removed. In other cases, eliminating
requests for multimedia objects may
cause a loss of useful information.

2.2.4 Requests originated by
Web robots

Log files contain some number of
records corresponding to requests
originated by Web robots. Web
robots are programs that
automatically download complete

Web sites by following every
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hyperlink on every page within the
site in order to update the index of
search engine. These requests are not
regarded as usage data and,
consequently, have to be removed.
To identify web robots’ requests, the
data cleaning module implements
two different heuristic [4].

Firstly, all records containing the
name "robots.txt" in the requested
resource name (URL) are identified
and removed. The second heuristic is
based on the fact that web robots
retrieve pages in an automatic and
exhaustive manner, so they are
characterized by a very high
browsing speed that is equal to total
number of visited pages / total time
spent to visit those pages. Therefore,
for each different IP address we
calculate the browsing speed and all
requests having this value exceeding
a threshold (pages/second) are
regarded as made by robots and are
consequently removed. The threshold
value is determined after reviewing
the log files. After data cleaning, only
requests for relevant resources are
saved in the database. At the end of
this  step, formally define

R={n.r,...n, }

we

as the set of all
distinct resources requested from the
Web site under analysis.



2.3 Data structuration module
The data structuration module
regroups requests of the log file in
user sessions. A session is defined as
a limited set of resources accessible
by the same user within a particular
visit. The 1identification of user
sessions from the log data is a
difficult task because many users can
use the same computer and the same
user can use different computers.
Therefore, one main problem is how
to identify the user. For websites that
require user registration, the log file
contains the user login that can be
used for user identification. When the
user login is not available, the user is
identified from the IP address, i.e. we
each I[P address
different user (being aware that an IP
address might be used by several
users) [5].

consider as a

We define U ={u;,uy,..,u, } as

the set of all the users that have
accessed that website. We use a time-
based method to identify sessions [2]
[8]. A user session represents the set
of all access originating from the
same user within a predetermined
time. This period is determined by
considering a maximum elapsed time

Almax between two consecutive
accesses. Moreover, to better handle

special situations for example, when
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users access several times to the same
page due to the slow connections or
intense network traffic, a minimum
between

elapsed  time  A¢

min
consecutive accesses is also fixed [4].
We define a user session as:

s = (u(i),t(i),r(i)) Where:
uD e U+ is the user identification.
t(i): is the access time of the whole

session.

r. is the set of all resources

requested during the i™ session (with
corresponding access time), namely:

PO = () (15 e () (D)
with r} ER
Where access time t/i to a single

resource satisfies the following:

t;iC 42 t/i( and
i i

Alin < Uev1 — U < Atmax

Summarizing,  after the data

structuration phase, a set of n

sessions s) is identified from the
log data. We denote the set of all
identified sessions by:

S = (S(]),S(z),..., S(n:))_



Once all sessions have been
identified, the data structuration
module presents a panel that lists the
extracted sessions and allows us to
view and save the details (IP address,
requested resources in the session,
date and time of the requests) of each

user session.

2.4 Datafiltering module
After the
sessions, we perform a data filtering
step to remove the less requested
resources and retain only the most

identification of user

requested ones. For each resourcer;,

the
that

number of
the

we  consider

sessions NS; required

resource 7;, and we compute the
quantity NS =max; , NS;. Then, we

define a threshold e, and we remove
all request with NS; <¢ are removed.

In this way, the data filtering module
can significantly reduce the number
of relevant requested resources,
which facilitates treatment of the next
phases of the web usage mining.

2.5 Data Summarization Module
The Data Summarization Module
generates reports summarizing the
information  obtained after the
application of pre-processing step.
This statistical information permit to
obtain a schematic and concise

description of the usage data mined
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from the analyzed log file. It provides
the necessary information to detect
some particular aspects related to the
user browsing behavior or to the
traffic of the considered site log file.

3. Discovery method

Once the raw logs have been
preprocessed, data mining techniques
can be applied on the dataset to
patterns.  Such
techniques include, but are not
limited to: association rules mining,
sequential  pattern mining and
clustering. In our work, we have
suggested the use of the recent
method of community detection in
order to identify groups of users with
similar which
personalized versions of the Web site
may be created.

discover new

behavior for

In the second phase of WUM process
and in order to find a pattern
discovery, we have applied an
organization process which consists
in analyzing the pretreated data of the
session base and to model them via a
functional graph, such as the
resources will be represented by
nodes and the browsing sequences of
users during each session will be
represented by edges. After obtaining
this graph, we proceed to the
identification of the users clusters
which have similar behaviors in term



of visited content, our choice is based
on Newman algorithm [6] and the
modularity function [9] to identify
the community structure and thus to
define the suitable pattern discovery.

3.1 Concepts of community
structure

In complex networks, the
communities are groups of nodes
which share probably a common
proprieties and/or similar functions.
The communities may be correspond
, for example, to groups of Web
pages accessible over the Internet
that have the same subject [10],
functional modules as cycles and
pathways in metabolic networks[11],
a set of people or groups of people
with some pattern of contacts or
interactions between them [12, 13],
and subdivisions in the food webs
[14,15]. In this paper, the
communities correspond to groups of
web pages which show the same
browsing behavior of users. Newman
and Girvan [16] introduce a measure
of quality of a particular partition
which they called “modularity” to
detected if communities are good or
no and to value such partitions. The
modularity is based on assortative
mixing measure [17].

Modularity measures when the
division is a good one, in the sense
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that there are many edges within
communities and only a few between
them.

3.2 Organization process

Once sessions have been
identified, we have to use them to
extract the Web graph that represents
the analytic network. We have
applied an algorithm that can be used
to obtain the degree and the edges for
a Web resource. In WUM process,
we need to treat the case of weighted
graph because resources may be
visited several times in the same
session and also through the different
sessions. In fact, as can be seen in
figure 2, we have computed the
degree of resource as strictly related
to the frequency of accesses to that
resource and we have determined the
whole weighted social network.

user

Time

fy e
2} 1‘31
GRT

Fig. 2 Organization process

In this example the result is a
weighted network containing far
more information than a simple
binary adjacency matrix. Thus the



adjacency matrix represents the
weight of connection from 4, to », .

We could obtain insight into the
behavior of weighted graphs very
simply by mapping them onto
unweighted multigraphs and any
techniques that can normally be
applied to unweighted graphs can be
applied to the multigraph as well
[19].

3.3 Pattern discovery task

Naturally, in addition to dividing the
graph top down into clusters, one
may also work bottom up merging
singleton sets of nodes iteratively
into clusters. Such methods are called
agglomerative clustering algorithms.
In our method, we have used the fast
algorithm [6] and we have applied
the idea presented in [19] in order to
focus on weighted social network.

Let G=(,E) be a weighted graph
describing a pretreated database of
session with V the set of nodes and E
the set of edges. We define the
Modularity function as it is define in
[18], thus the is

1 ky. k.
=— 4., ———16(c, ,c 2
0 2m2{ iy~ } (cnocn)

Where ™ denotes the total number
of edges of the graph, so
1
== A
" 2 errw "y
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k. 1s the degree of node »,, we write

ky =>4
.

Voo Ry

The element 4, . of the adjacency
matrix of the network represents the
weight of connection from ,, to, .

The dived
communities that

nodes  are into

such node,

belongs to community., and the

s - function yields one if nodes  and
r,are in the same community, zero

otherwise.

The steps of the algorithm are as
follows.

1. We construct the weighted
adjacency matrix 4, of the

Ty

analyzed graph G.

2. Initially, we consider that
each community is composed
of a single node.

3. Joining the pair of
communities whose
amalgamation produces the

largest increase in AQ;. ;. = but
do not join the pair of

communities whose there are
no edges between them. The

A . .
QFVFW value 1is written as

follows



1k
2m (gm)Z

0 otherwise.

AQrv Fy

4. We update the elements of the
AQrer and the

modularity matrixg,, in the

matrix

manner that they correspond
to the joined communities.

5. Repeat step 3 until only one
community remains.

For a network of nvertices, after
(n—1) such joins we are left with a

single community and the algorithm
stops. The partition corresponding to
the maximum value of modularity on
this graph should be the best or at
least a very good one.

4. Analysisand experiments

4.1 Preprocessing results

Our preprocessing method has been
tested on log files stored by the Web
site  Server of Ferhat Abbas
University of  Setif  (Algeria)
available at the URL www.univ-
setif.dz. The treated file covers the
site activities during the period from
17 January 2010 to 14 February
2010. Table I presents the results of
the preliminary analysis of log files
and synthesizes the results provided
during the data summarization phase.

if r, , 1, are connected,
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TABLE V
THE DATA TRANSFORMATION SUMMARY.

File size 100 448 034 bytes

Date/ beginning | 17/01/2010

hour 04:03:30

Date/ending hour | 14/02/2010
09:09:00

Number of | 365863

requests

In the following, we analyze the log
file, during the data cleaning phase,
in order to determine the non explicit
user requests.

The number of requests
corresponding to multimedia objects
is very important. They include 72,48
% of the requests. After data cleaning
phase, only 27,52% of the requests
are maintained in the database.

TABLE VII
THE DATA CLEANING SUMMARY.

Multimedia Method Status
Autre 100691 | (Get 363749 | 200 257276
.gif 53177 | [lget 24 206 20038
.png 88413 | |head 952 301 512
Jjpg 69449 | joptions 290 304 75776
ico 12005 | |post 705 400 22
.bmp 176 propfind 93 403 226
.css 17866 | |put 50 404 11927
Js 24077 405 62

501 24
[Total 265172| [Total 2114| [Total 108 587
72,48% 0,58% 29,68%

In case of Get method, we remove
the requests that have access methods
different from it. Table 2 presents the
number of each type of method in the
log file. We note that the number of
removed requests is very small



compared to the total number

(0,58%).

The requests which have a status
different from 200 are regarded as
failed request. We list three major
categories of irrelevant requests: 3%
of the requests with a status of 404
indicate that the requested file was
not found at the expected location,
5% of the requests with a status of
206 and 20% of the requests with a
status code of 304 indicate that the
requested file have a browser refresh
problem. At the end of the data
cleaning phase, we retain 70% of the
requests.

Table II recapitulates the different
removed requests of the database. We
observe that overlapping can occur
between two removed categories. For
example, a request with method
“Head” can also be a request for a
multimedia object. In this case, the
data summarization module counts
twice the removal of the request,
even though only one record is
deleted from the log file. Table III
illustrates this overlapping.

TABLE VIIII
OVERLAPPING BETWEEN THE REMOVED

REQUESTS CATEGORIES.
Request category
Multi Method |Status #|Nb %
media |# Get 200
X 183583 | 50,18
X 1579 0,43
X 26548 | 7,26
Cleaned (X X 25 0,01
X X 81529 | 22,28
X X 475 0,13
X X X 35 0,01
Valid 72089 | 19,70
Total 265172 (108587 |2114 |365863| 100 %
% 72,48% [29,68% |0,58% | 100 %
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After the data cleaning phase, the log
files were processed by the data
structuration module in order to
define the two sets RandU :

R The whole of the requested
resources from the analysed web site.

U The web site users.

Then we apply the structuration
algorithm [7] to determine the
sessions taking account of the two
values: Aty and At i, , such as the

minimal value is used to detect the
robots and the web crawler, and the
maximal value allow detection of
new sessions (Table IV).




TABLE VIIIV
THE STRUCTURATION DATA SUMMARY

Input data Setting
number
of 103975 At 30 minutes
requests
Nb IP
At
(U) 8676 min 05 seconds
Nb URL Nb
(R) o7 Sessions: 17319

The last phase of the preprocessing
method is resources filtering, we
have removed the least requested
URLs according to the ¢ threshold
and we have obtained the results

illustrated in Table V.
TABLE V
THE FILTERING DATA SUMMARY.
£ =
Before €=5 €=50 100
Nb
103975 | 66792 | 48571 | 29481
Req.
Nb URL 7707 1607 193 105
Nb IP 8676 2843 2829 1480
Nb 17379 | 4665 | 4571 | 2199
Sess.

4.2 Community detection
results

In the last phase of our work, we
have applied an organization process
to extract the functionally graph from
the session base. So, we have
obtained the network structure that
identifies the users’ session and all
the sessions (the nodes represent
resources and edges represent the
browsing sequences of users during
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each session). Any
detecting algorithm

community
requires

establishing its analytical network.
shows

Figure 3 this  network

structure.

Fig. 3 Network structure.

In pattern discovery step, we intend
to identify community structure and
detect the browsing behavior of users
which can be exploited in the process
of Web personalization. A
community structure is a set of nodes
which have more internal density
within the community than with the
rest of the network [17]. The
proposed discovery method belongs
to hierarchical partitioning approach
to clustering. It produces a nested
sequence of partitions of the set of
data points, the used web graph
contain 66 nodes and 1180 edges
(table 6), which can be displayed as
a tree with a single cluster, including
all points at the root and singleton
clusters (individual points) at the
leaves.



TABLE VI
DATA INPUT OF THE USED WEB GRAPH.

Number of nodes Number of edges
66 1180

The detection community algorithm
computes AQ and find the pair of

communities with the

largest AQ .

sy

The output of the

algorithm can be represented in the
form of a dendrogram (Fig. 4) and
the  optimal the
dendrogram found by looking for the

section  of

optimal value of O (Fig. 5).
n::— AQ=0,2645 ’—,——‘

vasl H
R

8 228 1123 7 18 2 21 29 24 25 30 10 15 12 14 17 19 §

Fig. 4 The dendrogram represent the
partitioning of network

As is known to all, modularity Q with
the maximum value corresponds to
the best partition of community
detecting, here the best value that we
have obtained is 0.2645.
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Figure 4. Value of modularity.

By applying the pattern discovery
method, we have obtained 4clusters.
The cluster number 3 contains the
visits to the Web pages of scientific
event (e.g. call of paper, program and
important dates). In this case, the
goal of these users is precise: the
visitor interest is to consult the
scientific activities of Ferhat Abbas
University, the cluster number 4
regroups the visits interested in Web
pages of research and valorization,
the first cluster detects the visits
between the deferent galleries of
images and the second cluster shows
the visits to deferent faculties. These
analyses have permitted to identify
homogenous classes of visitors. The
graph obtained is presented in Fig. 6.



Figure 6. The 4 classes of visitors

5. Conclusions

The Web Usage Mining can be
improved by using, in the two steps
of the WUM process, enriched
information about the structure and
content of the Web sites analyzed.
The preprocessing method that we
have used significant
reduction in the number of initial

allows a

requests and offers a structured
session base for the next step of
discovery method. The implemented
discovery algorithm takes into
account more suitable information

given by the weighted graph.
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Studentsin Bedia Center
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Abstract

In this document we review the concept of Data Mining, and we will show how this technology help in
taking decisions base on historical stored data. Data Mining uses several kinds of modeling
techniques, and we will focus on Regression Model technique which is used to predict the value of a
response (dependent) variable from one or more predictor (independent) variables where the
variables are numeric. The forms of regression are linear, multiple, weighted, polynomial,

nonparametric and robust.

In this case study we will predict and estimate the number of students will enroll in Bedia Educational
Center which is branch of Al-Quds Open University. The estimation is based on the main resource of
data which is the historical data for those students were enrolled in Salfeet Educational Region, it is
also another branch for Al-Quds Open University. This prediction and estimation based on simple
linear regression modeling technique. The reason of using this technique is the steady increasing in
the number of students at the university in general and at Salfeet Educational Region in specific. This
case study will give the decision makers at Al-Quds Open University view about the number of
students in the future, which help them to take the right decision for the situation of Bedia Educational
Center. Also they can manage its arrangements with more precise estimations such as revenues,

expenses and employment stuff.

Keywords: Data Mining, Regression, Simple Linear Regression

1. Introduction

AL-Quds Open University is distributed university through the Palestine, because it
is university for open education. This type of universities required to be spread at all
districts of Palestine. The requirements to open new educational branch depends on
the number of students will enroll in this new branch. For this reason we need to
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estimate the number of students based on the previous historical data for another
educational region like Salfeet Educational Region using regression model.

The main problems is learning the regression model, spend more time to learn how to
use the modeling tool like SPSS. Also exporting the data from the database and
transforming it to suitable my work and aggregate it to do the mining analysis for the
data.

Regression models are used to predict one variable from one or more other variables.
Regression models provide the scientist with a powerful tool, allowing predictions
about past, present, or future events to be made with information about past or
present events. The scientist employs these models either because it is less expensive
in terms of time and/or money to collect the information to make the predictions than
to collect the information about the event itself, or, more likely, because the event to
be predicted will occur in some future time.

In order to construct a regression model, both the information which is going to be
used to make the prediction and the information which is to be predicted must be
obtained from a sample of objects or individuals. The relationship between the two
pieces of information is then modeled with a linear transformation. Then in the
future, only the first information is necessary, and the regression model is used to
transform this information into the predicted. In other words, it is necessary to have
information on both variables before the model can be constructed.

For example, the personnel officer of the widget manufacturing company might give
all applicants a test and predict the number of widgets made per hour on the basis of
the test score. In order to create a regression model, the personnel officer would first
have to give the test to a sample of applicants and hire all of them. Later, when the
number of widgets made per hour had stabilized, the personnel officer could create a
prediction model to predict the widget production of future applicants. All future
applicants would be given the test and hiring decisions would be based on test
performance.

A notational scheme is now necessary to describe the procedure:

Xi is the variable used to predict, and is sometimes called the independent variable.
In the case of the widget manufacturing example, it would be the test score.
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Yi is the observed value of the predicted variable, and is sometimes called the
dependent variable. In the example, it would be the number of widgets produced per
hour by that individual.

Y'i is the predicted value of the dependent variable. In the example it would be the
predicted number of widgets per hour by that individual.

The goal in the regression procedure is to create a model where the predicted and
observed values of the variable to be predicted are as similar as possible. For
example, in the widget manufacturing situation, it is desired that the predicted
number of widgets made per hour be as similar to observed values as possible. The
more similar these two values, the better the model. The next section presents a
method of measuring the similarity of the predicted and observed values of the
predicted variable.

In This report we will talk about the background of data mining, and we will also talk
about the case study and tools used in our work. We will discuss the result and
evaluate these results.

2. Background
2.1 What Motivated Data Mining? Why Islt Important?

The major reason that data mining has attracted a great deal of attention in the
information industry in recent years is due to the wide availability of huge amounts
of data and the imminent need for turning such data into useful information and
knowledge. The information and knowledge gained can be used for applications
ranging from business management, production control, and market analysis, to
engineering design and science exploration.

Data mining can be viewed as a result of the natural evolution of information
technology. An evolutionary path has been witnessed in the database industry in the
development of the following functionalities: data collection and database creation,
data management (including data storage and retrieval, and database transaction
processing), and data analysis and understanding (involving data warehousing and
data mining)[1].
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2.2 What IsData Mining?

Simply stated, data mining refers to extracting or "mining" knowledge from large
amounts of data. The term is actually a misnomer. Remember that the mining of gold
from rocks or sand is referred to as gold mining rather than rock or sand mining.
Thus, data mining should have been more appropriately named "knowledge mining
from data," which is unfortunately somewhat long. "Knowledge mining," a shorter
term may not reflect the emphasis on mining from large amounts of data.
Nevertheless, mining is a vivid term characterizing the process that finds a small set
of precious nuggets from a great deal of raw material. Thus, such a misnomer that
carries both "data" and "mining" became a popular choice. There are many other
terms carrying a similar or slightly different meaning to data mining, such as
knowledge mining from databases, knowledge extraction, data/pattern analysis, data
archaeology, and data dredging[1]. Many people treat data mining as a synonym for
another popularly used term, \Knowledge Discovery in Databases", or KDD.
Alternatively, others view data mining as simply an essential step in the process of
knowledge discovery in databases. Knowledge discovery as a process is depicted in
Figure 1.2, and consists of an iterative sequence of the following steps:

""""""""""""""" N e

\‘\IH'"""/

.,-r"'"f

]

cluin busses

Figure 1.2: Data mining as a process of knowledge discovery.
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1. Data cleaning (to remove noise and inconsistent data)
2. Data integration (where multiple data sources maybe combined)

3. Data selection (where data relevant to the analysis task are retrieved from the
database)

4. Data transformation (where data are transformed or consolidated into forms
appropriate for mining by performing summary or aggregation operations, for
instance)

5. Data mining (an essential process where intelligent methods are applied in order
to extract data patterns)

6. Pattern evaluation (to identify the truly interesting patterns representing
knowledge based on some interestingness measur es.

7. Knowledge presentation (where visualization and knowledge representation
techniques are used to present the mined knowledge to the user)

2.3 Data Mining-On What Kind of Data?

In this section, we examine a number of different data stores on which mining can be
performed. In principle, data mining should be applicable to any kind of information
repository. This includes relational databases, data warehouses, transactional
databases, advanced database systems, flat files, and the World Wide Web.
Advanced database systems include object-oriented and object-relational databases,
and specific application- oriented databases, such as spatial databases, time-series
databases, text databases, and multimedia databases. The challenges and techniques
of mining may differ for each of the repository systems.

2.3.1 Relational Databases

A database system, also called a database management system (DBMS), consists of a
collection of interrelated data, known as a database, and a set of software programs
to manage and access the data. The software programs involve mechanisms for the
definition of database structures; for data storage; for concurrent, shared, or
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distributed data access; and for ensuring the consistency and security of the
information stored, despite system crashes or attempts at unauthorized access[2].

2.3.2 Data War ehouses

Data warehouse is a repository of information collected from multiple sources, stored
under a unified schema, and which usually resides at a single site. Data warehouses
are constructed via a process of data cleaning, data transformation, data integration,
data loading, and periodic data refreshing.

2.3.3 Transactional Databases

In general, a transactional database consists of a file where each record represents a
transaction. A transaction typically includes a unique transaction identity number
(Trans ID), and a list of the items making up the transaction (such as items purchased
in a store). The transactional database may have additional tables associated with it,
which contain other information regarding the sale, such as the date of the
transaction, the customer ID number, the ID number of the sales person and of the
branch at which the sale occurred, and so on.

2.34 Advanced Database Systems and Advanced Database
Applications

Relational database systems have been widely used in business applications. With
the advances of database technology, various kinds of advanced database systems
have emerged and are undergoing development to address the requirements of new
database applications.

The new database applications include handling spatial data (such as maps),
engineering design data (such as the design of buildings, system components, or
integrated circuits), hypertext and multimedia data (including text, image, video, and
audio data), time-related data (such as historical records or stock exchange data), and
the World Wide Web (a huge, widely distributed information repository made
available by the Internet). These applications require efficient data structures and
scalable methods for handling complex object structures, variable-length records,
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semi structured or unstructured data, text and multimedia data, and database schemas
with complex structures and dynamic changes[3].

2.4 Data Mining FunctionalitiesWhat Kinds of Patterns Can Be
Mined?

Data mining functionalities are used to specify the kind of patterns to be found in
data mining tasks. In general, data mining tasks can be classified into two categories:
descriptive and predictive. Descriptive mining tasks characterize the general
properties of the data in the database. Predictive mining tasks perform inference on
the current data in order to make predictions[4].

2.4.1 Concept/Class Description: Characterization and Discrimination

Data can be associated with classes or concepts. These descriptions can be derived
via (1) data characterization, by summarizing the data of the class under study (often
called the target class) in general terms, or (2) data discrimination, by comparison of
the target class with one or a set of comparative classes (often called the contrasting
classes), or (3) both data characterization and discrimination.

Data characterization is a summarization of the general characteristics or features
of a target class of data. The data corresponding to the user-specified class are
typically collected by a database query.

Data discrimination is a comparison of the general features of target class data
objects with the general features of objects from one or a set of contrasting classes.
The target and contrasting classes can be specified by the user, and the corresponding
data objects retrieved through database queries.

2.4.2 Association Analysis

"What is association analysis?" Association analysis is the discovery of association
rules showing attribute-value conditions that occur frequently together in a given set
of data. Association analysis is widely used for market basket or transaction data
analysis.
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2.4.3 Classification and Prediction

Classification is the process of finding a set of models (or functions) that describe
and distinguish data classes or concepts, for the purpose of being able to use the
model to predict the class of objects whose class label is unknown. The derived
model is based on the analysis of a set of training data (i.e., data objects whose class
label is known).

"How is the derived model presented?" The derived model may be represented in
various forms, such as classification (IF-THEN) rules, decision trees, mathematical
formulae, or neural networks. A decision tree is a flow-chart-like tree structure,
where each node denotes a test on an attribute value, each branch represents an
outcome of the test, and tree leaves represent classes or class distributions. Decision
trees can be easily converted to classification rules. A neural network, when used for
classification, is typically a collection of neuron-like processing units with weighted
connections between the units.

2.4.4 Cluster Analysis

"What is cluster analysis?" Unlike classification and prediction, which analyze
class-labeled data objects, clustering analyzes data objects without consulting a
known class label. In general, the class labels are not present in the training data
simply because they are not known to begin with. Clustering can be used to generate
such labels. The objects are clustered or grouped based on the principle of
maximizing the interclass similarity and minimizing the interclass similarity. That is,
clusters of objects are formed so that objects within a cluster have high similarity in
comparison to one another, but are very dissimilar to objects in other clusters. Each
cluster that is formed can be viewed as a class of objects, from which rules can be
derived. Clustering can also facilitate taxonomy formation, that is, the organization
of observations into a hierarchy of classes that group similar events together.

2.4.5 Outlier Analysis

A database may contain data objects that do not comply with the general behavior or
model of the data. These data objects are outliers. Most data mining methods discard
outliers as noise or exceptions. However, in some applications such as fraud
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detection, the rare events can be more interesting than the more regularly occurring
ones. The analysis of outlier data is referred to as outlier mining.

2.4.6 Evolution Analysis

Data evolution analysis describes and models regularities or trends for objects whose
behavior changes over time. Although this may include characterization,
discrimination, association, classification, or clustering of time-related data, distinct
features of such an analysis include time-series data analysis, sequence or periodicity
pattern matching, and similarity-based data analysis.

3. Case Study

3.1 Prediction number of student's case study

In this case study we will try to find a model to estimate the number of students for
Bedia Educational Center based on the number of students on at Salfeet Educational
Region those from Bedia region. We will use the simple linear regression in this case
study.

3.2 Linear Regression and Prediction

Linear regression uses the relationship between distributions of scores in making
predictions. If there is a relationship between two distributions, it is possible to
predict a person's score in one distribution on the basis of their score in the other
distribution (e.g., using a score on an aptitude test to predict actual job performance).
Simple regression refers to the situation where there are only two distributions of
scores, X and Y. By convention, X is the predictor variable, and Y the criterion (or
predicted) variable.

3.2 Definitions

a) A scatterplot is a graph of paired X and Y values

149



b) A linear relationship is one in which the relationship between X and Y can best
be represented by a straight line.

c¢) A curvilinear relationship is one in which the relationship between X and Y can
best be represented by a curved line.

d) A perfect relationship exists when all of the points in the scatter plot fall exactly
on the line (or curve). An imperfect relationship is one in which there is a
relationship, but not all points fall on the line (or curve).

e) A positive relationship exists when Y increases as X increases (i.e., when the
slope is positive).

f) A negative relationship exists when Y decreases as X increases (i.e., when the
slope is negative).

3.3 Equation for a straight line
The equation for a straight line is usually written as:
Y=bX+a
where b = slope of the line
=(Y2-Y1)/(X2-X1)
= “the rise” divided by “the run”
and
a = the Y-intercept
= the value of Y when X =0

Perhaps an example will help to clarify what this means. Imagine that you have
decided to start working out at a gym. The annual membership fee is £25, and in
addition to that, you must pay £2 every time you go to the gym.1 If we let X = the
number of times you go to the gym, and Y = the total cost, we would find that:

Y=2X+25
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The Y-intercept is 25. That is, if you never go to the gym (X = 0), your total cost is
£25. And the slope of the line (b) is 2: Every time you go to the gym, it costs you
another £2. Putting this another way, every time there is an increase of 1 on the X-
axis, there is an increase of 2 on the Y axis.

3.4 Miscellaneous points about linear regression

Linear regression is used to predict a Y score from a score on X. Bear in mind the
following:

1) The relationship between X and Y must be linear. If the relationship is not
linear, prediction will not be very accurate.

2) Normally, we are not interested in predicting Y scores that are already known. We
derive our regression equation with sample data that consists of paired X and Y
scores, but use the equation to predict Y scores when only X values are given.
Because we use data collected from a sample to make these predictions, it is vital to
have a representative sample when deriving a regression equation.

3) A regression equation is properly used only for the range of the variables on
which it was based. We do not know whether the relationship between X and Y
continues to be linear beyond the range of sample values.

4) Prediction is most accurate if the data have the property of homoscedasticity
i.e., if the variability of the Y scores is constant at all points along the regression
line.

5) When X and Y are both normally distributed and the number of paired scores is
large, the data in a bivariate frequency distribution often produce a so-called

bivariate normal distribution. When you have such a distribution, the standard
error of estimate can be used in the same way we used the standard deviation of a
normal distribution. That is, we could say that about 68% of the scores in the
scatterplot fall within 1 standard error of the regression line; and about 95% of the
scores fall within 2 standard errors of the regression line.
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3.5 Regression Analysis Using SPSS

The REGRESSION command is called in SPSS as follows:

=] Le d & [Data dito
File Edit Wiew Data TransForm Graphs  Utilities  Window Help
=l = T Reports » - |
= R T ==
: Din lg! ﬂ ! “] E_l Descriptive Statistics » EI w i
1 : pear 1| Tables 4
| |
year S ~omeare _Means ’ I] ZRE 1 | var
1[1995/199 [ fﬂ?x”:driil et Mk 2 05|
2019961397 2 I Correlste i -.44 |
i I
4]1988/1993 _4 - Loglinear 4 Curve mstimnakion. .. |
5119992000 5 | Classify M B [t |
& |zo00/2001 3 Data Reduction » e
Multinamial Lagistic, .. =
F(2001,2002 7 Scale r owvdinal
8 QDDEQDDS a i Monparametric Tests 'i Pru:ui:uit..l.” B
B|z003/2004 | g| | Tmeseries g -
10|2004/2005 RG] vl Monigearsis 3
720050008 11 — Multiple Response L4 ‘“Weight Estimation. .. —
_________ Missing Value Analysis, .. 2-5tage Least Squares. .. -
12 - Complex Samples 3 . ) |
i ! ] Optimal Scaling. ..
14 | | | |

Selecting the following options will command the program to do a simple linear
regression and create two new variables in the data editor: one with the predicted
values of Y and the other with the residuals.

D ependent:

> Linear Regression: Statistics ] I

| Regression Cosfficierts——  [w Model fit [ Contirue | F= |
% Estimates I R squared change == I
e Carncel I
I~ Confidence intervals I Descriptives o
I Cowariance matrix I Part and partial corelations Help I _i

I Collinearity diagnostics

— Reziduals

I Durbin®a atson

I Caszewise diagnostics

stamdard deviations
LS enght:
|
Stakistics... I Flots... I Save... I Options... I

Z1l ' i i i i
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The output from the preceding includes the correlation coefficient and standard error

of estimate.
Model Summany®
Adjiusted Std. Error of
mModel = F Square R Square the Estimate
1 RS R=15= MHEBS 41 . 6349

4. Predictors: (Constant), =

b. Dependent variable: numberOfStudents

The regression coefficients are also given in the output.

Coefficients®
Unstandardized Standardized
Coefficients Coefiicients 945% Confidence Interval for B
Wodel B Std. Errar Beta t Sig. Lower Bound | Upper Bound
1 (Constanfy | 383714 26927 14.280 .0an 222,501 444 627
b B6.206 3470 Ba4 16,646 .0an 57.304 TA.267
d. Dependent Variable: numberdfStudents

The optional save command generates two new variables in the data file.

ile  Edit \Miew Data Transform Analvze Graphs LUkilities Window Help

=88 8] o|| k| Ml Flr] B&IE %9l
iz numberJfStudents EBDD
year A | numberOfStudents| PRE_1 R wal
119951996 1 452 480,00 05
2|1996/1997 2 493 516.29 -.44
3]1997/1993 3 850 88257 -.78
4]1998/1999 4 628| G48.86 -60
£11999,2000 LS 800 71514 2.04
6200072001 B 842 781.43 1.45
720012002 7 814 84771 -.81
820022003 g 872 914.00 -1.01
920032004 9 930 980.29 .00
10]2004,/2005 10 1047 | 104657 .00
11]2005/2006 1 1113 111286 .00
|2
13
14
15
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Also this is the graph to best fit errors
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4. Software Tools

4.1 SPSS

SPSS for Windows provides a powerful statistical analysis and data management
system in a graphical environment, using descriptive menus and simple dialog boxes
to do most of the work for you. Most tasks can be accomplished simply by pointing
and clicking the mouse.

In addition to the simple point-and-click interface for statistical analysis, SPSS for
Windows provides:

Data Editor: A versatile spreadsheet-like system for defining, entering, editing, and
displaying data.

Viewer: The Viewer makes it easy to browse your results, selectively show and hide
output, change the display order results, and move presentation-quality tables and
charts between SPSS and other applications.
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Multidimensional pivot tables: Your results come alive with multidimensional
pivot tables. Explore your tables by rearranging rows, columns, and layers. Uncover
important findings that can get lost in standard reports. Compare groups easily by
splitting your table so that only one group is displayed at a time.

High-resolution graphics. High-resolution, full-color pie charts, bar charts,
histograms, scatterplots, 3-D graphics, and more are included as standard features in
SPSS.

Database access. Retrieve information from databases by using the Database
Wizard instead of complicated SQL queries.

Data transformations. Transformation features help get your data ready for
analysis. You can easily subset data, combine categories, add, aggregate, merge,
split, and transpose files, and more.

Electronic distribution: Send e-mail reports to others with the click of a button, or
export tables and charts in HTML format for Internet and intranet distribution.

Online Help: Detailed tutorials provide a comprehensive overview; context-
sensitive Help topics in dialog boxes guide you through specific tasks; pop-up
definitions in pivot table results explain statistical terms; the Statistics Coach helps
you find the procedures that you need; and Case Studies provide hands-on examples
of how to use statistical procedures and interpret the results.

Command language: Although most tasks can be accomplished with simple point-
and-click gestures, SPSS also provides a powerful command language that allows
you to save and automate many common tasks. The command language also
provides some functionality not found in the menus and dialog boxes.

4.2 Recoding Variables

You can also modify the values of existing variables in your dataset. For example, if
a dataset contains a variable that classifies an employee's status in three categories,
but for a particular analysis you want to combine two of these classifications into a
single category, then two of the values would need to be recoded into a single value
so that there are two total groups.
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The Recode option (or Alt+T+R) is available from the menu in the Data Editor:

Transform
Recode

Additionally, there are two options for recoding variables in the Recode submenu.
The Into Same Variables (Alt+T+R+S) option changes the values of the existing
variables, whereas the Into Different Variables (Alt+T+R+D) option is used to create
a new variable with the recoded values. Both options are essentially the same, except
that recoding into a different variable requires you to supply a new variable name.
You should use the Into Different Variables option, because you may change your
mind about your recoding scheme at a later date. Thus, if your do change you mind,
you still have the original values.

The following example illustrates the use of the Recode option to recode values into
a new variable. When that option is selected from the menu, the following dialog box
will appear:

: Recode into Different Yariables

"% Ermployes Code [id] Mureric Y ariable -> Output W ariable:

[AL Gender [gender]

!
<#¥» Drat f Birth [bdat

> ate ol irth [bdate] E !

I

|

=
o
0

= |o|®
]

> Educational Lewel [pe:
\® Current Salary [zalary]
(ﬁ} Beginning S alary [zalb
@ Fonths =ince Hire [job
< Prewvious Experience [i | If... !
/@ Finority Classification | =

Old and Mew “Yalues. .. I

Ik I Baste I Bezet I l:ancell Help |

First, a variable from the existing dataset should be selected by clicking on that
variable, then clicking the arrow button in the middle of the dialog box. This will
result in the selected variable being displayed in the box labeled, Numeric Variable -
> Output Variable. Next, you must supply the name of the new variable, and
optionally you can supply a label for the new variable. After a new variable name has
been supplied, click on the button labeled Old and new Values. This will result in the
following dialog box:
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Hecode into Different Yariables: Old and Hew Yalues

- Old W alue — MewWalus i
0 walue: [— o Walue: r— i~ System-mizzing
£ System-mizsing " Copy old value(z]
£ Syzhem- or User-mizsing Old --> Mew:

£ Fange: i ale] I 3-»2

" Fange:
LLawest thrauaty l
" Range: [T Dutput wariables are strings W/idi 2
i thraugh highest = - Eanwver numenc sthinos fa nlmmbes 55]

Al ather values

Ehatige

Continue I Cancel I

The above dialog box is the same regardless of whether you are recoding values into
the same variable or creating a new variable. The original value of the variable being
recoded is entered in the box labeled Old Value, and the new value is entered in the
box labeled New Value. After values are entered in these boxes, click on the button
labeled Add to complete the recode process.

Continuing with the above example, a variable with three values, such as jobcat,
could be recoded into a variable with two values by recoding one of the values. In the
example dataset, jobcat has three values: 1, 2, and 3. If the goal were to combine
cases with the values 2 and 3, this could be accomplished by recoding cases with the
value 3 into 2's. For example, by entering 3 in the box labeled Old Value and
entering 2 in the box labeled New Value then clicking Add, all of the cases labeled 3
would take on the value 2. This can be repeated for as many of the values as
necessary.

Values can also be recoded conditionally. The process for recoding values on the
basis of a condition is essentially identical to the process for conditionally computing
new variables discussed in the previous section: when you click on the If button in
the main Recode dialog box, the same dialog box that was obtained from clicking If
in the the Compute dialog box will appear with the same options.

4.3 Sorting Cases

Sorting cases allows you to organize rows of data in ascending or descending order
on the basis of one or more variable. For example, the data could be sorted by job

157



category so that all of the cases coded as job category 1 appear first in the dataset,
followed by all of the cases that are labeled 2 and 3 respectively. The data could also
be sorted by more than one variable. For example, within job category, cases could
be listed in order of their salary. The Sort Cases (or Alt+ D+O) option is available
under the Data menu item in the Data Editor:

Data = Sort Cases...

The dialog box that results from selecting Sort Cases presents only a few options:

i Sart Cazes !

#» Employes Code [id] -
[AL Gender [gender]

#x Date of Birth [bdate
‘%} E ducational Lewel [
#x Beginning Salary [=
#» Months since Hire

> Previous Experienc
<@ hdinmribu |—:|F|:'¢:€tifil':.=||‘ir;]

<1

Sartk by:
<#> Employment Categorny |

L Current S

alary [zalary]

— Sort Order 1
= Azcending

T Dezcending

Ok
Faste
Bezet

Cancel

L

Help

To choose whether the data are sorted in ascending or descending order, select the
appropriate button. You must also specify on which variables the data are to be
sorted. The hierarchy of such a sorting is determined by the order in which variables
are entered in the Sort by box. Variables are sorted by the first variable entered, then
the next variable is sorted within that first variable. For example, if jobcat was the
first variable entered, followed by salary, the data would first be sorted by jobcat,
then, within each of the job categories, data would be sorted by salary.

5. Conclusion

Regression models are powerful tools for predicting a score based on some other
score. They involve a linear transformation of the predictor variable into the
predicted variable. The parameters of the linear transformation are selected such that
the least squares criterion is met, resulting in an "optimal" model. The model can
then be used in the future to predict either exact scores, called point estimates, or
intervals of scores, called interval estimates.

In this case study we find the optimal model in this formula:

YA =383.714 + 66.286 * (X)
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Where Y” is the predicted number of students
And X is the year we want to predict.

This model has only on dependent variable which is number of students in Salfeet
Educational Region. Also we can develop this model to take multiple dependent
variables like number of student in tawjihi in Salfeet Region and the population
increasing percentage, but this required additional historical data to be built.
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Abstract

Extensible Markup Language (XML)
rapidly establishes itself as the de facto
standard  for presenting, storing, and
exchanging data on the Internet. However,
querying large  volume of XML data
represents a  bottleneck  for several
computationally intensive applications. A

fast and accurate selectivity estimation
mechanism is of practical — importance
because selectivity estimation plays a

fundamental role in XML query performance.
Recently proposed techniques are all based
on some forms of structure synopses that
could be time-consuming to build and not
effective for summarizing complex structure
relationships. To overcome this limitation,
we propose an innovative  selectivity
estimation algorithm, which consists of (1)
the path tree synopsis data structure, a
succinct description of the original document
with low computational overhead and high
accuracy for processing tasks like selectivity
estimation, (2) the  streaming selectivity
estimation algorithm which is efficient for
path tree traversal. Extensive experiments on
both real and synthetic datasets show that
our technique achieves better accuracy and
less  construction  time than  existing
approaches.

Keywors: XML data, XPath queries,
query optimization, stream processing,
selectivity estimation.
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[1] Introductin

XML [6] is currently being heavily pushed by the
industry and community as the lingua franca for
data representation and exchange on the Internet.
The popularity of XML has created several
important applications like information
dissemination, processing of the scientific data,
and real time news.

Query languages like XPath [4] and XQuery [5]
have been proposed for accessing XML data.
They provide a syntax for specifying which
elements and attributes are sought to retrieve
specific pieces of a document.

A stream of XML data is the depth-first, left-to-
right traversal of an XML document [6]. Cost-
based optimization of XML stream querying
requires calculating the cost of XPath query
operators. Usually the cost of an operator for a
given XPath query depends heavily on the
number of the final results returned by the query in
question, and the number of temporary
(intermediate) results that are buffered for its sub-
queries [23]. Therefore, accurate selectivity
estimation is necessary for cost-based
optimization, but insufficient as we explain below.

Selectivity is a count of the number of
matches for a query Q evaluated on an XML
document D. This selectivity does not measure
neither the size of these matches, nor the total
amount of memory allocated for the temporary
results. In addition, there are many parameters that
influence streaming computational costs: the lazy
vs eager strategy of the stack-automaton, the size
and quantity of query results which depend on
the query operator, the size and structure of the
document , etc. The author of an XPath query may
have no immediate idea of what to expect in



memory consumption and delay before collecting
all the resulting sub-documents .

As a result, the current selectivity estimation
techniques appear necessary but incomplete for
managing queries on large documents accessed as
streams. We therefore propose a new stream-based
selectivity estimation technique. We compute the
path tree, a synopsis data structure from the input
XML document D. The purpose is to obtain a
small but full structure synopsis that is traversed
by an efficient streaming algorithm to reduce the
computational overhead of complex XPath queries
onD.

The remainder of the paper is structured as
follows: the next section is a short survey of
existing work on synopses data structures and
twigs selectivity estimation. In the third section,
we present our motivations and contributions. The
fourth section presents our stream-based
selectivity estimation technique. In the fifth
section we compare our technique with the
existing ones, and the paper then concludes with
an outline of future work.

2. Reated work

Various research works in estimating the

selectivity of XPath queries have been published.
The majority [1] [14] [13] [22] [11] have focused
on linear XPath queries (e.g. //A//B/C). 1t is
not clear how these approaches can be extended to
XPath twig queries (quereis with predicates e.g.
//A[.//B]/C) so as to cover a larger fragment of
XPath.

Several structure synopses, such as Correlated
Suffix Trees [7], Twig-Xsketch [17], TreeSketch
[16], and XSeed [24], have been proposed for
twig query selectivity estimation. They generally
store some form of compressed tree structures and
simple statistics such as node counts, child node
counts, etc. Due to the loss of  information,
selectivity estimation heavily relies on the
statistical assumptions of independence and
uniformity. Consequently, they can suffer from
poor accuracy when these assumptions are not
valid. The above proposed structures synopses can
not be evaluated by ordinary query evaluation
algorithms, they require specialized estimation
algorithms.

The authors of [7] proposed a correlated sub-
path tree (CST), which is a pruned suffix tree
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(PST) with set hashing signatures that helps
determine the correlation between branching paths
when estimating the selectivity of twig queries.
The CST method is off-line, handles twig queries,
and supports substring queries on the leaf values.
The CST is usually large in size and has been
outperformed by [1] for simple path expressions.

Described in [17] the Twig-Xsketch is a complex
synopsis data structure based on XSketch
synopsis [13] augmented with edge distribution
information. It was shown in [17] that Twig-
Xsketch yields estimates with significantly
smaller errors than correlated sub-path tree
(CST). For the dataset XMark [18] the ratio of
er- ror for CST is 26% vs. 3% for Twig-Xsketch.

TreeSketch[16] is found on a partitioned
representation of nodes of the input graph-
structured XML database. It extends the
capabilities of XSketch [13] and [17] Twig-
Xsketch. It introduces a novel concept of count-
stability (C-stability) which is a refinement of the
previous F-stability of [13]. This refinement leads
to a better performance in the compression of the
input graph-structured XML database.

Paper [15] introduced XCLUSTER, which
computes a synopsis for a given XML document
by summarizing both the structure and the content
of document. The XCLUSTER-based synopsis
data structure is a node- and edge-labelled graph,
where each node represents a sub-set of elements
with the same tag, and an edge connects two
nodes if an element of the source node is the
parent of elements of the target node. Nodes and
edges of this graph are then equipped with special
aggregate statistical information.

Paper [24] proposed the XSeed synopsis to
summarize the structural information of XML
data. The information is stored in two structures,
a kernel, which summarizes the  uniform
information, and an HET (Hyper-Edge Table),
which records the irregular information. By
treating the structural information in a multi-layer
manner, the XSeed synopsis is simpler and
more accurate than the TreeSketch synopsis.
Moreover, XSeed supports recursion by recording
"recursion levels" and "recursive path expression"
in the synopses. However, although the
construction of XSeed is generally faster than that
of TreeSketch, it is still time-consuming for
complex datasets.

Paper [12] proposed a sampling method named



subtree sampling to built a representative sample
of XML which preserves the tree structure and
relationships of nodes. The number of data
nodes for each tag name starting from the root
level is examined. If it is sufficiently large, a
desired fraction of data nodes are randomly
selected using simple random sampling without
replacement and the entire subtrees rooted at these
selected data nodes are included as sampling units
in the sample. If a tag has few data nodes at the
level under study, then all the data nodes for that
tag at the level are kept and they move down to
check the next level in the tree. The path from the
root to the selected subtrees are also included in
the sample to preserve the relationships among the
sample subtrees. Though a subtree sampling
synopsis can be applied to aggregations functions
such as SUM, AVG, etc., it is shown in [12] that
XSeed [24] outperforms subtree sampling for
queries with Parent/Child on simple dataset e.g.
XMark [18], while it is the inverse for complex
datasets.

3. Motivations and
contributions

the
summarize our motivations as follows:

Having explored state of the art, we

® A 2005 study [20] of Yahoo’s query logs
revealed that 33% of the queries from the same user
were repeated and that 87% of the time the user
would click on the same result as earlier: repeat
queries are used to revisit information [20]. This
motivates our intense use of preprocessing: its cost
can most often be amortized. Moreover it is
possible to update our synopsis data structure by
streamed and incremental updates.

® The proposed structures synopsis above (in
section 2) can not be evaluated by ordinary query
estimation structure, they require specialized
estimation algorithms or rules.

® Though the construction time for structures
synopsis vary, for example: the construction of
XSeed is generally faster than that of TreeSketch
as it is shown in [12]. The techniques used for
synopsis construction are still time-consuming for
complex datasets e.g. TreeBank [19].
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® Most selectivity estimation techniques do not
process the complete fragment of Forward XPath
(the grammar of this frag ment is introduced in
section 4.

Our contributions can be summarized as follows:

1. we present a new stream-based selectivity
estimation  technique. Where, we present the
path tree, a synopsis structure for XML documents
that is used for accurate selectivity estimates. We
formally define it and we introduce a streaming
construct it. Furthermore,
introduce an efficient selectivity estimation
algorithm for traversing the synopsis structure to
calculate the estimates. The algorithm is well
suited to be embedded in a cost-based optimizer.

algorithm to we

2. Extensive experiments were performed. We
considered the accuracy of the estimations, the
types of queries and datasets that this synopsis
can cover, the cost of the synopsis to be created,
and the estimated vs measured memory allocated
during query processing. Experiments
demonstrated that out technique is both accurate
and efficient.

4. Stream-based selectivity
estimation technique

The stream-based selectivity estimation technique
consists of (1) the path tree structure synopsis: a
concise, accurate, and convenient summary of the
structure of the XML document, (2) the selectivity
estimation algorithm: an efficient streaming
algorithm used to traverse the path tree synopsis
to provide the end user with different estimates
which allow him to optimize his query if needed.

The current version of our selectivity technique
processes queries which belong to the fragment of
Forward XPath: a sub fragment of XPath 1.0
consisting of queries that have: child, descendant
axis. Nodelest which is element,
wildchard, “text()’ . Predicate with (‘or’ ’not’,
‘and’) and arithmetic operations.
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For a precise understanding of Forward
XPath, we illustrate its grammar in figure 1. A
location path is a structural pattern com- posed of
sub expressions called steps. Each step consists of
an axis (defines the tree-relationship between the
selected nodes and the current node), a node-test
(identifies a node within an axis), and zero or
more predicates (to further refine the selected
node-set). An absolute location path starts with a
/> or °//° and a relative location path starts
with a “./”> or “.//>. Where /node() is a direct
child, //node() is a descendant, [./node()] is a
child predicate node for refinement, and @node()
is an attribute;

Path := GenericPath
GenericPath := GenericStep | GenericStep GenericPath | GenericStep1
GenericStep := Axis NodeTest | Axis NodeTest '[' Predicate ']’
AttributeStep :='@' NodeTest | '@' NodeTest '[' Predicate ']
GenericStep1 := Axis NodeTest1
Axis ="/ |'II'
NodeTest := name | ™'
NodeTest1:= "text()'
Predicate := PredicatePath | PredicatePath CompOp constant
| Predicate 'and’ Predicate
| Predicate 'or’ Predicate
| 'not(' Predicate ')’
CompQOp :="="|"I="|'>"|'>="| '<" | '<="
PredicatePath := "' GenericPath | AttributeStep

Figure 1: Grammar of Forward XPath

Figure 2 illustrates our stream-based selectivity
estimation technique. As shown in the figure, the
path tree is built for the target XML document by
using our streaming algorithm (explained in
section 4.1.2). After that, the moment the end user
sends an Xpath function estimator provides the
end user with query’s estimation by using the path
tree and the selectivity estimation (explained in
section 4.2).

Stream-based Selectivity Estimation
Technique

End user query
D

Selectivity estimation
| >| Path tree | algorithm

XML

Figure 2: Stream-based selectivity estimation
technique

Next, we will explain in details our technique.
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41 Pathtree
4.1.1 Path tree Definition

The path tree is a concise, accurate, and
convenient summary of the structure of the XML
dataset. It was invented by [1] but with a more
restricted application than ours. To achieve
conciseness, a path tree describes every distinct
simple node-labelled path of a source XML
exactly once with its frequency (the number of
times it appears). To ensure accuracy, the path
tree does not contain node-labelled paths that do
not appear in the source XML dataset. The
structure is convenient because it can be processed
by ordinary query evaluation algorithms (stream-
querying/stream-filtering algorithms) in place of
the actual dataset.

Given an XML dataset D, the path tree is (a tree
with node labels taken from D) defined as follows
in figure 3. The details of path tree construction
and updating are in [3]. However, we present
below the pseudo code of the streaming
algorithm for path tree construction with an
example.

i = 1s the finite set of nodes label of L.

pathsily) = |p = Ay, Az, .. Ay € £, | pis a node-labelled path
starting from the root of D iie. Ay is the root).

Remark: all node-label paths in path([}) have A as a prefix.

Definition: we define ParthT ree(l}) as a graph whose nodes
are paths(D: (pathil), {(p,, p2) | 34 € g, such that ps = pi A
ad p; € PathTreei D))

Propaosition: ParhT ree(D) is a tree rooted in poot 0,

Proof. Tor = (. m.p2) | 3A € Ly such that po =
1Al is the Hasse-diagram of the prefix relation on £, and has
a tree structure, By construction ParthT ree()) is a subgraph of
T e fiv- Therefore, ParhiT ree( D) is also a tree

Figure 3: Path tree definition
4.1.2 Path tree Construction

To create a path tree from an XML dataset D,
we consider that D is equivalent to a DFA and its
path tree is equal to a minimized DFA.
Minimization can be done by creating the DFA
completely then applying the automata
minimizing algorithm [10]. Another possibility
which is more memory efficient is to generate the
minimized DFA directly. In this paper, we
propose a streaming algorithm which takes as
input the SAX parser events of D and creates
directly its minimized automaton. We explain our
algorithm through the example below.



The minimized automata is illustrated in figure
4  (autoTable). We start by explaining the
structure of this table. nName: is the label of the
node, where nName € X . depth: is the node’s

depthin D. nDown and nUp: are counters for

naming the states in the automata (e.g. 1, 2,
...etc.). Their initialized values = 0. Note that
o(mDown, nName) = nU p. nFreq: 1is the

frequency of nName in D which have the same
node-labelled path. nSize: is the size in byte of
nName in D which have the same node-labelled
path. A stack named pathStack is used to store the
node-labelled path during the construction
process of the path tree. At each SAX event
StartElement(nName), pathStack is pushed with
(nName, nDown), and at each
EndElement(nName), the top of pathStack is
popped out.

When < A > the root of D is read, depth = 1
then, we add A4 with its information to
accessAutoTable, autoTable and pathStack
(algorithm 1 lines 2 7). Note that nUp of 4 =0.
When < B > with depth = 2 is read, the function
checkS ameNodePath is called (algorithm 1 line 9).
As long B is not yet a member of
accessAutoTable (algorithm 2 line 1), then we
add B with its information to accessAutoTable,
autoTable and pathStack (algorithm 2 lines 21
27).

a0 e Ll

opassiion

Figure 4: Path tree: Construction and Updating

The value of nUp for B with depth = 4 (which
is already exist in autoTable) is 3 (see algorithm 2
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line 5 and autoTable). Also, in pathStack the value
nDown for the parent (depth 1) of the received B is
3 (see algorithm 2 line 6 and pathStack), both
values are equals because the parents of both
nName B have the same node-labelled path, which
mean both nName B also have the same node-
labelled path. Therefore, we increment the
frequency and size of B (see algorithm 2 lines 8

11). If the node-labelled path of B was not
exist in autoTable (see algorithm 2 line 12), then
node B with its information is added (see

algorithm 2 lines 13 19).

Algorithm 1: creseAuicTable (deprh, nN e, nS ize)

I Wl fdeprh=1) Uhen

3 Doy e nlowm + |

L) mFregStack=[1] F*initialize the array with nFreég =1*/

4 nSireStack= [nSize] SFinitialize the array with nSize (mode
size)¥ s

5 weddNodeRey (depeh, nblame, mlown) /ald a new node to
accessiutoTable®/
addNade (nDawn, nName, depeh, n8 izef wack, nllp, nFregSrack) /*add
& new node to autoTable. Mote that alip=0 ¢/

7 push Patl Stack (depeh, nNare, nDown)  “update the pathStack®/

& ehe

v | eheckSameNodePail (depeh, nName, nSize)

When the second < B > with depth = 4 is
read, B is already a member of accessAutoTable
(algorithm 2 line 1), therefore, we check whether
the node-labelled path of the received B exists or
not in autoTable (algorithm 2 lines 2 19).

The moment < /A > (EndElement of th