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CONVERSION FACTORS

The HST3D simulator program performs calculations in metric units.
'However, it will accept input and produce output in inch-pound units. The
conversion factors are listed below:

a Multiply
a.
kilogram (kg)
meter (m)
millimeter(mm)
second (s)
degree Celsius (OC)
Kelvin (K)
Joule (J) or Watt-

second (W-s)
square meter (in)
cubic meter (M3)
meter-second (m-s)
Pascal (Pa)

meter per second (m/s)
square meter per second

(ma/S)
cubic meter per second

(MI/s)
liter per second (2/s)

kilogram per second
(kg/s)

Pascal per second
(Pa/s)

cubic meter per cubic
meter-second (03/X-cs)

kilogram per cubic
meter (kg/M3)

Watt per cubic meter
(Win 3 )

Joule per kilogram
(J/kg)

Joule per kilogram
(J/kg)

cubic meter per kilogram
(mW/kg)

cubic meter per square
meter-second (m3/mz-s)

Watt per square meter
(W/m2)

kilogram per square
meter-second (kg/m2-s)

By

2. 204622
3.280840

3.937008 x 10-2
1.157407 x 10-5

T(OF) = 1 .T(OC) + 32
T(OF) = 1.8T(K) - 459.67

9.478170 x 10-4

10.76391
35.31466

3.797267 x 10-5
1.450377 x 10-4

2.834646 x 105
9.300018 x l10

3.051187 x 106

3.051187 x 103

1.904794 x lot

12.53126

8.6400 x 10l

6.242797 x 10-2

9.662109 x 10-2

4.299226 x 10-4

0.3345526

16 .01846

2.834646 x 105

0. 3169983

1.769611 x 104

To obtain

pound (lb)
foot (f t)
inch (in.)
day (d)
degree Fahrenheit (OF)
degree Fahrenheit (OF)
British Thermal Unit

(BTU)
square foot (it')
cubic foot (ft3)
foot-day (ft-d)
pound per square inch

(psi)
foot per day (ft/d)
square foot per day

(ftl/d)
cubic foot per day

(ft3/d)
cubic foot per day

(ft3/d)
pound per day (lb/d)

pound per square inch
per day (lb/in2/d)

cubic foot per cubic
foot-day (ft3/ft3-d)

pound per cubic foot
(lb/ft3) 1

British Thermal Unit
per hour-cubic
foot (BTU/h-ft3)

British Thermal Unit
per pound (BTU/lb)

foot-pound force per
pound mass
(ft-lbf/lbm)

cubic foot per pound
(ft3/lb)

cubic foot per square
foot-day (ft'/ftl-d)

British Thermal Unit
per hour-square foot
(BTU/h-ftz)

pound per square
foot-day (lb/ft2-d)

vii



cubic meter per meter-second
(m3,'m-s)

kilogram per meter-second
(kg/m-s)

Joule per kilogram-meter
(J/kg-m)

Watt per meter-dt ree
Celsius (W/m-OC)

Watt per square meter-
degree Celsius (W/m2-°C)

Joule per kilogram-
degree Celsius (J/kg-°C)

Joule per cubic meter-degree
Celsius (J/m3-oC)

cubic meter per second-meter-
Pascal (m3/s-m-Pa)

9.3000>% )c10

1,000

1.310404 x 10-4

13.86941

0.1761102

2.388459 x 10-4

1.491066 x 10-5

6.412138 x 109

cubic foot per foot-day
(ft 3 /ft-d)

centipoise icp)2

British Thermal Unit
pet pound-foot
(BTU/lb-ft)

British Thermal Unit
per foot-hiur-degree
Fahrenhtit
(BTU/ft-h-OF)

British Thermal Unit
per hour-square
foot-degree Fahrenheit
(BTU/h-fti-°F)

British Thermal Unit
jer pound-degree
F hrenheit
(BTU/lb-OF)

British Thermal Unit
per cubic foot-degree
Fahrenheit
(BTU/ft 3 -_F)

cubic foot per day-
foot-pound-square
inch (ft3/d-ft-psi)

1 A weight density rather than a mass density.
2 Not inch-pound but common usage.
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HST3D: A COMPUTER CODE FOR SIMULATION OF HEAT AND SOLUTE TRANSPORT

IN THREE-DIMENSIONAL GROUND-WATER FLOW SYSTEMS

By Kenneth L. Kipp Jr.

ABSTRACT

The Heat- and Solute-Transport Program (HST3D) simulates ground-water

flow and associated heat and solute transport in three dimensions. The HST3D

program may be used for analysis of problems such as those related to sub-

surface-waste injection, landfill leaching, saltwater intrusion, freshwater

recharge and recovery, radioactive-waste disposal, hot-water geothermal

systems, and subsurface-energy storage. The three governing equations are

coupled through the interstitial pore velocity, the dependence of the fluid

density on pressure, temperature, and solute-mass fraction, and the dependence

of the fluid viscosity on temperature and solute-mass fraction. The solute-

transport equation is for only a single, solute species with possible linear-

equilibrium sorption and linear decay. Finite-difference techniques are used

to discretize the governing equations using a point-distributed grid. The

flow-, heat- and solute-transport equations are solved, in turn, after a

partial Gauss-reduction scheme is used to modify them. The modified equations

are more tightly coupled and have better stability for the numerical solutions.

The basic source-sink term represents wells. A complex well-flow model

may be used to simulate specified flow rate and pressure conditions at the

land surface or within the aquifer, with or without pressure and flow-rate

constraints. Boundary-condition types offered include specified value,

specified flux, leakage, heat conduction, an approximate free surface, and two

types of aquifer-influence functions. All boundary conditions can be

functions of time.
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Two techniques are available for solution of the finite-difference matr:x

equations. One technique is a direct-elimination solver, using equations

reordered by alternating diagonal planes. The other technique is an iterative

solver, using two-line successive overrelaxation. A restart option is

available for storing intermediate results and restarting the simulation at an

intermediate time with modified boundary conditions. This feature also can be

used as protection against computer-system failure.

Data input and output may be in metric (SI) units or inch-pound units.

Output may include tables of dependent variables and parameters, zoned-contour

maps, and plots of the dependent variables versus time. The HST3D program is

a descendant of the Survey Waste Injection Program (SWIP) written for the U.S.
Geological Survey under contract.
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1. INTRODUCTION

I.I. OVERVIEW OF THE SIMULATOR

The computer program (HST3D) described in this report simulates heat and

solute transport in three-dimensional saturated ground-water flow systems.

The equations that are solved numerically are: (1) The saturated ground-water

flow equation, formed from the combination of the conservation of total-fluid

mass and Darcy's Law for flow in porous media; (2) the heat-transport equation

from the conservation of enthalpy for the fluid and porous medium; and (3) the

solute-transport equation from the conservation of mass for a single-solute

species, that may decay and may adsorb onto the porous medium. These three

equations are coupled through the dependence of advective transport on the

interstitial fluid-velocity field, the dependence of fluid viscosity on

temperature and solute concentration, and the dependence of fluid density on

pressure, temperature, and solute concentration.

Numerical solutions are obtained for each of the dependent variables:

pressure, temperature, and mass fraction (solute concentration) in turn, using

a set of modified equations that more directly link the original equations

through the velocity-, density-, and viscosity-coupling terms. Finite-

difference techniques are used for the spatial and temporal discretization of

the equations. When supplied with appropriate boundary and initial conditions

and system-parameter distributions, simulation calculations can be performed

to evaluate a wide variety of heat- and solute-transport situations.

The computer code (HST3D) described in this documentation is a descendant

of a computer code for calculating the effects of liquid-waste disposal into

deep, saline aquifers, developed by INTERCOMP Resource Development and

Engineering Inc. 1976) for the U.S. Geological Survey and revised by INTERA

Environmental Consultants Inc. (1979). The parent code, known as the Survey

Waste Injection Program (SWIP), has been'completely rewritten with many major

and minor modifications, improvements, and correction of several errors.

Features included in HST3D are briefly described as follows:
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1. Specified-value and specified-flux boundary conditions

are independent of each other and independent of the well

or aquifer-influence-function boundary conditions. The

boundary conditions also may vary with time.

2. Specified heat- and solute-flux boundary conditions are available.

3. The leakage boundary conditions are generalized and a river-

leakage boundary condition is available.

4. Porous-medium thermal properties, dispersivity, and

compressibility, may have spatial variation defined by zones.

5. A point-distributed, finite-difference grid is employed, rather than

a cell- or block-centered grid, for less truncation error and

easier incorporation of boundary conditions.

6. The heat-conduction boundary condition is generalized to apply

to any cell face.

7. Global-flow, and heat- and solute-balance calculations are performed

including flux calculations through specified pressure, temper-

ature, and mass-fraction boundaries.

8. A robust algorithm for the computation of the optimum

overrelaxation factor for the two-line, successive-overrelaxation,

matrix-solution method is used, with a convergence

criterion that includes the matrix spectral-radius estimate.

9. The code is organized for a logical flow of calculation and a

modular structure.

10. The code length is about 12,000 lines, using FORTRAN 77

language constructs for cleaner, more efficient coding than

possible with FORTRAO4 66. However, clarity has not been

sacrificed for ultimate efficiency.

11. Comments have been included liberally for ease of understanding

the program.

12. All arrays with lengths depending on the size of the problem are

in two variably-partitioned arrays, integer and real, to facilitate

double-precision arithmetic.
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13. Arrays required for thermal or solute calculations exclusively are

eliminated if only one of these transported quantities is being

simulated, which results in a considerable decrease in computer

storage.

14. Arrays used for a specific type of boundary condition or source-sink

condition are dimensioned only to the length required.

15. The allocation of space for the direct-equation solver is

explicitly determined during array-space allocation, rather

than estimated.

16. Logical variables are used to control the flow of program execution

for ease of option selection.

17. The input file is in free-format to facilitate input from terminals.

18. The input file is organized into logical groups for parameter

specifications.

19. User comments can be freely incorporated into the input file

for rapid identification of the data. An input-file form

is available which the user can fill out at the terminal for a

given simulation.

20. A read-echo file may be written to aid in locating errors in the

data-input file.

21. Character plots of the porous-media zones may be created on the

output file to facilitate checking the zonation.

22. Although the internal calculations of the program are performed in

metric units, the input and output can be chosen to be in

inch-pound units.

23. The output material is made easily understandable by avoiding

variable names, by logical grouping on the page, and by

including supplementary information.

24. Error tests are included to catch likely mistakes in data input.

25. Error messages are printed explicity rather than as code numbers.
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26. There is no limit on the number of plots that can be creat.d.

The number of calculated points in time per plot is limited to

three times the total number of grid points, while the number

of observed points in time is limited to two times the number

of grid points. The user can select every nth point to be

plotted, if this number is limiting.

27. The solute concentration can be chosen to be the mass fraction

or a scaled mass fraction that ranges from 0 to 1. This choice

was available in the SWIP code, but the user was not clearly made

aware of which option was selected.

28. Two types of restart option are available: a periodic check-point

dump for protection against computer-system failure, and a

specific dump for user review and possible modification of

parameters.

29. Map-contour intervals can be automatically determined to be a

multiple of 2, 5, or 10, and the contour zones are "zebra striped"

for easier reading.

30. Initial-pressure conditions can be specified to be other than

hydrostatic. For example, an initial water-table

configuration can be used.

31. The precipitation-infiltration option is contained in the

distributed flux-boundary conditions.

32. The conductive-heat-loss to overburden and underburden is a

general, heat-transfer calculation, applicable to any

cell face in the region.

33. The well-riser, heat-transfer calculation is based on heat

transfer from a known-temperature, cylindrical boundary, and

hi&ger order assymptotic expansions have been used.

34. ThIMwell-riser calculation has been formulated to solve the

total-energy and momentum balance equations simultaneously,

using the Bulirsch-Stoer algorithm for integration of the

ordinary differential equations.

35. The well-bore equations are implicitly coupled to the system

equations for cases of cylindrical geometry.

6



3t. The well-datum pressure and the well-flow rate allocation

calculations may be performed iteratively in conjunction with

the solution of the flow equation, or explicitly.

.7. The full nine-component, or an Approximate three-component,

dispersion-coefficient tensor may be used for cross-dispersive

flux calculations.

The purpose of simulation modeling the transport of heat and solute in

pruund-water flow systems is to gain a quantitative understanding of how the
rnurces and sinks, the boundary conditions, and the aquifer parameters

interact to cause ground-water flow patterns and consequent thermal- and

solute-concentration movement in a system under investigation. Of particular

interest are the magnitudes of concentrations and discharges at interfaces
with the environment, for example, in cases of aquifer contamination.

Naturally, the quality or degree of realism of a given simulation is strongly

dependent on the quantity and quality of the parameter distribution, boundary-

condition, and source-sink data. Acquiring this data can be a major task of
the modeling project.

1.2. APPLICABILITY AND LIMITATIONS

Tile HST3D code is suitable for simulating ground-water flow and the

associated heat and solute transport, in saturated, three-dimensional flow
systems with variable density and viscosity. As such, the code is applicable

to the study of waste injection into saline aquifers, landfill-contaminant

movement, seawater intrusion in coastal regions, brine disposal, fresh-water

storage in saline aquifers, heat storage in aquifers, liquid-phase geothermal

systems, and similar transport situations. If desired, only the ground-water

flow or only the heat- or the solute-transport equation may be solved in
conjunction with ground-water flow. Three-dimensional Cartesian or

axisymmetric, cylindrical-coordinate systems are available.

The primary limitation of this code results from the use of finite-

diffc.-ence techniques for the spatial- and temporal-derivative approximations.
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IWitere longitudinal and transverse dispersivities may be small, cell sizes will

need to be small to minimiz* numerical di.persion or oscillation. Further-

n:*re, if the region of solute movement is somewhat convoluted and three-

cimensional, the projection 3i nodal lines from regions of high-nod3l density

will cause more nodes than are needed to appear in other regions. These two

factots can coinline to cause ata excessive number of nodes to be involved for X

given simulation, thus maling the simulation prohibitively expensive lecause

of computer-storage and computation-time requirements. In such cases, a

simple model of the system, useful for investigating mechanisms and testing

hypotheses, may be all that is practical.

Another limitation results from a phenomenon called grid-orientation

effect (Aziz and Settari, 1979, p. 332), whereby numerical simulations of

miscible displacement converge to two separate solutions, as the mesh size is

refined, depending on whether the major velocity vectors are parallel to oine

of the coordinate directions or are diagonally oriented. The effect is more

pronounced for conditions of little dispersion or piston-like displacement of

the solute, and for conditions of the viscosity of the displacing fluid much

less than the viscosity of the displaced fluid. The effect virtually is

absent if the two viscosities are nearly equal, or if the dispersion

coefficient is large. The primary cause of the grid-orientation effect

appears to be the use of a seven-point difference formula for the three-

dimensional-flow and solute-transport equations, because this formula

restricts transport in the diagonal directions. Use of a grid where the major

velocity vectors are oriented parallel to one of the coordinate directions,

has been found to give more realistic simulation results (Aziz and Settari,

1979, p. 336). To completely eliminate this problem, a higher-order

differencing.scheme, or curvilinear coordinates need to be used, but these

modifications are beyond the scope of the present version of HST3D.

There is a limitation on which boundary conditions can be used with a

tilted coordinate system. The free surface and leakage boundary conditions

require that the z-axis be oriented in the vertical direction.
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A limitation that is secondary for most ground-water flow and transport

modeling is that two types of transport phenomena exist that this type of

numerical simulation has difficulty in representing quantitatively. The first

phenomenon, viscous-fingering instabilities, may occur during the displacement

of a resident fluid by an injected fluid with significantly less viscosity.

The injected fluid forms channels or fingers through the resident fluid, as

described by Aronofsky (1952), Saffman and Taylor (1958), and Sheidegger

(1960). The second phenomenon may occur in the situation where a fluid of

greater density overlies one of lesser density. Rayleigh-Taylor convective

cells are formed that mix the two fluids (Wooding, 1959). Numerical

simulation tends to predict these transport instabilities later than they

occur in laboratory-scale experiments. When perturbations are present to

initiate the instabilities, the general magnitudes often are calculated to be

less than those that actually occur (Scheidegger and Johnson, 1963; and

Dougherty, 1963). However, laboratory-scale viscous fingering and convective-

cell formation may be much more unstable than the corresponding field-scale

phenomenon, because of the smaller dispersivity at the laboratory scale.

Therefore, at the field scale, numerical simulation may not be so much in

error in representing these instabilities. Nevertheless, these limitations

need to be be kept in mind when simulating fluid flow with large viscosity or

density contrasts.

Another secondary limitation is that this is a rather general computer

code. The variety of discretization, boundary-condition, and source-sink

options make this code not as computationally efficient as a simulation code

designed specifically for a given system being investigated. This limitation

is compensated by the ability of the HST3D simulator to represent a wide

variety of physical situations.

1.3. PURPOSE AND SCOPE

The purpose of this documentation is to provide the user with information

on the theory, assumptions, and equations being numerically solved, the

numerical-solution methods employed, and the various program options avail-
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able. The sets of verification test problems are presented and two example

problems are described in detail with input and output files. Sections on the

code organization, input information, and output information, as well as a

list of variable-definitions and a cross-reference map are provided. The

documentation is intended to be sufficiently complete and understandable so

the.user easily can obtain successful simulations, diagnose most computational

problems, develop remedies, and incorporate minor program additions or

modifications to suit specific modeling needs.

Each release of the HST3D program code is identified by a release number.

This documentation is for release 1.0, and this number will change as modifi-

cations, corrections, and additions are made to the program. Updates to the

documentation will be keyed to the release number.
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program development, and of R.T. Miller and M.L. Merritt, also with the U.S.

Geological Survey, who helped with program testing, are gratefully

acknowledged.
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2. THEORY

2.1. FLOW AND TRANSPORT EQUATIONS

Derivation of the saturated ground-water flow and heat- and solute-

transport equations solved by this program can be found in references such as

Bear (1972) or Huyakorn and Pinder (1983). Only the assumptions leading to

these equations will be presented here. Explanations of the notation will

appear after the first usage. A complete table of notation appears in

chapter 9. In the report, all variables will be given with metric (SI) units

of measure.

2.1.1. Ground-Water Flow Equation

The partial-differential equation of ground-water flow is based on the

following assumptions:

* Ground water fully saturates the porous medium within the region of

ground-water flow.

* Ground-water flow is described by Darcy's Law.

* The porous medium is compressible.

* The fluid is compressible.

* The porosity and permeability are functions of space.

* The coordinate system is chosen to be alined with the principal

directions of the permeability tensor so that this tensor is

diagonal for anisotropic media.

* The coordinate system is orthogonal as are the principal directions of

the permeability tensor.

* The coordinate system is right-handed with the z-axis pointing

vertically upward.

* The fluid viscosity is a function of space and time through dependence

on temperature and solute concentration.

* Density-gradient diffusive fluxes of the bulk fluid are neglected

relative to advective-mass fluxes.
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* Dispersive-Mass fluxes of the bulk fluid from spatial-velocity

fluctuations are not included.

* Contributions to the total fluid-mass balance from pure-solute-

mass sources within the region are not included.

Pressure is chosen as the dependent variable for fluid flow, because no

potentiometric-head function exists for density fields that depend on

temperature and solute concentration. All pressures denoted by p are

expressed relative to atmospheric pressure. Absolute pressures are denoted by

p. The flow equation is based on the conservation of total fluid mass in a

volume element, coupled with Darcy's Law for flow through a porous medium.

Thus:

a(cp) =v - p (Vp + pg) + qp* i (2.1.1.1a)at

where

p is the fluid pressure (Pa);

t is the time (s);

z is the effective porosity (-);

p is the fluid density (kg/m3);

p* is the density of a fluid source (kg/r 3);

X is the porous-medium permeability tensor (m2);

p is the fluid viscosity (kg/m-s);

g is the gravitational constant (rn/u2); and

q is the fluid-source flow-rate intensity (m3/m3-s); (positive

is into the region).

Equation 2.1.1.1a relates the rate of change of total mass in the fluid

phase to net fluid-inflow rate, and source fluid-and-solute flow rate. Note

that the density of the fluid source is p* for q>O, and p for q<O.
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The interstitial or pore velocity, v is obtained from Darcy's Law as:

V=- Ey(UPp + Pg) i (2.l.1.lb)

where

v is the inteistitial-velocity vector (m/s).

2.1.2. Heat-Transport Equation

The thermal-energy-balance equation, used for heat transport, is based on

the following assumptions:

* Fluid kinetic energy is negligible.

* Thermal-dispersive transport takes place with a mechanism analogous to

solute-dispersive transport.

* Thermal conduction occurs through the fluid and porous medium in

parallel.

* Radiant-energy transfer is neglected.

* Thermal effects of chemical reactions are neglected.

* Changes in gravitational energy from diffusive and dispersive fluxes

of solute species are neglected.

* Heating from viscous dissipation is neglected.

* Heat capacities are not a function of temperature or solute

concentration.

* Thermal conductivities are not functions of temperature or solute

concentration.

* Thermal equilibrium exists between the fluid and solid phases.

* Energy transport by a diffusive flux of solute is neglected.

* Only a single fluid phase exists.

* Pressure equilibrium exists between the fluid and porous-medium

phases.

* Changes in fluid enthalpy with pressure, that is, pressure volume work,

reversible work, or flow work, as a parcel of fluid moves are

neglected.
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* The velocity of the porous medium during compression or expansion is

neglected.

* Enthalpy dependence on solute concentration is accounted for by a

heat-capacity adjustment.

* The thermal expansion of the porous medium is neglected.

The energy equation is based upon the conservation of enthalpy in both

the fluid and solid or porous-medium phases of a volume of the region.

Enthalpy is a derived property containing both internal energy and flow

energy. Temperature is the dependent variable. Thus:

a (&pCf + (l-E)p c )T = V.(eK1 + (-O)K)1 VT

+ V-Q VT - V-pc vT

. qH + qp*cfT* ; (2.1.2.1)

where

T is the fluid and porous-medium temperature (°C);

T* is the temperature of the fluid source (°C;

p5 is the density of the solid phase (kg/r3);

cf is the heat capacity of the fluid phase at constant pressure

(J/kg-OC);

c is the heat capacity of the solid phase at constant pressure

(J/kg-°C);

Kf is the thermal conductivity of the fluid phase (W/m-C);

XK is the thermal conductivity of the solid phase (W/-°C);

X is the thermo-mechanical dispersion tensor (W/m-C);

qH is the heat-source rate intensity (W/m3); and

I is the identity matrix of rank 3 C-).

Equation 2.1.2.1 relates the rate of change of fluid and porous-medium

enthalpy to the net conductive-enthalpy flux, to the net dispersive enthalpy
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flux, to the net advective-enthalpy flux, !.o the beat source, and to the fluid

source at a given temperature. It is uritten for a unit volume of fluid and

solid phase together; that is, a unit volume of saturated, porous medium.

Heat is injected at temperature, Ted, and density, pg, by a fluid source; but

heat is withdrawn at temperature, T, and density, p by a fluid sink. A

detailed derivation of equation 2.1.2.1 is given in Faust and Mercer (1977).

2.1.3. Solute-Transport Equation

The equation for conservation of a single solute species is based on the

following assumptions:

* Thermal diffusion is neglected.

* Pressure diffusion is neglected.

* Solute transport by local, interstitial, velocity-field fluctuations

and mixing at pore junctions is described by a hydrodynamic-

dispersion coefficient.

* Forced diffusion by gravitational, electrical, and other fields is

neglected.

* The only reaction mechanism is linear decay or disappearance of solute.

* The only solute, porous-medium, interaction mechanism is linear-

equilibrium sorption.

* No pure solute sources occur in the fluid or solid phases.

The solute mass fraction is taken to be the dependent variable because

the density field is variable. It is an amount per unit mass of fluid, that

is, a mass-based concentration. The more widely used concentration term is an

amount per unit volume of fluid; that is, a volume-based concentration. But

volume-based concentration is not conserved in a variable-density system. The

term "solute concentration," used in this report, will refer to the mass-based

concentration or mass fraction. The conservation equation for the solute in

the fluid phase can be written:
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at Srw + -pm7 - V-Cpviw - Arpw

-PhRfs + p. * (2.1.3.la)

w llhere

w is the mass fraction of solute in the fluid phase (-);

w*- is the mass fraction of solute in the fluid source (-);

DS is the mechanical-dispersion-coefficient tensor (m2/s);

Dm is the efftctive-molecular diffusivity of the solute (m2/s);

A is the linear-decay rate constant (sW);

Rfs is the transfer rate of solute from fluid to solid phase per

unit mass of solid phase (kg solute/s kg solid phase); and

Pb is tne bulk density of the porous medium (kg/m3).

A similar conservation equation can be written for the solute in the

solid phase:

at. b bfs - XPbC-. (2.1.3. lb)

where

1 is the mass fraction of solute on the solid phase (-).

* The solute is immobile when

assumption of linear-equilibrium

concentrations can be related by

it is on the solid phase. Under the

sorption, the fluid-phase and solid-phase

an equilibrium-distribution coefficient:

- w = dPW ; (2.1.3.1c)

where

Kd is the equilibrium-distribution coefficient (m3/kg).

By combining equations 2.1.3.la-c, we obtain the final solute-

conservation equation:
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+ PbKd)p = V EPIDS + DM 1VW-V-EPW - (E+p bKd)pw

sqp*w* ; (2.1.3.2)

Equation 2.1.3.2 relates the rate-of-change of solute in the fluid phase

to the net dispersive and diffusive flux, the net advective flux, the solute-

source rate, the solute-injection rate with a fluid source, and the solute-

deciy rate. The equation is written for a unit volume of fluid and solid

phase together; that is, a unit volume of saturated porous medium. Note that

solute is injected into the sytem at concentration, w*, and density, p*, by a

fluid source; but that solute is withdrawn at concentration w, and density p,

by a fluid sink; that is, w* = w, if q<O.

2.2. PROPERTY FUNCTIONS AND TRANSPORT COEFFICIENTS

Before the three conservation equations can be solved, information about

the fluid properties, porous-matrix properties, and transport coefficients

need to be obtained. The fluid properties are density, viscosity, heat

capacity, thermal conductivity, and reference-state enthalpy. The porous-

matrix properties are porosity, compressibility, permeability, heat capacity,

thermal conductivity, and reference-state enthalpy. The transport

coefficients are heat- and solute-dispersion tensors, and the effective

molecular diffusivity, decay and sorption coefficients of the solute. In the

HST3D simulator, density, viscosity, and porosity are functions of the

dependent variables: pressure, temperature, and solute-mass fraction. The

heat- and solute-dispersion tensors are functions of space and the inter-

stitial velocity. The other parameters are either uniform or functions of

space within the simulation region.
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2.2.1. Fluid-Density Function

Fluid density is assumed to be a function of pressure, temperature, and

solute concentration. For fluids such as water, a linear-density function is

usually adequate over the ranges of pressures, temperatures, and solute

concentrations encountered. Thus, the fluid-density function incorporated

into this simulation code is:

ptp,Tw) = p(p ,T 'w ) + a2 l(P-P ) + 3P IO (TT To)

+ aw (0-w ) ; (2.2. 1.la)

or

p(pT,w) = p + POPP-o - POPT (T-To) + POP (W-W0 ) (2.2.1. Ib)

where

pO is the fluid density at a reference pressure, p., temperature, To,

and mass-fraction, w0, (kg/m
3);

p is the fluid compressibility (Pa&1 );

AT is the fluid coefficient of thermal expansion (OC-1); and

Aw is the slope of the fluid density as a function of mass fraction

divided by the reference fluid density (-).

Now p 0 is given by:o w

I P(Wmax) - ptwain)

Po%' pw )- - w .
wax min PO T0

(2.2.1.Ic)
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where

w. !s the minimuw solute-mass fraction C-); and

wmax is the maximum solute-mass fraction (-)

The user needs to specify wmin and wmax along with p(w ) and p(w ) Themin max ~~~min max
minimum solute-mass fraction usually will be determined by the initial

conditions. If linear decay is present, wmin must be zero. The maximum

solute-mass fraction usually will be determined by source or boundary

conditions because none of the transport processes incorporated in the HST3D

simulator will concentrate solute in the fluid phase. For simplicity, wo is

taken to be equal to w

The option is available in HST3D to use a scaled, solute, mass fraction

defined by:

w - wWI = w -w ; (2.2.1.2)
max Wmin

where

w' is the scaled solute-mass fraction (-);

The scaled solute-mass fraction also is dimensionless and ranges from 0 to 1.

Commonly, for input and output of mass-fraction data, it is more convenient to

deal with a scaled solute-mass 'fraction rather than an absolute value. With a

scaled solute-mass fraction, equation 2.2.1.1b becomes:

p(pTw') P0 + P oppPO-P) - PoPT(T-TO) + pA w' (2.2.1.3a)

where
= (P) r' i).(2.2.1.3b)0~WI ptWmax) P(Wmin)t21 b

The errors caused by assuming constant values for fluid compressibility,

coefficient of thermal expansion, and variation of density with solute con-

centration can be assessed by looking at a density table for salt brines

(Perry and others, 1963, p. 3-77).
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Over a temperature range of about 100 IC and a solute-mass fraction range of

20 percent, the coefficient of thermal expansion varies by 60 percent and the

density-concentration coefficient, AWs varies by about 10 percent (Perry and

others, 1963. p. 3-77). The variation of the fluid compressibility could

not be checked because of lack of data. However, the density dependence on

pressure for nearly incompressible fluids like water is much less than the

density dependence on temperature or solute concentration. Therefore, some

error will be introduced into the simulations by the linear-density function

where large variations in temperature and solute concentration are involved.

The relative importance of pressure, temperature, and solute con-

centration for density variation can be seen from the salt-brine density table

given in Perry and others (1963) and the compressibility of water. A change

in pressure of 106 Pa results in a density change of about 0.04 percent,

whereas a change in temperature of 100 IC results in a density change of about

4 percent, but a change in solute-mass fraction of 0.25 results a density

change of about 20 percent. Thus, the salt concentration has the greatest

effect on the density for typical ranges of the variables.

2.2.2. Fluid-Viscosity Function

Fluid viscosity is strongly dependent on temperature,

extent, on solute concentration. The viscosity dependence

neglected. The viscosity as a function of temperature and

concentration is written as:

and, to a lesser

on pressure is

scaled-solute

p(Tw') = 10 p (T Ww) exp [(Bow + BL(1-w )) (1 - )j '(2.2.2.1)

where

p(Tovw ) is the fluid viscosity at the reference temperature (kg/m-s);

Bo, B1 are parameters describing the temperature dependence of

viscosity at the concentration extremes (OC); and

Tov is the reference temperature for viscosity (°C).
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The scaled solute-mass fraction of equation 2.2.1.2 is used in the

viscosity function as well as the density function. The parameters Bo and B1
are obtained from a least-squares fit of viscosity versus temperature data.

If jata are available only at a single temperature, the generalized viscosity
versus temperature graph of Lewis and Squire as given in Perry and others
(1963, p. 3-228) is used.

The concentration extremes are chosen to be the same minimum and maximum
mass fractions described in section 2.2.1. The variation of viscosity with
solute-mass fraction is specified in tabular form by the user. If viscosity

data at only the minimum and maximum mass-fraction values are available, the

equation used for viscosity as a function of concentration at a given
temperature is:

p(w') = pj(T )w po(T~,) l (2.2.2.2)

where

po is the viscosity at the minimum-mass fraction or scaled

concentration of zero (kg/m-s); and

pi is the viscosity of the maximum-mass fraction or scaled

concentration of one (kg/r-s).

Equation 2.2.2.2 is used with equation 2.2.2.1 or alone in the case of iso-
thermal simulation.

The viscosity versus temperature and concentration data that could be
available way be divided into three classes. Class 1 is the greatest amount

availablet namely p(T) at wmin and wAX and p(w) for a range of w from w in to
wmX Class 2 is viscosity versus temperature, p(T), at only wmin and wmax

Class 3 is the least amount of data required, namely two viscosity points at

a given temperature at wmin and wmax

An evaluation of the accuracy of viscosity functions given in equations

2.2.2.1 and 2.2.2.2 was presented by INTERCOMP Resource Development and
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Engineering, Inc. (1976). They found errors ranging from 5 to 14 percent over

the temperature range from freezing to boiling for pure water. For a solution

of sodium chloride with a mass traction ranging from 0.0 to 0.24, the

different amounts of data available resulted in errors from 5 to 18 percent at

a temperature of 65 OC. A sucrose solution with mass fractions ranging from

0.0 to 0.5 showed a maximum viscosity error of 30 percent. Other viscosity

functions of temperature and solute concentration may be more suitable for

certain situations.

2.2.3. Fluid Enthalpy

Fluid-phase enthalpy is a function of pressure, temperature, and solute

concentration. The present version of the HST3D code uses the enthalpy of

pure water obtained from the steam tables of Keenan and others (1969, p. 2-7

and 104-107), which can be described as:

H(',T) H(P,'0) +f a f P I 1 TdP I dT; (2.2.3.1a)P P~sat' Psat P foC~T (...a

where

H is the specific enthalpy of the fluid phase (J/kg);

p is the absolute pressuie (Pa);

Psat is the absolute pressure at saturation (Pa); and
t is the absolute temperature (K).

cfo is the heat capacity of pure water at constant pressure (J/kg-°C).

The reference state for the enthalpy tables is saturated liquid water at

0 0C where the reference enthalpy is taken to be zero (Van Wylen, 1959,

p. 80). The variation of enthalpy with solute concentration is treated in an

approximate fashion, by adjusting the pure-water enthalpy by a factor that is

the ratio of the heat capacity of the solution to the heat capacity of pure

water at 0 OC, and by using an average heat capacity for the range of solute

concentrations to be simulated. The heat capacity is assumed independent of

temperature and pressure.
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Thus,

H(ptAw) = H(p,T,O) (cf(W)/Cfo) (2.2.3. Ib)

where

Cf(w) is an average heat capacity (J/kg-OC).

During the simulations, the enthalpy is calculated as a variation from a

reference state described by a pressure, Po , and a temperature, TOH,

selected by the user. The reference state is pure water so the reference

mass fraction, wOH, is always zero. Thus, the enthalpy equation becomes:

;~~~~~

H(p,T,w) =H(~0~ TOHO lc 0 1?PTI ' P_+ 4T c~dT ;(2.2.3.1c)
OH, oH'O) (Ff/cfo) + foH

where

PoH is a reference pressure for enthalpy (Pa);

koH is the corresponding absolute pressure (Pa); and

T oH is a reference temperature for enthalpy (OC).

The TOT term may be neglected for temperatures less than 100 IC (373 K)

and density may be regarded as constant for pressure changes less than 109 Pa.

The chosen reference pressure and temperature needs to be within the range to

be calculated during the simulation. The heat capacity of the fluid needs to

be an average value over the solute-concentration range to be simulated. More

sophisticated treatments of the enthalpy of fluid mixtures are available in

the literature; for example, Hougen and others (1959, p. 879).

2.2.4. Porous-Medium Enthalpy

Enthalpy of the porous medium is taken to be a function of only temper-

ature in the following form:
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Hs Hs(T OH) + c (T-Tod i (2 2. 1)

whe re

H is the specific enthalpy of the solid phase (porous matrix) (J/kg);
5

atnd

c is the heat capacity of the solid phase (porous matrix) (J/kg-OC).

Often, the enthalpy of the porous matrix is taken to be zero at a

reference state of 0 C.

2.2.5. Porous-Medium Compressibility

Many types of compressibility for porous media have been defined (Bear,

1972, p. 52, 203-213; Thomas, 1982, p. 34, 40). The porous-medium bulk

compressibility, ab (Pa-1), is defined on a volumetric basis (Bear, 1972,

p. 56; Eagleson, 1970, p. 268), assuming confined-aquifer conditions, and

one-dimensional, vertical consolidation of the porous matrix, as:

1 a vb

ab = ap (2.2.5.1)

where

Vb is the bulk or total volume of a fixed mass of porous medium,

that is, fluid plus porous matrix (x3).

Petroleum-reservoir engineers use the term rock compressibility, ar

(Pa-1), defined as (Thomas, 1982, p. 34):

a = 1 at
r C ap

(2.2.5.2)
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Rock compressibility directly expresses the variation of porosity with

pressure. It is related to bulk compressibility by:

a = (-C) ar b (2.2.5.3a)

;,for the case of a nondeforming control volume, where more porous medium enters

the control volume, as compression takes place. It is related by:

fib
a = - (2;2.5.3b)

for the case of a deforming control volume, or where impermeable medium enters

a nondeforming control volume, as compression takes place.

By combining equations 2.2.5.2 and 2.2.5.3b we obtain:

Be=a (2.2.5.4)

which relates bulk compressibility to changes in porosity with changes in

pressure.

Thus we have allowed the control volume to deform as the porous matrix

and the fluid specific volumes expand or contract with changes in pressure.

However, we neglect the velocity of deformation, so that the interstitial-pore

velocity is calculated with respect to the fixed-coordinate system.

The specific storage is related to the compressibilities of the fluid and

porous medium by (Eagleson, 1970, P. 270):

so0 Pg(ab+ o) (2.2.5.5)

where

S is the specific storage (m ).
0
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However, it is more convenient for our purposes to employ the con-

rressibility parameters, because of the variable density.

2.2.6. Dispersion Coefficients

2.26.6. Solute Dispersion

Hydrodynamic dispersion is the name for the group of mixing niechaniiis

that occur on the micro or pore scale that cause the irreversible sprea.1aLi .'v

a solute tracer that is observed at the macro or field scale for the system.

As described by Bear (1972, p. 580-581), flow within the porous-medium

structure has variations in local flow velocity, because of the velocity

profile across the pore and mixing St pore junctions. The macroscopic eifect

is mechanical dispersion of a tracer. Molecular diffusion also is present

where solute-tracer concentration gradients exist. However, diffusion in

liquids is a relatively slow process, producing significant transport rates

only at very slow ground-water flow velocities. In a laminar flow regime

within the pores, diffusion of solute from one flow path to another

contributes to the dispersion, so the separation of dispersion into a

mechanical and diffusive mechanisms is somewhat artificial. For an extenuri-

discussion of dispersion theory and a review of previous work, see Bear (197._,

ch. 10).

The form of the hydrodynamic-dispersion-coefficient tensor Dsij (m2/s)

for the heat- and solute-transport simulation model is assumed to be, in

component.jorm:

gisj DSD + D*8$ ; (2.2.6.1.1)

where

DSij is the mechanical-dispersion-tensor component (m2/s);

D is the effective molecular-diffusion coefficient (m2/s); and

6.. is the Kronecker delta function.
1jI
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The effective molecular-diffusion coefficient is the liquid-phase

molecular diffusivity multiplied by an attenuation factor that accounts for

the effect of the tortuosity of the porous medium. The form of the

mechanical-dispersion coefficient is taken from the work of Scheidegger (1961)

and Bear (1961) as presented by Konikow and Grove (1977) and Bear (1972,

ch. 10). For an isotropic porous medium, two parameters describe the

mechanical-dispersion tensor, the longitudinal dispersivity, aL (m) and the

transverse dispersivity, aT (i). Then the nine components of the mechanical-

dispersion tensor are given by:

v .v

Sij aL aT) v + T V6 i; (2.2.6.1.2)

where

v. is the component of interstitial velocity in the ith direction

(mWs);

2 2 2
and v (v + v +v) ; (2.2.6.1.3)

where

v is the magnitude of the velocity vector (r/s).

In general, the subscript 1 is associated with the x direction; the

subscript 2 is associated with the y direction; and the subscript 3 is

associated with the z direction. Field data have shown that longitudinal

dispersivity usually is 3 to 10 times larger than transverse dispersivity

(Freeze and'Cherry, 1979, p. 396; Anderson, 1979), and that their magnitudes

are dependent on the scale of observation distance over which the tracer is

transported in the system.
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Note that while flow in the porous medium may be governed by an

anisotropic-permeability tensor, dispersion for heat and solute transport is

assumed to be described by a dispersion tensor that applies to an isotropic-

porous medium. This assumption is made because it is not feasible to obtain

all the dispersivity parameters for an anisotropic medium. If dispersive

transport is a second-order effect, relative to advective transport, this

inconsistency should not introduce serious errors. In most cases, the errors

should be less than those introduced by uncertainties in the dispersion

parameters themselves.

When the longitudinal and transverse dispersivities are not equal,

dispersive transport will cause a solute distribution to enlongate in the

direction of flow, because the longitudinal dispersivity always is greater

than or equal to the transverse dispersivity. Thus, anisotropic spreading of

solute and heat can occur in an isotropic-porous medium, even under conditions

of uniform, unidirectional flow.

2.2.6.2. Thermal Dispersion

A description of thermal dispersion is based on a direct analogy with

solute dispersion. Energy replaces solute mass as the quantity being tran-

sported by mechanical dispersion, and thermal conduction replaces molecular

diffusion. Thus, the thermo-mechanical dispersion tensor is derived from the

mechanical dispersion tensor by:

Byi { PcfDSij ; (2.2.6.2.1)

where

DHij is the thermo-mechanical-dispersion tensor component (W/m-°C).

Combining the thermo-mechanical dispersion tensor with the net thermal

conductivity of the fluid and solid phases gives the thermo-hydrodynamic-
*

dispersion coefficient tensor, DH.. (W/m-OC), in component form:

28



DHij DHij 4F [LKf I ((-2)K.2..ij (2.2.6.2.2)

2.3. EXPANDED SYSTEM EQUATIONS

When the density function, equation 2.21.1lb, and the porous-medium

compressibility relation, equations 2.2.5.3a and 2.2.5.3b are incorporated

into the system governing equations, the following expanded system equations

are obtained:

For ground-water flow:

epo~p Up + ep BT t+ P w a0 p at PoT r ~oPw at.

+Pa 8 = V-p I (Vp + pg) + qp* ; (2.3.l1.) -.

For heat transport:

cP 0 cfT at + EP TcfT At

+ ep owcfT RT-c~~E + (l-cCpEc5at

+Pf~ at s abat sa

= V*(tK~ + (I-E)K )I VT

*+ VLF.H VT - V-cpc fvT

+ 4 + qp*cT* ; (2.3. lb)

K>
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For solute transport:

P0 l( pPbKd)l at T +PbKd) wat

+ P 0 (+pd x aw

ab W at b p) a v £pI% Dm]Vw - Vtpvw

- h(e+pbKd) pw + qp*w* (2.3.1c)

The change in the product of bulk density and equilibrium-distribution

coefficient, PbK d with pressure is zero, because these equations were derived

for a fixed mass of porous medium occupying a volume that under-goes slight

deformation with variations in pressure. These three expanded equations show

the implicit coupling that occurs with variable density and porosity.

2.4. SOURCE OR SINK TERMS--THE WELL MODEL

XIost of the ground-water flow and heat and solute sources or sinks affect

the simulations through the boundary conditions. However, a line source or

sink term is used to represent injection or withdrawal by a well. Although a

well is treated as a line source or sink for the flow and transport equations,

a well is a finite-radius cylinder for the well-bore model.

The well model for the HST3D simulator is more sophisticated than those

well models used in most ground-water flow simulators. A well can be used for

fluid injection or fluid withdrawal, with associated heat and solute injection

or production. It also can be used simply for observation of aquifer

conditions. In the present code, the well bore can communicate with any

subset of cells along the z-coordinate direction at a given x-y location.

That is, the well may be screened or it may be an open hole over several

intervals of its depth. Several options are available for specifying pressure
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or flow-rate conditions under which the well will operate. A special

technique is used to relate the local pressure field around a well to the

pressures in the cells with which it communicates. Finally, a mathematical

model of the well riser is included to calculate pressure and heat gains and

losses as fluid moves from the land surface to the uppermost screened

interval, or vice versa.

The well can be divided into two parts as shown in figure 2.1. The lower

part, from the bottom of the borehole to the top of the uppermost screened

interval, will be referred to as the well bore; the upper part, from the top

of the screened interval to the land surface, will be referred to as the well

riser. The well-riser interval may or may not have a riser pipe within it,

and the well-bore interval may be an open hole or have cased and screened

sections. A screened section also may be just perforated casing. The term

well-datum level refers to the location at the junction between the well riser

and the well bore, equivalently referred to as the bottom hole.

Focusing attention on the well bore, we shall describe the linking of the

well model to the simulation region as a source or sink, and then describe the

pressure and flow-rate conditions that can be specified as bottom-hole

conditions. The incorporation of the well-riser calculations will then be

discussed.

Cell or nodal pressures represent a spatially averaged condition, when

the simulation region is discretized into finite-difference cells. A well

located in a cell will have a pressure at the screen at the nodal elevation

that is not necessarily the same as the cell pressure. Various analytical

approaches have been used to avoid the computational burden of a finer

finite-difference grid around each well in the region. They are summarized by

Aziz and Settari (1979, sec. 7.7) and are based on steady-state radial flow in

a cylindrical-coordinate system with homogeneous aquifer properties. Another

review may be found in Williamson and Chappelear (1981).
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Figure 2.1.--Sketch of well-model geometry showing the well-bore

and well-riser sections and the well-datum level.

2.4.1. The Well-Bore Model

For three-dimensional Cartesian coordinates, the present version of the

HST3D code-uses a modification of the well-bore equation derived by Van Poolen

and others (1968). Consider steady-state radial flow from a well into a

homogeneous aquifer with flux across an exterior cylindrical boundary, r e

This boundary can be regarded as a radius of influence of the well. For a

cartesian-coordinate system, the exterior radius, re, is taken to be the
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radius of a circle that encloses the equivalent area to the x-y horizontal

area of the cell in which the well is located. The average pressure within

the annulus between thte well-bore radius and the radius of influence can be

calculated and the flow rate from the well per unit length of well bore can le

expressed as a function of the pressure change from the well-bore pressure to

this average pressure. At any given elevation, z, we have:

2nk (r2 r2) (pW pa
qw '~~~~~~~~~ 2.4.1.1)

p [r2 in (r/r) - 0.5 (r2 - r2).

where

is the pressure at the well bore (Pa);

k is the average permeability between rw and re Cm2);w
Pav is the average pressure between rw and re (Pa);

rw is the well-bore radius (m);

r is the radius of influence of the well (m); and
e

qw is the volumetric flow rate per unit length of well bore

(positive is flow into the aquifer) (m3 /m-s).

The time-independent factors that affect flow from a well bore can be

combined into a single term. Departing slightly from petroleum-reservoir-

engineering usage, we define a modified well index as follows:

2n kw Wr r2)
W = ; e r (2.4.1.2)

r2 in r/i) - 0.5 (r- r2)
e cvw e w

where

WI is the well index per unit length of well bore Cm2).
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The average permeability kw is taken to be:

k = (k X ) ;w x y (2.4.1.3)

for cartesian-coordinate systems, where

kx is the permeability in the x-direction (min); and

ky is the permeability in the y-direction Cm').

There is presently no provision for accommodating areally heterogeneous

permeability distributions in the vicinity of the well bore.

Equations 2.4.1.1 to 2.4.1.3 will be modified for use with the finite-

difference discretization in the numerical-implementation section 3.3.

For three-dimensional and cylindrical regions, the total specified flow

rate from the well needs to be allocated over the length of well bore that

communicates with the aquifer. This allocation can be done in two ways; by

fluid mobility, or by the product of fluid mobility and the pressure

difference between the aquifer and the well bore. Although there may be zones

of cased well bore through which there is no communication with the aquifer,

we shall assume for the present discussion-that the well bore is screened

throughout its depth. The t6tal well flow rate from the well to the aquifer

is given by:

IU
%=J q1 VA; (2.4.1.4a)

= f 213 Wp1 -pa2)I
I PZ

(2.4.1.4b)
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where

w is the volumetric well flow rate (positive is from the well

to the aquifer) (m1 /S);

2 is the distance along the well bore (m);

4L is the lower end of the screened interval (m); and

-Uis the upper end of the screened interval (m).

Fluid mobility at the well can be defined as:

H4 (I.) = r 1w ~ IJ (2.4.1.5)

where

MW is the well mobility per unit length of well bore (m3/s-m-Pa).

Allocation of the specified flow rate by fluid mobility is obtained by

assuming that the pressure difference in equation 2.4.1.4b is independent of

depth. Then

qW (1) = M (1) / f'U M (1) dl ;
w 1-1 Lw

(2.4.1.6)

represents the allocation of the total flow rate over the well-bore length as

a function of fluid mobility.

For wells drilled at an angle, 6va to the vertical or z-axis,

dz =cat e di1; (2.4.1.7)
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where

t is the angle between the vertical and the well bore (degrees).

If the screened interval is not continuous from Q to QU, the mobility is set

to zero over the appropriate subinterval..

The alternative method of flow-rate allocation over the well-bore length

is derived by not regarding the pressure difference in equation 2.4.1.4b as

constant with depth. A hydrostatic-pressure distribution in the well bore is

assumed using an average fluid density. Thus, frictional hydraulic-head

losses in the well bore are neglected. This yields, from equation 2.4.l.4h.

2U

Pwd = K()PT~ P3ZZd)d+

f, L M(2)dl

(2.4.1.8)

where

Pwd is the bottom-hole or well-datum pressure (Pa);

Zwd is the elevation of the well datum (m); and

PW is the average fluid density in the well bore (kg/m 3).

Then the well flow rate is allocated as follows:

V 3 NW~('t) [Pw + Pwg(wd - Z) -Pa'
(2.4.1.9)

This method is referred to as allocation by mobility and pressure

difference. The average pressure, Pav , will be related to the grid-cell

pressures in section 3.3.1 on numerical implementation.
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The flow rate can be specified with a bottom-hole pressure-constraint

condition, that may affect the source or sink flow rate applied. Allocation

is by mobility and pressure difference, and equation 2.4.1.8 is used to

calculate a predicted bottom-hole pressure based on the specified flow-rate.

For an injection well, if the predicted pressure is greater than the bottom-

hole constraint pressure, then the well is pressure-limited, and the flow rate

will be ltss than that specified. The flow rate will be reduced to meet the

pressure constraint. If the predicted bottom-hole pressure is less than that

specified, then the desired flow rate is used. For a production well, if the

predicted bottom-hole pressure is less than the constraint pressure, the well

is pressure limited, and the flow rate will be less than desired. Otherwise,

the pressure constraint is not limiting. In other words, a well bore can

function as either a Dirchlet or a Neumann-boundary condition, or it can

switch back and forth.

When bottom-hole (well-datum) pressure is specified, equation 2.4.1.9

gives the flow-rate allocation and equation 2.4.1.4b gives the total flow

rate. No constraints are applied to the calculated flow rate.

After the flow rate has been established and allocated, heat-injection

and solute-injection rates are determined from the bottom-hole pressure,

specified-temperature, and specified solute-mass-fraction values. Heat-

withdrawal and solute-withdrawal rates are determined by the ambient pressure,

temperature, and solute-mass fraction in the aquifer for each cell that

communicates with a well bore.

In the case of cylindrical coordinates with a single well at the radial

origin, the-inner radius of the simulation region becomes the well-bore

surface. Thus, a specified flow rate allocated by mobility becomes a

specified-flux boundary condition. Allocation by mobility and pressure

difference using equation 2.4.1.9 is not applicable here, because the

well-bore pressure and the pressure at the inner radius of the region are

identical. Instead, the pressure profile along the well bore is not assumed

to be hydrostatic, but, rather it satisfies a steady-state momentum equation,

that includes frictional pressure losses, but neglects changes in momentum by

flow into or out from the well bore. Then, we have, for a differential-

momentum balance along the well bore:
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dpw ~ pwv2 W

dTz PwS' 4rW
f = 0; (2.4.1.10)

where

fW is the hydraulic-head-loss friction factor (-); and

vw is the average velocity across the well bore at

(m/s).

a given z-level

The corresponding mass balance is obtained assuming no change in well-

bore storage, thus:

dpvw,+
dz r =0;

w
(2.4. 1. 11)

where

qrw is the volumetric flux from the well bore (m3/mz-s).

Equations 2.4.1.10 and 2.4.1.11 can be combined to give:

PwqFw 2d [a 2r!dz -wvf

(dpW
Adz

+ (2.4. 1. 12)

Equation 2.4.1.12 is combined with

that the aquifer pressure and well-bore

radius. The flow equation at the inner

the flow equation 21.1.1a by assuming

pressure are equal at the well-bore

radius of the region becomes:
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* at r p (VP + Pg) + a L

seor Ohe parts of the inner radius that are screened. A fluid-flux boundary
rondition of zero applies over the cased-off intervals.

Thus, the flow equation is still in its original form, but the co-
efficients of pressure gradient in the z-direction, and of the gravity term,
are augmented. The flow rate to or from the well is implicitly incorporated.
When the equation is converted to discrete form, the flow rate to or from the
well will arise naturally at the upper boundary of the screened interval. The
friction-head-loss factor is calculated as described in the well-riser model,
section 2.4.2. The magnitude of the friction head-logs factor often may be
very small but it needs to be non-zero, for flow to occur in the well bore.

The total flow rate to or from the well always is satisfied by this
calculation method, and the pressure at the top of the screened interval in
the aquifer is identical to the well-datum-level pressure. Recall that these
pressures are not necessarily equal in the line-source approach used with the
cartesian coordinate system. An examination of the relative magnitudes of the
terms for advective momentum and frictional head-loss in the full momentum-
balance equation shows that, for a producing well with uniform inflow per unit
length, the advective-momentum term dominates near the bottom of the screen.
The frictional head-loss term dominates at distances above the bottom of the
screen that are greater than about 1,000 times the well radius. Thus, a
significant region exists in which both the momentum and frictional terms are
of similar magnitude. However, a more rigorous development, retaining the
momentum term, is beyond the scope of this work. The present development
follows that of Aziz and Settari (1979, p. 337-341).

K>.
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2.4.2. The Well-Riser Model

wlhen flow rate or pressure is specified at the land surface for a given

well, the well-riser calculation tweeds to be performed in conjunction witc the

se1l tb.re flv- ratv alleptatioL Described above. This calculation coil~ists of

a simultaneous solution of the macroscopi% equations of total energy, momentum

and mass (bird and others, 1960, p. 209-212) for the change in pressure and

temperature over the well-riser length.

The total-energy or enthalpy equation is written for steady flow eithvr

up or down the well riser as a rate of change with distance along the riser,

dH dv
d + g Cosa + r d Hr(); (2.4.2.1)

where

Hr is the specific enthalpy of fluid in the riser (J/kg);

v is the average velocity across the riser at a given I-location

(m/s);

6 is the angle between the well riser and vertical (degrees);

QHr is the heat transfered per unit mass per unit length to the

fluid in the riser (J/kg-m); and

I is the distance along the well-riser casing (m).

Energy loss by viscous dissipation has been neglected. All quantities are

averages across the riser-pipe cross section at a given level.

The equation for momentum along the well-riser axis also is written for

steady flow as a differential balance along the well riser:

2Pr vr dv + Pr cs + dp r + ...!. f = ; (2.4.2.2)
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where

r is the fluid density in the ris r (kg/M 3);

Pr is the pressure in the riser (Pa);

rr is the internal radius of the well riser (m); and

fr is the hydraulic-head-loss friction factor (-)

Finally, the macroscopic-mass balance, written in differential form as a

rate of change along the riser, is:

PrVr = Q nr2 (2.4.2.3a)

where

QFr is the total mass-flow rate in the riser (kg/s).

Differentiation with respect to length yields:

dvr dpr
Pr dr Vr =° (2.4.2.3b)

To solve equations 2.4.2.1, 2.4.2.2, 2.4.2.3a, and 2.4.2.3b, the enthalpy

tables (Keenan and others, 1969, p. 2-7 and 104-107) are used for Hr(p,T),

equation 2.7a is used for the density equation of state, and the Fanning

friction factor, using the Moody correlation (Perry and others, 1963,

p.-5-20), is used to calculate fr as a function of velocity. The enthalpy for

pure water is adjusted for other fluid mixtures according to equation

2.2.3.1b. For turbulent flow, the friction factor is a function of pipe

roughness. The user needs to supply a value for pipe roughness, and some

typical values for pipe roughness from Shames (1962, p. 300) are given in

table 2.1. Changes in viscosity with temperature along the riser are

neglected.
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Table 2.1.--Fipe-roughness values

P ip1e

t. pe

Pipe roughness

(millimeters)

Drawn tubing

Steel or wrought iron

Galvanized iron

Cast iron

1.3 x 10-4

3.8 x 10-3

1.3 x 10-2

2.2 x 10-2

The heat transferred to the fluid in the riser must pass from the

surrounding medium to the riser pipe, then from the riser pipe to the fluid.

The heat transferred per unit mass of fluid per unit length of riser is then:

2nr
Q~r (1) =Q Q U T(Ta(1) - T r(.2)) ; (2.4.2. I)

where

a is the fluid temperature in the well riser (C);

Ta is the ambient temperature in the medium adjacent to the

riser (C);

UT is the overall heat-transfer coefficient for the fluid, riser

pipe and surrounding medium (W/m2-C).

The overall heat-transfer coefficient is given by:

I = I

rrUT rrhr

Arr 1
+ r K K F Wt)

r r re CJ
(2.4.2.5)
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where

Arr is the wall thickness of the riser pipe (i);

FC (t) is the dimensionless part of the Carslaw and Jaeger (1959,

p. 336) solution for heat flux to an infinite medium from

a constant-temperature cylindrical source (-);

h is the local heat-transfer coefficient from the fluid to ther
riser pipe (W/0m-C);

K is the thermal conductivity of the medium surrounding the riserre
pipe (W/m-OC); and

K is the thermal conductivity of the riser pipe (W/m-C).r

Equation 2.4.2.5 is a simplification of the relation for the overall heat

transfer coefficient for conduction through cylindrical walls (Bird and

others, 1960, p. 288) combined with the Carslaw-Jaeger solution for heat flux

to an infinite medium from a cylindrical source (Carslaw and Jaeger, 1959,

p. 336). It is valid for wall thicknesses that are small relative to the

riser-pipe radius.

The dimensionless heat-flux function, F (t), can be approximated by the

following two series:

(1) For short time, x, (Carslaw and Jaegar, 1959, p. 336):

Fcj F S; for r(1 ; (2.4.2.6a)

where

T S t (ns) s + v ~ (n) + 8 ;(2.4.2. 6b)
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and where

% is the dimensionless time defined by:

Durmt

T = (rr + Arr)7 ; (2. 4. 2. 6c)

and where

DHrm is the thermal diffusivity of the medium surrounding the well

riser (m2/s).

(2) For long times, the asymptotic expansion was derived by Ritchie and

Sakakura (1956):

F = FLJ ; for r >3.6 ; (2.4.2.7a)

where

F L = 2(.n X) 1[1-.5772(a X) 1 - 1.3118(n X)2

+ .2520 (In X) 3+ 3.9969 (in x) 4

+ 5.0637 (In x) I

+ 4- ('ia x) 1((In X) 1 -1.1544mn X)f2 I
a2

-2 TI I(In X)- ; (2.4.2.7b)

X 4Txy
e

(2.4.2.7c)
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and where

y is Euler's constant: - 0.5772.

In equation 2.4.2.7b, terms of higher order than (in x) 6 and I(In fX) 3

have been dropped. Carslaw and Jaeger (1959, p. 336) present a lower-order

version of equation 2.4.2.7b that is accurate for dimensionless time much

greater than 3.6. The estimated error is on the order of 10 percent for

dimensionless time, T, greater than 3.6. For a typical rock medium, this

truncation means that the time must be greater than about 3.6 x 104 s, or

about 0.4 d. The short-time approximation, equation 2.4.2.6b, is good for

time less than about 0.1 d. For intermediate time, the heat-transfer function

is estimated by linear interpolation between FSC evaluated at z=1 and FLcJ CJ
evaluated at T=3.6.

Note that the heat-flux function in equation 2.4.2.5 is a function of.

time; whereas, the mechanical and thermal-energy balances are at steady-state.

This is a consistent approximation, provided it is assumed that the heat

transfer from the fluid to the riser pipe and through to its outer boundary is

rapid, relative to rates of change in temperature at the fluid-inlet end of

the riser pipe; and, that changes in the fluid-temperature profile within the

riser pipe re-equilibriate quickly, relative to induced temperature changes in

the adjacent medium. This approach parallels that of Ramey (1962), with the

difference being that the heat-flux solution from a cylinder at constant

temperature is used, instead of the temperature solution for the constant

heat-flux case. The former solution is considered to more accurately describe

the physical situation.

Values-for the local heat-transfer coefficient, hr in equation 2.4.2.5,

can be determined from correlations, such as those of McAdams (1954, p.

241-243) or Sieder and Tate (given in Bird and others, 1960, p. 399), between

the Nusselt number, the Prandtl number, and the Reynolds number for forced

convection in tubes.
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The correlation from McAdams (1954, p. 2'9) that is valid for turbulent flow

in the well-riser pipe is:

2r h 0-8 c P 0.33
r r = .02

Kf P (2.4.2.8)

where

Pr is the viscosity of the fluid in the riser pipe (kg/m-s).

The well-riser calculation is developed by combining equations

2.4.2.1-2.4.2.3b with equation 2.2.1.1b and the derivative of equation

2.2.3.1a for the enthalpy function. The resulting equations are:

V2 p I
Pr

V2 r PT dpr

dT

Tr

v2f
g Cos a + r rr 2r

r

(2.4.2.9)

<1'J

3p1T
5PIT- pr :T

2nrrUT

QrT
v 2 f

(T -T ) r
r

Using the thermodynamic relationships:

-ii
aHI p1 ap ; (2.4.2.10a)

and

T I p= Cf ; (2.4.2.10b)
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we can reduce
Equations:

dpr

dI

equation 2.4.2.9 to two simultaneous ordinary differential

Cf
- TV2r 2

L
dT
r

-AT Tr/Pr -V li/PPpr r

E g cos er + V f /2rr

QFr rrhr r rKr

I
KreFCJ (t)

-1(I C

C0p V l/P )Cf - T PTv2/P] -

These equations are coupled through the density,

temperature terms. The boundary conditions are known

For injection:

r.-T ) + V2f /Zrar rr

(2.4.2.11)

velocity, and

at one end of the riser.

(2.4.2.12a)at z = ZLS ; p= ~Pinj; T = Tinj i

For withdrawal:

at z zwd ; = Pwd T wd Td (2.4. 2. 12b)

where

zwd is the elevation of the well datum (m); and

ZLSts the elevation of the land surface ().

Equations 2.4.2.6a-c and 2.4.2.7a-c are used to evaluate the heat-transfer

function Fcj--
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The mass. enthalpy. and niechanical-energy-balance equations are solved

either Up tar diuwnl Alonig the i tl riser, depending on the direttion of fluid

How. to M!'*itain the pressure au.I temperature at the rser bottom for injection

coiiditi .is, or at thce riser toi for product on conditions. CO' jA iig this

wu1l-risei (.i culation tu the wt 11-bore model enal: les sptcified p ret.stsre,

tentper;atiir, .si solute Concentration, or specified flow-rate conditions at

the I lad surface, Lo lie eniloyed.

When the flow rate at the land surface is specified as an injection, the

surfact temperature and solute concentration also need to be specified. The

well-riser calculation will give the necessary surface pressure to achieve the

specified flow rate. If a production or withdrawal flow rate is specified,

the surface pressure, temperature, and solute concentration are determined by

the well-bore and well-riser calculations.

When the surface pressure is specified, the well-bore and well-riser

calculations determine the flow rate, surface temperature, and solute

concentration for a production well. Surface temperature and solute

concentration also need to be specified in the case of an injection well. The

ambient-temperature profile with depth along the well riser is specified by

the user.

A flow rate and pressure constraint at the surface can be specified and

the slower of the specified flow rate or the flow rate that results from the

specified-pressure constraint will be applied to the aquifer and apportioned

as described previously.

A well also can be used as an observation well. In this case, none of

the well-bore or well-riser calculations are necessary. The purpose of an

observation well is to record dependent variable data (pressure, temperature,

solute-mass fraction) for plotting versus time at the conclusion of the

simulation. The recorded data are the aquifer values at the well-datum level,

which is at the top of the uppermost screened interval.
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In summary, a wel1 can be a Production well, an injection well, or an

observation well. The flow rate can be specified with or without a pressure

constraint, or the pressure can be specified either at the land surface or at

the well-datum level. For three-dimensional Cartesian coordinates, the

allocation of the flow to each layer can be determined by the relative

mobility of the layer. or by the product of the mobility times the pressure

difference. For cylindrical coordinates, the allocation is determined by the

product of the mobility times pressure difference, with allowance for

gravitational effects, because the well-bore equations are solved

simultaneously with the ground-water flow equations for the region adjacent to

the screened intervals. Application of the well-flow terms for each layer to

the ground-water flow equation can be explicit or semi-implicit in time for

three-dimensional Cartesian coordinates; it is fully implicit for cylindrical

coordinates.

2.5. BOUNDARY CONDITIONS

2.5.1. Specified Pressure, Temperature, and Solute-Hass Fraction

The first type of boundary condition, known as a Dirchlet boundary

condition, is a specified pressure condition for the ground-water flow

equation, a specified temperature condition for the energy-transport equation,

and a specified-mass fraction for the solute-transport equation. These -

conditions can be specified independently as functions of location and they

also can vary independently with time. Mathematically, we have:
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P =, P. (xt). for x on S; (2.;.1. 13)

T = (x, t). for x on S ; and (2.5.1. b)
11 ~~~~T

W = wt (xt), for x on SI ; (±. .1.iC)
w

where

PBis the pressure at the specified boundary (Pa);

TB is the temperature at the specified boundary (OC);

WB is the mass frattion at the specified boundary (-);

SI is the part of the boundary with specified pressure;

SI is the part of the boundary with specified temperature; and
T

SI is the part of the boundary with specified mass fraction.w

Care needs to be used in specifying the temperature and mass fraction at

fluid-outflow boundaries, because, on boundary surfaces across which fluid

flow occurs, the advective transport of heat and solute is assumed to dominate

cver any diffusive or dispersive transport. Thus, it is physically

unrealistic to specify a temperature or solute concentration at an outflow

boundary because the ambient fluid will determine the temperature, and solute

concentration there.

2.5.2. Specified-Flux Boundary Conditions

The default boundary condition for the numerical model is no fluid, heat,

or solute flux across the boundary surfaces. Normal fluxes of fluid, heat,

and solute, known as Neumann boundary conditions, can be specified over parts

of the boundary as functions of time and location. However, they cannot be
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specified independently, because, on boundary surfaces where a specified fluid

flux exists, the advective transport of heat and solute is assumed to dominate

over any specified diffusive or dispersive flux of these quantities. This

assumption means that, on fluid-inflow boundaries, the temperature and mass

fraction of the inflowing fluid needs to be specified. These specifications

determine the heat and solute fluxes. At fluid-outflow boundaries, the

temperature and mass fraction are determined by the ambient fluid values in

the region, thus giving the heat and solute fluxes. Therefore, it is not

physically realistic to specify temperatures and mass fractions at outflow

boundaries. On boundary surfaces where no fluid flux is given, heat and

solute fluxes may be specified. Heat fluxes represent thermal conduction and

solute fluxes represent solute diffusion.

For the reasons discussed in section 2.5.1, it also is not physically

realistic to specify dispersive heat or solute fluxes across boundary surfaces

that have specified pressures. However, total heat or solute fluxes may be

specified for inflow boundaries. These fluxes are the advective fluxes

approaching the boundary from outside the region, and they are equal to the

advective plus the dispersive fluxes leaving the boundary and entering the

region. For outflow boundaries, the boundary condition requires that the

dispersive fluxes be zero. Thus, only advective flux of heat and solute

occurs at outflow boundaries. Again, the advective transport of heat and

solute is assumed to dominate over dispersive flux.

Specified fluxes are expressed mathematically as:

q s (qa qyp qz) for _ on S2 ; (2.5.2.la)

B B
n (HX9 AHz for x on SI T (2.5.2.1b)

q BqX B~y qS for x on S2 ; (2.5.2.1c)
Sn yV
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where
B
qFi is the component of the flui

boundary (m3/m2-s);
B
qHi is the component of the heal

boundary (Win 2);
B
qSi is the component of the solt

boundary (kg/m2-s);

qFn is the normal component to i

vector (kg/m2-s);

qHn is the normal component to I

flux vector (W/m2);

qSn is the normal component to I

flux vector (kg/m2-s); and

Ld flux in the ith direction at the

L flux in the ith direction at the

ite flux in the ith direction at the

the boundary surface of the fluid-flux

the boundary surface of the heat-

the boundary surface of the solute-

S2u are parts of the boundary with specified-fluid, heat, or solute

fluxes respectively; u = p,Tw.

Note that the specified-fluid flux, qF, is given as a volumetric flux. A

fluid density also needs to be specified for the case of inflow to the region.

The density in the region at the boundary is used for computation of mass

outflow rates. Also note that flux is a vector quantity with components

expressed relative to the coordinate system of the simulation region.

Examples of physical-boundary conditions that can be represented as specified-

flux boundaries include infiltration from precipitation, lateral boundaries

where the pressure gradients can be estimated, and simple steady-state flow

fields where recharge- and discharge-boundary flow rates are known.

2.5.3. Leakage Boundary Conditiona

A leakage boundary condition has the property that a fluid flux occurs in

response to a difference in pressure and gravitational potential across a

confining layer of finite thickness. Usually the permeability of this layer

will be orders of magnitude smaller than the permeability of the simulation

region and the aquifer region on the other side of the confining layer.
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Representation of leakage boundary conditions is based on the approach of

Prickett and Lonnquist (1971, p. 30-35), which has been generalized to include

variable-density and variable-viscosity flow. The mathematical treatment of

leakage boundaries is based on the following simplifying assumptions:

(1) Changes in fluid storage in the confining layer are neglected;

(2) confining-layer capacitance effects on heat and solute transport are

neglected; (3) flow, heat, and solute transport are affected by the leakage

fluxes that enter the region, but flow, heat, and solute conditions that exist

on the far side of the confining layer outside the simulation region are not

affected by fluxes that enter or leave the simulation region; and (4) flow and

transport properties in the confining layer are based on the average of the

fluid density and viscosity on either side. These assumptions are quite

restrictive; but, in cases where they are not valid, some of the region

outside the boundary probably needs to be included in the simulation region.

Flow and transport rates are functions of differences in pressure, temper-

ature, and solute-mass fraction at a point in time and are not affected by the

previous values of these differences.

2.5.3.1. Leaky-Aquifer Boundary

A leaky-aquifer boundary can be adjacent to any part of the simulation

region. For illustration, assume that it is part of the upper boundary

surface that is overlain by a confining layer. Another aquifer lies above the

confining layer with a pressure distribution at its contact with the confining

layer which is a known function of time. The geometry is shown in figure 2.2.

We are interested in the flux normal to the boundary between the confining

layer and the simulation region, located at elevation zB in figure 2.2. Under

these assumptions, the leakage boundary flux is given by:
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Figure 2.2.--Sketch of geometry for a leaky-aquifer boundary condition.

kL

q, YbL ep' a -(1 p~gZB)

-(Pe - B~ (ze +ZB)/2J, for K aufl3 (2.5.3.1.la)
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with p

e RZe ; (25.3.1 .Ib)e

PL = B( He ; (2.5.3.1 Ic)

* !.Ilere

qL is the fluid flux across the leakage boundary (m3/m2-s).

4)e is O'e potential energy per unit mass of fluid in the outer

aquifer (N-m/kg);

PB is the pressure at the simulation-region boundary (Pa);

is the pressure at the top of the confining layer (Pa);

PB is the fluid density at the simulation-region boundary (kg/m 3);

Pe is the fluid density in the outer aquifer (kg/M3);

kL is the permeability of the confining layer Wm2 );

PL is the fluid viscosity in the confining layer (kg/m-s);

bL is the thickness of the confining layer (m);

ZB is the elevation of the simulation-region boundary Cm);

ze is the elevation at the top of the confining layer Cm); and

S3 is the region boundary surface over which a leakage-

boundary condition exists.

The terms 0, Pe, kLl ELI bV and zE are specified functions of position

along the leakage boundary; 4 and pe also can be functions of time. The mass

.flux is calculated using pe if the flux is into the simulation region, and

using pB if the flux is out from the simulation region. This choice of

density is an approximation because it will take some time for the fluid in

the confining layer to attain the limiting value after a change in flow

direction takes place. However, this approximation is consistent with the

neglect of transient flow and storage effects within the confining layer.

The heat and solute fluxes are assumed to be purely advective. They are

obtained from enthalpies and mass fractions of the outer aquifer or at the

boundary of the simulation region depending on the flux direction. Thus:

R eP q~ if > 0, for x on 53; (2.5.3.1.2al

-r pq if q < ; (2.5.3.1.2b)
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qSL peqL if qL > 0, for x on S3 ; (2.5-3-1.3a)

= wBPBqL, if qL < ; (2.5.3.1 .3b.

where

qIIL is the heat flux across the leakage boundary (W/m2);

He is the specific enthalpy of the fluid in the outer aquifer (J/kg);
11Bis the specific enthalpy of the fluid at the region boundary

(J/kg);

qSL is the solute flux across the leakage boundary (kg/m2-s);

we is the solute mass fraction in the outer aquifer (-); and

WB is the solute mass fraction at the region boundary (-).

Note that He and we are specified functions of position along the leakage

boundary and time.

2.5.3.2. River-Leakage Boundary

The river-leakage boundary condition is a second type of leakage-boundary

condition that is very similar to a leaky-aquifer condition, with the

following differences: (1) This boundary condition is appropriate only for

unconfined aquifer regions and is at an upper- or lateral-boundary surface;

(2) the less-permeable boundary layer is now the riverbed-sediment layer, that

is basically a piecewise-linear feature that traverses the upper boundary of

the aquifer region; (3) a limit on the maximum flux from the river to the

aquifer is imposed. Additional assumptions for the river-leakage option are:

(1) The riverbed thickness is assumed constant over each cross section of the

river; and (2) pressure and elevation differences and fluid properties are

taken at the river centerline, representing conditions across the riverbed.

An area factor is introduced to account for the fact that the riverbed area is

only a fraction of the region boundary traversed by the river. The flux limit

is set by not allowing the flux to increase after the aquifer pressure plus

gravitational potential decreases to less than the gravitational potential at
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the bottom of the river. Physically, this means that if the water table
declines below the bottom of the riverbed, the increased resistance to flow,
because of the porous medium becoming partially saturated, prevents further
increases in flux from the river to the aquifer. Thus, the flux limitation is
a crude approximation to the physical situation. The simplified geometry of a

TOOT III
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Figure 2.3.--Diagrammatic section showing geometry for a

river-leakage boundary.
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river-leakage boundary is shown in figure 2.3. Note that the z-axis is

positive in the vertically upward direction. The present version of the HST3D

program cannot simulate river leakage with a tilted coordinate system.

With the above assumptions, equations 2.5.3.1.1a and 2.5.3.1.lb become;

qR =yRq L; for x on S 4 ; (2.5.3.2. a)

With

0e RFS; (2.5.3.2.lb)

and qRmax =qR PB = ° 0 (2.5.3.2. 1c)

where

qR is the fluid flux across the river-leakage boundary from the river

to the aquifer (W3 /m 2 -s);

qRmax is the maximum fluid flux from the river to the

aquifer (M3 /m 2-s); and

0 is the potential energy per unit mass of fluid in the river

(Nt-i/kg);

YR is the fraction of riverbed area per unit area of aquifer

boundary (-);

ZRFS is the elevation of the water surface of the river (m); and

S4 is the region boundary surface over which a river-leakage boundary

condition exists.

Note that ye Pe p , b H Z. and are specified as functions of

position alodg the river length, and at 0e and pe also can be functions of

time. For calculating ea, the value of atmospheric pressure can be taken as

zero, because pressures are relative to atmospheric pressure. The mass flux

is calculated using pe if the flux is into the aquifer, and using PB if the

flux is out from the aquifer. The heat and solute fluxes are assumed to be

purely advective, and are obtained from the enthalpies and mass fractions of

58



the river fluid, or from the aquifer at the leakage boundary, depending on the

flux direction, as given by equations 2.5.3.1.2a-b and 2.5.3.2.3a-b with qL

replaced by qR The enthalpy variation with pressure is neglected or the

river-leakage boundary condition, as this variation is assumed to be small.

2.5.4. Aquifer-Influence-Function Boundary Conditions

The aquifer-influence-function (AIT) boundary conditions have been

presented in the petroleum reservoir-simulation literature. Several methods

have been used to calculate water influx at reservoir-aquifer boundaries. For

a summary, the reader is referred to Craft and Hawkins (1959, ch. 5) and Aziz

and Settari (1979, sec. 9.6).

The utility for ground-water flow simulation of fluid-flux calculations

using aquifer-influence functions results from the fact that they enable a

simulation region to be embedded within a finite or infinite surrounding

region, for which the aquifer properties are known only in a general sense,

and where the outer-aquifer-region flow field influences the inner-aquifer

region of interest only in a general way. The primary benefit of using AIF

boundary conditions is the reduction in size of the simulation region,

resulting in a savings in computer-storage requirement and computation time.

Suppose that an aquifer region can be divided into subregions (fig. 2.4),

where the inner-aquifer region is the one of primary interest, and the

outer-aquifer region is less completely identified with respect to aquifer

properties and geometrical configuration. The outer-aquifer region may

completely or partially surround the inner-aquifer region, as shown in figures

2.4A and 2.4B. Variable density and nonisothermal flow may be simulated in

the inner-aquifer region, but not in the outer-aquifer region. The actual

simulation region may be reduced to only the inner-aquifer region, and the

boundary condition at the boundary between the two regions (the AIF boundary)

is taken to be the AIF boundary condition representing the outer-aquifer

region. Aquifer-influence functions are analytical expressions that describe

the flow rate, pressure, and cumulative flow-at the boundary between the
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inner-aquifer and outer-aquifer regions, in response to pressure variations at

the boundary. For the purposes of ground-water flow simulation described

herein, the cumulative-flow aquifer-influence functions are not of concern.

Flow from the outer-aquifer region is assumed to influence the inner-aquifer

region of simulation, but flow to the outer-aquifer region does not affect any

conditions there.

The aquifer-influence functions that describe transient flow across the

AIF boundary are based upon analytical solutions to the ground-water flow

equation in the outer-aquifer region. To obtain an analytical solution, the

aquifer and fluid properties of the outer-aquifer region are assumed to be

constant and uniform, and the geometry of the boundaries between the inner-

and outer-aquifer regions need to be approximated by simple shapes.

Two types of aquifer-influence functions currently are available for the

heat- and solute-transport simulator; one type treats the outer-aquifer region

as a "pot;" the other type uses a transient-flow solution for simple-geometiy

and simple-boundary conditions. An aquifer-influence function based on the

assumption of steady-state flow also exists in the petroleum-reservoir

simulation literature, but it only is a restricted form of the leakage-

boundary condition presented in section 2.5.3.1. Only one type of aquifer-

influence function is allowed in any given simulation.

2.5.4 1. Pot-Aquifer-Influence Function

The pot-aquifer-influence function is based on the assumption of an

outer-aquifer region with exterior boundaries that are impermeable (fig. 2.5).

The outer-aquifer region needs to have volume and compressibility that are

sufficiently small so that the pressure in this outer-aquifer region always

will be virtually in equilibrium with the pressure distribution along the

boundary surface between the inner- and outer-aquifer regions. Then, flow

will occur in response to the rate of change of pressure at this boundary.

The governing equation is obtained from mass conservation in a vertically

deforming, compressible, porous medium. Using the Gauss divergence theorem

(Karamcheti, 1967, p. 73) and assuming a uniform, constant, fluid density and
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'EXTERJOR SOUNOARY OF
OUTER-AOUIER REGION

Figure 2.4.--Plan view of inner- and outer-aquifer regions and

boundaries: A, Outer-aquifer region completely surrounding

inner region; B, Outer-aquifer region half-surrounding inner-

aquifer region.
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porosity, we obtain by integration over the outer-region volume:

QA =(a be + e~ppe
at

(2.5.4.1.1)

where

QA is the volumetric flow rate across the boundary between

the inner- and outer-aquifer regions; (positive is into the

inner-aquifer region); (m3/s).

ape is the spatial average of the rate of pressure change in the

outer region (Pa/s);

abe is the bulk compressibility of the porous medium in the outer-

aquifer region (Pa -);

pe is the fluid compressibility in the outer-aquifer region
p. -1l

(Pa-1);

ee is the porosity in the outer-aquifer region (-); and

Ve is the volume of the outer-aquifer region (m3).

Because pressure equilibrium is assumed:

ape 2 ap3 ;
at at

(2.5.4.1.2)

where

'3a_7
at_

is the spatial average rate of pressure change at the

boundary of the inner-aquifer region (Pals).

Equation 2.5.4.1.1 is in a form suitable for calculating

flow balances but it is difficult to distribute the flow over

overall fluid

the AIF boundary
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B

Figure 2.5.--A, plan view, and B, cross-sectional view of inner-

and outer-aquifer regions with an impermeable exterior boundary

for the outer-aquifer region.
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of the simulation region, particularly when the rate of change of boundary

pressure is not uniform over the b -undary. Allocation of the flow rate will

be explained in section 3.4.4 on numerical implementation.

2.5.4.2. Transient-Flow, Aquifer-Influence Function

The transient-flow solution method employs the Carter-Tracy AIF

calculation technique (Carter and Tracy, 1960) and analytical solutions

presented by Van Everdingen and Hurst (1949). A brief summary of the method

follows. A detailed presentation is given by Kipp (1986).

Let the AIF boundary between the inner-aquifer or simulation region and

the outer-aquifer region be approximated by a cylinder of a given radius and

height. A plan view is presented in figure 2.5A. For a simulation region

that is a rectangular prism, this boundary cylinder will be a severe

approximation of the actual boundary shape. The outer boundary of this

outer-aquifer region is a cylinder at a finite or infinite radius. The

thickness of the outer-aquifer region is assumed to be uniform, with

impermeable upper and lower boundary surfaces. Ground-water flow in this

outer-aquifer region is radial at a given elevation, and the pressure

satisfies:

-I~ ke 32p1(abe +epep) at pe w r r ] ; (2.5.4.2.1)

where

r is the radial coordinate (m);

Pe is the pressure in the outer-aquifer region (Pa);

keis the permeability in the outer-aquifer region (a2);

le is the viscosity in the outer-aquifer region (kg/m-s);

abe is the bulk compressibility of the porous medium in the outer-

aquifer region (Pat );
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PPe is the compressibility of the fluid in the outer-aquifer

region (Pa-1); and

se is the effective porosity of the outer-aquifer region (-).

The initial condition is:

0
at t = p Pe = pe ; (2.5.4.2.2)

where

0
PC is the initial uniform pressure (Pa).

Van Everdingen and Hurst (1949) used two different boundary conditions at

the AIF cylindrical boundary: one condition was constant pressure, and the

other condition was constant flow rate.

The boundary conditions are either specified pressure:

at r = r, Pe =PB ; (2.5.4-.2.3a)

where

rI is the interior radius (m); and

PB is the constant, specified pressure at the boundary (Pa);

or specified flow rate:

BP e QA 'j
it r c r I; - =p e (2.5.4.2.3b)a~rri;F- = 27rrI ek
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where

QA is the constant, specified flow rate at the boundary (positive

is from the outer-aquifer region to the inner-aquifer region)

(M3 /S); and

be is the thickness of the outer-aquifer region (m).

-At the exterior cylindrical boundary, the condition is, for an infinite

region:

0
as r 4s, Pe * Pe ;

and, for a finite region, either no flow,

(2.5.4.2.4a)

ape
at r = rE are = O ; (2.5.4.2.4b)

where

rE is the exterior radius (m);

or specified pressure:

0
at r = rE$ Pe = e (2.5.4.2.4c)

Solutions to the dimensionless form of equations 2.5.4.2.1-2.5.4.2.4 are

given in Van Everdingen and Hurst (1949) and were derived using Laplace

transform techniques. For example, the flow-rate response to a unit change in

pressure boundary condition (eq. 2.5.4.2.3a) and the pressure response to a

* unit withdrawal flow-rate boundary condition (eq. 2.S.4.2.3b) for an infinite

outer-aquifer region are:
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QVt ) =- YET af -e2t d?.

KMJ2(A) + 2W
(2 .5 4.2 5a)

and

P~ (t ') = _ 1eTdn 3lj2(~~~~~~~~~~~.k9- y (2.5 .4.2 .5b)

respectively, with

ket

rj (Cre + Cep )IPe
(2 .5 .4.2 .5c)

where

Ji is the Bessel function of the first kind of order i;

Y is the Bessel function of the second kind of order i; and

t is the dimensionless time (-).

Equation 2.5.4.2.Sa was presented by Jacob and Lohman (1952) in a

different form as a solution to the constant drawdown problem for flow to a

well. These two aquifer-influence functions will be referred to as the

flow-rate response to a unit-step pressure change QUA and the pressure

response to a unit-step withdrawal flow rate, Pu, respectively.

The concept of superposition or convolution (Tychonov and Samarski, 1964,

p. 209) is used to derive the aquifer-influence functions from the unit-step

response functions for a transient-pressure function at the boundary between

the inner--and outer-aquifer regions. Thus, the flow-rate response of this

ground-water flow system to a time-varying pressure at the inner boundary of

the outer-aquifer region can be written as:
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and at

zn =bHC ;
0

Te = Te (bHC) ; (2.5-5.1d) ,�

where

TB is the boundary temperature at the aquifer boundary (IC),

bHC is the effective thickness of the

region (m).

The thermal properties of the adjacent

uniform. Thus:

conducting medium outside the

medium are assumed constant and

K

He P cse
so so

(2.5.5.2)

where

DHe is the thermal diffusivity for the adjacent medium (m2/s).

Since the heat flux depends on the temperature profile in the exterior

medium which in turn depends on the thermal history of the simulation, a

simplifying approximation is used. This approximation eliminates the need to

recompute or save the temperature-profile history during the course of the

simulation.

The boindary-value problem specified by equations 2.5.5.la-d can be

resolved Into simpler problems, as shown by Sneddon (1951, p. 162-165) or

Tychonov and Samarski (1964, p. 203-209), using various forms of Duhamel's

Theorem. Two simpler problems, for a general time interval, are:
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Lt CDHe 2T; on O< zh Hand t <t <tj (2.5.5.3a)

1

Boundary conditions:

at Zn = 0 ; T, = 0 ;

at Zn = bEC ; T 1 = 0 .

Initial condition:
0

att =to ; T, =Te(zn)

(2.55 .3b)

(2 .5 5 3c)

(2 .5 5. 3d)

and

T2 _ DH8 2 an O< z < bHC and to t t<St e n Ubn0

Boundary conditions:

at zn = 0 ; T2 Tgtt) ;

at zn bHC ; T2 ° 0

(2.5.5..4a)

I.
(2.5.5.4b)

(2 .5 5 .4c)

Initial condition:

at t = to ; T 2 = 0 ; (2 .5 .5 .4d)

where

Tl(z,t) is the temperature solution to the first heat-conduction

problem (°C); and

T2(t) is the temperature solution to the second heat-conduction

problem (°C).

J
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The total temperature solution is the sum of Ti and T2 and the boundary

heat flux is derived from the gradient of this temperature. However,

because the boundary-temperature function is not known in advance the

following approximation is made

I

a3T
q=-K -HC =e az

n

T2 TB(t )

(2.5 .5.5a)

ra(T1+T2)
- -az

n z0= 0

L T2=TB(to)

+ a
aT3

8(CT 1iT2

n
6TB

z =0Tn=T

T2= B (to)_

(2.5 .5 .Sb)

where

qHC is the heat flux at a heat-conduction boundary at a given

boundary temperature and time (W/m2); and

6T3 is the change in boundary temperature in the time interval to to

t (0C).

Equation 2.5.S.5b is simply a Taylor-series expansion of the

function of the variable boundary temperature.

flux as a

' ,/

72



By interchanging the order of differentiation and using the facts that

)
T = 0 ;
aTB

(2.5.5.6a)

and

OTZ = Tut) ;
STE

(2.5.5.6b)

where
TU is the solution to equations 2.5.5.4a-d with TB = 1 (OC);

we obtain:

q = -KC eIL e :n Tz T = 
8

n Zn

T=T (to)

6TB

0
, for x on Ss ; (2.5.5.7)

where

Ss is the part of the boundary that is a heat-conduction boundary.

The temperature, T, now satisfies equations 2.5.5.1a-d with the time

dependence of the boundary condition removed in equation 2.5.5.1c. This

approach to the treatment of heat-conduction boundary conditions was presented

by Coats and others (1974) in the appendix to their paper. A heat-conduction

boundary condition also could be treated like the transient AIF boundary

condition, but that is beyond the scope of this work.
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2.5.6. Unconfined Aquifer, Free-Surface Boundary Condition

For an unconfined aquifer, a free-surface boundary exists with a position

in space and time that is unknown before the flow equations are solved.

Therefore, two boundary conditions need to be imposed. The first is that

pressure is atmospheric at the free surface. The second is the kinematic

condition expressing the fact that the movement of this surface of atmospheric

pressure needs to satisfy a continuity equation at the free surface.

The free-surface boundary is assumed to be a sharp interface between the

fully saturated region of simulation and the unsaturated porous medium

outside. The zone of capillary fringe that is partially saturated and the

surfaces of seepage that exist with free-surface gravity flow are neglected.

Delayed yield effects also are neglected, therefore, the specific yield is

equal to the effective porosity, e, in the vicinity of the free surface. The

effective porosity under draining conditions is less than the porosity used to

calculate interstitial velocity (Bear, 1972, p. 255) but the difference is

assumed negligible for the HST3D simulator. Finally, the z-axis is assumed to

point vertically upward when an unconfined aquifer is being simulated.

The heat- and solute-transport simulator treats the free-surface boundary

in an approximate fashion. The approach follows the ideas of Prickett and

Lonnquist (1971, p. 43-45) extended to a three-dimensional flow and

variable-density system. The pressure condition:

p 2 0, on S6(xt); (2.5.6.1)

where

SO is the free-surface location that varies in space and time;

is employed, but the kinematic boundary condition is neglected. The absolute

pressure on the free surface is atmospheric, so the relative pressure is zero.

Hydrostatic conditions are assumed to exist in the immediate vicinity of the

free surface. The location of the free surface is determined by interpolation

in the calculated pressure field to determine the location where equation

2.5.6.1 is satisfied. Under this approximate treatment, the free surface
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moves in response to a net gain or loss of fluid in its vicinity. Thus, fluid

mass is conserved, but the kinematics of the free-surface movement are

neglected. This approximation is acceptable when the velocity of free-surface

movement is small relative to the horizontal interstitial velocity.

In addition, the computational region is fixed for the duration of the

simulation. Boundary pressures less than atmospheric imply that the free

surface is below the boundary of the region; whereas boundary pressures

greater than atmospheric imply that the free surface is above this boundary.

As will be explained in section 3.4.6, the free surface is allowed to rise

above the region boundary a short distance which is a function of the vertical

discretization. This allowance enables the free surface to move within a

reasonable range during a simulation. The fluid- and porous-matrix compres-

sibilities usually are taken to be zero for unconfined flow systems, and the

user may specify compressibility values of zero for the HST3D simulator.

2.6. INITIAL CONDITIONS

This heat- and solute-transport simulation code solves only the transient

forms of the ground-water flow and the two transport equations, thus initial

conditions are necessary to begin a simulation. Several options are

available.

For the flow equation, an initial-pressure distribution within the region

needs to be specified. This can be done as a function of position or can be

set to hydrostatic conditions, with the pressure given at one elevation. In

the case of nearly uniform and constant density, an initial potentiometric-

head distribution can be specified, which is the water-table elevation. The

water-table elevation is specified for the upper layer of cells only. No

option to specify a velocity field as an initial condition exists.

K'J.)
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For the heat-transport equation, the initial-temperature field needs to

be specified. Again, this can be done as a function of position, or

interpolated along the z-coordinate direction from a specified geothermal

profile.

For the solute-transport equation, the initial mass-fraction field needs

to be specified. This can be done only by specifying values as a function of

position.

As will be described in section 4.6, pressure, temperature, and mass-

fraction fields calculated by one simulation can be used as the initial

conditions for another simulation, using the restart option. This often is

the easiest way to establish a steady-state flow field before transport is

simulated. Of course, one needs to determine whether or not an initial

steady-state flow field exists for the physical situation being simulated. It

should be noted that, with a hydrostatic or other estimate of initial pressure

conditions, it could take some time to establish the steady-state flow field.

Mathematically, the initial conditions can be stated as follows:

At t=O:

p = p0 (X), in V ; (2.6.1a)

T = TO(x), in V ; (2.6.1b)

w = w0(x), in V ; (2.6.ic)

where

x is the vector of position (m),

V is the simulation region; and

p0, TO, w0 are the initial dependent variable distributions (Pa,*C,-).
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3. NUMERICAL IMPLEMENTATION

In order to perform numerical calculations that solve the governing

equations, we first need to discretize the partial-differential equations and

boundary condition relations in space and time. Various algorithms are used

to determine parameters and to implement the boundary conditions. Then the

flow and two transport equations are solved sequentially after they have been

modified by a partial Gauss reduction. Finally, the sets of discretized

equations are solved repeatedly, as the simulation time advances, using a

direct or an iterative equation solver. This chapter will cover each of these

steps for the numerical-simulation calculation.

3.1 EQUATION DISCRETIZATION

'The classical method of finite differences is used to discretize the

partial-differential equations and boundary conditions in space and time.

Several options are available for the differencing.

The first step in spatial discretization is to construct a mesh or grid

of node points and their associated cells, that covers the simulation region

to a close approximation (fig.-3.1). The grid of node points is formed by

specifying the distribution of nodes in each of the three coordinate direc-

tions; (two directions, if a cylindrical-coordinate system). The volume

associated with each node will be called a cell; it is formed by the cell

boundaries, which are planes that bisect the distance between adjacent node

points. Thus, for the case of unequal nodal spacing, the node points do not

lie at the centers of their respective cells. Boundaries are represented by

planes containing node points. Thus, half-, quarter-, and eighth-cells appear

at various sides, edges, and corners of the mesh, forming the simulation

region (fig. 3.1). The minimum number of nodes required to define a region is

eight,' one node at each corner of the rectangular prism. 'The mesh or grid

described is called a point-distributed grid. Other termb that have been used

are face-centered mesh and lattice-centered mesh or grid. Another term that

has been used for cell is block.

i
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ONE EIGHTH CELL

Figure 3.1.--Sketch of finite-difference spatial discretization

of the simulation region.

The simulation region is discretized into rectangular prisms for the

cartesian-coordinate case (fig. 3.1) and into annuli with rectangular cross

sections for the cylindrical-coordinate case (fig. 3.2). Four types of

regional volume subdivisions are defined (fig. 3.3). The primary subdivision

is the cell that is the volume over which the flow, heat, and solute balances
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are made to give the nodal finite-difference equations. The second sub-

U ; ) division is the element that is the volume bounded by eight corner nodes in

Cartesian coordinates and four corner nodes in cylindrical coordinates. The

element is the minimum volume with uniform porous-medium properties. The

third subdivision is the zone that is a continuous set of elements with the

ONE -HALF CELL RING

P FULL CELL RIdNG ONE-QUARTER CELL RING

Figure 3.2.--Sketch of finite-difference spatial discretization for a

cylindrical-coordinate system.
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same porous-medium properties. The one restriction is that zones need to be

convex. In other words, they need to be rectangular prisms. One zone may not

border another zone on more than one side. Sometimes multiple, adjacent zones

will have to be specified that have the same properties in order to adhere to

this restriction of convex shape. The fourth subdivision is the subdomain

that is the intersection or common volume of an element with a cell. A cell

may have as m.ny as eight subdomains, if it is an interior cell, or as few as

one subdomain, if it is a corner cell. The finite-difference equations are

NEIGHBOR
NODE

S'.

,0

K)

S

EXPLANATION

3 LOCAL CELL-FACE NUMBER

O LOCAL SUB3OMAIN VOLUME NUMBER

2 LOCAL SUDOOMAIN-FACE NUMBER

Figure 3.3.--Sketch of a node with its cell volume showing the cell faces,

the subdomain volumes, and the subdomain faces.
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assembled by adding the contributions of each subdomain in turn to the

equation for a given cell- The primary reason for introducing the concepts of

elements and zones for assigning porous-medium properties is so that

porous-medium properties can be defined easily at the cell boundaries without

the need for harmonic-mean calculations.

A numbering scheme local to the cell is used during coefficient cal-

culation and assembly. Figure 3.3 shows the subdomain local numbering from

one to eight. The six faces are numbered as shown in figure 3.3 and each face

is subdivided into four subdomain faces with numbers for the visible faces as

shown. For the cylindrical system, the corresponding volumes and faces are

numbered in figure 3.4.

A common alternative method for constructing the mesh is to specify the

locations of the planes that form the cell walls. Their intersections form

the cells; then the node points are located in the-center of each cell. This

is called a cell-centered or block-centered grid. One advantage of this grid

is that fewer cells are required to span a given simulation region, because

fractional cells do not appear at the boundaries.

The point-distributed grid was selected for this simulator, because the

finite-difference spatial approximations to the dispersive terms in the flow

and transport equations are consistent and convergent for the point-

distributed grid under conditions of variable-grid spacing; whereas, these

approximations are not necessarily consistent and convergent for the cell-

centered grid. As shown by Settari and Aziz (1972, 1974), the local trunca-

tion error for the cell-centered grid has a term that does not necessarily

vanish as the grid spacing is refined. A second reason for selecting the

point-distributed grid is that the presence of nodes on the boundary surfaces

simplifies the treatment of certain boundary conditions. It is common to

approximate spatially distributed, aquifer properties as uniform zones. A

disadvantage of the point-distributed grid is that it is difficult to locate

-the cell boundaries, so that they coincide with the zoned-property boundaries.

This difficulty can be avoided by making the properties uniform over an

element rather than a cell. This will be described in the parameter-

discretization section.
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'4.

'\~~~~%~OE \\ I

NEI ~ ~ ~'h BO \h ,,

\ ~~~~~~EXPLANATION
\PAL i LOCAL CELLFACE NUMBER

LOCAL SUBOOMAIN-vOLUME NUMBER

2 LOCAL SLUOO0MAWE.ACE NUMBER

.... ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ J

Figure 3.4. --Sketch of a node in a cylindrical-coordinate system

with its cell volume, showing the cell faces, the subdomain

volumes, and the subdomain faces.
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A cartesian-coordinate grid for a region is shown in figure 3.1. Note

that the basic cell is a rectangular prism; thus, region boundaries that are

V.-" not parallel to a coordinate axis must be approximated by a staircase-like

pattern of cell boundaries. No provision for boundary faces that are

diagonally oriented to the coordinate axes exists in the present version of

the HST3D code. It can also be seen that the entire simulation region needs

to-be contained in a large rectangular prism. The nodal dimensions of this

prism are the maximum number of nodes along the three coordinate axes, Nx, N

and N . Approximation of diagonal boundaries by a staircase-like pattern willz
cause a set of cells to be within the large prism that are excluded from the

simulation region. These cells will be referred to as excluded cells.

The method used for spatial discretization is a subdomain weighted-

residual method with approximating functions that are piecewise linear for

the dependent variables. The unknown parameters in the approximating

functions are the nodal values of the dependent variables. The residuals are

the errors in the governing equations that result from using approximating

functions to the exact solutions, and equations for the unknown parameters

require that the average residual over each cell is zero (Crandall, 1956, p.

149; Finlayson, 1972, p. 7-9, 137, 142). The partial-differential equations

are discretized in space by integrating them over each cell volume. Then the

divergence theorem of Gauss (Karamcheti, 1967, p. 73) is used to transform the

volume integrals of the divergence terms into surface integrals of a normal

derivative. The spatial derivatives in the surface integrals are approximated

by central or upstream differences. The volume integrals are approximated

easily, using the mean value theorem of integral calculus, because all fluid

and porous medium properties are assumed to be constant throughout the sub-

domain volumes of a cell. For the integral of the time derivative, we assume

that the time derivative evaluated at the node approximates the spatial

average of the derivative over the volume of the cell. Thus, the capacitance-

coefficient matrix of the temporal derivative terms is diagonalized. This

method for spatial discretization is conceptually similar to the integrated-

finite-difference method presented by Narasimhan and Witherspoon (1976).
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The porous-matrix hydraulic, thermal-transport, and solute-transport

properties are discretized on an element basis, with a set of elements forming,'.../

a zone of constant properties. The dependent variables that are properties of

the fluid are discretized on a cell basis. Boundary-condition fluxes and

source flow rates also are discretized on a cell basis.

To illustrate the discretization of the flow, heat, and solute equations,

we shall use a general transport equation. The procedure follows that of

Varga (1962, sec. 6.3), Spanier (1967, p. 218-222), Cooley (1974, p. 10-13) or

Roache (1976, p. 23-28) extended to include spatial first-derivative terms, to

three dimensions for Cartesian coordinates, and to handling dispersive tensors

that are not necessarily diagonal. The restriction exists that all cell-

boundary planes need to be perpendicular to a coordinate direction. The

general transport equation has the form of a parabolic, partial-differential

equation:

a (A(x,t) u(xt)) = Vg(x,t)-Vu(x,t)-V-C(x,t)u(x,t) (3.1.1a)
at

N

+ D(x,t)u(x,t) + I £ (t)8(x-xs) ;
5=1w

where

x is the vector of position, (x,y,z), (m);

A is the capacitance coefficient (appropriate units);

l is the tensor of diffusion or dispersion of rank 3

(appropriate units);

C is-the vector of interstitial velocity (m/s);

D is the source factor for chemical reaction (appropriate units);

3s is the source-term intensity (appropriate units);

N is the number of source terms;

u is the dependent variable (appropriate units); and

6(x-X3) is the delta function for a point source at x-x)s (.
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Initial condition is:

) at t = 0; u = u(x) ; O3. 1.lb)

Boundary conditions are:

specified value:

u = uB(xt), for x on S1 ;

specified flux:

-J(x,t) 'a + C(x,t).nu = J(x,t) n for x on SI ;

(3. 1. c)

(3.1. Id)

where
0u

a
an

is the initial distribution of u;

is the boundary distribution of u;

is the derivative in the direction of the outward normal At the

boundary;

is the specified total flux normal to the boundary surface; and

is the advective flux normal to the boundary surface.

J3n

C n

3.1.1 Cartesian Coordinates

Integration of equation 3.1.la over the cell volume associated with a

mesh point, m, at a given location with indices i, J, k, gives:

j~," Au dV r. fV '7(I-Vu)dV -.JV V-CudV
at U

(3.1.1.1)

Kgm
I D UdV +

U s 6 i
.rV E6(E--X.) dV

U

.)
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where

V is the volume of cell m.
3

Now, using the previously stated assumption about the integral of the time

derivative:

V at AudV = a*at a t fV AudV .
V

(3.1.1.2)

Use of the Gauss divergence theorem on the dispersive and advective

terms yields:

fVV (I -7u) dV = f 5 (1Vu) 'ndS ;
M 3

(3.1.1.3)

and

IV V-(Cu)dV = fS (Cu)-ndS ;
l a

(3.1.1.4)

where

Sm is the boundary of cell m; and

n is the outward unit normal vector to the boundary.

Then equation 3.1.1.1 becomes:

at IV AudV = fS [A-Vu - Cu -RdS + TV DudV +
M

fV Is3S(M) 6(x-z3(m) W, (3.1.1.5)
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We have consolidated all the line sources within cell m into a single

equivalent line source, thus eliminating the summation. Since considerable

arbitrariness exists in selecting the finite-difference approximation of

equation 3.1.1.5, we shall choose finite differences that preserve the con-

servation of u for each cell.

Following Varga, 1962, p. 253, or Cooley, 1974, p 16, we approximate the

rate of change of u in the cell using the mean-value theorem giving:

- l v AudV 2 at (u(x t) f AdV) ; (31.1.6)
* mnd x

where

x is the vector of the node point location (m).

This approximation diagonalizes the coefficient matrix of the temporal-

derivative terms. The value of the dependent variable at the node is taken to

represent-the average value over the cell. Now each cell may consist of up to

eight subdomains, as shown in figure 3.3, and each subdomain may have

different spatial properties. Thus, the integral of A in equation 3.1.1.6 is

actually:

8 8
I f AdV I A V , (3.1.1.7)

sal Ms s=1 is is

where

A is the value of A in subdomain s of cell m; andMIs
Vm Is the volume of subdomain s of cell m (u).
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The dispersive-flux term is approximated, recognizing that the surface of

cell m is composed of six faces, and that each face belongs to four elements,

each of which may have different spatial properties (fig. 3.3). Thus:

6 4

fS(1.Vu)ndS = I I
M ~~~p31 q-1

fS p(A*Vu)*ndS (3.1.1.8)

where

Smpq is the part of the cell

q (m2)

A typical integral over a cell

example:

surface that belongs to face p in element

face is of the form, for p = 2, as an

IS (A.Vu)andS
m2

= I fS [ LB *~ xy
q1l m.2q x5 yS+

a a-IdS ; (3.1.1.9)xz az

where

3..(t) are the tensor components of A for a face whose outward

normal points in the ith direction, i=x,y, or z.

A sample subdomain volume for subdomain s=1 in figure 3.3 is:

VI = 11 (Xi-x i-1) � (y j-yj-1) % (zk-zk-1) (3.1.1.10)
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A sample cell-face area belonging to face p=2 and zone q=1 in figure 3.3

is:

SM21 = la (yj"yj..1) k (zk-zk-1) (3.1.1.11)

Equation 3.1.1.9 is based on the fact that each cell face has a normal vector

that is lined with one of the-cartesian-coordinate directions. Note that B
1J

is assumed to be spatially constant over the element q. The partial

derivatives are approximated by central differences-across each face. Thus,

for the face midway between xi and xi+1 denoted by p=2, the outward normal is

in the positive X-direction. An integral over this cell face becomes:

Im2 (E V)(dS ~ z BxX(q)xjx i+k,jk S 2q BXy(q)y q m2q

1 MOB (q)u S I.;xz 8zI q~m2q (3.1.1.12)

where

au is the gradient of u in the x-direction across the p=2
x i+k,j,k face at Yja Zk;

au - is the gradient of u in the y-direction for the subface
gy Iq in the qth element; and

au is the gradient of u in the z-direction for the subface
UzI q in the qth element.
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Now

aul ui.l~jk liui~jk
Nx- i ~Jt~,k - - (3.1.I.13)

where

Ui jk is the value of u at node xiv, y Zk

The approximation for au depends on q. For example, for the element8 'y

bounded by the planes at xi and xi+,, yj and Yj+,; and zk and zk+1

denoted by p=2, q=4 ip figure 3.3, we have:

a ; q=4 ui+h,]Igk+1 ui+YJ.k,

yjol ' Y
(3.1.1.14)

where

ui~~~'i+,j,k = ~iIJk io) (3.1.1.15)

J
Similarly,

au M ui+h,J,+l u i+h],Jk

2 1 Zkkil k
(3.1. 1. 16)

The advective-transport term is treated in a similar fashion, but it is

somewhat simpler. First, we break it into a sun over the faces and zones:

- 6 4
f (DA) -ads I I fs (DI) nds
I i p 1l qal ipq

(3.1.1.17)
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A typical integral over a cell face, p=2, is:

4

S(u)ndS = I fS CxudS;.2 q=1 m2qX
(3. 1. 1. 18)

where

Cx is the vector component of C for a face whose outward normal points

in the x-direction.

Now if the integral is approximated, for the same example face as above,

p=2, by:

4
fS C xudS = I1 C x(m,2,q~ (u i4i~ ui k)'S q
.2 q-1 x q~U.,jk ijk~

(3. 1. 1. 19)

where Cx (m,2,q) is the value of Cx on the face p=2 in element q.

This

3.1.1.5.

will lead to a central difference for the advective term of equation

If, instead, the following approximation is used:

4
.S CxudS 2 I C x(*2,q) ui jkSm2q, for Cx > 0 ;

m2 q1 ,q -jkiq
(3.1.1. 20a)

or
4

a I C (m,2,q) u S for C (0
q1- x i+1,i',k.2q, o Cx< ;

(3. 1. 1. 20b)

this will lead to an upstream difference for the advective term. Central

differencing may produce oscillations in the solution, whereas upstream

i
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differencing cannot (Price and others, 1966; Roache 1976, p. 161-165). But

the penalty to eliminate oscillation resulting from spatial differencing is

the addition of artificial dispersion (Roache, 1976, p. 64-66; Lantz, 1970),

which can be regarded as smearing out of steep concentration or temperature

gradients caused by the numerical method rather than the dispersive mixing

term.

An approximation has the transportive property, if a disturbance in the

field of property u, is advected only in the direction of the velocity.

Recall that C represents the velocity in these equations. The central approx-

imation of equation 3.1.1.19 does not have the transportive property, whereas

the upstream approximation of equations 3.1.1.20a and 3.1.1.20b does. How-

ever, not all upstream approximations have the transportive property (Roache,

1976, p. 69). While the transportive property is desirable on physical

grounds, the grid spacing must be limited to avoid excessive artificial

dispersion caused by the numerical method. The criteria for avoidance will be

presented in a later section. The numerical implementation of the heat- and

solute-transport simulator offers the choice of central or upstream differenc-

ing for the advective terms. If upstream differencing is selected, the user

must determine the grid spacing that limits numerical dispersion to an

acceptable amount.

The source term in equation 3.1.1.5 that is linearly proportional to the

value of the dependent variable, u, is averaged throughout the cell volume to

obtain the finite-difference approximation. The mean-value theorem is used to

approximate the integral, with x being the node-point location. The volume

integral is split into the contributions from the eight subdomains. Thus:

8
IV Du dV a u(_,t) I TV D(s)dV ; (3.1.1.21a)

U .21 s

i I D V (3.1.1.21b)
i,j,k s-1 Ms Ms
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where i

DMs is the value of D in subdomain s of cell m.

The source term at the end of equation 3.1.1.5 is assumed to be a line
source in the z-direction of constant intensity, that fully penetrates the
cell at x=xS; Y=Ys. Discretization is achieved by carrying out the
integration. Thus:

fE5,6(x-x )6(y-y )dV =E (3.1.1.22)

This shows that a line source becomes distributed throughout the cell volume,
and the precise location is lost in the finite-difference equation.

Combining equations 3.1.1.6 through 3.1.1.22 gives the finite-difference
approximation to equation 3.1.1.1a for an interior node or cell. It is of the
form:

a' (82sui~j k)
at

= a1 ui..19j.1,k..1 +9 al ui j-lI,k-I +9 S3U~~-~-

i2l,jpkI ui,j,k.J ui+1,J,k..J

4~£ i..l.+l~k. -I £ i,J+1,k -I a9 i+l,J+l,k..l

+ a10 11i. J-l~k + all ui.,J..1,k +9 all Ui+l,J...,k

+ als u 4 £14 +alu
i-1,jlk Ui,j,ki+Jk

+ a16 ui.lJ91k+ a17 U4+ &is u4.,lk

4. a1, ui..1 J..,k+l 4- a2 0 Ui,J..1,k+1 4a21 Ui+l,j..l,k+1

4- £22 Ul..l,'k+l 4- £23 Ui,j,k.l 4+ 824~ Ui+l,j,k+l
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4. 32 5 Uil..1 j-+lkk.1 + 326 Ui j lck.1 4. a27 Ui4l1j+l~k+l

+ a. (3.1.1.23)

It is important to observe that the dependent variable for each interior

node is related to 26 other nodal values of that variable, through the finite-

difference equation in space. The six nearest neighbors to a given node

appear in the terms with coefficients a3, all, a13, als, al?, and a23 . The

central node is in the term with a14. All of the other terms result from the

cross-dispersive flux integrals of equations 3.1.1.8 and 3.1.1.9. Thus it

will be advantageous to reduce the bandwidth of the final finite-difference

equations by treating the cross-derivative dispersive-flux terms in an

approximate manner. This will be covered in section 3.2.

Boundary cells with specified flux are handled similarly to interior

cells. With the point-distributed grid, nodes will be located on boundary

faces, edges, and corners. The cells associated with these boundary nodes

will not have all eight subdomains (fig. 3.5). For example, a lateral

boundary cell will have only four subdomains, while a corner boundary cell

will have only one. The volume integrations over the cell are carried out as

before, with the appropriate reduction in the number of subdomains. Flux-

boundary conditions enter the finite-difference approximations through the

surface integrations.

Consider a side node where part of the regional boundary is an x-plane;

that is, the outward normal to the regional-boundary surface points in the

positive x'direction. The associated half-cell for the node consists of four

subdomains shown in figure 3.5. The discretization of equation 3.1.1.5

proceeds as follows. The temporal term-for the rate-of-change-of-u becomes:

a a 4
at IV AudV - RE ui. jk I A VM. (3.1.1.24)

a s=1 m
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The dispersive- and advective-flux terms are still given by equations

i z 3.1.1.8 and 3.1.1.17, but now one of the faces, denoted by p=2 in figure 3.5,

is a boundary face for the region. Note that its outward normal points in the

positive x-direction. Using equation 3.1.1.ld for the flux-boundary

condition, the integral over this face becomes:

f5 [14VU-CuJ-RdS - fS J*dS
m2 m2

(3.1.1.25a)

4

q1l JxqSm2q';
(3.1.1.25b)

where

Jxq is the component of vector J in the x-direction in the qth

element. I

Normally Jx is constant over the entire cell face. Thus, the

specified-flux boundary conditions has been incorporated in the finite-

difference equation as a source term.

The distributed-source and line-source terms simply are adjusted to

account for the reduced cell volume. Thus equation 3.1.1.22 is unchanged, but

equation 3.1.1.21b becomes:

fV DudV r uij~k DmsV me
M !

(3.1.1.26)
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* EXPLANATION

0 u 4 -,, z 1 '3LOCAL 4ALCUCELLFACE NUMBER

0 LOCAL SUBOOMAN -VOLUME NUMBER

Figure 3.5.--Sketch of a boundary node with its half-cell volume

showing the cell faces and the subdomain volumes.
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In the flow equation, there is no advective term to cancel the

corresponding term in the specified-flux boundary-condition equation. Inside

the region, this means C = 0; but some of the boundary conditions have C * 0.

Then equation 3.1.1.9 takes the form:

4 fS (E(Vu)-ndS = fS ((Cu).n - J nads ;
.2 m2

(3.1.1.27a)

which discretizes to:

f5 (J.Vu).ndS
.2

4

- 7xui,j,Oq xq qq (3. 1 1 27b)

No central or upstream approximation for u is necessary, because the

boundary face contains the node point.

3.1.2 Cylindrical Coordinates

S.

The discretization of equation 3.1.1a in cylindrical coordinates is

analogous to what has just been presented. We make the assumption of

cylindrical symmetry, so no angular dependence exists. No line source terms

can be present so E0. A cell volume becomes a ring bounded by ri- and rid

and zk and zing, where r is the radius of the cell wall between r. and

ri (fig. 3.4).

An option is provided for automatic placement of the radial-grid lines

between the interior and exterior radius. With this option the grid lines are

spaced according to:

ri+1

r.
I.

rN 1I(Nr- I)

; (3.1.2.1)

II
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where

N is the number of grid points (lines) in the radial direction;

rNr is the exterior radius (m); and

r is the interior radius (m).

This equation gives logarithmic-node spacing in the radial direction.

The cell boundaries for the cylindrical faces are chosen to be at the log-

arithmic mean radii; for example:

ri+ - ri

rfs =n(rifl ri (3.1.2.2)

for both the automatic and user-specified radial-grid distribution. A loga-

rithmic-grid spacing will make the pressure drop uniform between adjacent grid

points for steady radial flow in a homogenous medium (Aziz and Settari, 1979,

p. 88). The discharge flux at rid, matches the analytical solution under

these conditions.

Each cell ring is composed of four subdomain rings (shown in fig. 3.5).

Thus, the temporal rate-of-change of u in the cell is approximated by:

a a a4- 1. AulVatV dV~at ik 1A~s Ms
a 3

(3.1.2.3)

where a sample subdomain volume is, for subdomain sal:

V1 = n Wr2 - r2 ) % (z - k-) -i k k-
(3.1.2.4)

The surface of cell m is composed for four faces, and each face belongs

to two elements. Each element in the z-direction may have different porous-

medium properties, but these properties must be constant in the redirection.
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Equation 3.1.1.8 for the dispersive-flux term becomes:

4 2
fS (gi7u)-ndS = I I IS (BgVu) ndS ;

M pal q1l mpq
(3.1.2.5)

and typical integral over a face of a cell surface, p=2, is

fI (A.Vu)-ndS = I B + Bu au -

in2 q71 m2q
(3.1.2.6a)

q1l Sm2q rz B azlq S2q] . (3.1.2.6b)

Equation 3.1.1.13, with r taking the place of x, is used to approximate

au , and equations 3.1.1.14 and 3.1.1.15 are used to approximate aug.
) y 1 Brli+ik 8azlq

Representative cell face areas are, for the face p=1:

IsMu1=2 ri-.~(Zk - zkl1)
(3.1.2.7)

and, for the face p=3:

S.I = rc(rz - ri_~2) ; (3.1.2.8a)
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S = n(r a - r 2 )
M32 ji+ 1 i

(3.1.2.8b)

The advective term is treated as in the cartesian-coordinate case, with

appropriate reduction in the number of faces and zones. Again, central or

upstream differencing in space can be selected. The distributed source term

proportional to u is also handled as in equations 3.1.1.21a and 3.1.1.21b with

appropriate reduction in the number of subdomains from eight to four.

Finally, the finite-difference approximation to equation 3.1.1.1a for

cylindrical coordinates with angular symmetry takes the form:

FE (a3ou' k)i = al u ilkk-l + a2 Uik- + a3 i~l,k-1

+ a4ulU + aS'u 4' a6 'i-l~k sFa i,k i+l,k

7 a i-lk+l + as ui k+l + au uial k4l* (3.1.2.9)

Note that no co term exists because annular-ring sources normally are

not encountered. The terms a2', a&4, as', and as' are contributions from the

closest neighbors to the central node point appearing in the as term. The

other terms arise from the cross-derivative dispersive-flux integrals, and

they may be treated in an approximate fashion to reduce the matrix-band

width. The specified-flux boundary conditions are discretized in the same

manner as for the cartesian-coordinate system, with appropriate reduction in

the number of subdomains and surface faces.

3.1.3 Temporal Discretization

To approximate the time derivative, two options are offered. The first

is centered-in-time differencing, commonly known as the Crank-Nicholson

method. The time derivative is approximated by the finite difference:
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(au)+l - (a)
at (au) ( tnll ; (3.1.3.1)

where t is the time at level n.n

The right-hand-side, F, of the equation concerned is evaluated as

follows:

F =_ IkF 4-l Fn) ; (3.1.3.2)

where

Fa is the spatial-difference function evaluated at time n.

The other option is backward-in-time differencing, which has the form:

F . F" -1
II

(3.1.3.3)

As with the advective spatial differencing, central-in-time differencing

has the potential for causing oscillations in the solution (Price and others,

1966; Smith and others, 1977), whereas backwards-in-time differ-encing does

not. However, backwards-in-time differencing does introduce numerical dis-

persion that must be kept under control by limiting the time-step size (Lantz,

1970; Price and others, 1966; Smith and others, 1977; Briggs and Dixon, 1968).

Equations 3.1.3.1 through 3.1.3.3 for the time discretization can be

combined into a general form as:

J

101



(a )I- (a u)a
mm m m = F n 1 + (I-B)F n

tn~l _ (3.1.3.4)

where e = 1 gives the fully implicit or backward-in-time (BT) differencing,

and e = h gives the Crank-Nicholson or centered-in-time (CT) differencing.

The next step is to express the difference equation in residual form by

writing:

un+1 = un + iiU; (3.1.3.5)

where

6u is the temporal change in u.

Equation 3.1.3.5 is inserted in equation 3.1.3.4 and the following ex-

pansions of the temporal-difference terms are used. These are consistent

differencing expansions that correspond to the differentials of products. For

terms of the form (a u) 1 we have:

n~~l a n u~al (3. 1.3.6)

for terms of the form (ajaju) 1, we have:

(a a u) 1 (a a u)" = a a+l a+18u + a u 6a + au ai. (3.1.3.7)

3.1.4 Finite-Difference Flow and Transport Equations

Combining equations 3.1.3.4, 3.1.3.6, and 3.1.3.7 with 3.1.1.23 or

3.1.2.9, we obtain the form of the general finite-difference equation for an

interior node. The rather large number of terms makes presentation of the
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general equation impractical. It is more instructive to present the dis-

cretized flow, and heat and solute-transport equations individually, showing

the x-direction terms only. The additional dispersive and convective terms

for the y and z-directions follow the same pattern as their counterparts in

the x-direction.

The finite-difference approximation to the flow equation (2.3.la) is, for

an interior node m:

C3 36p3 + C326T + C316W =TFi+ i+I - 6pi) oFi-t pi i_1

Fi+k(R+il - Pi + Pi+kS il X

-Fi-(P - Pij1 + Pi-k (Xg - xiI))

4+ gp* + 6 a * pi

+ y and z direction difference terms; (3.1.4. la)

where

C33 = -
PMs1

8

absVs + Po~P 1 rs VMSV/6t ;
s=1 s ;

en V 1/6t
s Ms

(3.1.4 lb)

(3.1.4.1c)C32 I [P PT
8
I
s=1

C3 r-IPOW
8-
a Cn J /.t ;

5 Ms
(3.1.4. Id)
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0a 4
T. = 1 _jhIk S

TFi+h Pa h(x ix d q-1 km2q m2q I

p.l 4
"Fi-1 = 1 i-i i- Iq mlq SmIq

Yn(X -x ) V

(3.1.4. le)

(3.1.4. If)

where

Cij are the capacitance factors (various);

TFi are the conductance terms for flow (m-s); and

Q is the volumetric source flow rate for cell m (m3/s).

The flow-conductance factors, TFi, (M3), are defined as:

4

q=1 km2 qSmq / (xi+ -xi) (3.1.4.2)

These factors contain the spatial information and are constants.

In equation 3.1.4.1a, the source-sink flow rate has been made

semi-implicit in time by including a term that accounts for changes in flow

rate with changes in cell pressure. It is semi-implicit, because only the

flow rate that contributes to the equation for cell D is treated implicitly.

The effect of a change in pressure in cell m on the source-sink flow rates for

other cells coupled to the cell through a well bore are not included; this

approach avoids enlarging the bandwidth of the system equation matrix,

equation 3.6.1a.

' L'

104



The finite-difference approximation to the heat-transport equation

(2.3.1b) is, for an interior node, m:

C23 6p , + C226T . + C216WM = e i+k(6T il -6Ti) - eri -(6Ti 6 i-l

+ T (T a n i(TI-T ni
HT (T i+1- -

- es ik C 6 T ~ 66S

+ es* 1n Cf6 Tj + .e-6S~ c T

X- Cf T -h xi- fn

; Tn + Tn
HXY 1.+h i+1,J41,k i,J+1,k. i+1,J1I,k

- Tn,.lk

+THXZ ~(Tn + Tn
Tuxzi~ki+1,j t i jk+ i41,J,k-1

- ijT

Hxy i (T£,j+l,k + Tn
i-I ,J+1,k

- Tn -Tn.

P"'7TlXz i-
Tn n nT
(i,j,k+1, iii~~ i,j,k-1 -jk1

)
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+ Qnp *nIDP CfTM +O e P* Cp TM QMP* cfCT*

8 Qn
+ ap. f 6p. T*

+ y and z direction dispersive, cross-dispersive

and advective flux terms;
(3.1.4.3a)

where

2+18
C2 3 = [P.p0 H H71

3 =1
enV+ nIH

ag 3

8

3=1

- TaM I (Ps/cS)s %tV M/t;Z (C)aI (3.1.4.3b)

C22 = [fl+
Pm

8
Cf Z

s=1
&a V +

s s

8

sI =1 )(P c ) V +

POPTH-m I 1VS]6
8=1 ~, 18 (3 .1.4.3c)

C2 1 ID (p0 HaoW,

8

Sal te V.1/at ;3 M (3. 1.4.3d)
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4

H'1i+1~ q1(
qn D ~(2 , q) S~

4
+ Kf I

q=1
,nS +
q m2q

4
I. (1-Jn)K S J/x -.

q 1l q sq m2q iii 2.
(3.1 .4.3e)

4
T= [ I e" DHXl~q)S

I'lik q-1 q I~ x mlq

4
+ K I cn Sm q

fq1lq l

4
£ (1-_")K, SX-1) ;

q1 q sq ,lq j ij i-)
(3.1.4.3f)

4
Sn = (v)
xi~ I ~ ~ q in2q (3. 1.4. 3g)

i n n
S ik= (pv )i-

4
£

q71
q mlq (3.1.4.3h)

6S =n 6
4
£
qg1

q ui2q (3.1.4.3i)

6S ~ =P".j 6vj
4

q1l q mlq
(3.1.4.3j)

2' ~~4 n
Hxy 44 1 ( I t D x (2,qS I J(lihy-Y ,"HX ik q1 q Ey m2q j j

(3.1.4.3k)

)
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THXZ i+ = I1 eq DHXz (2q)Sm2q]/(zk,1 zk) ; (3.1.4-32)

H = H(ToH) + cf (T-T oH)i (3.1.4.3m)

where rT are the thermal conductance terms (W/OC).

In equation 3.1.4.3a, the same semi-implicit treatment of the source-sink

flow rate has been incorporated as in equation 3.1.4.1a.

The central-or upstream-weighted value for the variables vx, 6vx, T and

6T is given by the general form:

ui+~ = (l-ar) U i + °r Ui+l (3.1.4.4)

where

a is the spatial weighting coefficient.

Central weighting is obtained with a = i; upstream weighting is obtained with

a = 0 for a positive vx.

The finite-difference approximation to the solute-transport equation

(2.3.1c) is, for an interior node, m:

._.~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~-
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C136PM + C126Tm C1I 6wm = 6rik6 ~ rik(6w.-6wi.l

+TS.* n nW~ v) n s (w-w

+ "Si~ i~l Si-ki i- I

-s 6w -66s wa

n+l 1

+sik6w.- + e6SiA.k

-s w 9. 5 _ w

(wn +a wnwaW

•ISxy i-'1 (il,j.Il,k Wi,..J.9.lk iWjj.l~k Wi.J..I~k)

-~Sxz i-1k ij,k+1 i-1,J,k+l i,j,k-I1 _1,~-

-A~n'wn _ eX(W,+l 6M + e 6w)
m m m M Mm

8Qa'

+ Qfl M 6pm *W~a + OAf6pl *)

+ y- 6 pm 6(p*w*)m

4 y and z direction dispersive, cross-dispersive and

advective-flux terms; (3. 1.4.5a)
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where

c 1 3= n 8 L 1 n+I n~ 8
0 pm =1 3 m 5=1 bs Ms

(3.1.4.5b)

8
C2= [Po T w s1IC Ms6

s= 1S-

(3.1.4.5c)

(3.1.4.5d)

4 4
Si+ ( I1r. D (2,q)S + D X &. S I
Si4~1 qI q Sxx m2q q= q m2q

4 4
rSiT d == I T. D5 x(1,q)S tD 1ra S I

qI q Sx %q q1q mIlq

x -x 1il i-

(3.1.4.5e)

(3.1.4.5f)

(3.1.4.5sg)

(3.1.4.5h)

4

Tiny 1+1 = I & D (y2 ,q)S2q

TSXZ 7- q x =~

n

yj+t.-yj

z -zk+I k

8

3=1
am=n+ I
6M m= . absVsapm

s=1

(3.1.4.5i)

8
+ T.J VH P p PTm+ oPI m

s=1 op3oTTnP 8W

.7~~. g +(P~ds

(3.1.4.5j)

(3. 1. 4. 5k)

where

Ma is the mass of fluid plus the effective additional fluid
U

mass from sorption in cell m at time level n (kg);

Tsi are the conductance terms for solute transport (kg/s); and

KS is the augmented porosity factor for subdomain s(-).

'J1-~
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In equation 3.i.4.5a, the same semi-implicit treatment of the source-sink

t , ) flow rate has been incorporated as in equation 3.1.4.1a. In equations

3.1.4.la-f, 3.1.4.3a-£, and 3.1.4.5a-k, subscripts pertaining to the y and z

directions have been omitted-for clarity, unless necessary. The source den-

sity, p*, temperature, T*, and mass fraction, w*, are specified functions of

time and source location. When the source-flow rate is negative, so that it

becomes a sink, the density, temperature, and mass fraction become those of

the cell. In the abbreviated subscript notation, um and u. become identical
2.

for a given variable, u. Note that the cross-dispersive flux terms have been

evaluated explicitly, that is, at time n, to limit the number of elements in

the coefficient matrix of the unknowns, f, to a maximum of seven for each

equation. The coefficients Ti, Si, and Xi are evaluated at time n.

The preceding flow and transport equations are valid for confined flow.

The forms of the capacitance terms that contain the porous-medium bulk com-

pressibility are based on a slightly compressible porous matrix and a cell

volume that deforms slightly in space. The coefficients C , and the cell

facial areas Smpq are modified for the case of unconfined flow, as will be

shown in section 3.4.6.

The permeability tensor in the flow equation is a diagonal matrix in the

numerical implementation, because the coordinate directions are chosen to be

along the principal directions of this tensor. These directions are assumed

not to change with position in the simulation region. The finite-element

discretization technique must be used for the more general situation of

spatially variable, anisotropic, permeability directions.

In summary, the properties and variables that are spatially discretized

on a cell-by-cell basis include pressure, temperature, solute-mass fraction,

density, viscosity, enthalpy, and specified fluxes. Porous-matrix properties

that are discretized on an element-by-element or zonal basis include porosity,

permeability, thermal conductivity, heat capacity, bulk compressibility, bulk

density, equilibrium-distribution coefficient, longitudinal dispersivity, and

transverse dispersivity. Well-completion intervals also are designated on a

zonal basis.
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3.1.5 Numerical Dispersion and Oscillation Criteria

For guidance in selecting the spatial and temporal discretization method,

the following results have been obtained by Lantz (1970), Roache (1976, p. 19,

48), Smith and others (1977) and Price and others (1966), expressing the

truncation errors that give rise to numerical dispersion and criteria for

avoiding oscillations in the solution. They were derived for the one-

dimensional form of equation 3.1.1a with constant coefficients and no source

terms; that is:

A au = ' a2u C aU (3.1.5.1)
at axy ax

Similar analyses can be performed for the more general equation:

au a (,au) auRE= ax taax) ^CaX- + DU +E; (3.1.5.2)

where B, C, D, and E are functions of x and t, and A is positive.

The truncation errors and oscillation criteria for both equation forms

are given in table 3.1. The maximum values of A, B, and C should be used in

the variable coefficient case, equation 3.1.5.2. All of the methods are

stable in the sense that errors do not grow without bound. However, oscil-

lations in space and time may persist without growth or decay. The oscil-

lation criterion for the centered-in-time differencing was presented by Keller

(1960, p. 140) and Briggs and Dixon (1968). They are sufficient conditions;

thus, they-may be conservative. Alternate conditions appear in Price and

others (1966) but they require knowledge of the maximum or minimum eigenvalue

of the spatial-discretization matrix that cannot be expressed analytically.

An important thing to note from table 3.1 is that it is possible for oscil-

lations in the solution to arise from both spatial and temporal discreti-

zation. For the flow equation with no advective term, oscillations from

temporal discretization are still possible. For the flow equation in
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cylindrical coordinates, an advective-type term appears so oscillations can

also be caused by spatial discretization. If a source term that depends on u

appears in equation 3.1.5 2, the oscillation criteria for the centered-in-time

discretization are modified as shown.

When using the backwards-in-space (upstream) or backward-in-time differ-

encing, one needs to check that the truncation-error terms that cause

numerical dispersion do not become large relative to the physical-dispersion

coefficient. Mathematically, for a dispersion coefficient given by equation

2.2.6.1.2; one needs to adhere to the following criteria:

ax
(3.1.5.3)

and

2 " a ; (3.1.5.4)

where

Ax= xi - xi ; and (3 15 .5a)

6t = tn+1 tn (3. 1.5 . b)

Note that these results are from a one-dimensional analysis with constant

coefficients, but they give guidance for grid and time-step selection. Table

3.1 shows that, in the case of variable coefficients, additional truncation-

error terms occur with backwards-in-time differencing, that can give rise to

numerical-dispersion errors.
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Table 3.1.--Truncation errors and oscillation criteria for one-

dimensional parabolic equations

[BS, backward-in-space; BT, backward-in-time; CS, centered-in-space;

CT, centered-in-time;
8?u

xx -
au . I

Discretization Truncation Oscillation
Method Error Criterion

Equation 3.1.5.1

BS CaXU ___

BT C2Atu ---
2

CS O(&x2) ax < 28CS - ~~~~~~~~~~~~~~~~~IC'

CT O(&t2) At A

2~~~~~~~~~~~

Equation 3.1.5.2

BS CAxu ---
2 xx

BT C2&tu -- -
2 xx + BattuXx + BDu x

+ 3BCUX + 2B2 u
x xx x Xx

CS O(Ax2) Ax c 2B

CT O(&t2) At<IIIN 2 )1;
(3 D D

2 2'

or

B D ;D<O
j2- 2

<,/
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3.1.6 Automatic Time-Step Algorithm

Manual time-step selection can be difficult, when many source terms and

boundary conditions change considerably with time. In general, the more

rapidly the conditions change, the smaller the time steps will need to be for

an accurate solution. Therefore, the heat- and solute-transport simulator has

an automatic time-step option that uses an empirical algorithm (INTERCOMP

Resource Development and Engineering, Inc., 1976). The user specifies the

maximum values of change in pressure, temperature, and mass fraction

considered acceptable as well as the maximum and minimum time step allowed.

Then, at the beginning of each time step, the following adjustments are made,

depending on the conditions:-

6um
if: 16u axl>6u ; 6t =.6t(1 a + 16u ) (3.1.4.1)

max

otherwise, if:

d15U I < (6ia ;6t 6t(O.23O184max
max max ; At2t+ 0 2 T max0

otherwise, if:

6u 0; 5t = 1.56t ; (3.1.4.3)max o
where

u is pressure, temperature, or mass fraction;

6umax is the specified maximum change in u;

6t is the new time step;

6t0 is the previous time step; and

16umaI is the absolute value of the maximum-calculated change in u over the

previous time step.

I
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The new time step is selected to be the minimum of the three that were

calculated on the basis of change in the pressure, temperature, and mass

fraction. The time step is constrained to a user-specified range, and the

maximum increase in 6t is limited to a factor of 1.5. This algorithm tends to

increase the time step such that the maximum acceptable change in pressure,

temperature, or mass fraction is achieved as the simulation progresses. The

minimum required time step, set by the user, is maintained for the first two

steps after boundary-condition changes occur or after the automatic time-step

algorithm is invoked.

3.1.7 Discretization Guidelines

No complete set of discretization rules exists that will guarantee an

accurate solution discretization with a minimum number of nodes and time

steps, even for the case of constant coefficients. However, the following

empirical guidelines should be useful.

1. If using the backward-in-space or backward-in-time differencing,

make some estimates of the truncation error, using parameter

values at their limits expected for the simulation. Thus,

verify that the grid-spacing and time-step selection do

not introduce excessive numerical dispersion.

2. If using centered-in-space and centered-in-time differencing,

print results every time step for a short simulation

period, 5-10 time steps. Examine the results for spatial

and temporal oscillations that are caused by the time or

space discretization being too coarse.

3. Check on spatial-discretization error by refining the mesh.

However, this often is impractical for large regions. A

check on temporal-discretization error is relatively easy to

make by refining the time-step length for a short simulation.

K-'L#
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4. At each change of boundary condition or source flow rates, reduce the

time step until the abrupt changes have had time to propagate

into the region. The automatic time-step algorithm does this.

5. To adequately represent a sharp solute-concentration or tempera-

ture front, span it with at least 4-5 nodes. A large number of

nodes may be required if a sharp front moves through much of the

region over the simulation time. Compromises often will have

to be made. An advantage of the centered-in-space differencing

is that oscillations will reveal when the grid is too coarse

relative to the gradients of solute concentration or temperature.

6. Well flows that highly stress the aquifer require a small time

step after a change in flow rate, to control errors from explicit

flow-rate allocation or explicit well-datum pressure calculation.

7. Sometimes, the global-balance summary table will indicate that the

time step is too large by exhibiting large residuals, particularly

if the density and viscosity variations are large.

8. To check for unusual results that could indicate discretization

error, print out all of the results some of the time, and

some of the results all of the time.

3.2 PROPERTY FUNCTIONS AND TRANSPORT COEFFICIENTS

Numerical implementation of the fluid-density function is simply the

evaluation of equation 2.2.11b or 2.2.1.3a. Fluid viscosity is obtained by

evaluation of equation 2.2.2.1 and equation 2.2.2.2 if necessary. The

enthalpy of pure water at the selected reference values of pressure and

temperature, H(po0 ,TOHO) is obtained by a two-step interpolation. First, the

enthalpy of saturated fluid at the given temperature is calculated by linear

interpolation in the table of saturated enthalpy as a function of temperature;

then, adjustment to the given pressure is made by bilinear interpolation in
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the table of enthalpy deviation from saturation as a function of pressure and

temperature. This procedure is given by equation 2.2.3.1a. A sequential

search is made for each interpolation, since the number of pressure or

temperature entries is 32 or less in both tables. Equation 2.2.3.1c is used

for all subsequent fluid-enthalpy calculations. It is possible that

simulation of wide variations in pressure and temperature could require a

table look-up for all enthalpy calculations, and the algorithm in the program

code would need to be modified.

0.
(2i

'0

Iii + (21)

V I=4ivy Y2

VZ m VzII *v()) CELL BOUNDARY XK I
% N

Figure 3.6.--Sketch of velocity vectors used for the dispersion-

coefficient calculation for a given cell.
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The hydrodynamic-dispersion coefficient is calculated by equation

2 .2.6.1.1 with equations 2.2.6.1.2 and 2.2.6.1.3. A separate value of

D ..(p,q) is associated with each element, q, of each cell face, p. Inter-

stitial velocities are obtained from the pressure and elevation differences

across the face for the velocities normal to the face. Velocities parallel to

the face are determined by averaging velocities from each side of the face.

An x-face, with the y and z velocities interpolated to get the effective

values on the subface appears in figure 3.6. Average values are used, since

the face lies midway between xi and xi+

The thermo-hydrodynamic-dispersion tensor is calculated by equations

2.2.6.2.1 and 2.2.6.2.2. The porosity and the thermal conductivities are

defined by zones and the interstitial velocities are obtained the same as for

the hydrodynamic dispersion.

K> - 1

Two methods are available in the HST3D simulator for computation of the

cross-derivative dispersive-flux terms. The most rigorous treatment of the

cross-derivative terms involves explicit calculation. They are lagged one

iteration in the solution cycle of the flow, heat, and solute equations. The

cross-derivative dispersive fluxes are recalculated for each iteration based

on the conditions existing at the end of the previous iteration and then they

are incorporated into the right-hand-side vector. Therefore at least two

iterations in the solution cycle are required at each time step. This full

treatment requires storage of the nine dispersion-coefficient terms for

thermal and solute dispersion. An approximate empirical treatment of the

cross-derivative dispersion terms is available also, that consists of lumping

the cross-derivative dispersion coefficients into the diagonal dispersion-

coefficient terms. The three augmented dispersion coefficients for thermal

and solute dispersion are the only coefficients stored, and extra iterations

are not required, because the cross-derivative dispersive fluxes are not

computed.

I
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3.3 SOURCE OR SINK TERMS--THE WELL MODEL

In the present version of the HST3D program, only one well can exist in a

particular cell. Multiple wells in a cell must be represented by an

equivalent single well, or the spatial grid must be refined to separate them.

This restriction includes wells that are located in the same areal cell that

are completed in different vertical intervals.

Recall that a cell may contain up to four zones of different porjus-media

properties over a given areal plane. If a well is completed in a cell with

multiple zones, the effective ambient permeability is taken to be that of the

lowest zone number. This is because no algorithm presently exists to

calculate the effective ambient permeability for a well in areally

heterogeneous porous media.

3.3.1 The Well-Bore Model

The volumetric flow rate per unit length of well bore is given by

equation 2.4.1.1. Discretization for a given cell, a, is achieved by choosing

the average pressure to be the cell pressure, and multiplying by the length of

well bore in that cell. Since the well bore is usually screened over the more

permeable zones of the formation region, the screened intervals are specified

by zones or sets of elements rather than by cells. The upper and lower parts

of 3 screened interval will be one-half of the cell thickness in length,

unless the cell in question is an upper or a lower boundary cell for the

region. Thus:

* -(pwp) (WI (Z1)L11 + WI(1 2 )L12 1

QW, = w m tm(3.3.1.1a)
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In the case of an unconfined aquifer with a well screened through the free

Isurface, the screened length, Lo, is adjusted as the saturated thickness

varies in time.

where -

L.1= II(Zk -zI-d (3.3. 1. lb)

L22 = 'i(zf~ 1 -zL) (3.3.1.1c)

and where

Q, is the volumetric-flow rate from the well to the aquifer in cell m

at well-bore level I (m3/s); -

PM is the pressure at node m (Pa);

PwA is the pressure in the well bore at elevation of node m (Pa);

m(l) is the cell number associated with the well-bore level £;

L11 is the length of well bore in the lower half of cell m(I) (m);

-and

L92 is the length of well bore in the upper half of cell m(l) (X).

Equations 3.3.1.1b and 3.3.1.1c are valid for the z-coordinate directed

vertically upward.

For wells drilled at an angle 6w to the vertical:

Ll= cos w ; (3.3.1.2a)

h(zf l-z 1)
L12"' cogs6

w
(3.3.1.2b)

�� i
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The well indices may be different in the upper and lower halves of the

cell, because the porous-medium zone boundaries pass through planes of node

points. The two-term sum in equation 3.3.1.1a accounts for this. When the

cell is at the upper or lower boundary of the region, or at the ends of the

screened interval for the well, the appropriate term in equation 3.3.1.la

becomes zero.

For notational convenience, we define:

IlL %11"11.I ' W2+ (3.3.1.3)

where Kw is the well mobility defined by equation 2.4.1.5.

Flow-rate allocation by mobility

2.4.1.5 to give:

is obtained by discretizing equation

'QW 11W.1 "s
QW1 3 _1U

I1IL %, LI

(3-3-1.4)

where

IL is the index of the bottom level of the well screen; and

lu is the index of the top level of the well screen.

If the screened interval is not continuous from I to j1 , the length, Li is

set to zero over the appropriate subintervals. For an observation well, the

dependent variable data in the aquifer are taken from the cell at location

'U.
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Flow-rate allocation by the product of mobility and pressure difference

is obtained by discretization of equations 2.4.1.9 using equation 2.4.1.8. The

K> pressure at the well datum is given by (Thomas, 1982, p. 15i):

LU QI M (pm + PWgz w

LU
Pwd 1_ i (3 3 1 5)

and the flow rate from the well to the aquifer at each layer is given by:

flwVL£[Pwd + Pwg(zwd ZQ) - p*] ; (3P3.1.6)

where z is the elevation of the well node at level I (m).

Similar expressions were derived by Bennett and others (1982) for

constant-density fluids.

K.> For simulations with a well completed in more than one layer, and

explicit calculation of the well-datum pressure, a large well index or

mobility can cause computational instabilities (Chapplear and Williamson,

1981). A large flow rate will be allocated to a layer with large mobility,

and the cell pressure can become nearly equal to the well-bore pressure. This

will make the flow-rate allocation small during the next time step, and an

oscillation may develop. To avoid a severe time-step limitation, a semi-

implicit, well flow-rate allocation can be used. It is available as a

calculation option in the HST3D program. Equation 3.3.1.6 becomes:

wI t(Pwd + Pw g(zwd-zg) n p (3.3 1 7)
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This gives an implicit coefficient that is included in the matrix element

for node a in the finite-difference equations. Note that well-datum pressure

still is treated explicitly. This can put a restriction on the time step for

stability particularly when the aquifer is being stressed heavily. Also the

total flow rate in the well will not be maintained over the time step.

Therefore, iterations are necessary.

A fully implicit approach would eliminate the iterations, but would

introduce additional coefficients in the flow equation for all the cells that

were communicating with the given well. The band-width of the finite-

difference flow equations, would be increased, thus making the two matrix-

solution techniques, much more difficult to implement. However, Bennett and

others (1982) employ the fully implicit approach with a compatible matrix-

solution technique.

A compromise algorithm was developed starting from equation 3.3.1.5

expressed as a well constraint to maintain specified well-flow rate:

I U w i6ap - A MwtL 6Pwd 0. (3.3.1.8)

Equation 3.3.1.8 is written for each well in the region.

The matrix representation of the flow- and well-constraint equations being

solved simultaneously is bordered as shown by:

rh 221> 1 =rbll ; (3.3.1.9)

where

& is the coefficient matrix from the discretized flow equation;

is the coefficient matrix linking the pressures in each of

the cells which communicate with a well;

V2 is the coefficient matrix linking the well-datum pressures to

the flow equation through the source term;
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_ is the coefficient matrix (diagonal) for the well-datum pressures

in the well constraint equation (eq. 3.3.1.8); and

b1 is the vector of known quantities from the discretized flow

equation.

The two equations are solved iteratively at each time step for 6p and X d

The well-datum pressures are lagged one iteration in the solution of the flow

equations. The initial value for §Ewd is taken to be 0. The iterations are

terminated when the maximum fractional change in X dis less than 0.001.

Usually, only two or three iterations are required for convergence. This

algorithm has the advantage that the sparse structure of the matrix & is
preserved, so that the implemented matrix-equation solvers can be employed.

At the first time step, equation 3.3.1.4 is used to calculate the flow

rates at each layer for each well. Equation 3.3.1.6 is used thereafter.

A reversal of flow between the well and the aquifer at any layer

communicating with a well is allowed. However, difficulties arise if there is

a reversal of flow within the well bore. An algorithm to compute a realistic

density profile in the well bore under flow-reversal conditions has not yet

been developed; therefore, the following algorithm is currently used in HST3D

to compute heat and solute flow rates in a well bore.

For a production well, heat and solute balance calculations are done from

the bottom to the top of the well-screen interval. If injection occurs at a

given layer, the density, temperature, and solute concentration injected are

based on the current values coming up the well bore from below. Any fluid

flowing down the well bore to that layer is neglected. Density, temperature,

and solutepconcentration values based on well-datum conditions are used if

there is no upward flow in the well bore below the given injection layer.

This algorithm is suitable for producing wells which leak into the aquifer but

have net upward flow along the entire well bore. It may be a poor approxi-

mation if there are large density, temperature, or solute concentration

variations within the well and flow reversals occur in the well bore.

Ki)
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For an injection well, no account is taken of the effect of producing

layers on the density, temperature, or solute concentration in the well bore.

The conditions at the well-datum level are used for all injection layers.

Clearly, this approximation is valid only for injection wells with slight

invasion from producing layers and no flow reversals in the well bore. A more

realistic algorithm will require a complex, iterative calculation.

In the present version of the HST3D simulator, when a production or in-

jection well becomes inactive, by having its flow rate set to zero, no cir-

culation of fluid from one aquifer-discretization layer to another is computed.

Removing this restriction would require the algorithm, described previously,

to handle flow reversals in the well bore.

For the case of a single well in the cylindrical-coordinate system,

equation 2.4.1.12, for the wiell bore, is discretized in space and time in the

same manner as the system flow equation. Flow-rate allocation by mobility and

pressure gradient or specified pressure at the well datum are the options

available. The augmented-flow equation 2.4.1.13, is discretized in space and

time in the manner that led to equation 3.1.4.1a. At a node along the well

screen below the top of the screen, WU , the equation is:

C336Pm + C326Tm + C3l6wm = 6'Fk+~ + TwFk+h)(aPk+l -Pk)

0(T Fk- 7w~k-h) aOk - Pkh)

a n n
+(r Fk+e + Twhk+3) (Pk+l - k) Fk+~ Pk+kg(2 k+1 Zk)

+wFk+g Pwk+ g(zk4 l k)

rFk-+ TwFk-) (Pk - Pl) - p k Pksg(zk - Zk-1)

w~-7 wk! (z~ - zk)-drwk- Pwkeri tk e 3k-lr

+ redirection dispersive terms; (3.3.1.10a)
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----

where

"WFkk Wv f(kGl-i Zk)
i> (3.3.1.10b)

4nr 3

wFkc-h vf(z - zWw k k-i
(3.3.1.10c)

and where

rWE are the conductances for flow at the well bore (m-S).

For the node at the top of the well-screen interval, k4.u, the dis-
cretized, augmented flow equation (2.4.1.13) becomes:

C336pm + C3 2 6T, + C3 16W -6(7F1. T v -TwF ( 6 P U-)

_(T - TrW p Q (P - p- 1 ) - P (z z z 1 )

+* - n g(zj - )+ Q w r t i d- iP w e s v e e m ( 3 .3 .1 .1

+ redirection dispersive terms; (3.3.1.11)

where

QW is the specified volumetric flow rate of the well (positive is
injection to the aquifer) (m3/S).

In the-case of specified pressure at the well datum, equation 3.3.1.11
is replaced by:

Pu = Pwd (3.3.1.12)
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The well-bore velocity and friction factor are calculated explicitly at

the beginning of the time step. Since the friction factor is a weak function

of velocity, this causes no instabilities. Evaluating the well-conductance

factors explicitly is consistent with the treatment of the aquifer-conductance

factors.

3.3.2 The Well-Riser Hodel

The well-riser calculation is done by numerically solving equation

2.4.2.11. These ordinary differential equations are integrated using the

midpoint method with rational-function extrapolation, developed by Bulirsch

and Stoer (1966) and presented by Gear (1971, p. 96).

The following algorithm is applied to the well-riser calculations:

P* = rk 2 'rkl rk Ik Y (3.3.2. Ia)

n T AlG~ ,T '
r=k + 2G(k, rk' 'YIc' (3. 3. 2. lb)

Pr~l~P U~*,T, ~k+l~rktlrk r r' 2 (3.3.2.1c)

Tr+ T + &W(p**,T*P It + lrk~ 2rk r r'k (3.3.2. Id)

where
U =P.tt -Ik (3.3. 2. le)

Boundary conditions are:

at k0=; rk r rk r r r (3.3.2.2a,b,c)
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The pressure at the well datum used in evaluating equation 3.3.2.2a for

I production conditions is explicitly calculated at time plane n. Equations

3.3.2.la-d are integrated over the length of the well riser, Lr, yielding the

desired quantities pr(Lr) and Tr(Lr). The functions F and 0 are evaluated by

.the right-hand-side of equation 2.4.2.11 with the following equations used for

tcalculating density and velocity:

= POr +r PO 0(Pr-PP) C POPT(T -TO) ;
~r rr P prr rT r r (3.3.2.3a)

PrkvJrk = Por'r flIO
r

(3.3.2.3b)

The midpoint method of integration is a second-order method, which means that

the error in pr(Lr) and Tr (Lr) decreases as (Al)2. The extrapolation

procedure improves the accuracy of the numerical integration by estimating

results for pr (L ) and T (L ) that would be obtained if the step length, AU,rr r r
were reduced to zero. Pressure and temperature at the end of the well riser

are expressed by power-series expansions as a function of step length along

the riser:

r(Lr, 9) =Pr(Lr)X + 1 dp Ali (3.3.2.4a)

n
Tr(Lrt) = T (Lr) + I

i
dT i al (3.3.2.4b)

where

dPi are the coefficients in the series expansion for

pressure (Palm); and -

dTi are the coefficients in the series expansion for

temperature (OC/m).

(3.3.2.4c)

(3.3.2.4d)
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Equations 3.3.2.4a and 3.3.2.4b can be written in vector form by

defining:

Y(L ,At) Lr: A

Y4 =

(3.3.2.5a)

(3.3.2.5b)

so that: m 2
Y(Lr t) = Y(Lr) + I Y L

r r ~ ~ -
(3.3.2.6)

The right-hand-side of equation 3.3.2.6 is approximated by a rational

function, 2 , that is, a quotient of two polynomials. The coefficients of the

rational function are determined so that:

2 (LrU ) = Y(Lr Alj) ; j a Ol...m (3.3.2.7)

where

At. is the spatial-step length for the jth integration from 0 to L (m).

Then, the desired solution, Y(L), is related to the approximating

rational function by:

Y(Lr) = R 3(LrO) (3.3.2.8)

The algorithm is formed by defining Ri (At) as the rational approximation
3

which agreew with Y(Lrat) at Al = aUp At I . where A A>Aej

and defining R (0) = . Then the J give better approximations to Y(Lr) as j

and(or) m increase. The extrapolation procedure is initiated by integrating

equations (3.3.2.1 a-d) for a sequence of step lengths, L/2, L/4, L/6, L/8,

... to obtain values for R 0, R 0l, R 2 V. Values of R for increasing j
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and m are calculated by the recurrence relation given in Gear, 1971, p. 95.

The procedure is terminated when two successive approximations, Rk ikand
kK> ~~~ m-ke1-Rk , are sufficiently close. The tolerance estimate for the fractional

error can be set by the user with a default value of 10-3.

Depending on the rate of convergence, the step size may be increased or

decreased for successive well-riser calculations. Sixth-order polynomials are

the maximum order used for the rational approximation with a maximum of 10

different step sizes.

3.4 BOUNDARY CONDITIONS

All boundary conditions are specified on a cell-by-cell rather than on a

zone-by-zone basis. The default-boundary condition is that of no dispersive

or advective flux through the boundary faces of the cell. For a cell with

three boundary faces, up to three different types of flux-boundary conditions

can be applied, each to a different face. Forcexample, a specified flux, an

aquifer-influence function, and a leakage-boundary condition could be applied

to the faces of a corner cell.

3.4.1 Specified Pressure, Temperature, and Solute-Mass Fraction

Specified-value boundary conditions are incorporated by replacing the

flow and transport equations for those nodes, by equations of the form'of

equation 3.1.1c defining the specified values. These nodes could be removed

from the set of simultaneous equations to be solved, by incorporating the

known boundary values into the remaining equations; that has not been done in

the present version of the HST3D simulator. For boundary conditions that

change discontinuously with time, the value at time tn is taken to be the

limit of the value at tn 6t, as 6t . 0; that is, the jump in the boundary-

condition value takes place after the time of change. This means that the

effective value of a boundary condition over a time interval when a change

occurs is the average value under centered-in-time differencing and the later

value under backward-in-time differencing.
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It should be noted that an initial hydrostatic-pressure boundary condi-

tion over depth will not be maintained under conditions of variable-density

flow. Specification of hydrostatic-pressure boundary conditions over depth

using a uniform initial density can cause disconcertingly large vertical flows

to occur, when realistic fluid compressibility effects are incorporated during

the simulation. Even if the compressibility is very small, the boundary

pressure values need to be specified to four or five significant digits to

'avoid vertical flows caused by roundoff error.

Since a specified-value boundary condition removes the equation for the

corresponding variable (pressure, temperature, or mass fraction) from the set

to be solved, some constraints do exist on what boundary conditions can be

specified for a cell that has more than one boundary face. For example, if

the pressure is specified, then the ability to specify a fluid flux, an

aquifer-influence function, or a leakage boundary condition on the other

boundary faces is lost.

3.4.2 Specified-Flux Boundary Conditions

Discretization of the flow equations and transport equations causes the

specified-flux boundary conditions to be incorporated as source terms in the

finite-difference equations, as described by equation 3.1.1.25a and b. The

specified fluxes are input as vector components at each of the respective

boundary faces. Thus they are described on a cell-face basis, not by zone

boundary. Fluid fluxes are input as volume fluxes; heat fluxes are input as

energy fluxes; solute fluxes are input as mass fluxes.

Recall that a boundary cell can have up to three boundary faces, each

with an outward normal vector pointing in one of the coordinate directions.

The flux-vector components can specify flux only through a face whose normal

is parallel to the vector component. Thus, the number of specified-flux

vector components must be less than or equal to the number of boundary faces

for a given cell. If the normal and the vector component point in opposite

directions, flux is added to the boundary cell; if they point in the same

direction, flux is withdrawn.
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A persistent numerical error can arise in the case where only specified-

flux boundary conditions are employed for the entire region, because of the

occurance of a zero eigenvalue for the discretized equation (Mitchell, 1969,

p. 39-44). Errors generated by discontinuous changes in the boundary condi-

*tions with time or by discontinuities between the initial conditions and the

boundary conditions will persist. If a specified-value boundary condition or

'flux-dependenton-value boundary condition is applied over some part of the

boundary, this problem vanishes, because the zero eigenvalue disappears.

A one-dimensional analysis shows that the integral form of derivation

used for the specified-flux boundary conditions gives a discretization error

of order AtAx. Thus, the finite-difference equations are only first-order

accurate at the boundary cells in terms of specified flux.

3.4.3 Leakage-Boundary Conditions

Leakage-boundary conditions are transformed into source-sink terms in a

similar fashion to specified-flux conditions. They also are incorporated on a

cell basis rather than on a zone basis. Equations 2.5.3.1.la-c and

2.5.3.2.1a-c, when applied on a discrete grid, become for boundary cell, m:

Q~m UL.m [(P )m - (p + PngZ) (3.4.3.la)
Lm Lm LM m m PMm

- (P enm)g(Ze Z)/21 SBL

L- m SBL 6 P.;

QRm YRQLm ; (3.4.3. 1b)
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where

QLM is the volumetric flow rate at a leakage boundary (i/s);

QRm is the volumetric flow rate at a river-leakage boundary (m3 /s); and

SBLm is the part of the boundary cell surface that is a leakage

boundary (mz).

The leakage-flow rate, of equation 3.4.3.1a, has an explicit term for the

right-hand-side of the discretized system-flow equation, 3.1.4.la, and an

implicit factor for the left-hand-side.

3.4.4 Aquifer-Influence-Function Boundary Conditions

3.4.4.1 Pot-Aquifer-Influence Function

The aquifer-influence-function boundary conditions for a pot aquifer are

discretized by writing equation 2.5.4.1.1 for each cell face over which the

pot-aquifer boundary condition applies. Let there be HA pot-aquifer boundary

condition cells. Then:

QAm=[%be + eppe) 3t eA (3.4.4.1.1)

where

6PBM is the rate of pressure change at
6t

region for cell m (Pa/s);

V is the volume of the outer-aquiferem
boundary cell a (a3); and

0. is the volumetric flow rate across

the boundary of the inner

region that influences

the boundary face for cell

a between the inner- and outer-aquifer regions; (positive

is into the inner region), (m3 /s).
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The volume of outer aquifer that influenceu boundary cell m usually is

<j ) } taken to be the permeability-weighted fractional area of the boundary face:

4
V I1k S

: Ve mpq Ampq
~~ = =

Vem MA n 4 (3.4.4.1.2)

- I £ 1k S
m1 p=1 qcl mPq Ampq

where

S~mpq it. the area of the aquifer-influence function boundary face
for cell m, face p, subdomain q (el); and

kmpq is the permeability for cell m, face p, subdomain q (X2).

This aquifer-influence-function flow rate gives only an implicit

coefficient for the left-hand-side of the flow equation, 3.1.4.1a.

X.> 3.4.4.2 Transient-Flow Aquifer-Influence Function

The transient-flow, aquifer-influence function is discretized by writing

equations 2.5.4.2.6a-b for each cell at which this boundary condition applies.

Thus, a different pressure history may occur at each boundary node. The

aquifer-influence-function flow rate must be suitably apportioned among the

boundary cell faces. The method used for HST3D is to make the fraction of the

total flow rate that is apportioned to a given boundary cell the same as the

ratio of that boundary-cell facial area to the total boundary facial area

.between the inner-and outer-aquifer regions. For cases where the inner-

aquifer region is strongly heterogeneous, apportionment by the product of

hydraulic conductivity and facial area, using equation 3.4.4.1.2, would be

more realistic. This would require modification to the program code.

The derivation of the flow rite given by-equation 2.5.4.2.6a also was

based upon a uniform pressure plus gravitational potential over the approxi-
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mating cylindrical interface. A finite-difference flow simulation in the

inner-aquifer region will yield a nonuniform distribution of pressures at the

boundary nodes, except in special cases. In the numerical implementation of

this aquifer-influence-function calculation, the pressure at each interfacial

boundary node is taken to be the value computed by the discretized simulation

calculation. This introduces an additional approximation, because any lateral

or vertical flow in the outer-aquifer region, induced by the nonuniform

pressure plus gravitational potential distribution over the interfacial

boundary, is neglected.

Another approximation used is that the boundary between the inner- and

outer-aquifer regions is represented by a cylindrical interface (fig. 2.5a);

whereas, the actual boundary is a set of rectangular faces for the finite-

difference discretization in cartesian coordinates of a three-dimensional,

inner-aquifer region. In contrast, a two-dimensional, cylindrical gridding

for the inner-aquifer region would have an exact cylindrical boundary. For a

cartesian-coordinate system with the x-y axes horizontal, the equivalent

radius, ri, for the approximate interfacial boundary is calculated, so that

the rectangular area and the equivalent circular area are the same; that is:

nr2 = ( Nx)(YNyY1) (3.4.4.2.1)

Equation 3.4.4.2.1 will be a poor approximation for long, slender

rectangular areas in the x-y plane. For boundaries between the inner- and

outer-aquifer regions that do not completely surround the inner aquifer

laterally, the apportionment factor YA, must contain an angle-of-influence

factor, fed Then:

YAm = f8SAmpq ; (3.4.4.2.2)

where

SAmpq is the area of the aquifer-influence function boundary

face for cell D, face p, subdomain q (m2); and

fo is the angle-of-influence factor for the simulation region

(-).
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This factor is the fraction of a full circle that the boundary between

the inner- and outer-aquifer regions subtends. For example, an outer-aquifer

region that surrounds half of the inner-aquifer simulation region (fig. 2.5b)

would have an angle-of-influence factor of v.

The Carter-Traty approximation is used to avoid successive recomputation

of the convolution integral that gives the flow rate at the transient aquifer-

influence-function boundary. After discretization of time, the expression for

the flow rate across the boundary between the inner-aquifer region and the

outer-aquifer region is (Kipp (1986)1:

n+l 2nkebe -PMP 
2nrl(abe + Ceepe)be m ]P

Q;:m Am Pe L nil dP nIl tn
e Ponl - I.

LU dt
(3.4.4.2.3;

The Carter-Tracy approximation is based on representing the continuous

flow rate of equation 2.5.4.2.6a by a discontinuous sequence of constant flow

rates so that the cumulative net inflow from the start of the simulation to

the given time is the same for the convolution integral and the current

constant-flow rate. This approximation is exact for constant-flow rates.

Therefore, slowly varying flow rates are more accurately handled by the

Carter-Tracy approximation than rapidly varying ones. The major disadvantage

of the Carter-Tracy approximation is the inaccuracy of the computation of the

discretized flow rate in the case where boundary-flow rates vary with time.

Effects on the computed-flow rate appear as a significant time lag and

smoothing of-transients. Errors can be serious for boundary-flow rates whose

variations-are large relative to the average value.

Note that the computer storage requirements for this calculation are only

the cumulative flow, Wn, the pressure at the end of the'nth time step, Pm, andM ~~~~~~~~~~~M

)
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the flow-rate allocation factor, YA , for each node on the boundary between

the inner- and outer-aquifer regions. The values of p are from the flow

simulation, so the additional storage amounts to only two times the number of

AIF boundary nodes.

Equation 3.4.4.2.3 is of the form:

QA+ = a1(t') + a2(t') p ; (3.4.4.2.4)

where a1 is the known flow rate term added to the right-hand side of the

discretized flow equation for node m; and a2 is the implicit term added to the

left-hand side factor.

The values of PU(t') and AlU are obtained usually from tables by inter-

polation. Values of the dimensionless pressure function in response to a

unit-withdrawal flow rate at the AIF boundary have been tabulated by Van

Everdingen and Hurst (1949) for the infinite cylindrical region and for

regions with a finite outer-boundary radius.

However, it is much more convenient to use the approximate analytical

representation developed by Fanchi (1985). He employed linear regression

analysis to obtain the following equation that approximates the Van Everdingen

and Hurst (1949) aquifer influence functions with very small errors. In the

notation of this report;

PU (t') = b + b t + b2 tn(t') + b3 in2 (t) (3.4.4.2.5)

Table 3.2 adapted from Fanchi (1985) contains values of the b. coefficients

for several cases. The first line gives the coefficients for the analytical

approximation to equation 2.5.4.2.5b for the case of an infinite outer-aquifer

region. The subsequent lines are for various values of R for the case of a

finite outer-aquifer region with no flow at the exterior boundary, where R is

the ratio of exterior to interior radius for the outer-aquifer region.
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As with the previous boundary conditions, the heat- and solute-advective

transport rates across the AIF boundary are calculated by multiplying the flow

rate by the appropriate density, enthalpy, and mass-fraction values, depending

.on the direction of flow.

Table 3.2--Coefficients for the analytical approximations to the Van

Everdingen and Hurst aquifer-influence functions

R bo b1 b2 b3

-0.82092 3.68X10- 4 -0.28908 -0.02882

1.5 -0.10371 -1.66657 0.04579 0.01023

2.0 -0.30210 -0.68178 0.01599 0.01356

3.0 -0.51243 -0.29317 -0.01534 0.06732

4.0 -0.63656 -0.16101 -0.15812 0.09104

5.0 -0.65106 -0.10414 -0.30953 0.11258

6.0 -0.63367 -0.06940 -0.41750 0.11137

8.0 -0.40132 -0.04104 -0.69592 0.14350

10.0 -0.14386 -0.02649 -0.89646 0.15502

3.4.5 Heat-Conduction Boundary Condition

The heat-conduction boundary condition is a flux-type boundary condition,

with the heat flux dependent on the thermal parameters and the thermal history

at the boundary, and in the conducting medium, which lies outside the simu-

lation region. Equation 2.5.5.7 gives the heat flux that is applied on a cell

basis to the source term in the heat-transport equation. Finite-difference

approximations to equations 2.5.5.3a-c and 2.5.5.4a-c are solved at each time

step for each heat-conduction, boundary-condition cell. Central-differencing

in time is used giving a tridiagonal-matrix equation to be solved numerically.

The user specifies the spatial mesh extending out from the boundary into the

conducting medium. Up to 10 nodes are allowed with variable spacing. The
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first node must be on the boundary. The Thomas algorithm (Varga, 1962,

p. 195) is used to obtain the numerical solutions for T and T Then the
h Uf

heat flux for cell mn is given by:

IC a (z X T n2) Te(zni)
qHCm = - Kern [ z 2 -n

TU( n2) - TU(znld
+ znZ - al 6TBm S BHCm (3.4.5.1)

where

Znl and zn2 are the first two nodes moving in the outward normal

direction from boundary cell m (m).

Node z2l is coincident with the boundary node of the simulation region,

so the boundary temperature is:

TBm 3 TM. (3.4.5.2)

Equation 3.4.5.1 is of the form:

QHCM = al(t) + a2M(t) 8T ; (3.4.5.3)

where the al(t) term goes into the source term for the cell heat-transport

equation, and the a2(t) term goes into the thermal-coefficient.matrix for

cell m. An initial temperature profile can be specified for the

heat-conduction region. However, the same profile is used for all cells with a

heat-conduction boundary condition.

3.4.6 Unconfined-Aquifer, Free-Surface Boundary Condition

The unconfined-aquifer, free-surface boundary condition is implemented by

modifying the pressure-coefficient terms in the discretized equations for flow

and solute-transport, and adjusting the fluid volume or saturated thickness of
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the uppermost layer of cells in the simulation region. A free surface is not

allowed when the heat-transport equation is being solved, because no

satisfactory method has been developed to handle the conductive-heat flux

through the free-surface boundary that moves with time through the unsaturated

porous medium.

The location of the free surface within an upper-boundary cell is estab-

lished by linearly extrapolating the nodal pressure to the elevation of zero

.(atmospheric) pressure, using the fluid density in that cell. The fraction of

the cell thickness that is saturated is given by:

PM
fFS PmliZ N: Nz-1) (3.4.6.1)

where

fFS is the fraction of the cell thickness that is saturated (-); and

pM is the pressure at node m (Pa);

z is the elevation of the upper boundary tm); and

Z~z 1 is the elevation of the next layer of nodes down from the upper

boundary (m).

This equation is valid for coordinate systems with the z-axis pointing

vertically upward. Remember that the pressure value is relative to atmos-

pheric pressure, so that atmospheric pressure does not appear explicitly in

equation 3.4.6.1. This fraction is allowed to range from zero to two; that

is, the free surface is allowed to rise above the upper boundary of the

simulation region to a distance that is equal to the upper-layer half-cell

thickness. This rise is effectively the same as using'full cells in the

vertical direction for the upper layer when a free-surface boundary condition

is being used. The extra cell height allows for a greater variation of the

free surface than is possible with the normal cell height in the upper layer.

When designing the grid for a free-surface boundary problem, the upper-

most layer of cells must be made thick enough to accommodate the maximum
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variations in the free-surface location. With the present algorithm, the free ~

surface may not drop below the lower boundary of the uppermost layer of cells.

No conversion to confined flow conditions is made if it does rise above the

extended upper boundary. These restrictions can be burdensome if a large

drawdown cone is created by a well pumping an unconfined aquifer, because the

uppermost layer of cells may need to be so thick that vertical gradients are

represented poorly. The present version of the HST3D program is suitable for

simulation of only modest drawdowus relative to aquifer thickness for uncon-

fined conditions.

If desired by the user, a message may be printed when the free surface

rises above the extended upper boundary of the region or falls below the

bottom of the uppermost layer of cells, or cells in a lower layer become

partially saturated.

To obtain the appropriate coefficients for the flow equation (3.1.4.1a)

at the free-surface boundary cells, we evaluate the terms of equation 3.1.1.8,

this time, including the saturation fraction of equation 3.4.6.1, using

equation 3.1.3.5, and assuming that the porosity is constant, the fluid

compressibility is zero and isothermal conditions exist, to obtain:

8*
C33= I 93VS]/[SU(zNz - ZNZ 1)6t] ; (3.4.6.2a)

and the coefficient C31 remains unchanged from equation 3.1.4.1d.

Using the same procedure as for equations 3.4.6.2a and 3.4.6.2b, the

corresponding terms for the solute-transport equation (3.1.4.4a) are:

C Il = n (L n n+l ;C11 s1 , s p bKd V 1p~ fs + w3 Po ]~t(3.4.6.3a)
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and

p 8 w
C13 CI (C lPbtd)a Vs -/6t (3.4.6. 3b)

s=1 kgz/6tNZ1

Additional terms arise from the source-sink term in the solute equation

that are functions of solute-mass fraction. They form part of the C11 and C13
coefficients. It has also been assumed that all of the solute in a cell is

either in the fluid phase or is sorbed on the saturated part of the porous

medium. No account is taken of solute that might sorb onto the porous medium

and be left behind, when the free surface falls. This simplification is

consistent with this approximate treatment of a free-surface boundary con-
dition. The other terms iz the flow and transport equations have the sat-

urated fraction parameter included, as necessary, for the cell facial-area

terms involving the x and y directions. No additional contributions to the

C terms occur, because the dispersive and advective coefficients are

evaluated at time t only.

-* The case of a free-surface boundary with accretion of fluid-by infil-

tration is also handled in an approximate fashion. The fluid flux is speci-

fied at the upper boundary of the cell, and the associated temperature and

mass fraction determine the amount of heat and solute that enter through the

free surface.

3.5 INITIAL CONDITIONS

The numerical implementation of the initial conditions is straight-

forward. Values of pressure, temperature and mass fraction are set to the

initial value distributions for each node in the simulation region given in

the form of equation 3.1.lb, that is:

at tO, u (3.5.1)ijk uijk'
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The specified distributions can vary on a node-by-node basis or be zones of

constant conditions. Available options for the initial pressure distribution

include hydrostatic equilibrium, a water-table surface, or a pressure field

specified node by node. The water-table surface is specified for the upper

layer of cells only. These initial distributions are based on the initial

temperature and solute-mass fraction distributions.

The hydrostatic-equilibrium pressure distribution takes the fluid com-

pressibility into account. The calculation proceeds from the bottom 3f the

region upward or from the top of the region downward depending on the

elevation of the specified initial pressure.

The water-table elevation surface is specified for the upper layer of

nodes only. Hydrostatic equilibrium is assumed to compute the pressure

distribution elsewhere in the simulation region. When specifying the initial

pressure field on a node-by-node basis, it is permissible to include nodes

that are outside the simulation region. This is for ease of data input by

rectangular zones or by ascending node number.

3.6 EQUATION SOLUTION

Equations 3.1.4.1a, 3.1.4.2a and 3.1.4.4a can be written in matrix form

as:

C1 1 C12 C13
6wM El, E13 6w - Fl (3.6.la)

C2 1 C22 C23 6T = E E23 123 6T + F2

C31 C32 C33 6P _ F3

RI (3.6.lb)

= R2

R3
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where

Eij are the coefficient vectors in the discretized equations;

6pm is the change in pressure for node m (Pa);

Xp is the change-in-pressure vector for node m (Pa);
6Tm is the change in temperature for node m (OC);

o6T is the change-in-temperature vector for node m (CC);

6wm is the change in mass fraction for node m

6w is the change-in-mass-fraction vector for node m (-); and

Fi are the known terms at time n in the discretized system equations.

The vectors of the changes in the dependent variables contain the values

for each node connected to node m plus node m itself. The E vectors in

equation 3.6.1a have seven components each that correspond to node m and its

six neighbors in the three coordinate directions. The known terms Fi are those

that do not contain 6w for i=1, 6T for i=2, or 6p for i-3. The terms EI. and

Fi can be functions of pressure, temperature, and mass fraction at time n

which gives explicit linking of the three equations. Implicit linking is

through the j matrix on the left-hand side. The equations are written in

reverse order to what has been done previously, with 1 referring to the

solute-transport equation, 2 referring to the heat-transport equation, and

3 referring to the flow equation. Equation 3.6.1b is written for each node

in the simulation region, giving a set of 3M simultaneous equations to be

solved for the unknown vectors, 6p, 6T and 6w, where M is the total number

of nodes in the region.

3.6.1 Modification of the Flow and Transport Equations

To avoid storing a 31 x 3M matrix and vectors of length 3M, a sequential

solution scheme has been developed by Coats and others (1974) and was used by

INTERCOMP Resource and Development and Engineering, Inc. (1976). This

algorithm consists of solving a modified flow equation then a modified

heat-transport equation, then the solute-transport equation in turn for each

time step. The modified equations are obtained by a partial Gauss reduction
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of equation 3.6.1b transforming the capacitance matrix, R, into upper-

triangular form. Thus we have:

-

CIL C1 2 C1 3

0 C2 2 ' C23'

8w

apm

12C21
CEli

I 0 0 FRI- (3.6. 1. Ia)

C2 4 I 0 ;

0 0 C3 3 ' C3 4 C3 5 1 _ R3

-where

C2 2 ' = C2 2 - (3.6.1.lb)

C2 3 ' = C2 3 -

C13C2 1

C 1L 1
(3.6. 1. Ic)

C2 4 = - CU 1
CIL1

(3. 6. 1. Id)

C3'=C 3 3 - CIA1
(C21CII - C1AC2)(C3 2 _C1 1-C 1 2 C 2 1)

CI1(C22C 11 - C12C21)
; (3.6.1.1a)

C33= 1 .1 C2 1(C22Ctl - C12CAQ )CS4 =-CIL C 11(C22C11 - C1 2 C2 1 ) (3.6.1.lf)

C22C~I - C12C21 (3.6. 1. ig)

3.6.2 Sequential Solution

The finite-difference approximations (equation 3.6.1.1a) to the ground-

water flow, heat transport, and solute transport equations are solved se-

quentially. First, the flow equations are solved for the pressures. Then the
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pressures are used to update the coefficients in the heat equations and back

substitute for the 6p terms on the left-hand side. Second, the heat equations

are solved for the temperatures. The temperatures and pressures are used in

the solute equation to update the coefficients and to back substitute for the

6p and 6T terms on the left-hand side. Finally the solute equations are

solved for the mass fractions, which completes an iteration. Thus only M

equations at one time are being solved with a coefficient matrix that is H x M

in size. H is the total number of active nodes in the simulation region.

Actually the storage requirement is reduced by taking advantage of the matrix

sparsity-as will be described later. The solution cycle is repeated until

convergence is achieved, that is, when the fractional change in fluid density

in each cell is less than a tolerance value. The default value is 0.001

fractional change in density. Since changes in both temperature and mass

fraction cause changes in density, a secondary tolerance criterion is set to

determine whether the heat equation or the solute equation or both equations

must be solved again. The secondary tolerance is 0.0005 fractional change in

density. If the maximum density change due to temperature changes after

solution of the heat equation or due to mass-fraction changes after solution

of the solute equation is less than the secondary tolerance, then that equation

is excluded from the iterative cycle for the remainder of the calculations for

that time step. However, a final solution of the excluded equation is per-

formed after convergence of the iterative cycle for the two remaining equa-

tions. In practice, convergence is usually achieved within three iterations

for a given time step. Lack of convergence may indicate that the time step is

too large.

Equation 3.6.1.1 eis transformed-into:

6u b ; (3.6.2.la)

where

6iu 6w- Owl (3.6.2.1b)

6iT|
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by shifting all the terms on the right-hand side that contain 6p, 6T or 6w to

the left-hand side. Equation 3.6.2.la is a linear-matrix equation for the

region that can be solved using techniques to be described in section 3.7.

3.7 MATRIX SOLVERS

The linearized flow and transport finite-difference equations are solved

in turn by one of the solution algorithms for linear, 3parse-matrix equations.

For the present version of the simulator, two such algorithms are available.

One is a direct equation solver that uses Gauss elimination, after reordering

the equations for a savings in computation time and computer-storage require-

ments. Alternating diagonal planes are used for the reordering. This method

is referred to as the D4 solution technique; it was developed by Price and

Coats (1974).

The other sparse-matrix equation solver uses the two-line, successive-

overrelaxation method. This is one of a class of block-iterative methods

described by Varga (1962, p. 199-200). In this solver, two lines of nodes

along a selected coordinate direction are solved together by direct elimin-

ation. One iteration sweep consists of solving for the nodal values for each

pair of lines, plus the odd left-over line, if necessary. Overrelaxation is

used to speed convergence, and the optimum overrelaxation factor is estimated,

using the eigenvalue estimation technique of Varga (1962, p. 2E4-288) at the

beginning, and then, every n time steps, as specified by the user. In the

process of estimating the optimum-overrelaxation factor, the solution is

tested in all three coordinate directions, and the direction with the best-

conditioned iterative matrix is selected. It may be different for each of the

three equations.

The form of the equations to be solved is the same as equation 3.6.2.1a,

but now the matrix g is a sub-matrix of the original one, containing the

coefficients of only the flow, or heat transport, or solute transport

equations. Matrix A has the banded structure under the original nodal

numbering scheme, where the index i is incremented first; the index j is
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incremented second; and the index k is incremented third. Figure 3.7 shows

the structure of the matrix 6, with the bandwidths given by N N and N where

N. is the number of nodes in the ith direction. The rectangular prism of

nodes also is shown in figure 3.7, which encompases the entire simulation

region.

3.7.1 The Alternating Diagonal, D4, Direct-Equation Solver

The alternating diagonal reordering scheme was developed by Price and

Coats (1974). In three dimensions, the equations are grouped by diagonal

planes of nodes. A plane is defined by a fixed sum of the nodal subscripts,

designated by the index, m, so:

i + j + k = m; m = 3,4 ..., H ; (3.7. 1. la)

where M = +.N + N
y (3. 7. 1. lb)

If M is even, then the order of plane-index selection for reordering of the

node numbers should be m = 3,5,7,... M-1,4,6,8...H. If H is odd, then the

order should be m = 3,5,7,.M,4,6,8,.H-1 For each plane index, m, the

points should be numbered in order of decreasing k, decreasing J, and in-

creasing i, assuming N >N >N . Any excluded cells are skipped during the node

renumbering. The matrix & under D4 ordering takes the form shown in
figure 3.8. This matrix can be partitioned as shown, so

it 2 ul= bI

63 64 622 k2I

(3.7.1.2)
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A1 and A4 are diagonal and A2 and ^3 are sparse matrices.

Forward elimination gives:

0<J X ' [ 63 &4 (3.7.1.3)

EX~~2i
X~~~~~~~K>) IL~~~~~~
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where

W4 is a band matrix with a maximum bandwidth which is the same as for

the original matrix A.

The solution for Su2 is obtained by standard Gaussian elimination. Back

substitution is used to compute 6ut by:

6un = bl - 1 42l8 * (3.7.1.4)

The work required with the D4 reordering is from 17 to 50 percent, and the

storage is from 33 to 50 percent of that using standard ordering. When the

D4 ordering is selected with direct Gaussian elimination, the renumbering is

entirely transparent to the user. The storage requirement for the 44 matrix

is minimized by employing variable bandwidth storage (Jennings, 1977, p. 97).

The matrix is stored by rows, with the length of each row being sufficient to

accommodate the fill-in that occurs during elimination. Two pointer arrays

are necessary: one that contains the indices of the diagonal elements, and the

other that gives the bandwidth to the right of the diagonal. The next row

begins in the location just after that specified by the diagonal-element

location, plus the right-side bandwidth.

3.7.2 The Two-Line, Successive-Overrelaxation Technique

This iterative matrix-equation solution technique, abbreviated L2SOR, is

a block successive-overrelaxation algorithm as described by Varga (1962, sec.

6.4) or Jennings (1977, p. 202). Equation 3.6.2.1a for only the flow or heat

transport or solute transport equation may be written with a partitioned ^

matrix (fig. 3.9) as:
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al~ Iii 0 u1 b1 (3.7.2.1)

L'

0 % L o L, RL LI

where the sparse submatrices are penta-diagonal and the submatrices Lk and

are diagonal (fig. 3.9). There are L pairs of mesh lines with the last set

containing only the odd remaining line, if one exists. These matrices are of

size 2Nx X 2Nx, where the nodes have been numbered in the normal way, and the

two lines have been selected to be in the x-direction. Some rearrangement

would be necessary, if the y or z-directions were selected, but the basic

structure would be the same. Then the iterative technique is expressed by the

following equations:

[Rgg + wbt6u [-wg +; 1 = 1, 2 ...L ; (3.7.2.2)

K. \ where

v is the iteration counter; and

w is the overrelaxation factor.

Direct elimination is used to solve equation 3.7.2.2, after a renumbering

is performed transverse to the direction of the two-lines. This renumbering

compresses the bandwidth so no fill-in occurs. The iterations could be

terminated when a vector-difference norm is less than a specified tolerance

(Jennings, 1977, p. 184). That is, when:

153



- ------ TWAN O LINESOF NO

~~! **.i~~~~t~

..

L. . YL - IL

Figure 3.9--Sketch of the matrix structure with the two-line, successive-

overrelaxation, node-renumbering scheme.

<2
max I6 8u0"l - au," 5S0R< ; = It' 2...H ;

I 8III I

(3.7.2.3)

where

&SOR is the specified tolerance; and

a is the node number.

An alternate termination criterion is from Remson and others (1971,

p. 185). Properties of the iteration matrix are taken into account by

terminating the iteration when:

R( i)

l-R(L )
I8u3"V+- au2"I < z = a I 2 ... 1 ;

VI SOR
(3.7.2.4a)

where

R(LW) is the spectral radius of the SOR iteration matrix.
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Now from Varga (1962, p. 111):

) R(LU) = Wopt - 1, (3.7.2. 4b)

where

Wopt is the optimum overrelaxation factor.

This alternate criterion is used in the KST3D simulator. The tolerance,
5SOR' is set to lx 10 5 by default, but it may be changed by the user.

The optimum overrelaxation factor is determined from estimates on the

cigenvalues of the associated block Gauss-Seidel matrix. This is a combina-

tion of the power method and Perron-Frobenius theory of nonnegative matrices,

presented by Varga (1962, p. 283-288). The algorithm is as follows: A

two-line, Gauss-Seidel solution of the matrix equation:-

& 6u = 0 ; (3.7.2. 5a)-

is performed with a starting vector of unit components, that is,

out-I = [L +' L] 1 [1 UErui ; I = 1, 2... L (3.7 .2. 5b)

with 6u C = [1) (3.7.2.5c)

Then the minimum and maximum estimates of the dominant eigenvalue for

A are:

vin i

6uvi
(3.7.2.6a)

i
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and A v - max
max i

8u. V+ 1

6u.V v
2.

(3.7.2.6b)

which satisfy

min mini max max (3.7.2.6c)

where

R(L1 ) is the spectral radius of the Gauss-Seidel iteration matrix,
1 Nr2+11 (111. NOW, since:

2
I0~ + (1-R(Ll)1 (3 .7. 2. 7)

let
%p 2

Wmin 1 +(I - Av )
mini

(3.7.2.8a)

and

v0 2w=
max 1 (1- X V)

max

(3. 7. 2. 8b)

Then it can be shown that for the matrices, A, that arise from the

finite-difference equations, which are diagonally dominant and irreducible

(Varga, 1962, p. 177):
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Wmi < WV+ 1n < Wop < Lax~ < Wm ; (3.7.2.9)min min opt max max

where

is the optimum overrelaxation factor.

For & nonsymmetric, the mesh spacing must be sufficiently small to ensure
diagonal dominance. One requirement for irreducibility is that equations for

nodes with specified value boundary conditions are eliminated from the set

that forms J. This elimination is not done in the present version of HST3D,

and this sometimes causes difficulties in calculating wept, because a

reducible matrix can have a maximum eigenvalue that is zero. The eigenvailues

of the Gauss-Seidel iteration matrix must be real and nonnegative for the

optimum-overrelaxation-factor calculation formula, equation 3.7.2.7, to apply.

The iterations are terminated when:

Wmax Wmi
Li w~~~~~ - w i( Q

-Wm 0ax

This algorithm provides an estimate of the optimum overrelazation factor

with rigorous upper and lower bounds before the iterative solution scheme is

begun. Since the matrix 6 changes with time, recomputation of the estimate of

wopt is performed every n time steps, as set by the user (default is 5). The

power method algorithm converges when the dominant eigenvalue of A is real,

and it converges more quickly the smaller the ratio of the second dominant

eigenvalue to the dominant eigenvalue. The convergence rate to w0pt can be

discouragingly slow when this ratio is near one.

-I'
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3.7 3 Choosing the Equation Solver

The choice of equation solver depends on the size of the problem and the

rate of convergence of the iterative method. The minimum half bandwidth of

.matrix a is the product of the two smaller numbers of nodes, N , N , and N
x y ~~z

For a half bandwidth of 50, the work of the direct D4 solver is equivalent to

about 68 iterations of the L2SOR solver (Price and Coats, 1974). The other

consideration is the greater storage requirement of the D4 method, because of

the pointer arrays required and the partial fill-in of the A4' matrix that

occurs. The L2SOR method causes no extra fill-in of nonzero elements in the a

matrix; however, rapid convergence rates are highly dependent on calculation

of an accurate optimum overrelaxation factor. It is difficult to give any

general rule for selection of matrix solver. Storage requirements probably

will determine the best choice. The HST3D program writes out the storage

requirements for both methods at the beginning of the simulation.

3.8 GLOBAL-BALANCE CALCULATIONS

Global balances for fluid mass, enthalpy, and solute mass are calculated

at the end of each time step. Cumulative totals as well as increments over

'each time step are computed. The primary use of the global-balance cal-

culations is to aid in the interpretation of the magnitudes of transport that

are occurring in the simulated system, and their distribution among the

various types of boundary conditions and sources. Each of the system equa-

tions represents a mass or energy balance over each cell. By summing over the

cells, we obtain the global-balance equations that relate the total change of

mass or energy to the net boundary flow rates and the net injection through

wells. The solute balance includes sorption and disappearance by reaction.

The global-balance equations are integrated over the current time step to

obtain the incremental changes.

The fluid-flow, heat-flow, and solute-flow rates at specified-value

boundary nodes are obtained by evaluating the appropriate system equation at

each specified-boundary-value cell and computing the flow of fluid, heat, or
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solute across the region boundary for that cell, necessary to satisfy the

fluid-balance, heat-balance, or solute-balance equation. Heat and solute

fluxes that result from cross-derivative terms are neglected for the heat-

balance and solute-balance equations for specified temperature and specified

mass-fraction cells. The temporal differencing method is taken into account,

also. This means that, for example, if the specified boundary pressure

changes over a time step, and centered-in-time differencing is used, then the

pressure at the beginning of the time step is effective over the first half of

that time step, and the pressure at the end of the time step is effective over

the second half. Therefore, the flow rate induced by the new specified

pressure is effective for only half the time step. The appropriate equation

for the boundary-flow rate calculation is the flow equation for specified-

pressure boundary cells, the heat-transport equation for specified-temperature

boundary cells, and the solute-transport equation for specified-mass fraction

boundary cells. Thus, the cell-balance equations are satisfied exactly for

specified-value boundary cells.

The fluid, heat, or solute residual is defined as the change in the

amount of the quantity present, minus the net flow of that quantity into the

region. Thus, a positive residual means that there is an excess of that

quantity present over what would be expected based on the net flows over the

time interval. The various flows, amounts present, and residuals are printed

in tabular form. Fractional residuals are defined as a ratio of the residual

to the larger of the inflow, outflow, or accumulation. The utility of the

fractional residuals is not great. It is more informative to look at the

residuals relative to the various flows and accumulations in the region.

A mass and energy balance with a small residual is necessary but not

sufficient for an accurate numerical simulation. Because the system equations

are a balance for each cell, and the method used for calculating the flows at

specified-value boundary condition cells insures that the residual will be

zero for those cells, and because the fluxes between the cells are conserva-

tive, errors in the global-balance equations will result from the following

causes: (1) The approximate solution from use of the iterative-matrix equa-

tion solver; (2) the degree of convergence on density of the iteration on the

Ki)
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solution cycle of the three system equations; (3) the explicit treatment of

the cross-dispersive flux terms; (4) the explicit and iterative treatment of

well flow rates; and (5) roundoff error in special cases, such as wide

variation in parameter magnitudes. Errors caused by discretization in time or

space will not be revealed by these global-balance calculations. However, the

a inaccuracies resulting from too-long a time step under conditions of signifi-

4 cantly nonlinear parameters will be evident. Significant nonlinearity can be

caused by large variations in the density and viscosity fields, for example.
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4. COMPUTER CODE DESCRIPTION

4.1 CODE ORGANIZATION

The HST3D computer code is written in FORTRAN 77. Only code conforming

to American National Standards Institute (ANSI) standards (American National

Standards Institute, 1978) has been used to maximize program portability. The

present version of the program code consists of a main routine and 49 sub-

routines. The program length is approximately 12,000 lines of code. Many

FORTRAN statements occupy multiple lines. The following is a list of the

routines and a brief description of their function:

L' )

HST3D - Main routine that drives the program execution. The basic steps

are: (1) Read, erzor check, initialize, and write output for

space allocation; (2) read, error check, initialize, and write

output for static or time-invariant information; (3) read, error

check, initialize and write output for transient information;

(4) start the time-step calculations by calculating flow- and

transport-equation coefficients, applying the boundary conditions,

calculating the source-sink well terms; (5) perform the assembly

and solution of the three equations in turn, iterating to

convergence; (6) perform the summary calculations; (7) write the

output information for the time plane; and (8) dump restart data

to a disc file if desired. Then return to step 4 and continue

until the time for a change in boundary conditions or source

terms occurs. At this time return to step 3 Continue until the

simulation is finished. Then (9), plot dependent variables as a

function of time if desired; and (10) close files and terminate

program execution.

The following subroutines are described in their order of execution:

READI - Reads the data pertaining to allocation of computer storage space

for the problem.
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ERRORI - Checks for errors in the data read by READI.

INITI - Initializes the spatial-allocation data, including the pointers

for the two variable-partitioned arrays. If necessary, sets the

inch-pound-to-metric conversion factors and their inverses, and sets

the unit labels.

WRITEI - Writes to a disc file information about the storage allocation and

array-size requirements.

READ2 - Reads the data pertaining to all the time invariant or static

information, including fluid and porous-media properties,

grid geometry, equation-solution method, and desired output.

ERROR2 - Checks the data read by READ2 for errors.

INIT2 - Initializes the calculated static data for the simulation.

WRITE2 - Writes the static data to a disc file.

READ3 - Reads the transient data, including boundary condition and

source-sink information, plus time-step, calculation, and

printout information.

INIT3 - Initializes the calculated transient data.

ERROR3 - hfecks the transient data read by READ3 for errors.

WRITE3 - Writes the transient data to a disc file.

COEFF - Calculates the coefficients for the flow-, heat- and

solute-transport equations, and adjusts the automatic time step

if selected. These coefficients include conductances, dispersion

coefficients, and interstitial velocities.
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WRITE4 - Writes the coefficients to a disc file as desired.

)~~~~~~~~~~~~
APLYBC - Applies the boundary conditions to the set of equations.

WELLSS - Calculates and applies the well source-sink terms.

ITER - Assembles and solves the three equations iteratively for a given time

plane.

SUMCAL - Performs the summary calculations at the end of a time step. This

includes flow, heat, and solute-mass balances, and flow rates.

WRITE5 - Writes to a disc file the desired information at the end of a time

step. This may include pressure, temperature, and mass-fraction

distributions, interstitial velocities, fluid viscosities, fluid

densities, and summary tables of flow rates and balances of flow,

heat, and solute mass.

DUMP - Dumps restart information to a disc file, if desired.

PLOTOC - Creates character-string plots of selected dependent variables

(pressure temperature, or solute-mass fraction) as a function

of time at the end of the simulation, and plots observed data

if desired.

CLOSE - Closes files, deletes unused files, prints the total simulation time

and the number of time planes, the number of restart and map records

written, and any error messages.

The following subroutines are listed in approximate order of execution. Some

are called from several routines, and some are optional.

ORDER - Determines the node numbering for the D4 reordering scheme for the

direct-matrix equation solver.
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REWI - Reads, error checks, echo writes, and initializes array elements

that are input as zones of constant values over a rectangular

prism of cells, or are input as node by node distributions.

REWI3 - The same as REWI, but for parameters that occur in sets of three,

such as vectors or principal components of tensors.

IREWI - The same as REWI, but for parameters that are integers.

VSINIT - Calculates parameters for the viscosity function.

ETOMI - Converts static data from inch-pound units to metric units.

ETOM2 - Converts transient data from inch-pound units to metric units.

PRNTAR - Writes one-dimensional or two-dimensional arrays in tabular form

to a disc file.

ZONPLT - Creates two-dimensional maps on the printer of the porous-media

zones contained in the simulation region.

INTERP - Performs one-dimensional or two-dimensional linear or bilinear

tabular interpolation, as required.

VISCOS - Calculates fluid viscosity as a function of temperature and solute-

mass fraction.

TOFEP - Determines temperature as a function of enthalpy and pressure by

tabular interpolation.

WELRIS - Performs the pressure and temperature calculation up or down the

well-riser pipe, using simultaneous solution of the two ordinary

differential equations.
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ASEHBL - Assembles the coefficients of the modified flow, modified

-heat-transport, and solute-transport equations at each time step.

CALCC - Calculates the elements of the change in fluid-mass, change in heat,

- or change in solute-mass matrix for a given cell at each

iteration at each time step.

CRSDSP - Calculates the components of the cross-dispersion tensor, that

are evaluated explicitly in the transport equations at each

iteration.

D4DES - Solves the matrix equation, using alternating-diagonal reordering

and a direct Gausstan elimination algorithm.

SOR2L - Solves the matrix equation, using a two-line, successive-

overrelaxation algorithm, with the lines oriented in a

selected coordinate direction.

L2SOR - Invokes the two-line, successive-overrelaxation solver for each

coordinate direction to estimate the optimum overrelaxation

parameter, and to solve the equations.

KAP2D - Creates two-dimensional contour maps on the printer of selected

variables with contour intervals divided into zones.

PLOT - Creates plots of pressure, temperature, or mass fraction versus time.

ERRPRT - Writes the error messages for a given simulation to a disc file.

SBCFLO - Calculates the flow rates at specified-value boundary-condition

cells for the global balances.

WBBAL - Calculates flow rates for each well of fluid, heat, and solute

-for the summary calculations.

; WBCFLO - Calculates the flow rates at the well-bore boundary for a single well

in the cylindrical coordinate system.
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BSODE - Integrates the coupled ordinary differential equations for pressure

and temperature up or down the well-riser casing, using the

Bulirsch-Stoer algorithm for rational polynomial extrapolation.

WFDYDZ - Calculates derivatives of pressure and temperature along

the well-riser casing for the Bulirsch-Stoer integration

algorithm.

If errors occur, the error checking that is in progress continues to

completion, but then, information to that point in the calculations is

written out, and the simulation is aborted.

A chart showing the main sequence of subroutine execution, the time step

and transient data loops and the linkage between the subroutines appears in

figure 4.1. The primary subroutines are on the left and the secondary and

utility subroutines are to the right. The sequence of execution is from top to

bottom of the leftmost column. Some utility subroutines are listed more

than once for graphical clarity.

4.2 MEMORY ALLOCATION, ARRAY-SIZE REQUIREMENTS, AND SUBPROGRAM COMMUNICATION

A semi-dynamic method for array-storage allocation is employed in the

simulator program (Akin and Stoddart, 1975, p. 114). Instead of dimensioning

each of the arrays at some maximum value, a different approach is taken. The

various arrays whose size depends on the number of nodes in the region, or the

number of cells with a given type of boundary condition, or the number of

wells, or the type of equation solver selected, are all contained in two large

arrays; one array for real variables and one array for integer variables.

These two large arrays are partitioned into the required subarrays, based

on the storage-allocation information provided. Pointer variables are used to

indicate the location of the first element of each subarray in its large

array. Thus, the variable-length subarrays are passed to the subroutines and

functions though the calling arguments using the pointer variables. This
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means that some subprograms have a large number of arguments. The advantage

of this approach is that the lengths of the two large, variably partitioned

arrays, VP and IVPA, are set during compilation of the main routine, and only

the main routine must be recompiled if the lengths are to be changed. The

compiled length of the VPA array is contained in the variable ILVPA and the

compiled length of the IVPA array is contained in the variable ILIVPA.

A rough estimate of the sizes required for the two large arrays is given

by the following equations. For the large variably partitioned integer array,

ILI = 8 NXYZ + 6 EPHZ + 5 NWEL + NBC; (4.2.1)

where

ILI is the estimated length of the large variably partitioned integer

array;

NXYZ is the number of nodes in the region;

NPMZ is the number of vorous medium zones:

NWEL is

NBC is

For the large

ILR

the number of wells; and

the number of boundary condition nodes.

real array:

= 70 NXYZ + 12 NPHZ + 60 NWEL + 60 NBC; (4.2.2)
i

where

ILR is the estimated length of the-large variably partitioned integer

array.

Equations 4.2.1 and 4.2.2 are based on solving all three equations and they

overestimate the storage requirements in the interest of simplifying the

estimate calculation. During the storage-allocation step, the actual required

lengths of the large real and integer arrays are calculated and printed.

Execution is aborted if insufficient space bas been set during compilation.

If redimensioning is necessary, the VPA and IVWA array sizes are

redimensioned, and the variable ILVPA and is set to the compiled dimension of

the VPA array, and the variable ILIVPA is set to the compiled dimension of the

VPA array in the main HST3D program.
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Figure 4.1.--Connection chart for the HST3D main program and subprogram

showing routine hierarchy and calculation loops.
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Some of the subarrays share storage space if they are used sequentially

*and the contents do not need to be retained for the duration of the

simulation. Table 4.1 shows the partitioning of the large integer array;

table 4.2 shows the partitioning of the large real array, with the shared

storage indicated by subarrays on the same horizontal line. The size of each

subarray and conditions for its inclusion (if optional) also are given. A

significant savings in space is obtained by not including arrays that deal

exclusively with either heat or solute transport in cases when transport of

only one or the other is being simulated.

All other parameters and variables are passed through common blocks.

Named common blocks are used, with the name being an abbreviation of the

subprogram where that particular common block is first used with a suffix

letter. There are many common blocks, because the variables are sorted into

usage groups, so that each subprogram has access to only the common variables

that it needs (as nearly as practical). All common blocks appear in the main

program for easy reference and for static-storage allocation on some computer

systems.

Another programming convention used is that, passing of subarrays through

one subprogram to another is done by making the entire large array available

to the calling subprogram along with the necessary pointer variables. This

reduces the number of arguments for the calling subprogram.
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Table 4.1.--Space allocation within the large, variably partitioned,
integer array, IVPA

[--, no space sharing or no conditions; b.c., boundary condition)

Other arrays Conditions for
that share inclusion of

Subarray Dimension the space optional subarrays

IBC
liz
12Z
Jiz
J2Z
KIZ
K2Z
LPRI4T
1W

LCTOPW
LCBOTW
WQ1METH
MAIFC

MFBC
MHJCBC
?ILBC
MSBC
CI
IDIAG
RBW
ID4NO

NXYZ

NPMZ
NPUZ
NPMZ
NP1IZ
NPIIZ
NXYZ

NWT
NWT
NWT
NWT

NAIFC

__

__

__

__

__

._

__

LBWIN WNEJWLIBCEAP
__

__

__

_

Wells pr;esent
Wells present
Wells present
Wells present
Wells present

Aquifer influence function
b.c.
Specified flux b.c.

Heat conduction b.c.
Leakage b.c.

Specified value b.c.
D4 matrix solver
D4 matrix solver
D4 matrix solver
D4 matrix solver

NfFBC
NHCBC
NLBC
NPTCBC
6(NXYZ/2-O1)
NXYZ/2+1
NXYZ/2+1'
NXYZ
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Table 4.2.--Space allocation within the large, variably partitioned
real array, VPA

r--, no space sharing or no conditions; b.c., mean boundary condition)

Other arrays Conditions for
that share inclusion of

Subarray Dimension the space optional subarrays

X
By
z
RM
ARX
ARY
ARZ
POROS
ABPM

Knr
KZZ
RCPPM
KTHX
KIM!
KTHZ
ALPHL
ALPHT
DEKD
PV
PMCV
PVK
PMCVK
PMHV
PMCHV

DP
T
DT
C
DC
DEN
VIS
EH
TX
TY
TZ
TFX
TFY
TFZ
THX
TmX

NX, KR
NY
HZ
NR-l
NXYZ
NXYZ
NXYZ
NPHZ
NPHZ
NPHZ

NPHZ
HPMZ

NPMZ

NXYZ

NXYZ

NXYZ
NXYZ
NXYZ
NXYZ
NXYZ
NmZ
NXYZ
NXYZ

N)XYZ

:NXYZ

NXYZ

NXYZ
NXYZ
NXYZ
NXYZ
NXYZ
NXYZ

RR

TO

POS

TOS

PO-W
HWT ,P1P
TOW

UTBC, TNP,TQFLX
COW

UB,CNP ,CQFLX
TC

PCW
HDPRNT,UPHILB.

UVAIFC,UDENLBAHAP
UDTHHC ,QEtFX,r KTXP

Cartesian coordinates

Cylindrical coordinates

Cartesian coordinates

Heat transport
Heat transport
Heat transport
Heat transport
Heat or solute transport
Heat or solute transport
Solute transport

Solute transport
Solute transport
Heat transport
Heat transport

Heat transpo;rt
Heat transport
Solute transport
Solute transport

Heat transport

Cartesian coordinates

Cartesian coordinates

Heat transport
H~eat transport, cartesian

coordinates, full
dispersion tensor
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Table 4.2.--Space allocation within the large, variably partitioned
real array, VPA--Continued.

Other arrays Conditions for
that share inclusion of

Subarray Dimension the space optional subarrays

THXZ NXYZ

THY NXYZ

TMYx NXYZ

THYZ NXYZ

THZ
THZX

NXYZ
NXYZ

THZY Mz

TSX
TSXY

NXYZ
NXYZ

TSXZ NXYZ

TSY NXYZ

QHFYKTYPH

QHFZ , UHCBC, KTZPM

QSFX

QSFY

QSFZ

QMFX,A1XBC,PCS
QFFY,ARYBC
QFFZ,ARZBC

APRNT,UVISLB

CCw

Heat transport, full
dispersion tensor

Heat transport, Cartesian
coordinates

Heat transport, full
dispersion tensor,
Cartesian coordinates

Heat transport, full
dispersion tensor,
Cartesian coordinates

Heat transport
Heat transport, full

dispersion tensor
Heat transport, full

dispersion tensor,
Cartesian coordinates

Solute transport
Solute transport,
Cartesian coordinates,
full dispersion tensor

Solute transport, full
dispersion tensor

Solute transport,
Cartesian coordinates

Solute transport,
Cartesian coordinates,
full dispersion tensor

Solute transport,
cartesian coordinates,
full dispersion tensor

Solute transport
Solute transport, full
dispersion tensor

Solute transport, full
dispersion tensor,
Cartesian coordinates

Cartesian coordinates

Heat transport
Heat transport
Solute transport
Solute transport
Solute transport

TSYX NXYZ

TSYZ NXYZ

TSZ
TSZX

TSZY

NXYZ
NXYZ

S20(
SYT
Szz
RF
RH
RHI
RS
RS I
URRI

NmZ
NXYZ
NXYZ
NXYZ
MXZ

NmZ
NXYZ
NXYZ
NXYZ
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Table 4.2.--Space allocation within the large, variably partitioned
real array, VPA--Continued

Other arrays Conditions for
that share inclusion of

Subarray Dimension the space optional subarrays

RHS
CC24
CC34
CC35
VA

WI
QWJLYR
QHLYR

QSLYR

DQWDPL
WRANGL
WBOD
WRISL
WRID
WRRUF

I KTIWR

DTHWR

KTHAWR

HTCWR

TABWR

TATWR

NXYZ
NXYZ
NXYZ
NXYZ
7 NXYZ

NWEL-NZ
NWEL -N
NWEL-NZ

FRAC ,UZELB,TCS
UBELB

TCW
VXX~,AAI ,MOBW,UDENBC ,UKLB

VYY ,AA2
VZZ ,AA3
AA4

WCF

NWEL NZ

NWEL-NZ
NWEL
NWEL
NWEL
NWEL
NWEL
NWEL

NWEL

Solute transport

Wells present
Wells present
Wells present, heat

transport
Wells present, solute

transport
Wells present
Wells present
Wells present
Wells present
Wells present
Wells present
Wells present, heat

transport
Wells present, heat

transport
Wells present, heat

transport
Wells present, heat

transport
Wells present, heat

transport
Wells present, heat

transport
Wells present, heat

transport
Wells present, heat

transport
Wells present, heat'

transport
Wells present, heat

transport
Wells present
Wells present
Wells present
Wells present
Wells present

NWEL __

NWEL

NWEL

NWEL

__

__

NWEL

TWSUR

EHWKT-

EEWSUR

PWKCTS
PWKCT
DPWKT
PWSURS
PWSUR

NWEL __

NWEL

NWEL

N- WEL
NWEL
NWEL
NWEL'
NWEL
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Table 4.2.--Space allocation within the large, variably partitioned
real array, VPA--Continued

Other arrays Conditions for
that share inclusion of

Subarray Dimension the space optional subarrays

CWKT NWEL -- Wells present, solute
transport

QWV NWEL -- Wells present
QWM NWEL -- Wells present
QHW NWEL -- Wells present, heat

transport
QSW NWEL -- Wells present, solute

transport
WFICUM NWEL -- Wells present
WFPCUM NWEL -- Wells present
WHICUM NWEL -- Wells present, heat

transport
WHPCUM NWEL -- Wells present, heat

transport
WSICUM NWEL -- Wells present, solute

transport
WSPCUM NWEL -- Wells present, solute

transport
VASBC 7-NPTCBC -- Specified-value b.c.
RHSBC NPTCBC -- Specified-value b.c.
QFSBC NPTCBC -- Specified-value b.c.
PSBC NPTCBC -- Specified-value b.c.
QHSBC NPTCBC -- Specified-value b.c. and

heat transport
TSBC NPTCBC -- Specified-value b.c. and

heat transport
QSSBC NPTCBC -- Specified-value b.c. and

solute transport
CSBC NPTCBC -- Specified-value b.c. and

solute transport
ARXFBC NFBC -- Specified-flux b.c.
ARYFBC NFBC -- Specified-flux b.c.,

cartesian coordinates
ARZFBC NFBC -- Specified-flux b.c.
QFFBC NFBC QFBCV Specified-flux b.c.
DENFBC NFBC -- Specified-flux b.c.
QHFBC NFBC -- Specified-flux b.c. and

heat transport
TFLX NFBC -- Specified-flux b.c. and

heat transport
QSFBC NFBC -- Specified-flux b;c. and

solute transport
CFLX NFBC -- Specified-flux b.c. and

solute transport
ALBC NLBC -- Leakage b.c.
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Table 4.2.--Space allocation.within the large, variably partitioned
real array, VPA--Continued

Other arrays Conditions for
that share inclusion of

Subarray Dimension the space optional subarrays

.BLBC NLBC Leakage b.c.
KLBC NLBC -- Leakage b.c.
kELBC NLBC -- Leakage b.c.
BBLEC NLBC Leakage b.c.
HLBC NLBC PHILBC Leakage b.c.
DENLBC NLBC -- Leakage b.c.
VISLEC NLBC -- Leakage b.c.
TLEC NLBC -- Leakage b.c. and heat

transport
CLBC NLBC -- Leakage b.c. and solute

transport
QFLBC NLBC -- Leakage b.c.
QHLBC NLBC -- Leakage b.c. and heat

transport
QSLBC NLBC -- Leakage b.c. and solute

transport
AAIF NAIFC -- Aquifer-influence-function

b.c.
BAIF NAIFC -- Aquifer-influence-function

b.c.
VAIF NAIFC -- Aquifer-influence-function

b.c.
WCAIF NAIFC -- Aquifer-influence-function

b.c.
.DENOAR NAIFC -- Aquifer-influence-function

b.c.
PAIF NAIFC -- Aquifer-influence-function

b.c.
TAIF NAIFC -- Aquifer-influence-function

b.c. and heat transport
CAIF NAIFC -- Aquifer-influence-function

b.c. and solute
transport

*QFAIF NAIFC -- Aquifer-influence-function
b.c.

QHAIF NAIFC -- Aquifer-influence-function
b.c. and heat transport

QSAIF NAIFC -- Aquifer-influence-function
b.c. and solute
transport

ZHCBC NHCN -- Heat-conduction b.c.
AlHC NHCN Heat-conduction b.c.
A2HC NHCN -- Heat-conduction b.c.
A3HC NHCN -- Heat-conduction b.c.
KARHC NHCBC Heat-conduction b.c.
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Table 4.2.--Space allocation within the large, variably partitioned
real array, VPA--Continued

Other arrays Conditions for
that share inclusion of

Subarray Dimension the space optional subarrays

DTHHC NHCBC -- Heat-conduction b.c.
QHCBC NHCBC -- Heat-conduction b.c.
DQHCDT NHCBC -- Heat-conduction b.c.
THCBC NHCBC-NHCN -- Heat-conduction b.c.
TPHCBC NHCBC-NHCN -- Heat-conduction b.c.
A4 MAXNAL D D4 direct solution method

(D4 SOLVER) TMI or two-line, successive-
OR Th2 overrelaxation

7*NXYZ TPI iterative-solution
(L2SOR SOLVER) TP2 method

4.3 FILE USAGE

The heat- and solute-transport program uses several sequential-access

files on disc. The following list gives the FORTRAN unit number and a

description of each file:

FILE 5 Input data with comments stripped out.

FILE 6 Output data in character form for the line printer or video screen.

FILE 7 Plot data for dependent variables versus time.

FILE 8 Output data for a restart run.

FILE 9 Input data for a restart run.

FILE 10 Input data with comment lines

FILE 11 Echo of the input data as it is read.
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These files must be declared or established on the computer system before

program execution. The present version of the program also requires pre-

opening of these files before starting execution. File names are assigned

when the files are opened, using the job-control language of the computer

employed.

4.4 INITIALIZATION OF VARIABLES

In general, all real and integer variables are set to zero and logical

variables are set to false by explicitly coded instructions at the beginning

of program execution. Certain input parameters are set to default values if

no data or data values of zero are input. These are indicated in the input-

file description. Two tables are initialized for the enthalpy of pure water

as a function of temperature and pressure. These tables are used for the

heat-transport calculation.

4.5 PROGRAM EXECUTION

The program is designed to be executed by the job-control language (JCL)

or command-procedure language (CPL) of the computer employed. The data-input

file for a given program must have been created previously. The job-control

language statements should declare and open the FORTRAN files listed above,

assign file names, then start program execution. At the end of the simu-

lation, the JCL or CPL statements should close all files and delete scratch

files. Unused files are deleted by the program in the CLOSE subroutine.

Execution of the command-procedure, control-statement file is usually done

interactively at a terminal, so file names can be provided by the user.

4.6 RESTART OPTION

The program has the option for restarting from an intermediate or ending

time of the simulation. The user may specify that restart information is to

)
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be written to the restart file every nth time step (record 3.8.3 of the input

file). Then, the ability to continue in a later run is created. This is

useful; for example, if boundary conditions or sources need to be changed,

based on the results of the simulation, or if a steady-state flow field needs

to be established, before a heat or solute source is introduced. The other

use of the restart option is to specify that restart information is to be

written at periodic time-step intervals. This is insurance against computer-

system failure, so that long simulation runs will not have to be repeated

entirely.

The information written to disc for restart consists of the two large,

variably partitioned arrays, and those common blocks that contain parameters

and variables that are active during the simulation time-step loop. This

information can be written only at the end of a time step. To restart the

simulation, a small amount of data is needed in the input file, including the

first three lines of the READI record group and the transient-boundary con-

dition and fluid-source information of the READ3 record group. After the

restart-data file is read, execution continues at the beginning of the

subroutine (READ3) that reads the transient information, shown in figure 4.1.

Only the transient data that are to be changed from the last values of the

previous simulation need to be read at the beginning of a restart. From this

point onward in the simulation, there is no difference between a restart run

and one that has just gone through a change in transient-boundary conditions.

In particular, time is measured relative to the beginning of the original

simulation period.

One coiiequence of the way restarts are implemented is the restriction

that the number and type of boundary condition and source nodes cannot be

changed from the values for the original simulation run. To do so will cause

a fatal error resulting from a file length conflict. At the beginning of a

restart, the program will attempt to find the restart file whose time-plane

value agrees within 0.1 percent of the specified time value for restarting.

Failure to locate the specified restart file causes a fatal error.
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5. THE DATA-INPUT FILE

The data-input file has two general characteristics: (1) It is free

format for ease of preparation at a computer terminal; and (2) it may be

freely commented for rapid identification of the data items. The free format

is supported by FORTRAN 77, and is sometimes referred to as list-directed

input.

5.1. LIST DIRECTED INPUT

The data values may be located in any position of the-record, provided

they correspond in number and type with the input list. Data are separated by

commas or blanks, with multiple blanks allowed. Character strings must be

enclosed in quotation marks (apostrophies on some computers). There is a

third delimiter in addition to a comma and a blank: the slash, /. A slash

terminates a record and any remaining items in the input list are left un-

changed from their previous values. On some computer systems, there must be a

space before the slash. A data item within an input list may be left

unchanged by separating the preceding item from the subsequent item with two

commas; in other words, making no entry for that item.

The list-directed input of a record continues until the end-of-record

slash is encountered, or the input list is satisfied. If the input list is

not satisfied at the end of a data line, the program will continue to read

additional data lines, untilthe list is satisfied, or the end of the file is

reached. Having an insufficient number of data items in the input file is a

common error;: It usually results from a misinterpretation of the amount or

type of data required by a given program option.

List-directed input also allows for a repeat count. Data in the form:

n*d; (5.1.1)
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where

n is the repeat count integer; and

d is the data item;

causes n consecutive values of d to be input.

5.2. PREPARING THE DATA-INPUT FILE

To simplify the preparation of the data-input file, a file is available

containing only comments. This file is presented as table 5.1. These

comments identify all the input-variable names, indicate the logical ones,

show the conditions for the optional items, and give the default values, where

used. The user actually can enter the data between the lines of a copy of

this file, using section 5.2.2 as a guide. This data-input form should make

it easier to create and modify the data-input file. Only the variable names

used in the program are given. For definitions see section 5.2.2 or 11.1.

Optional input records are indicated by (0) followed by the logical variables

that must be true, or the numerical conditions that must be met for inclusion

of a given input record. The numbers in brackets after a variable give the

record where that variable is read. The following section contains a

line-by-line presentation of the data-file form with an explanation of all the

variables and options.

Many published sources exist of fluid and porous-medium properties, and

transport parameters such as compressibilities, heat capacities, and

equilibrium distribution coefficients. Typical examples are Perry and others

(1963), Clark (1966), Weast and others (1964), and Mercer and others (1982).

5.2.1. General Information

Comment lines are numbered in the format C.NI.N2.N3 where C denotes a

comment record; NI is the read-group number; and N2.N3 is the record or line

number. The read-group number denotes which subroutine, READI, READ2, READ3,
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or PLOTOC, reads that record for the values 1 through 4 respectively. The

Vw) } record number identifies a line of input data, with the two component number

enabling a logical group structure to be assigned. A suffix letter associated

with N2 or N3 indicates that one of the numbered set with that letter must be

selected exclusively. Optional data records are indicated to the right of the

record list of variables, and the conditions under which these data are

required are explained. If a particular input record is not needed, it is

manditory that it be omitted. A record number in square brackets following a

variable indicates the record where that variable is first set.

Input by i,j,k range means that an array of data is to be specified for a

rectangular prism of nodes. The extent of this prism is defined by the ranges

of the ij, and k indices. One may specify a plane, or a line, or a point

instead of a prism by making the appropriate indices equal. The value to be

entered into the array locations pertaining to the nodes contained with the

prism is specified next. There is the capability to replace, multiply or add

to existing data within the prism. The specified value fills the specified

array locations or operates on the existing values in those locations In

% \ some cases, three arrays are affected for the nodes within the specified

prism. There is a fourth option for data input which allows for a sequence of

different values to be entered into consecutive node locations within the

prism. The data will be loaded in order of increasing node number, that is,

in order of increasing i, then increasing J, and then increasing k. With this

input scheme, subregions of uniform parameters within the simulation region

are easily defined. A parameter distribution that varies continuously in

space is less convenient to define. It is permissible to use rectangular

prisms that include cells that are outside the simulation region.

K)),
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Table 5.1.--Datea-input form

C..... HST DATA-INPUT FORM
C... NOTES:
C... INPUT LINES ARE DENOTED BY C.Hl.H2.N3 WHERE
C... NI IS THE READ GROUP NUMBER, N2.h3 IS THE RECORD NUMBER
C.,. A LETTER INDICATES AN EXCLUSIVE RECORD SELECTION RUST BE MADE
C... I.E. A OR B OR C
C... (0) - OPTIONAL DATA WITH COIIITIOS FOaR REQUIREMENT
C... A RECORD NUMBER IN SQUARE BRACUTS IS THE RECORD WHERE THAT PARAMETER IS FIRST SET
C... INPUT BY I.J.K RANGE FORMAT IS;
C.O.I.. 11.12.JR.J.K1.K2
C.0.2.. VARI,1MOI.IVAR2.INOU2.VAR3.140031
C... USE AS MNY Of LINE 0.1 & 0.2 SETS AS NECESSARY
C... END WITH LIME 0.3
C.0.3.. 0 / THE SPACE IS REQUIRED
C... (MM) - INDICATES THAT THE DEFAULT NUMBER, MMI, IS USED IF A ZERO IS ENTERED FOR THAT VARIABLE
C... (T/F) - INDICATES A LOGICAL VARIABLE
C... III - INDICATES AN INTEGER VARIABLE
C---------------------------------------------------------------------------------------------

C..... START OF THE DATA FILE
C... DIMENSIONING DATA - REAOI
C.I.l .. TITLE LINE I
C.1.2 .. TITLE LINE 2
C.1.3 .. RESTRT(T/F).TIMRST
C..... IF RESTRT IS TRUE. PROCEED TO READ3 GROUP 13.11
C.1.4 .. HEAT,SOLUTE.EEWIIT,CYLINDSCAUlF; ALL (t/F)
C.1.5 .. XNYNZ.IkHC
C.1.6 .. NPTCBCMfBCNAIFCNLBCNHCBC.NWEL
C.1.? .. NPuZ
C.1.B .. SLNETHIII.LCROSD(T/F)
C.1.9 .. IBC BY l,J,K RANGE (0.1-0.3) WUITH MO IMOD PARAMETER, FOR EXCLUDED CELLS
C.1.10 .. ROECHO(T/F)
C-------------__________________
C.. STATIC DATA - READ2
C.. OUTPUT INFORMATION
C.2.1 .. PRTRE(T/F)
C.. COORDINATE GEOMETRY INFORMATION
C.. RECTANGULAR COORDINATES
C.2.2A.1 .. UNIGRX.UNIGRY.UNIGRZ; ALL (T/F); (0) - NOT CYLID 11.41
C.2.2A.2A .. X(1).X(NX);(O) - UNIGRX 12.2A.11
C.2.2A.2B .. X(l);(O) - NOT UNIGRX 12.2A.11
C.2.2A.3A .. Y(I).Y(NY);(O) - UNIGRY 12.2A.11
C.2.2A.3B .. Y(J);(O) - NOT UNIGRY 12.2A.1I
C.2.2A.4A .. Z(1).t(NZ);(O) - UNIGRZ (2.2A.II
r.2.2A.48 .. Z(K);(O) - NOT UNIGRZ 12.2A.11
C.... rI[NORICAL COORDINATES



Table 5.l.--Data-input form--Continued

C.2.28.IA .. R(1),R(NR),ARGRID(T/F);(O) - CYLINO 11.41
C.2.28.l .. R(I):(O) NOT ARGRID 12.2f.1A1;(O) - CYLIND 11.41
C.2.28.2 .. GRZ(TF)(O) - CYLIND 11.41
C.2.28.3A .. Z(1).Z(NZ);(0) - UNICRZ 12.28.3AICYLIND 11.41
C.2.28.38 .. Z(K);(O) - ROT UNIGRZ 12.2B.3A1.CiLIND 11.41
C.2.3.1 .. T1LT(T/F);(O) - NOT CYLIND 11.41
C.2.3.2Z.. THETXZ.THETYZTHETZZ;(O) - TILT 12.3.11 AND NOT CYLIND 11.41
C... FLUID PROPERTY INFORMATION
C.2.4.1 .. DP
C.2.4.2 .. PO.TO.WO DENFO
C.2.4.3 .. W1,DENFI;(O) - SOLUTE 11.41
C.2.5.1 .. NOtVO.TVFO(I).VISTFO( I),Il TO NOTVO;(O) - HEAT 11.41 OR HEAT 11.41 AND SOLUTE 11.41 OR .NOT.HEAT AND .NOT.SOLUTE 11.41
C.2.5.2 .. NOTVI.TVFI(I).VISTF11() .-1 TO ROTVI;(O)-- SOLUTE 11.41 AND HEAT 11.41
C.2.5.3 .. NOCV.TRVIS.CVIS(I).VISCTR(I),IaI TO NOCV;(O) - SOLUTE 11.41
C.....REFERENCE CONDITION INFORMATION
C.2.6.1 . PAATh
C.2.6.2 .. POH.TOH
C ....FLUID THERMAL PROPERTY INFORMATION
C.2.7 .. CPF.KTHF.BT;(O) - HEAT 11.41
C.. ..SOLUTE INFORMATION
C.2.8 .. 0MDECLAM;(O) - SOLUTE 11.41
C .. POROUS MEDIA ZONE INFORKATION
C.2.9.1 .. IPNZ.IIZ(IPNZ).12Z(IPMZ).JIZ(IPWZ).J2Z(IPMZ).KIZ(IPNZ).K2Z(IPHZ)
C.....USE AS MANM 2.9.1 LINES AS NECESSARY
C.2.9.2 .. END WITH O /
C..... POROUS MEDIA PROPERTY INFORMATION
C.2.10.1 .. KXX(IPNZ).KYY(IPNZ).KZZ(IPMZ).IPNZ-I TO NPHZ 11.71
C.2.10.2 .. POROS(IPNZ).IPZ-1 TO NPMZ 11.71
C.2.10.3 .. A8PH(IPMZ).IPHZ-1 TO NPMZ 11.71
C.. POROUS MEDIA THERMAL PROPERTY INFORMATION
C.2.11 .. RCPPN(IPMZ).IPMZ-1 TO NHZ 11-71;(O) - HEAT 11.41
C.2.11.2 .. KTXPM IPNZ ,KTYPN(IPNZ),KTZPN(IPNZ).IPMZ-1 TO NPRZ 11.71:(O) - HEAT 11.41
C. POROUS MEDIA SOLUTE AND THERMAL DISPERSION INFORMATION
C.2.12 .. ALPHL(IPMZ).ALPHT(IPMZ).IPMZaI TO NPNZ 11.71;(O) - SOLUTE 11.41 OR HEAT 11.41
C . POROUS MEDIA SOLUTE PROPERTY INFORMATION
C.2.13 .. DDKO(IPMZ),IPMZ-1 TO NP"Z 11.71;(O) - SOLUTE 11.41
C. SOURCE-SINK WELL INFORMATION
C.2.14.1 .. ROWOEF(T/F);(O) - NWEL 11.61 0 °
C.2.14.2 .. IMPQV(T/F);(O) - NMEL 1I.fe I 0 AND NOT CYLIND 11.41
C.2.14.3. .. IWEL.IWJW.LCBOTW.LCTOPW.W8OD.VQPETH1II;(O) - ROWDEF 12.14.11.
C.2.14.4 .. WCF(L);L - I TO NI (EXCLUSIVE) BY ELEMENT
C.2.14.5 .. WRISL.WRID,WRRUF.WRANGL;(O) - ROWDEF 12.14.11 AND WRCALC(WQMETH 12.14.31 >30)
C.2.14.6 .. HTCWRDTHAWR.KTHAWRKTHWR.TABWR.TATWR;(O) - ROWOEF 12.14.11 WRCALC(VQMETH 12.14.31 >30) AND HEAT 11.41
C. USE AS MANY 2.14.3-6 LINES AS NECESSARY
C.2.14.7 .. END WITH 0 /



Table 5.1.--Data-Input form--Continued

C.2.14.B .. KXITQW(14).TOL"W(6.E.3).TOLFPW(.001).TOLQW(.001).DAlNlRC(2.).DZNIN(.01).EPSWR(.001);(O) - ROIDEF 12.14.11
C..... AND WRCALC(WQNTH12.I4,J 3 30)
C ..... BOUNIARY CONDITION INFORKT1ION
C..... SPECIFIED VALUE B.C.
C.2.15 .. IBCVY I,J,IK PANE (0.1-0.3) lilH NO 1540 PARAME7ER,;(O) - NPTCBC 11.61 0 O
C ..... SPECIFIED FLUX B.C.
C.2.16 .. IBCY VI.J.K RANGE (0.1-0.3) WITH NO 1NW PARPANTER,;(O) - NFBC 11.61 0
C ..... AQUIFER All RIVER LEAKAGE B.C.
C.2.17.1 .. 18 BY I.J,K RANGE (0.1-0.3) WITH tlO I1400 PARAMETER;(O) - NLBC 11.61 0
C.2.17.2 .KLBC.BBLBC.ZELBC BY I.J.K RANGE (0.1-0.3);(O) - NLBc 11.61 > 0
C ... RIVER LEAKAGE B.C.
C.2.17.3 I.. 1112,J1,J2,KRBCBfSBC,ZERBC;(O) - IILBC 11.61 > 0
C.2.17.4 .. END WITH 0 /
C .AQUIFER INFLUENCE FUNCTIONS
C.2.18.1 .. IBC BY I.J,K RANGE (0.1-0.3) WITH NO 11400 PARANETER;(O) - NAIFC 11.61 4O
C.2.18.2 .. UVAIFC BY I.J.K RANGE (0.1-0.3);(0) - NAIFC 11.61 0 O
C.2.18.3 .. IAIF;(O) - NAIFC 11.61 0 O
C ..... TRANSIENT, CARTER-TRACY A.I.F.
C.2.18.4 .. KOARABOARVISOAR.POROAR.BOAaRIOAR.ANGOAR;(O) - IAIF 12.18.31 s 2
C..... HEAT CONDUCTION B.C.
C.2.19.1 .. IBC BY I.J.K RANGE (0.1-0.3) *WITH NO I50D PARAMETER JFOR HCBC NODES;(O) - HEAT 11.41 AND NHCBC 11.61 > 0
C.2.19.2 .. ZHCBC(K);(O) - HEAT 11.41 AND NHCBC 11.61 0 O
C.2.19.3 .. UDTHHC BY lJ,K RANGE (0.1-0.3) FOR HCKC U&DES;(O) - HEAT-|1.41 AND NHCBC 11.61 > 0
C.2.19.4 .. UKHCIC BY IJ.K RANGE (0.1-0.3) FOR KLCU WODES;(O) - HEAT 11.41 AND NHCBC 11.61 'O
C ..... FREE SURFACE B.C.
C.2.20 .. FRESUR(TrF).PRTCCM(T/F)
C ..... INITIAL CONDITION INFORMATION
C.2.21.1 .. ICHYOP.ICTICC; ALL (T/F ;IF NOT.HEAT. ICT w F. IF NOT.SOLUTE. ICC w F
C.2.21.2 .. ICHWT(T/F);(O) - FRESUR 12.201
C.2.21.3A .. ZPINIT.PINIT;(O) - ICHYOP 12.21.11 AND NOT 1CHWT 12.21.21
C.2.21.3B .. P BY IAJ.K RANGE (0.1-0.3);(O) - NOT ICHYDP 12.21.11 ANO NOT ICHWT 12.21.21
C.2.21.3C .. HWT BY I.J.K RANGE (0.1-0.3);(O) - FRESUR 12.201 AND ICHIT 12.21.21
C.2.21.4A .. NZTPRO.ZT(1).TV0(I).IuldNZTPRO;(O) - HEAT 11.41 AND NOT ICT 12.21.11. LIMIT OF 10
C.2.21.4U .. T BY I.J.K RANGE (0.1-0.3);(O) - HEAT 11.41MAN0 ICT 12.21.11
C.2.21.5 .. HZTPHC, ZIHC(I).TVZHC(I);(O) - HEAT 11.41 AND NHCBC 11.61 ) O.LINIT OF 5
C.2.21.6 .. C BY l,J,K RANGE (0.1-0.3);(0) - SOLUTE 11.41 AND ICC 12.21.11
C . CALCULATION INFORMATION
C.2.22.1 .. FDSNTHFDtM1H
C.2.22.2 .. TOLDEN(.O011.4AXITN(S)
C.2.22.3 .. NTSOPT(S),EPSSOR(.00001),EPSONG(.2),IAXITI(50).MAXIT2(100);(O) - SLHETH 11.81 = 2
C . OUTPUT INFORMATION
C.2.23.1 .. PRTPI4P.PRTFP.PRTIC.PRTBC.PRTSLN.PRTWEL; ALL (T/F)
C.2.23.2 .. IPRPTC,PRTOV(TjF);(O) - PRTIC 12.23.11
C.2.23.3 .. ORENPRII);(O) - NOT CYLIND 11.41
C.2.23.4 .. PLTOId(T/F);(O) - PRTPWP 12.23.11
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Table 5.l.--Data-input form--Continued

C.2.23.5 OCPLOT(T/F)
C-- - - - - -- - - - - ------ ---- _w------ --- ---- _ -___----------------_______________________--

C.. TRANSIENT DATA - READ3
C.3.1 .. THRU(T/F)
C..... F THRU IS TRUE PROCEED TO RECORD 3.99
C.....THE FOLLOWING IS FOR NOT THRu
C.... .SOURCE-SINK WELL INFORMATION
C.3.2.1 ROWFLO(T/F).RDWHD(T/F);(0) - NWEL 11.61 0 °
C.3.2.2 . EL,,QWV.PWSUR.PWKT.TWSRKT.CWKTT;(0) - RDWFLO 13.2.11 OR ROWHD 13.2.11
C..... USE AS PMAY 3.2.2 LINES AS NECESSARY
C.3.2.3 .. END WITH 0 /
C. BOUNDARY CONDITION INFORMATION
C SPECIFIED VALUE B.C.
C.3.3.1 ROSPBC.RDSTBC.ROSCBCALL(T/F);(O) - NOT CYLIND 11.41 AND NPuC8C 11.61 0 0
C.3.3.2 PHIP B.C. BY 1.J.K RANGE (0.1-0.3J;(O) - ROSPBC 13.3.11
C.3.3.3 TSPC BY I.J.K RANGE (0.1-0.3): (0) - ROSPBC 13.3.11 AND HEAT 11.41
C.3.3.4 CSBC BY I.J.K RANGE (0.1-0.3): (0) - ROSPBC 13.3.11 AND SOLUTE 11.41
C.3.3.5 .. TNP B.C. BY I.J.K RANGE (0.1-0.3);(O) - ROSTBC 13.3.11 AND HEAT 11.41
C.3.3.6 C. P B.C. BY I.J.K RANGE (0.1-0.3);(0) - ROSCOC 13.3.11 AND SOLUTE 11.43
C SPECIFIED FLUX
C.3.4.1 ROFLXQ.RDFLXH.RDFLXS.ALL(T/F);(0) - NFBC 11.61 - 0
C.3.4.2 . FFXQFFYQFFZ B.C. BY I.J., RANGE (0.1-0.3);(0) - ROFLXQ 13.4.13
C.3.4.3 UDENBC BY 1,J.K RANGE (0.1-0.3);(0) - ROFLXQ 13.4.11
C.3.4.4 TFLX B.C. BY IJ.K RANGE (O.1-0.3);(0) - RDFLXQ 13.4.1 AND HEAT 11.41
C.3.4.5 .. CFLX B.C. BY IlJ.K RANGE (0.1-0.3);(0) - ROFLXQ 13.4.11 AND SOLUTE 11.41
C.3.4.6 .QHFXQHFYQHfZ B.C. BY I.J.K RANGE (0.1-0.3); 0) - ROFLXH 13.4.51
C.3.4.7 QSFX.QSFY.QSFZB.C. BY I.J.K RANGE (0.1-0.31;(0) - RDFLXS 13.4.13
C LEAKAGE BOUNDARY
C.3.5.1 .RDOLBC(T/F);(O) - NLBC 11.61 > 0
C.3.5.2 PHILBC.DENLOBC.VISLC BY I.J.K RANGE (0.1-0.3);(0) - RDLBC 13.5.11
C.3.5.3 TLBC BY I.J. RANGE (0.1-0.3); (O) - RDLBC 13.5.11 AND HEAT 11.41
C.3.5.4 CLOC BY I.J.K RANGE (0.1-0.3);(0) - RDLBC 13.5.11 AND SOLUTE 11.41
C RIVER LEAKAGE
C.3.5.5 11.12.Jl.J2.HRBC,OERCC.VISRBC.TRBC.CRBC;(O) - RDLBC 13.5.11
C. USE AS MANY 3.5.5 LINES AS NECESSARY
C.3.5.6 ERD WITH 0 /
C A.I.F. B.C.
C.3.6.1 RDAIF(T/F); (0) - NAIFC 11.61 > 0
C.3.6.2 DENOAR BY IJ.K RANGE (0.1-0.3);(0) - ROAIF 13.6.11
C.3.6.3 TAIF BY I.J.K RANGE (0.1-0.3);(0) - RDAIF 13.6.11 AND HEAT 11.41
C.3.6.4 CAIF BY I,J,K RANGE (0.1-0.3);(0) - RDAIF 13.6.11 AND SOLUTE 11.41
C. CALCULATION INFORMATION
C.3.7.1 RQCALC(T/F)
C.3.7.2 AUTOTS(T/F);(O) - RDCALC 13.7.11
C.3.7.3.A .. DELTIM;(O) - ROCALC 13.7.11 AND NOT AUTOTS 13.7.21



Table 5.1.--Data-input form--Continued

C.3.7.3.B .. OPTAS(5E4).OTTAS(5.),DCTAS(.25).DTIMMM(1.E4).OTINMX(1.E7);(O) - ROCALC 13.7.11 AND AUTOTS 13.7.21
C.3.7.4 .. TIMCHG
C. OUTPUT INFORMATION
C.3.0.1 .. PRIVELPRIOV.PRISLH.PRIKD.PBIPTC.PRIGFB.PRIWEL,PRIBCF: ALL III
C.3.8.2 .. IPRPTC;(O) - IF PRIPIC 13.6.11 NOT a 0
C.3.8.3 .. CHKPTO(T/f).NTSCM.SAVWiO(T/F)
C. CONTOUR MAP IKFORMATION
C.3.9.1 .. RDKPOTPRTMPD; ALL (T/F)
C.3.9.2 .. APPTC.PRIMAPIII:(O) - RONPOT 13.9.11
C.3.9.3 * VPOSUP(T/F).ZPOSUP(T/F),LENX.LENAVLENAZ;.(O) - RDNPDT 13.9.11
C.3.9.4 .. IMAPI(i),IMAP2(NX),JNAI(1),JKAP2(NV).KKAPI(1).KMAP2(NZ).AMIW.AI4AX,NI4PZON(S):(O) -RLDMPDT 13.9.11
C. ONE OF THE 3.9.4 LINES REQUIRED FOR EACH DEPENDENT VARIABLE
C.. ... LTO BE MAPPED
C. END OF FIRST SET OF TRANSIENT INFORMATION
t-- - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - -
C... READ SETS OF READ3 DATA AT EACH TIMCHG UNTIL THRU (LIKES 3.N1.N2)
C... END OF CALCULATION LINES FOLLOW. TflRUw.TRU1.
C.3.99.1 .. THAU
T
C..... TEMPORAL PLOT INFORMATION
C.3.99.2 .. PLOTUP,PLOTWT.PLDbIWC; ALL (T/F)
C.399jPLOT INFORMATION; (0) PLOTWP 13.991 OR PLOTWT 13.991 OR PLOTWC 13.991
C.4.1 .. IWEL.RDPLTP(T/F)
C.4.2 .. IWA
C.4.3 NTIWTO.NTHPTC.PWMIN.PWNAX.PSMIN.PSNAX.TWMIN.TIWAX.TSMIN.TSNAX.CNINCNAX; (0) - RDPLTP 14.11
C.4.4 .. TO.POW.POS.TOW.TOS.COW
C... USE AS MANY 4.4 LIKES AS NECESSARY
C.4.5 .. END WITH -1. /
C... READ DATA FOR ADDITIONAL WELLS. 4.1-4.5 LINES
C.4.6 .. END WITH 0 /
C... END OF DATA FILE
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A set of record pairs is needed where the first is:

1.1 II, I2, JI, J2, KI, K2;

where Ii, Jj, Kk are inclusive node-index ranges in the ij, and k directions,

and the second is:

I.2 VARI, IMODI, [VAR2, IMOD2, VAR3, IMOD31;

where VARi

IMODi

1

2

3

4

is the value of the ith variable;

is the modification code for the ith variable;

means insert the data into the variable location;

means multiply the existing value of the variable by VARi;

means add VARi to the existing value of the variable;

means read in values of VARi on a node-by-node basis in the

order of increasing i, then J, then k. In this case, the value

of VARi in record I.2 is not used and needs to be given a value

of zero. Note that this type of input is only suitable for

zones of cells with a continuous sequence of nodes in the

i-direction. Zones of cells whose i-direction index is a

discontinuous sequence are more easily treated by using one

of the first three types of modification code.

i

The brackets indicate that some input lists need three values of VAR and

IMOD, while others need only one. As many lines of type I.l and 1.2 are used

as necessary, then the following line is entered to terminste the input:

I . o /.

The generic dimensions for the various parameters are indicated, and the

units must be selected from table 5.2. unless the conversion factors in the

HST3D program are modified. The units for output will match the units for

input. The few exceptions, where the units are not combinations of the

fundamental units, are indicated. The conversion factors from inch-pound

units to metric units are contained in the following subprograms: READI,

)
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ETOMl, ETOM2. They are specified in PARAMETER statements and the variable

names are in the form, CNVxxx. The conversion factors from metric units to

inch-pound units are defined in the INITI subprogram, and the variable names

are in the form CNVxxI. The unit labels are contained in variables named

UNITxx and are defined in the INITI subprogram also. By changing the

appropriate conversion factors, and unit labels the user can employ the most

convenient units for a particular simulation series.

The notation (T/F) indicates a logical variable. All index ranges are

inclusive unless stated otherwise. All pressure values are relative to

atmospheric unless stated otherwise.

Table 5.2.--International System and Inch-pound units
used in the heat- and solute-trasport siRmlator

Quantity International
(generic System Inch-pound
units) units units

Mass (M)
Length (L)
Time Wt)
Temperature (T)
Energy (E)

Fluid Volumetric Flow Rate
(.L3/t)

Density (H/L3)

Velocity (L/t)
Pressure (WVL2)

Viscosity-(M/Lt)

Diffusivity (L 2/t)

Permeability (LW)
Thermal Conductivity
(E/L-t-T) or WF/t-T)

Specific Heat
Capacity (FL/M-T or E/M-T)

kilogram (kg)
meter (m)
second (s)
degree Celsius (OC)
Joule (J) or

watt-second (W-s)
liter per second (1/s)

kilogram per cubic
meter (kg/r3)

meter per second (m/s)
Pascal (Pa)

kilogram per
meter-second
(kg/m-s)

square meter per
second (WM/u)

square meter (m2)
Watt per meter-degree

Celsius (W/m-*C)

Joule per kilogram-
degree Celsius
(J/kg-OC)

pound (lb)
foot (f t)
day (d)
degree Fahrenheit (OF)
British Thermal Unit

(BTU)
cubic foot per day

(ft 3 /d)
pound per cubic foot

(lb/ft3)1

foot per day (ft/d)
pound per square inch

(psi)
centipoise (p) 2

square foot per day
(ft 2 /d)

square foot (ft 2 )
British Thermal Unit
per foot-hour-degree
Fahrenheit
(BTU/ft-h-OF)

British Thermal Unit
per pound-degree
Fahrenheit (BTU/lb-°F)
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i
Table 5.2.--International System and inch-pound units

used in the heat- and solute-transport simulator--Continued

Quantity International
(generic system Inch-pound
units) units units

Heat-Transfer Watt per square meter- British Thermal Unit
Coefficient (E/t-L2-T) degree Celsius per hour-square foot-

(W/m2_-C) degree Fahrenheit
(BTU/h-ft'-OF)

Volumetric flux (L 3 /L 2 -t) cubic meter per square cubic foot per square
meter-second foot-day
(M3 /m 2 -s) (ft 3 /ft 2 -d)

Heat flux (E/L2-t) Watt per square British Thermal Unit
meter (W/m2) per square foot-hour

(BTU/ft2-h)
Mass flux (M/L2-t) kilogram per square pound per square foot-

meter-second day (lb/ft2-d)
(kg/in2 -s)

1A weight density rather than a mass density.
2Not Inch-Pound but common usage.

)
5.2.2. Input Record Descriptions

The following order generally has been observed for data input: (1)

Fundamental and dimensioning information, (2) spatial geometry and mesh

information, (3) fluid properties, (4) porous medium properties, (5) source

information, (6) boundary condition information, (7) initial condition

information, (8) calculation parameters, (9) output specifications. Items 5,

6, 8 and 9 have transient data associated with them, and data are input in the

item-order given. The static data are read only once while the transient data

are read at--each time a change in the data is to occur. Only the data that

are being changed need to be entered, because any unmodified data will remain

the same over the next time interval of simulation. Each input record number

identifies a particular record in the input-data form listed in table 5.1.

j
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Dimensioning data for space allocation - READ1

1.1 Title line 1.

A character string of up to 80 characters. It is wise to start in column

two in case the string begins with the letter 'c'.

1.2 Title line 2.

A character string of up to 80 characters. It is wise to start in column

two in-case the string begins with the letter 'c'.

1.3 RESTRT (T/F), TIMRST.

RESTRT - True if this run is to be a restart of a previous simulation.

TIMRST - Time within the range of a previous simulation from which

this restart is to continue (t). A search is made of the restart-

record file for data pertaining to the time value specified or

within 0.1 percent of that time. Enter zero if this is not a

restart of a previous simulation.

If this is a restart run, proceed to the READ3 group for input of transient

data.

1.4 HEAT, SOLUTE, EEUNIT, CYLIND, SCALMF; all (T/7).

HEAT - True if heat transport is to be simulated.

SOLUTf - True if solute transport is to be simulated.

EEUNIT--- True if the input data are in inch-pound units; otherwise,

metric units are assumed. The conversion factors are set for the

inch-pound and metric units given in table 5.1 and appear after

the table of contents also. The program uses metric units

internally.

CYLIND - True if cylindrical coordinates with no angular dependence

are to be used; otherwise, cartesian, x,y,z, coordinates are used.
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SCALF - True if a scaled-mass fraction determined by equation 2.2.1.2

is to be used for data input and output; otherwise, the unscaled

mass fraction will be used.

-1.5 NX, NY, NZ, NXCN.

NX - The number of nodes in the x-direction for Cartesian coordinates,

or redirection for cylindrical coordinates.

NY - The number of nodes in the y-direction. Unused for cylindrical

coordinates, but a space in the input record must be included.

NZ - Number of nodes in the z-direction.

NHCN - Number of nodes for the heat-conduction boundary condition. This

may be included only in a heat-transport simulation. These nodes

are used for the finite-difference solution o! equations 2.5.5.3a-d

and 2.5.5.4a-d.

1.6 NPTCBC, NFBC, NAIFC, NLBC, NECEC, NWEL.

NPTCBC - Number of cells (nodes) with a specified pressure, temperature,

and(or) mass-fraction boundary condition.

NFBC - Number of cells with a specified-flux boundary condition; flow,

heat, and(or) solute.

NAIFC - Number of cell faces with an aquifer-influence-boundary condition.

NLEC - Number of cell faces with a leakage-boundary condition.

NHCBC - Number of cell faces with a heat-conduction boundary condition.

NWEL - Number of wells in the simulation region.

These values must be the exact counts for the simulation. A cell with more

than one face-on the region boundary may be counted more than once for the

above counts. A specified-value boundary-condition cell may not have any

other type of boundary condition.
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1. 7 NPMZ.

NPMZ - Number of porous medium zones in the region. Porous medium

hydraulic, thermal-, and solute-transport properties vary by zone.

1.8 SLMETH, LCROSD (T/F).

SLMETH - Solution method (integer):

Enter 1 to select the direct, D4, matrix-equation solver; oc

Enter 2 to select the iterative, two-line, successive-overrelax-

ation, matrix-equation solver.

LCROSD - True if the off-diagonal cross-dispersive terms in the heat and

solute equations are to be lumped into the diagonal terms

to give amplified coefficients. Otherwise, the coefficients in

the dispersion tensor are computed explicitly in time. Lumping

the coefficients reduces storage requirements and the number

of iterative cycles of the flow, heat, and solute equations,

but it is an empirical simplification.

1.9 IBC by i,j,k range for excluded cells.

IBC - Index of cells excluded from the simulation region. For space

allocation, the location of the excluded cells must be known.

Excluded cells are denoted by IBC = -1.

1.10 RDECHO (T/F).

RDECHO - True if a file is to be written that echos the input data as

they are read that is used for locating data-input errors.

Static data - READ2.

The following data are invariant throughout the simulation.

192



2.1 PRTRE (T/F).

PRTRE - True if a read-echo printout of data input by i,j,k range is

desired.

The following 12 records describe the gridding of the simulation region.

2.2A.1 UNIGRX, UNIGRY, UNIGRZ; All (T/F); optional, used for cartesian-

coordinate systems.

UNIGRi - True if the grid in the ith direction is uniform.

2.2A.2A X(i),X(NX); Optional, used if uniform grid in the x-direction.

X(1) - Location of the first node point in the x-direction (L).

X(NX) - Location of the last node point in the x-direction WL).

2.2A.2B X(I), I=1 to NX; Optional, used for nonuniform grid in the

x-direction.

2.2A.3A Y(1), Y(NY); Optional, used if uniform grid in the y-direction.

Y(1) - Location of the first node point in the y-direction CL).

Y(NY) - Location of the last node point in the y-direction (L).

2.2A.3B Y(J) J=1 to NY; Optional, used for nonuniform grid in the y-direction.

2.2A.4A Z(1), Z(NZ); Optional, used for uniform grid in the z-direction.

Z(1) - Location of the first node point in the z-direction CL).

Z(NZ) - Location of the last node point in the z-direction ML).

2.2A.4B Z(K), K=1 to NZ; Optional, used for nonuniform grid in the z-direction.

)
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2.2B.IA R(1), R(NR), ARGRID (T/F); Optional, used for cylindrical-coordinate

systems.

R(1) - Interior radius of cylindrical-coordinate system (L). Required by

cylindrical-coordinate system.

R(NR) - Exterior radius of cylindrical-coordinate system (L). Required

if a cylindrical-coordinate system.

ARGRID - True if automatic gridding or node location in the redirection

is desired. A logarithmic spacing in R will be used according

to equation 3.1.2.1.

2.23.1B R(I), I = 1 to NX; Optional, used for user-specified radial gridding

for a cylindrical-coordinate system.

R(I) - Array of node locations along the r-axis (L). Required by

cylindrical-coordinate system if automatic gridding is not

selected.

2.2B.2 UNIGRZ (T/F).

2.2B.3A Z(1), Z(NZ); Optional, used if uniform grid in the z-direction for

cylindrical coordinates.

2.2B.3B Z(K), K = 1 to NZ; Optional, used for nonuniform grid in the

z-direction for cylindrical coordinates.

Z(X) -Array of node locations along the z-axis (L).

The following two records describe a tilted-coordinate system.

2.3.1 TILT CT/F); Optional, required only if a cartesian-coordinate

system is used.

TILT - True if a tilted-coordinate system is desired with the z-axis

not in the vertical upward direction.
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No tilt may be specified if a free-surface boundary condition is to be

employed (Record 2.20).

2.3.2 THETXZ, THETYZ, THETZZ; Optional, required only if a tilted-

coordinate system is being used.

THETXZ - Angle that the x-axis makes with the vertical upward

direction (DEG).

THETYZ - Angle that the y-axis makes with the vertical upward

direction (DEG).

THETZZ - Angle that the z-axis makes with the vertical upward

direction (DEG).

Fluid properties

2.4.1 BP.

BP - Compressibility of the fluid (F/L) 1.

Fluid density data

2.4.2 PRDEN, TEDEN, WO, DENFO.

.PDEN - Reference pressure for density (relative to atmospheric)

(eq. 2.2.1.lb) (F/LI).

TEDEN - Reference temperature for density (eq. 2.2.1.1b) (T).

WO - Reference mass fraction for density (eq. 2.2.1.1b) and

minimum-mass fraction for scaling (eq. 2.2.1.2) and P P term

-(eq. 2.2.1.1c) (-). Needs to be zero if solute decay takes

place. Should be zero if solute transport is not being

simulated. -

DENFO - Fluid density at the minimum solute mass fraction (eq. 2.2..11c

or eq. 2.2.1.3b) (t/L3). (kg/03) or (lb/ft3).

3
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2.4.3 Wi, DENF1; Optional, required only if a solute transport is being

simulated.

WI - Maximum-mass fraction for scaling (eq. 2.2.1.2) and Popw term

(eq. 2.2.1.1c) (-). Should be equal to or greater than the

maximum mass-fraction value specified by any boundary

condition or initial condition.

DENF1 - Fluid density at the maximum solute mass fraction (eq. 2.2.1.1c

or eq. 2.2.1.3b) (M/L3) (kg/m3) or (lb/ft3).

If solute transport is being simulated and a scaled-mass fraction has been

selected for input and output (SCALMF in record 1.4), WO and WI are used to

perform the scaling according to equation 2.2.1.2 and slope calculation of

equation 2.2.1.3b.

Fluid-viscosity data

2.5.1 NOTVO, (TVFO(I), VISTFO(I), I = 1 to NOTVO); Optional, required

if only flow; or flow and heat transport; or flow, heat and solute

transport are being simulated. Not used if only flow and solute

transport are being simulated.

NOTVO - Number of viscosity versus temperature points for fluid at

minimum or reference solute-mass fraction (minimum of one point).

TVFO - Array of temperature points (T).

VISTFO - Array of viscosity points at minimum solute-mass fraction, WO,

(M/Lt) (kg/m-s) or (cP).

2.5.2 NOTVI (TVF1(I), VISTFl(I) I = I to NOTVI); Optional, required only

if heat and solute transport are being simulated.

NOTVI - Number of viscosity versus temperature points for fluid at

maximum solute mass fraction (minimum of one point).

TVF1 - Array of temperature points (T).

VISTFI - Array of viscosity points at maximum solute-mass fraction, Wi,

(M/Lt), (kg/m-s) or (cP).
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2.5.3 NOCV, TRVIS, (CVIS(I), VISCTR(I), I = 1 to KOCV); Optional, required

only if solute transport is being simulated.

NOCV - Number of viscosity versus mass-fraction points (minimum of two

points).

TRVIS - Reference temperature for viscosity versus mass-fraction data (T).

CVIS - Array of mass-fraction (or scaled-mass-frac ion) points (-)

VISCTR - Array of viscosity points for fluid at reference temperature

(M/Lt), (kg/m-s) or (cP).

If only solute transport is being simulated, only record number 2.5.3 is

needed from this group.

Reference condition information

2.6.1 PAATh.

PAATH - Atmospheric absolute-pressure value used to relate gage

pressure to absolute pressure (F/L).

If zero is entered, standard atmospheric pressure of 1.01325XlOs Pa is used.

2.6.2 POE, TOE.

POE - Reference pressure (relative to atmospheric) for enthalpy

variations, PoR' (F/L2). This value should be within the range

of pressure to be simulated.

TOR - Reference temperature for enthalpy variations or the

constant temperature for isothermal simulations, T0g (T).

This value should be within the range of temperature to be

simulated.

These values are used in equation 2.2.3.1c.

., .. )
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Fluid thermal properties

2.7 CPF, KTHF, BT; Optional, required only if heat transport is being

simulated.

CPF - Fluid heat capacity at constant pressure (FL/M-T). An average

value for the range of solute concentration and temperature to

be simulated should be used (eq. 2.2.3.1b and eq. 2.2.3.1c).

KHTF - Fluid thermal conductivity (F/t-T). An average value for the

range of solute concentration and temperature to be simulated

should be used.

BT - Fluid coefficient of thermal expansion (T 1). An average value for

the range of solute concentration and temperature to be simulated

should be used.

Solute information

2.8.1 DM, DECLAM; Optional, required only if solute transport is being

simulated.

DM - Effective molecular diffusivity for the solute in the porous

media (LWMt).

DECLAM - Solute-decay-rate constant t t).

The following two records describe the zonation of the simulation region.

2.9.1 IPMIZ2, IIZ(IPfZ) I2Z(IPMZ),JlZ(IPMZ),J2Z(IPMZ),KlZ(IPMZ),K2Z(IPMZ).

IMPZ - Porous-medium zone number.

Records of this form define the zones within the simulation region and

assign zone numbers. These zones are used to assign values to the porous-

medium properties. The ranges of the indices in the I, J, and K directions

define the rectangular prism for a given zone. The zones must be convex

and non-overlapping as explained in section 3.1 and the entire simulation
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region must be covered by the set of zones. No zones may be defined that

include elements outside the simulation region. For cylindrical coordinates,

J1Z and J2Z must equal 1. The subscript IPMZ identifies data that are input

by zone number in subsequent records. The number of 2.9.1 records must

equal NPMZ-

2.9.2 End the input with 0 /

Porous-media properties

2.10.1 KXX(IPMZ), KYY(IPMZ), KZZ(IPMZ); IPMZ = 1 to NPMZ.

KXX - Permeability in the x-direction or redirection for zone IPZ (L2).

KYY - Permeability in the y-direction for zone IPMZ (L2). Not used for

cylindrical coordinates, but a zero or blank space must be

indicated in the input record.

KZZ - Permeability in the z-direction for zone IPMZ (L).

2.10.2 POROS(IPMZ), IPZIZ = 1 to NPMZ.

POROS - Porosity of the medium in zone IPIZ C-)

2.10.3 ABPM(IPMZ), IPMZ = I to NPHZ.

AEPM - Porous-medium bulk vertical compressibility in zone IPHZ

(F/LZ) . This compressibility is determined on a fixed mass

of porous medium undergoing vertical compression.

Porous-media thermal properties

2.11.1 RCPPM(IPMZ), IPHZ =1 to NPMZ; Optional, required only if heat

transport is being simulated.

RCPPM - Heat capacity of the porous-medium solid phase per unit volume

for zone IPMZ (F/L2-T).
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2.11.2 mT PI(IPMZ), KTYPM(IPMZ), KTZPH(IPMZ), IPMZ = I to NPMZ; Optional,

required only if heat transport is being simulated.

KTXPM - Thermal conductivity of

zone IPMZ (F/t-T).

KTYPM - Thermal conductivity of

for zone IPMZ (F/t-T).

a zero or a blank space

*KTZPM - Thermal conductivity of

for zone IPMZ CF/t-T).

the porous medium in the x-direction for

the porous medium in the y-direction

Not used if cylindrical coordinates, but

in the input file must be denoted.

the porous medium in the z-direction

Solute and thermal dispersion information

2.12 ALPHL(IPmz), ALPHT(IPmZ), IPMZ = 1 to NPMZ; Optional, required only

if heat or solute transport is being simulated.

ALPHL - Longitudinal dispersivity for zone IPMZ (L).

ALPHT - Transverse dispersivity for zone IPMZ (L).

Solute sorption information

2.13 DBKD(IPMZ) IPMZ = 1 to NPMZ; Optional, required only if solute

transport is being simulated.

DBKD - Dimensionless linear-equilibrium-distribution coefficient. This

is the porous-medium bulk density times the distribution

coefficient (-).

Well-model information

2.14.1 RDWDEF (T/F); Optional, required only if there are wells

in the simulation region.

RDWDEF - True if well definition data are to be read.
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2.14.2 IKPQW (T/F); Optional, required only if there are wells in the region

and Cartesian coordinates are being used.

IMPQW - True if semi-implicit well-flow calculations are to be made.

Otherwise, well-flow rates are calculated explicitly at the

beginning of the time step.

Record lines 2.14.3-6 are repeated as often as necessary for each well in the

simulation. Each well must be defined at this point, whether or not it is

active at the start of the simulation.

2.14.3 IWEL, IW, JW, LCBOTW, LCTOPW, WBOD, WQMETH; Optional, required only

if there are wells in the simulation region and well-definition

data are to be read.

IWEL - Well number.

1W - Cell number in x-direction of well location.

3W - Cell number in y-direction of well location. Not used in

cylindrical coordinates, but a zero or a blank entry must be

included.

LCBOTW - Cell number in z-direction of lowermost completion layer for

the well.

LCTOPW - Cell number in z-direction of uppermost completion layer for

the well. This is the location at which the dependent-

variable data are taken if this is an observation well.

WBOD - Well bore outside diameter. This is the drilled diameter or

diameter of the screen or perforated casing (L).

WQMETH- Index for well--flow calculation method (integer).

10 - Specified well-flow rate with allocation by mobility

and pressure difference.-

11 - Specified well-flow rate with allocation by mobility.

20 - Specified pressure at well datum with allocation by mobility

and pressure difference.
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30 - Specified well-flow rate with a limiting pressure at well

datum. Flow-rate allocation by mobility and pressure

difference.

40 - Specified surface pressure with allocation by mobility and

pressure difference. Well-riser calculations will

he performed.

50 - Specified surface-flow rate with limiting surface pressure.

Allocation by mobility and pressure difference. Well-riser

calculations will be performed.

o - Observation well or abandoned well.

2.14.4 WCF(L), L = 1 to NZ-1; Optional, required only if there are wells

in the simulation region and well-definition data are to be read.

WCF - Well-completion-factor.array on an element-by-element basis (-).

Element L goes from the node at z-level L to the node at z-level

L+l. An element completion factor of one means the geometric-mean

of the horizontal permeability for that element will be used in

the well index. An element completion factor of zero means the

well is cased off from the aquifer in that element. A reduced

permeability around the well bore can be approximately represented

by specifying a completion factor less than one. Note that this

is not the same as a well skin factor, which is not included in

the present version of the program. If WCF is zero for the

element between LCBOTW and LCBOTW+1 or for the element between

LCTOPW-1 and LCTOPW, then LCBOTW or LCTOPW should be adjusted

as necessary to range from the bottom to the top completion

layer that communicate with the aquifer. The well-completion

factor also can be used to compute an approximate effective

permeability for a well that is completed in a cell that

contains multiple zones of different permeability.

2.14.5 WRISL, WRID, WRRUF, WRANGL; Optional, required only if well-

definition data are to be read and well-riser calculations are to be

made (WQMETH is 40 or 50).
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WRISL - Well riser-pipe length (L).

C,~> ) WRID - Well riser-pipe inside diameter (L).

WRRUF - Well riser-pipe roughness factor (L) (see table 2.1).

WRANGL - Well riser-pipe angle with vertical direction (DEG).

2.14.6 HTCWR, DTHAWR, KTHAWR, KTHWR, TABWR, TATWR; Optional, required

only for heat-transport simulations, and if well-riser calculations

are to be done.

HTCWR - Heat-transfer coefficient from the fluid to the well-riser

pipe (E/tL2T).

DTHAWR - Thermal diffusivity of the medium adjacent to the well-riser

pipe (L 2/t).

KTHAWR - Thermal conductivity of the medium adjacent to the well-riser

pipe (F/t-T).

KTHWR - Thermal conductivity of the well-riser pipe (F/t-T).

TABWR - Ambient temperature at the bottom of the well-riser pipe (T).

TATWR - Ambient temperature at the top of the well-riser pipe (T).

2.14.7 End this data set with 0 /

2.14.8 MXITQW, TOLDPW, TOLFPW, TOLQW, DAMWRC, DZHIN, EPSWR; Optional,

required only if wells are in the region, and if well-riser calculations

are to be done.

MXITQW - Maximum number of iterations allowed for the well-flow rate

allocation calculation. Default of 20.

TOLDPW.- Tolerance on the change in well-riser pressure for the well-

riser iterative calculation (F/L2). Default of 6X10-3 Pa.

This is the primary convergence test.

TOLFPW - Tolerance on the fractional change in well-riser pressure for

the well-riser iterative calculation. Default of 0.001. This

is the secondary convergence test.

K>)~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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TOLQW - Tolerance on the fractional change in well flow rate because of

temperature and mass-fraction changes for the source term in the

flow equation. Default of 0.001. This is the tertiary

convergence test.

DAZWRC - Damping factor for well-pressure adjustment during the

iterations for allocating flow rates. Default of 2.

DZMIN - Minimum value of step length along the well riser CL).

Default of 1 percent of riser length.

EPSWR - Fractional tolerance for the integration of the pressure and

temperature equations along the well riser. Default of 0.001.

Boundary-condition information

Specified value

2.15 IBC by i,j,k range; Optional, required only if specified value

boundary-condition cells are present.

IBC - Index of boundary-condition type. This is in the form nln2n3

where n, refers to pressure; n2 refers to temperature; and

U3 refers to mass fraction. The value for ai is set to 1 to

indicate that a specified value boundary condition for variable

i exists at that cell.

Remember that a specified value for cell removes that cell from the calculation.

Therefore, no other boundary conditions at that cell can be specified for the

equation concerned.

Specified flux

2.16 IBC by i,j,k range; Optional, required only if specified flux boundary-

condition cells are present.

IBC - Index of boundary-condition type. This is in the form n1O0n 4nnsn

where nl=1,2,3, meaning that the flux is through the x,y, or z

boundary face respectively. Values for n4, as, and na are set to
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2 to indicate that a specified flux boundary condition, for a

chosen equation, is required at that cell, where n4 refers to the

flow equation, ns refers to the heat-transport equation, and n6

refers to the solute-transport equation.

Aquifer leakage

2.17.1 IBC by i,j,k range for aquifer-leakage boundary cells; Optional,

required only if leakage boundary conditions are being used.

IBC - Index of boundary-condition type. It is of the form n100300 for

aquifer leakage, where nj indicates the direction of the normal

to the leakage boundary face. Values for nl are I for the

x-direction; 2 for the y-direction; and 3 for the z-direction.

The number 3 in the hundreds place denotes an aquifer-leakage

boundary condition.

2.17.2 KLEC, BBLBC, ZELBC by i,j,k range; Optional, required only if leakage

boundary conditions are being used.

KLBC - Permeability of confining layer for aquifer-leakage boundary

condition (L2). Appears in equations 2.5.3.1a and 3.4.3.la.

BBLBC - Confining-layer thickness for leakage boundary condition (L).

- ZELEC - Elevation of the far side of the confining layer away from

the simulation region (L).

For leakage across lateral boundaries of the simulation region, ZELBC is

automatically set equal to the elevation of the corresponding boundary node.

River leakage

2.17.3 Il,I2,Jl,J2, KREC, BBRBC, ZERBC; Optional, required only if the

river-leakage boundary condition is being used.
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I1,I2,J1,J2 - Node or cell number ranges in the x and y directions

for a river-leakage boundary-condition segment. River

segments are lines in the x-, y-, or diagonal direction.

KRBC - Permeability multiplied by effective-riverbed-area factor

for river-leakage boundary-condition (L2). The effective-

riverbed-area factor is the ratio of the riverbed area to

the boundary-face area for a given cell.

BBRBC - Thickness of the confining layer that forms the riverbed (L).

ZERBC - Elevation of the top of the confining layer that forms the

riverbed defined in figure 2.4 (L).

Use as many 2.17.3 records as necessary to describe the river.

2.17.4 End this data set (records 2.17.3) with 0 /.

Aquifer-influence functions

2.18.1 IBC by i,j,k range for aquifer-influence-function boundary cells;

Optional required only if aquifer-influence-function boundary conditions

are being used.

IBC - Index of boundary-condition type. It is in the form n100400

for aquifer-influence functions, where na indicates the direction

of the normal to the influence-function-boundary face. Values for

a, are I for the x-direction; 2 for the y-direction; and 3 for

the z-direction. The number 4 in the hundreds place denotes an

-aquifer-influence-function boundary condition.

2.18.2 UVAIFC by i,j,k range; Optional, required only if aquifer-influence

functions are used.

UVAIFC - Temporary storage for input of user-specified factors for

aquifer-influence-function spatial allocation.
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These factors are defined on a zonal basis, so the factor for all

boundary zones which include a common cell for which an aquifer-influence-

function boundary condition applies must be the same. If default weighting of

the aquifer-influence functions in proportion to their boundary-cell facial

area is desired, no values for UVAIBC need to be entered (except the closing

0 /).

2.18.3 IAIF; Optional, required only if aquifer-influence functions are

being used.

IAIF - Index of aquifer-influence function.

I - Pot aquifer for outer-aquifer region.

2 - Transient-aquifer-influence function with calculation

using the Carter-Tracy approximation.

2.18.4 KOAR, ABOAR, VISOAR, POROAR, BOAR, RIOAR, ANGOAR; Optional, required

only if transient-aquifer-influence functions are being used.

KOAR - Permeability for the outer-aquifer region (L0).

AEOAR - Porous-medium bulk vertical compressibility for the outer-

aquifer region (F/L2)-l.

VISOAR - Viscosity of the fluid in the outer-aquifer region (M/Lt),

(kg/m-s) or (cP).

POROAR - Porosity for the outer-aquifer region (-).

BOAR - Total thickness of the outer-aquifer region (L).

RIOAR - Radius of the equivalent cylinder that contains the inner-

aquifer region (L). Usually determined by equation 3.4.4.2.1.

ANGOAR:- Angle of influence of the outer-aquifer region (DEG.).

This is the angle subtended by the part of the equivalent

cylindrical boundary that is subject to flux determined by the

aquifer-influence function.

The following three records describe the gridding and parameters for heat-

conduction boundary conditions.

)~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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2.19.1 IBC by i,j,k range for heat-conduction boundary-condition nodes;

Optional, required only if a heat simulation, and if heat-conduction

boundary condition cells are to be used.

IBC - Index of boundary-condition type, denoted by a number in the

form n100040 where nj indicates the direction of the outward

normal to the heat-conduction boundary-condition cell face. The

values for nt are: 1 for the x-direction; 2 for the y-direction;

and 3 for the z-direction. The signs of the normal is disregarded.

The 4 indicates that this cell has a heat-conduction boundary

condition on one of its faces. Only one face of a given cell can

be assigned a heat-conduction boundary condition.

2.19.2 ZHCBC(X) X = 1 to NHCN; Optional, required if heat simulation is

being done, and there are heat-conduction boundaries (NHCBC > 0).

ZHCBC - Array of node distances along the outward pointing normal from

a heat-conduction boundary surface (L). The first value must )
be zero. All heat-conduction boundary-condition cells use

the same nodal distribution.

2.19.3 UDTHHC by i,j,k range for heat-conduction boundary-condition cells;

Optional, required only if a heat simulation, and if there are heat-

conduction boundary-condition cells.

UDTHHC - Temporary storage for input of thermal diffusivity of the

heat-conducting medium outside the simulation region as a

function of boundary-cell location (L2/t).

2.19.4 UXHCBC by i,j,k range for heat-conduction boundary-condition cells;

Optional, required only if a heat simulation, and if there are heat-

conduction boundary-condition cells.

UXHCBC - Temporary storage for input of thermal conductivity of the

heat-conducting medium outside the simulation region as a

function of boundary-cell location (E/L-t-T).
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Free-surface boundary condition

2.20 FRESUR (T/F), PRTCCM (T/F).

FRESUR - True if the region is unconfined, so that a free-surface

boundary exists.

PRTCCM - True if a message is to be printed when a free surface rises

above the top of a cell or falls below the bottom of a cell,

or if a cell below the uppermost layer becomes unsaturated.

Initial conditions

2.21.1 ICHYDP (T/F), ICT (T/F), ICC (T/F).

ICHYDP - True if initial condition of hydrostatic pressure

distribution is to be specified.

ICT - True if an initial-condition temperature distribution is to be

specified.

ICC - True if an initial-condition mass-fraction distribution is

to be specified.

2.21.2 ICHWT (T/F); Optional, required only if a free-surface boundary exists.

ICIWT - True if an initial-condition water-table-elevation distribution

is to be input.

2.21.3A ZPINIT, PINIT; Optional, required only if an initial-condition

hydrostatic-pressure distribution is being specified.

ZPINIT - Elevation of the initial-condition pressure (L)

PINIT - Pressure for hydrostatic, initial-condition distribution (F/L2).

2.21.3B P by i,j,Ik range; Optional, required only if a non-hydrostatic

pressure distribution is being specified as an initial condition.

P - Pressure distribution for the initial condition (F/L2).
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2.21.3C HWT by i,j,k range; Optional, required only if desired in

conjunction with a free-surface boundary condition.

HWT - Water-table-elevation distribution for the initial condition (L).

Specified for the upper layer of cells only.

2.21.4A NZTPRO (ZT(I), TVD(I); I = 1 to NZTPRO); Optional, required only if

a heat simulation is being done.

NZTPRO - Number of points in the temperature-versus-depth profile for

initial-condition temperature distribution. Limit of 10.

ZT - Array of locations along the z-axis for initial-temperature

distribution (L). These locations must span the entire

z-axis range of the region.

TVD - Array of initial temperatures along the z-axis (T).

2.21.4B T by i,j,k range; Optional, required only if ICT is true.

T - Temperature distribution for the initial condition (T).

2.21.5 NZTPHC, ZTHC(I), TVZHC(I), I 1 to NZTPHC; Optional, required only

if a heat-transport simulation is being done, and if there are heat-

conduction boundary conditions.

NZTPHC - Number of points in the outward normal direction to the heat-

conduction boundary-condition surfaces for initial-condition-

temperature profile. Limit of 5.

ZTHC -'Array of node locations in the outward normal direction for

initial-coadition-temperature profile for heat-conduction

boundary-condition cell faces (1). The first value must be

zero, and these nodes must span the mesh defined by ZHCBC in

record 2.19.2.

TVZHC - Array for the initial-condition temperature-profile values

for heat-conduction boundary-condition cell faces (T).
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The same initial-condition profile is used for each heat-conduction boundary

condition cell.

2.21.6 C by i,j,k range; Optional, required only if ICC is true.

C - Mass-fraction (or scaled mass fraction) distribution for the

initial condition (-).

Calculation information

2.22.1 FDSMTH, FDTMTH.

FDSMTH - Factor for spatial-discretization method.

0.5 - centered-in-space differencing used for advective terms.

o - upstream differencing in space used for advective terms.

FDTMTH - Factor for temporal-discretization method.

0.5 - centered-in-time or Crank-Nicholson differencing used.

1. - backward-in-time or fully-implicit differencing used.

2.22.2 TOLDEN, MAXITN.

TOLDEN - Tolerance in fractional change in density for convergence

over a solution cycle of flow, heat, and solute equations at

a given time plane. Default set at 0.001.

MAXITN - Maximum number of iterations allowed for a cycle of pressure,

temperature, and mass-fraction solutions allowed at a given

time plane. Default set at S.

2.22.3 NTSOPT, EPSSOR, EPSOMG, KAXITI, HAXIT2; Optional, required only

if the two-line, successive-overrelaxation method for solving

the system matrix equations is selected.

)
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NTSOPT - Number of time steps between recalculations of the optimum-

overrelaxation parameter. Default set at 5.

EPSSOR - Tolerance for the two-line, successive-overrelaxation iterative

solution of the matrix equations at each time plane. Default

set at 1 x 10-5. The maximum fractional change in any of the

values of the dependent variable must be less than or equal to

this tolerance times (2-w Opt).

EPSOKG - Tolerance on the fractional change in the overrelaxation

parameter during the iterative calculation to determine the

optimum value. Default set to 0.2.

MAXITI - Maximum number of iterations allowed for the calculation of

the optimum overrelaxation parameter. Default set at 50.

MAXIT2 - Maximum number of iterations allowed for the solution of the

matrix equations. Default set at 100.

Output of static data

2.23.1 PRTPMP CT/F), PRTFP (T/F), PRTIC (T/F), PRTBC (T/F), PRTSLM (T/F),

PRTIWEL (T/F).

PRTHP - True if a printout of porous-media properties is desired.

PRTFP - True if a printout of fluid properties is desired.

PRTIC - True if a printout of initial conditions is desired.

PRTBC - True if a printout of static boundary-condition information

is desired.

PRTSLH - True if a printout of solution-method information is desired.

PRTWEL - True if a printout of static-well bore information is desired.

2.23.2 IPMPTC, PRTDV (T/F); Optional, required only if initial-condition

printouts of the dependent variables are desired.
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IPRPTC - Index of printout for initial-condition information. It is

} of the form n1n2n3, where ni is set to 1 for printout of the

ith variable, otherwise a is set to 0. The variables are nj

for pressure; n2 for temperature; and n3 for mass fraction.

In addition, nj is set to 2 for both pressure and

potentiometric head to be printed for isothermal cases; n2 is

set to 2 for both temperature and fluid enthalpy to be printed.

PRTDV - True if a printout of the density and viscosity arrays

is desired.

2.23.3 ORENPR; Optional, required only for a cartesian-coordinate system.

ORENPR - Index for orientation of the array printouts (integer);

12 - Means x-y printouts for each plane along the z-axis,

areal layers.

13 - Means x-z (or r-z) printouts for each plane along the

y-axis, vertical slices.

A negative value means the y or z-axis is positive down the page.

2.23.4 PLTZON (T/F); Optional, required only if printout of porous-media

properties has been requested.

PLTZON - True if a line-printer plot of the porous-media property

zones is desired.

2.23.5 OCPLOT (T/F).

OCPLOT -,True if plots of observed and calculated values of the

dependent variables are to be plotted versus time at the end

of the simulation.

K>)~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Transient data - READ3

Groups of transient data are read by subroutine READ3; one at the beginning

and ot'ers during the simulation, as necessary, whenever sources, boundary

conditions, calculation parameters, or output options are to be changed.

Only the parameters that are to be changed need to be input. The remaining

parameters will keep their previous values.

3.1 THRU (T/F).

THRU - True if the simulation is through, and the closing procedures

can begin. Proceed to record 3.99 if the simulation is finished.

Well information

3.2.1 RDWFLO (T/F), RDWHD (T/F); Optional, required only if there are wells

in the simulation region.

RDWFLO - True if well-flow-rate data is to be read at this time.

RDWIM - True if well-head data is to be read at this time.

3.2.2 IWEL, QWV, PWSUR, PWKT, TWSRKT, CWKT; Optional, required only if

well-flow or well-head data are to be read at this time.

IWEL - Well number.

QWV - Volumetric flow rate for this well (L3/t), (I/s) or (ft3/d).

PWSUR - Pressure at the land surface for this, well (F/L2).

Used when surface conditions are specified and the well-riser

calculation is to be done.

PWKT - Pressure at the well datum for this well (F/L2).

Used when well-datum conditions are specified, and no well-riser

calculation is to be done.

TWSRKT - Fluid temperature at the land surface or well datum for this

well (T). Used when surface conditions are specified for an

injection well, and used for the well-datum value, when

well-datum conditions are specified.
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CWKT - Mass fraction (or scaled-mass fraction) at the well datum for

this well (-) Surface and well-datum concentrations are equal,

so this variable also is used to specify surface conditions for

an injection well.

As many records of type 3.2.2 are used as necessary to define conditions at

all the wells. Data do not have to be input for any well that does not have

its conditions changed at this time.

3.2.3 End this data set with 0 /

Boundary-condition information

Specified value

3.3.1 RDSPBC (T/F), RDSTBC (T/F), RDSCBC (T/F); Optional, required only if

there are specified-pressure, temperature or mass-fraction boundary-

condition cells.

J RDSPBC - True if specified-pressure boundary-condition data are to

be read at this time.

RDSTBC - True if specified-temperature boundary-condition data are

to be read at this time.

RDSCBC - True if specified mass-fraction boundary-condition data

are to be read at this time.

3.3.2 PNP by ij,k range; Optional, required only if specified-pressure

boundary-condition values are to be input.

PNP - Pressure at specified-pressure boundary-condition nodes (F/L2).

3.3.3 TSBC by i,j,k range; Optional, required only if specified-pressure

boundary-condition values are to be read, and if a heat-transport

simulation is being done.
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TSBC - Temperature associated with a specified-pressure boundary

condition node (T). If inflow occurs, this temperature will

determine the heat-inflow rate.

3.3.4 CSBC by i,j,k range; Optional, required only if specified-pressure

boundary-condition values are to be read, and if solute transport

is being simulated.

CSBC - Mass fraction (or scaled-mass fraction) associated with a

specified-pressure boundary-condition node (-). If inflow

occurs, this mass fraction will determine the solute-inflow

rate.

3.3.5 TNP by i,j,k range; Optional, required only if specified-temperature

boundary-condition data are to be read.

TNP - Temperature at specified-temperature boundary-condition nodes

(T).

3.3.6 CNP by i,j,k range; Optional, required only if specified mass-

fraction values are to be input.

CNP - Mass fraction (or scaled-mass fraction) for specified mass-

fraction boundary-condition nodes.

Specified flux

3.4.1 RDFLXQ (T/F), RDFLXH (T/F), RDFLXS (T/F); Optional, required only if

specified-flux boundary conditions exist.

RDFLXQ - True if specified fluid-flux values are to be read at this

time.

RDFLXH - True if specified heat-flux values are to be read at this

time.
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RDFLXS - True if specified solute-flux values are to be read at this

time.

3.4.2 QImX, QFFY, QFFZ by i,j,k range; Optional, required only if

specified fluid-flux values are to be read at this time.

QFFX, QFFY, QFFZ - Components of the fluid-flux vector for a boundary

cell in the x,y, and z-coordinate directions, respectively

(L 3/L 2t).

3.4.3 UDENBC by ij,k range; Optional, required only if specified fluid-

fluxes values are to be read at this time.

UDENBC - Density associated with specified-fluid flux (MI/L 3); (kg/M3) or

(lb/ft3). If inflow, this density determines the mass flux.

3.4.4 TFLX by ij,k range; Optional, required only if specified fluid

fluxes are to be read at this time, and if heat transport is being

simulated.

TFLX - Temperature associated with specified fluid flux (T). If inflow,

this temperature determines the heat flux.

3.4.5 CFLX by i,j,k range; Optional, required only if specified fluid

fluxes are to be read at this tine, and if solute transport is

being simulated.

CFLX -,Mass fraction (or scaled mass fraction) associated with specified

fluid flux (-). If inflow, this mass fraction determines the

solute flux.

3.4.6 QHFX, QHFY, QHFZ by i,j,k range; Optional, required only if

specified heat-flux values are to be read at this time.
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QHFX, QHFY, QHFZ - Components of the specified heat-flux vector for

a boundary cell in the x,y and z-coordinate directions

respectively. Heat flux should be specified only through faces

where there is no fluid flux (E/L2-t).

3.4.7 QSFX, QSFY, QSFZ by i,j,k range; Optional, required only if

specified solute-flux values are to be read at this time.

QSFX, QSFY, QSFZ - Components of the specified solute flux for a

boundary cell in the x,y and z coordinate directions respectively.

Solute flux should be specified only through faces where there is

no fluid flux (M/L2-t).

Leakage boundary conditions

3.5.1 RDLBC(T/F); Optional, required only if leakage boundary-condition

cells are employed.

RDLBC - True if leakage boundary-condition data are to be read this

time.

3.5.2 PHILBC, DENLBC, VISLBC by i,j,k range; Optional, required only if

leakage boundary-condition data are to be read at this time.

PHILBC - Potential energy per unit mass of fluid (eq. 2.5.3.1.1b) on the

other side of the aquitard from the simulation region (E/M).

DENLBC - Density of the fluid on the other side of the aquitard (M/L3),

(kg/m 3) or (lb/ft3 ).

VISLBC - Viscosity of the fluid on the other side of the aquitard

(lM/L-t); (kg/m-s) or (cP).

3.5.3 TLBC by i,j,k range; Optional, required only if leakage boundary-

condition data are to be read at this time, and if heat transport

is being simulated.
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TLBC - Temperature of the fluid on the other side of the aquitard (T).

.)
3.5.4 CLEC by i,j,k range; Optional, required only if leakage boundary-

condition data are to be read at this time, and if solute transport

is being simulated.

CLBC - Solute-mass fraction (or scaled-mass fraction) on the other side

of the aquitard C-).

River leakage

3.5.5 I1,I2,J1,J2, HRBC, DENRBC, VISRBC, TRBC, CRBC; Optional, required

only if river-leakage boundary-condition data are to be read at this

time.

Il,12,Jl,J2-- Node or cell number ranges in the x and y directions

for a river-leakage boundary-condition segment. They should

correspond to the segments used to define the river in data record

2.22.4.

HRBC - Potentiometric head in the river (L).

DENRBC - Density of the river fluid (G/L3 ); (kg/M3) or (lb/ft3).

VISRBC - Viscosity of the river fluid (H/L-t); (kg/m-s) or (cP).

TRBC - Temperature of the river fluid (T).

CRBC - Solute-mass fraction (or scaled-mass fraction) of the river

fluid C-).

As many records of type 3.5.5 are used as necessary to include all the cells

at which a river-leakage boundary condition exists.

3.5.6 End this data set (record 3.5.5) with 0 1.

Aquifer influence functions

3.6.1 RDAIF (T/F); Optional, required only if aquifer-influence-function

boundary-condition cells are employed.
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RDAIF - True if aquifer-influence-function boundary-condition data

are to be read at this time.

3.6.2 DENOAR by i,j,k range; Optional, required only if aquifer-influence-

function cells are employed.

DENOAR - Density of the fluid in the outer-aquifer region (HIL3);

(kg/m3) or (lb/ft3).

3.6.3 TAIF by i,j,k range; Optional, required only if aquifer-influence-

function boundary condition cells are employed, and if heat transport

is being simulated.

TAIF - Temperature of the fluid in the outer-aquifer region associated

with a given aquifer-influence-function cell (T).

3.6.4 CAIF by i,j,k range; Optional, required only if aquifer-influence-

function cells are employed, and if solute transport is being

simulated.

CAIF - Mass fraction of solute in the outer-aquifer region associated

with a given aquifer-influence-function cell (-).

Calculation information

The following data pertains to time-step control and the time when new

transient data will be read.

3.7.1 RDCALC (TIF).

RDCALC - True if calculation information is to be read at this time.

3.7.2 AUTOTS (T/F); Optional, required only if calculation information

is to be read at this time.
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AUTOTS - True if automatic time-step adjustment is desired for the

next interval of simulation time.

3.7.3A DELTIM; Optional, required only if automatic time-step calculation

is not being used and calculation information is being read at this time.

DELTIM - Time-step length (t).

3.7.3B DPTAS, DTTAS, DCTAS, DTIMXN, DTI.%=; Optional, required only if

automatic time-step calculation is being used and calculation

data are being read at this time.

DPTAS - Maximum change in pressure allowed for setting the time step

automatically CF/L2). Default set at 5 X 104 Pa.

DTTAS - Maximum change in temperature allowed for setting the time step

automatically (T). Default set at 5 *C.

DCTAS - Maximum change in mass fraction (or scaled-mass fraction)

allowed for setting the time step automatically C-) Default

set at 0.25 (scaled).

DTIkMQ - Minimum time step required (t). This time step will be used

for the first two steps after a change in boundary conditions,

that is, at TIMCHG. Default set at 104 s.

DTIMMX - Maximum time step allowed (t). Default set at 107 s.

3.7.4 TIMCI-G.

TIMCHG - Time at which new transient data will be read or at which

the simulation will be terminated (t).

Output information

3.8.1 PRIVEL, PRIDV, PRISLM, PRIKD, PRIPTC, PRIGFB, PRIWEL, PRIBCF.

PRIVEL - Printout interval (integer) for velocity arrays. These are

interstitial velocities at the cell boundaries.
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PRIDV - Printout interval (integer) for fluid density and fluid-

viscosity arrays.

PRISLM - Printout interval (integer) for solution-method information,

number of iterations, maximum changes in dependent variables,

and so forth.

PRIKD - Printout interval (integer) for conductance and dispersion-

coefficient arrays.

PRIPTC - Printout interval (integer) for pressure, temperature, and

mass-fraction arrays.

PRIGFB - Printout interval (integer) for flow-balance information for

the region.

PRIWEL - Printout interval (integer) for well information.

PRIBCF - Printout interval (integer) for specified-value boundary-

condition flow rates.

For all of the above printout intervals:

0 - Means no printout of this information.

n - Means that printout will occur every nth time step and at the

end of the simulation.

-1 - Means that printout will occur only at the time at which

new transient data will be read and at the end of the

simulation.

3.8.2 IPRPTC; Optional, required only if dependent-variable printouts

are desired.

IPRPTC - Index for printout of pressure, temperature and mass-fraction

arrays. It is of the form njn2n3 where a, is for the pressure;

n2 is for the temperature; and n3 is for the mass-fraction

array. The ni are set to 1 if printout is desired for the ith

variable. nt is set to 2 if both pressures and potentiometric

heads are to be printed for isothermal cases. n2 is set to 2

if both temperatures and fluid enthalpies are to be printed.
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3.8.3 CHKPTD (T/F), NTSCHK, SAVLDO (T/F).

CHXPTD - True if check-point dumps are to be made for possible restarts

of the simulation.

NTSCHK - Number of time steps between successive check-point dumps.

If set to -1, a dump will occur only at the times when new

transient data are read and at the end of the simulation.

SAVLDO - True if only the last check-point dump is to be saved.

The following four records are for the generation of contour maps on the

line printer.

3.9.1 RDMPDT (T/F), PRTMPD (T/E).

RDMPDT - True if control data for map generation are to be read at

this time.

PRTHPD - True if control data for map generation are to be written

to the output file.

) 3.9.2 MAPPTC, PRIMAP; Optional, required only if contour-map-control data are

to be read at this time.

MAPPTC - Index for a zoned contour map. It is in the form nln2n3, where

nl is for pressure; nj is for temperature; na is for mass

fraction. The ai are set to 1 if a contour map is desired for

the ith dependent variable.

PRIMAP - Printout interval (integer) for contour maps. Number of time

steps between map generations.

0 - means no contour maps.

n - means contour maps at every nth time step.

-1 - means contour maps at the time when new transient data

will be read and at the end of the simulation.

3.9.3 YPOSUP (T/F), ZPOSUP (T/F), LENAX, LENAY, LENAZ; Optional, required

only if contour-map-control data are to be read at this time.
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YPOSUP - True if the y-axis is positive upward on the page for this

contour-map set.

ZPOSUP - True if the z-axis is positive upward on the page for this

contour-map set.

LENAX - Length of the x-axis on the page for this contour-map set (in).

LENAY - Length of the y-axis on the page for this contour-map set (in).

LENAZ - Length of the z-axis on the page for this contour-map set (in).

3.9.4 IMAP1, IMAP2, JMAP1, JMAP2, KHAP1, KMAP2, AMIN, AMAX, NMPZON;

Optional, required only if contour-map-control data are to be read at

this time.

IMAP1, IMAP2 - Range of node numbers along the x-axis for a contour map.

Default set from 1 to NX.

JMAP1, JMAP2 - Range of node numbers along the y-axis for a contour

map. Set to 1,1 for cylindrical coordinates. Default

set from 1 to NY.

KMAP1, KMAP2 - Range of node numbers along the z-axis for a contour map.

Default set from 1 to NZ.

AMIN, AMAX - Range of the dependent variable for a contour map

(appropriate units). If a pair of null entries, automatic

scaling of the range will be performed of that dependent

variable.

One pair of the indices iMAPi and iMAP2 may be set equal to produce a contour

map for just one plane.

NMPZON - Number of zones into which the contour map will be divided.

Default set at 5. Limit of 32.

Up to three records of type 3.9.4 may be needed, depending on which

combinations of pressure, temperature, and mass fraction are selected for

mapping. The record order is: (1) Pressure-map data, (2) temperature-map

data, and (3) solute-mass-fraction map data.
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This ends the transient data set that is read at a given time. At simulation

time equal to TIMCHG, another transient-data set will be read, until the

simulation is finished. At that time, THRU is read as true in the following

record.

3.99.1 THRU (T/F).

THRU - Set to true at this point to signify the end of the simulation.

3.99.2 PLOTWP(T/F), PLOTWT(T/F) PLOTWC(T/F).

PLOTWP - True if observed and(or) calculated well pressures are to be

plotted versus time.

PLOTWT - True if observed and(or) calculated well temperatures are to

be plotted versus time.

PLOTWC - True if observed and(or) calculated well mass fractions are

to be plotted versus time.

Temporal-plot information

The following data records of type 4.N are required only if character-string

plots of variables versus time are desired at selected wells.

4.1. IWEL, RDPLTP (T/F); Optional, required only if temporal plots are to

be made, and new plot-control parameters are to be set for

subsequent plots (RDPLTP is true).

IWEL -Well number. This number must agree with the number associated

with the calculated data.

RDPLTP - True if new plotting-control parameters are to be read at this

time for subsequent plots.

4.2 IDLAB; Optional, required only if temporal plots are to

be made, and new plot-control parameters are to be read for

subsequent plots (RDPLTP is true).
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IDLAB - Identification label for this well's plots. A character

string of up to 80 characters. Space over at least one

character position from the left.

4.3 NTHPTO, NTHPTC, PWMIN, PWMAX, PSMIN, PSMAX, TWMIN, TWMAX, TSKIN, TSMAX,

CMIN, CMAX; Optional, required only if temporal plots are to

be made, and new plot-control parameters are to be read for subsequent

plots (RDPLTP is true).

NTHPTO - Index for plotting the first, then every nth observed data

point versus time. Default set to one. A blank may be

entered if no observed data are to be plotted.

NTHPTC - Index for plotting the first then every nth calculated value

versus time. Default set to one.

PWrIN, PWHAX - Minimum and maximum values of pressure at the well datum

that set the axis range for the temporal plots (F/L2).

PSMIN, PSHAX - Minimum and maximum values of pressure at the land

surface that set the axis range for the temporal plots

(F/L ) .

TWMIN, TWSAX - Minimum and maximum values of temperature at the well

datum that set the axis range for the temporal plots (T).

TSMIN, TSMAX - Minimum and maximum values of temperature at the land

surface that set the axis range for the temporal plots

(T).

CHIN, CHAX - Minimum and maximum values of solute-mass fraction (scaled-

mass fraction) at the well datum and the land surface that

set the range for the temporal plots (-).

The pressure, temperature and solute-mass fraction ranges for the plots

can be specified by the user or established automatically. The latter option

is invoked by entering zeros for the maximum and minimum values.
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4.4 TO, POW, POS, TOW, TOS, COW; Optional, required only if there are

observed data.

TO - Time of observation It).

POW - Pressure observed at the well-datum level (F/12).

POS - Pressure observed at the land surface in the well (F/L2).

TOW - Temperature observed at the well-datum level (T).

TOS - Temperature observed at the land surface in the well T).

COW - Mass fraction (or scaled-mass fraction) observed in the well at

the well datum or the land surface (-)

It is assumed that the observed data are in the same units that will be used

for output of the calculated data. As many records of type 4.4 are used as

necessary to enter all the observed well data. There may be wells for which

only calculated data are available; for these wells, no records of type 4.4

will be read.

4.5 End this data set with -1.

Indicates the end of the observed data set for this well.

As many records of type 4.1-4.4 are used as necessary for all of the wells for

which observed or calculated data are being plotted.

4.6 End this data set with 0 /

Indicates the end of the temporal-plot information and the observed data for

all the welas.

This ends the input-data-file description. For quick reference, a list of

the definitions for the various program-control options is provided in

table 5.3.
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Table 5.3.--Option lists for program-control variables

Variable Option definitions

SLMETH 1 - Selects the direct, D4, equation solver.
2 - Selects the iterative, two-line, successive-

overrelaxation equation solver.

In the following, nj denotes outward normal direction to the boundary face:
1 is the x-direction; 2 is the y-direction; and 3 is the z-direction.

IBC -1 -

100 -

010 -

001 -

n1 00200 -

n1 00020 -

n1 00002 -

n100300 -

n600400 -

n1 00040 -

Cell is excluded from the simulation region.
Specified-pressure boundary-condition node.
Specified-temperature boundary-condition node.
Specified-solute-concentration boundary-condition
node.
Specified-fluid-flux boundary-condition cell.
Specified-diffusive-heat-flux boundary-condition
cell.
Specified-diffusive-solute-flux boundary-condition
cell.
Leakage boundary-condition cell.
Aquifer-influence-function boundary-condition cell.
Heat-conduction boundary-condition cell.

IAIF

WQMETH

FDSMTH

FDTMTH

1 - Pot aquifer for outer region.
2 - Transient-aquifer-influence function with

calculation using the Carter-Tracy approximation.

10 - Specified well-flow rate with allocation by
mobility and pressure difference.

11 - Specified well-flow rate with allocation by
mobility.

20 - Specified pressure at well datum with allocation
by mobility and pressure difference.

30 - Specified well-flow rate with a limiting pressure
at well datum. Flow-rate allocation by mobility
and pressure difference.

40 - Specified surface pressure with allocation by
mobility and pressure difference. Well-riser
calculations will be performed.

SO - Specified surface-flow rate with limiting surface
pressure. Allocation by mobility and pressure
difference. Well-riser calculations will be
performed.

0 - Observation well or abandoned well.

0.5 - Centered-in-space differencing for advective terms.
0.0 - Upstream differencing for advective terms.

0.5 - Centered-in-time differencing.
1.0 - Backward-in-time or fully implicity differencing.
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Table 5.3.--option lists for program-control variables--Continued

Variable Option definitions

IPRPTC lxx - Printout of pressure field.
2xx - Printout of pressure and potentiometric-head fields.
xIx - Printout of temperature field.
x2x - Printout of temperature- and fluid-enthalpy fields.
xxI - Printout of solute-concentration field.

ORENPR 12 - Printouts of arrays by areal (x-y) layers.
13 - Printouts of arrays by vertical x-z or (r-z) slices.

A negative value means the y or z-axis is to be positive down the
page.

PRIxxx 0 - No printout.
a - Printout every nth time step and at the end of the

simulation.
-1 - Printout only at the time of new transient data

being read and at the end of the simulation.

HAPPTC lxx - Pressure-contour maps desired to be produced.
xlx - Temperature-contour maps to be produced.
xxl - Solute-concentration contour maps to be produced.

i

)
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6. OUTPUT DESCRIPTION

Various types of output result from running the HST3D program. Host of

the output is to disc files to be displayed on a video screen or routed to a

line printer. These files are written in ASCII format. The two exceptions

are the optional check-point/restart dumps written in binary format to a disc

file, and the calculated dependent-variable data for the wells that

periodically are written, also in binary format, to a disc file for the

temporal plots that can be made at the end of the simulation.

Output is generated at several stages during the simulation. Some

information, such as the heading, title, array-partitioning data, and

problem-geometrical information, is printed always. The heading contains the

program version number which will change when major modifications or correc-

tions are made. The units employed for the ouput are the same as those used

for the input data, either metric or inch-pound as specified in record 1.4.

Table 5.2 and the input-record descriptions (section 5.2.2) give the inch-pound

and the metric units employed. For easier reading, variables are identified

in the output by descriptors rather than program-variable names. Much of the

output is optional, and the numbers of the records containing the control

variables in the data-input-form list of table 5.1 are indicated. The writing

of a file that echos each record of input data, as it is read, is optional

(record 1.10). The static data that may be printed include porous-media

properties, fluid properties, initial-condition distributions, boundary-

condition information, solution-method information, well information (record!

2.23.1), and density and viscosity distributions (record 2.23.2). The selec-

tion of which of the dependent variables (pressure, temperature or mass

fraction) will have initial conditions printed is made in record 2.23.2.

Print intervals can be selected individually for information that is

printed at the end of a time step. The information printed may include the

velocity distribution, the density and viscosity distributions, the solution

method information, the conductance and dispersion-coefficient distributions,

the dependent-variable distributions, the regional fluid-flow, heat-flow and

solute-flow rates, the regional cumulative-flow results, and the specified-
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value boundary-condition flow rates (record 3.8.1). The selection of of the

dependent variables which will be printed is determined in record 3.8.2.

Contour maps of pressure, temperature, and mass fraction can be produced
on the line printer; they are zoned into intervals and may cover subregions of
the simulation as specified by the user (record 3.9.4). The contour-mapping

routine produces character-string plots. Alternating zones of symbols and
blanks are used to make perception easier. The user can make a programming

change (set variable, ZEBRA, to false) to cause the symbol-filled zones to be
adjacent to each other. Contour intervals are automatically calculated to be
a multiple of 2, 5, or 10. The lower and upper limits can be chosen by the
user or determined from the range of the data to be contoured. In the former

case, values below the specified-lower limit are contoured with a zone of

minus signs and values above the specified-upper limit are contoured with a
zone of plus signs. The contour zones contain their lower-boundary values,

the upper-boundary values belong to the next zone above with the exception of-

the highest zone of the map which does contain its upper-boundary value. The

maps are either areal or vertical slices along nodal planes of the three-

dimensional region (record 2.23.3), with the orientation sepcified in record

3.9.3. The size of the maps on the paper is chosen by the user (record
3.9.3). An echo printout of the mapping specifications can be requested

(record 3.9.1). Bilinear interpolation is used to locate the contour-interval

boundaries; cells excluded from the simulation region are indicated by X's.
If multiple pages are used for the contour maps, no printing is done across
the paper folds. Thus, separation and alinement of the various pages is

necessary to eliminate gaps.

Temporal plots of selected variables are also in character-string format.

The plots that may be produced at the end of the simulation include well-datum

pressure, well-surface pressure, well-datum temperature, well-surface

temperature, and well solute-mass fraction (or scaled-mass fraction) (record

3.99.2). For observation wells, the well-datum value is taken to be the value
in the aquifer cell at the well-datum level. Observed (record 4.4) and

calculated data of the same type are plotted together for comparison purposes.

The time axis runs down, and the dependent-variable axis runs across the page.
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A limit of 500 lines is set. If the time series to be plotted of any

calculated variable contains more than three times the total number of node

points in the region, or the series of any observed variable contains more

than two times the number of node points in the region, array-storage problems

will occur and program execution will be terminated. These problems may be

avoided by plotting the first point followed by only every nth point

thereafter (record 4.3). The user may specify the ranges of the variables to

be plotted. However automatic scaling of the plot is available using the

minimum and maximum values of the variables. Axis subdivisions that are a

multiple of 2, 5 or 10 are produced. The present version of the HST3D code

contains no provision for producing line plots on pen-plotting devices or

video screens.
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7. COMPUTER-SYSTEM CONSIDERATIONS

The heat- and solute-transport simulation program was developed initially

on a Control Data Cyber 170/720 computer1, and finally on a Prime 9950

computer. The Cyber computer has a very fast arithmetic central-processing

unit relative to the Prime, while the Prime has virtual storage that the Cyber

does not have. Therefore, the programming philosophies needed to create the

optimum code for execution of large, long-running simulations are in direct

opposition for these two machines. Specifically, the Cyber, with its fast

arithmetic, but limitations on storage, is most efficiently used with a code

that minimizes storage requirements. This is accomplished to a certain extent

by recalculating some quantities each time they are needed, rather than

storing them. On the other hand, the virtual storage of the Prime means that

storage space is not a limiting factor; but, the slower arithmetic means that

the running time for large, long simulations may become inconveniently long.

This implies that the most efficient code for the Prime will use more storage

than the Cyber and never compute a quantity more than once.

The present version of the heat- and solute-transport code is not optimal

for either type of machine, but it tends to be oriented toward the Prime.

Further optimization of the program will require timing tests. The storage

requirement on the Prime computer for the executable-code module is about 1.1

megabytes, exclusive of the variably partitioned arrays, when compiled with the

interactive-debug option and no optimization.

The language used for this program is FORTRAN-77, although some

FORTRAN-IV coding still exists. An attempt has been made to use only the ANSI

standard FORTRAN-77 for maximum portability (American National Standards

- Institute,-1978).

Double-precision arithmetic has been used for all real variables.

Separate variably partitioned arrays were defined for real and integer vari-

1Use of brand names in this report is for identification purposes only and

does not constitute endorsement by the U.S. Geological Survey.
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ables, so that the real variables could be made double precision. FORTRAN-77

intrinsic function names were used in their generic form, so that no changes

had to be made for use with double-precision variables.

Although the standards for FORTRAN-77 have been followed as closely as

possible, there are always problems of portability to different computer

systems. Development experiences revealed some differences between the Prime

and Cyber computers that affect program portability.

There are no alternate entry -oints into any of the subroutines, to avoid

computer incompatibilities. The Prime uses dynamic storage of variables and

of compiled code during program execution. However, all variables in common

blocks are automatically made static. Static data items retain their values

between subprogram references, while dynamic data items in a subprogram lose

their values upon return from that subprogram. By including all common blocks

in the main program, potential problems with computer systems that do not make

common block variables automatically static should be avoided. Variables are

explicitly initialized where necessary, so no reliance is made on system-

default initialization.

The Cyber computer FORTRAN compiler allows only 63 arguments in a

subprogram-argument list. The Prime compiler allows 256. There are a few

subroutines in the heat- and solute-transport program that have more than 63

arguments. To reduce the number to within the limit for the Cyber computer,

some subarrays would need to be eliminated from the argument list,

necessitating some recoding. The eliminated subarrays would be passed by

passing the entire variably partitioned arrays along with appropriate pointer

indices.

The Cyber requires the BLOCXDATA subprogram to be contained in the same

file as an executable subprogram; whereas, the Prime allows it to be compiled

from its own separate file. The version of the code discussed in this docu-

mentation has the main program, and each subprogram, including BLOCKDATA,

contained in a separate file.
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8. COMPUTER-CODE VERIFICATION

Verification of a computer program is the process of ensuring that the

code performs the intended calculations correctly. This is in contrast to

computer-model validation, which is the demonstration that a particular model

with a particular set of parameters adequately describes a given physical

situation. Program verification is accomplished by running various test

problems for which an analytical solution is known, or for which numerical

results from another verified program are available.

8.1. SUMMARY OF VERIFICATION TEST PROBLEMS

Several sets of test problems have been used for verification and are

summarized hereinafter. Verification is a continuing process, as many

combinations of program options could be tested.

8.1.1. One-Dimensional Flow

Test problem set 1 tested the ability of HST3D to simulate compressible

flow and was based on the analog between confined ground-water flow and heat

conduction. A thermal-conduction problem was taken from Carnahan and others

(1969, p. 443).' The physical situation was that of one-dimensional confined

flow of a compressible fluid when a unit-step increase of pressure was applied

at both ends of the region. The dimensions of the simulation region were 1.0

meter in each direction. Eleven equally spaced nodes were used to discretize

the region in the x-direction, with two nodes each in the y- and z-directions.

The initial -condition was hydrostatic equilibrium. The porosity was set to

1.0 so no porous medium was present. The parameters were set to the following

values:

K >)~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Porosity, 1.0

Permeabilities

x-direction, 1.XI0-8 ma; y- and z-directions 1.X10-2 0 m2

Fluid compressibility, IxO-S Pa-l

Fluid density (at reference conditions), 1,000 kg/m3

Fluid viscosity (at reference conditions), 0.001 kg/m-s.

A fixed time step of 1.25x10-2 was used and the results compared at 2.5XI0-2s.

Backwards-in-time differencing was used with the direct method for matrix

solution.

Variations on the basic problem included using centered-in-time differ-

encing, reduction of the time step length by a factor of 10, using the itera-

tive solver for the matrix equation, and entering data in inch-pound units.

The results agreed to five significant digits with the numerical solution

of Carnahan and others (1969, p. 446-447). Representative values for pressure

increase at 2.SX10-2s are shown in table 8.1. The results were symmetric

about the mid-point of the region in the x-direction as expected.

Table 8.I.--Representative values for the pressure increase from the
HST3D simulator and the results of Carnahan and others (1969)

[Values at time of 2.5x1O-2 seconds]

Distance Change in Change in
along pressure pressure
column calculated calculated
(meters) by HST3D (Pa) by Carnahan (Pa)

0 1.00000 1.00000
0.2 0.32471 0.32471
0.4 0.10104 0.10104
0.5 0.07965 0.07965

8.1.2. Flow to a Well

Flow to a single well in a cylindrical-coordinate system was the basis

for test problem set 2, providing another test of the flow-simulation part of

HST3D. Both confined and unconfined conditions were simulated. The

confined-flow problem was taken from Lohman (1972, p. 19) and the unconfined-
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flow problem was example 1 from Boulton (1954). A specified flow rate from

the well was used for both problems.

A cylindrical region of 2,000 ft external radius and 100 ft thickness was

used for the confined-flow problem. The theoretical results of Lohman were

based on the this solution for an infinite region, so comparisons were

restricted to time values sufficiently small so that the outer boundary did not

affect the flow field. Twenty-one nodes were used in the radial direction

logarithmically spaced by the automatic discretization algorithm, except for

those at 200 and 400 ft. Two nodes defined the vertical discretization. The

well flow rate was allocated by mobility and the upper, lower and outer

boundaries were impermeable. The initial condition was that of hydrostatic

equilibrium. A time step of 3.0 s was used for a duration of 600 s. The

parameters used for the confined problem were-the following:

Porosity, 0.20

Fluid compressibility, 3.33X10-6 psi-l

Porous-medium compressibility, 3.94X10-6 psi-l

Permeability, 5.31X10-10 ftl (hydraulic conductivity 137 ft/d)

Well radius, 0.1 ft

Well flow rate, 96,000 ft3/d

Fluid density at reference conditions, 62.4 lb/ft3

Fluid viscosity at reference conditions, 1 cP

The calculated fluid drawdown was compared with the results of Lohman

(1972, p. 19) for several locations at six values of time. The drawdown

values agreed-to within 0.01 to 0.1 ft (table 8.2). The differences were

due mostly to spatial-discretization error, since they were reduced by 30 to

50 percent by doubling the number of nodes in the radial direction.

A cylindrical region of 2,000 ft radius and 800 ft thickness was used for

the unconfined-flow problem. The theoretical solution of Boulton (1954) was

used for comparison. This solution was based on a linearized free-surface

boundary condition valid for small values of drawdown and included a correc-

tion for the fact that a line sink of constant intensity represented the well

flow.
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Sixteen nodes were distributed in the radial direction, logarithmically

spaced, except at 160 ft, and nine nodes were distributed in the vertical

direction. Advantage was taken of the fact that the free surface can rise

above the upper plane of nodes. The well flow rate was allocated by mobility.

The lower and outer boundaries were impermeable while the upper boundary was a

free surface. The initial condition was that of hydrostatic equilibrium. The

automatic-time-step algorithm was used to simulate from 10 s to 3X105 s.

Table 8.2.--Comparlson of drawdown values calculated by HST3D with
those of Lohman (1972, p. 19)

Drawdown (feet)

Time (second) radius (feet)
Time (second) ~~200 400

HST3D Lohman HST3D Lohman

60 0.56 0.66 0.15 0.16
120 0.91 0.99 0.33 0.38
240 1.29 1.36 0.61 0.67
300 1.42 1.49 0.72 0.77
480 1.67 1.75 0.94 0.99
600 1.79 1.86 1.05 1.12

The parameters for the unconfined-flow problem were the following:

Porosity, 0.15

Fluid compressibility, lX1O- 5 psi-1

Porous-medium compressibility, IxIO-15 psi-l

Permeability, 6.7x10-12 ft2 (hydraulic conductivity 2xlO-5 ft/s)

Well radius, 0.1 ft

Well flow rate, 1 ft3/s

Fluid density at reference conditions, 62.4 lb/ft3

Fluid viscosity at reference conditions, 1 cP

The calculated drawdown of fluid was compared with the result of

Boulton's (1954) example 1. His only reported value was at a time of 3.47

days and a radius of 160 ft. The drawdown was 2.13 ft compared to the HST3D

result of 2.20 ft. Use of five nodes in the vertical direction reduced the

drawdown calculated by HST3D to 1.96 ft. This indicated the effect of

spatial-discretization error, particularly when vertical flow is important.

238



The agreement is very good considering that the HST3D simulator does not

take the kinematic boundary condition at the free surface into account.

Therefore greater discrepancies should appear as the well bore is approached.

8.1.3. One-Dimensional Flow

Three cases of ground-water flow for which analytic solutions are

available (Bear, 1972, p. 301, 367, 380) formed test problem set 3. They were

one-dimensional, confined flow; one-dimensional, unconfined flow; and

one-dimensional, unconfined flow with influx from precipitation. The

simulation region was 400 X 400 X 100 meters in the x-, y- and z-directions

respectively. The flow field was horizontal in the y-direction for all cases.

Specified-pressure boundary conditions were used on the inlet and outlet

boundaries with impermeable lateral and bottom boundaries.

The parameters employed were the following:

Porosity, 0.15

Fluid compressibility, 5X10-15 Pa 1l

Porous-medium compressibility, 8.8X10- 1 4 Pa 1I

Permeability, 1. 18X10 1W Im

Fluid density at reference conditions, 1,000 kg/m3

Fluid viscosity at reference conditions, 0.001 kg/m-s

Spatial discretization was accomplished using five equally spaced nodes

in the x- and y-directions and two nodes in the 2-direction. All cases were

run to steady-state with a time step of 86,400 s.

Case 1: Confined flow

The upper boundary surface was made impermeable and the other boundary

conditions for this case were specified potentiometric heads of 200 m along

the y = 0 boundary and 100 m. along the y = 400 m boundary. The analytical

solution was a linear potentiometric-head variation between the two boundaries
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(Bear, 1972, p. 301). The results at steady-state agreed with the analytical

solution to five significant digits. Global-balance results were verified by

hand calculation.

Case 2: Unconfined flow

The upper boundary was defined as a free surface and the region dimension

in the z-direction was extended to 200 m. The permeabilities in the x-, y-,

and z-directions were modified to 1.18X10-9 m2 , 1.18X0-10 ma2 and i.13X10-5 ma

respectively. The high permeability in the z-direction was to make the Dupuit

approximation of hydrostatic equilibrium in the vertical direction valid. The

specified potentiometric heads were 200 m along the y = 0 m boundary and 150 m

along the y = 400 m boundary.

The simulation was run to 172,800 s, which was essentially steady-state.

The results for potentiometric head were compared with the analytical

solution (Bear, 1972, p. 367) based on the Dupuit approximation. Agreement to

five significant digits was obtained at the three interior-node locations

along the y-axis. The global-balance results were verified by hand

calculation.

Better agreement with the analytical solution was obtained for this test

problem than for the unconfined flow to a well in test problem set 2. This

improved agreement was attributed to the fact that the analytical solution for

this problem was based on the Dupuit assumption of negligible vertical flow

and a high vertical-permeability value was used in the HST3D simulation to

achieve hydrostatic equilibrium. The unconfined case of test problem set 2

had significant vertical flow. Because the HST3D simulation does not attempt

to satisfy the non-linear, kinematic, free-surface boundary condition, de-

scribed in sections 2.5.6 and 3.4.6, the poor results obtained in cases of

significant vertical flow at the free surface were not surprising.
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Case 3: Unconfined flow with precipitation recharge

Case 2 was modified by the addition of areal recharge at a uniform rate

and distribution. The region dimension in the z-direction was extended to

275 m. The areal-recharge flux was set to -1,157x10-3 m3/m2s with the

negative sign denoting flux in the negative z-direction.

The simulation was run to 172,800 s, which was essentially steady-state.

The results for potentiometric head were compared with the analytical solution

from Bear (1972, p. 380). This solution also was based on the Dupuit

approximation. Agreement to five significant digits was obtained at the three

interior-node locations along the y-axis. The global-balance results were

verified by hand calculation.

8.1.4. One-Dimensional Solute Transport

Flow with solute transport in a one-dimensional column was the basis of

test problem set 4. A steady-state flow field was established by specifying

an initial-pressure gradient along the column. The boundary condition at

the column inlet was a specified scaled-solute concentration of a unit-step

at time zero. The column length was 160 m discretized by 21 equally

distributed nodes in the x-direction. The y- and z-directions were 1 m with

two nodes in each direction. The following parameter values were chosen:

Porosity, 0.5

Fluid compressibility, IxIO-10 Pa-1

Porous-medium compressibility, lXlO 10 Pa- 1

Permeability, lX1O1 0 m2

Fluid density at reference conditions, 1,000 kg/m3 (independent of

solute concentration)

Fluid viscosity at reference conditions, 0.001 kg/m-s

Interstitial velocity along the column, 2.7778X10' r/s

Longitudinal dispersivity, 10 m

Molecular diffusivity, 1XO-100 m2/s

K2)~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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The initial solute concentration in the column was zero. A time-step

length of 720 s was used for a total simulation time of 7,200 s. The IIST3D

options tested included the spatial and temporal differencing methods and the

two different equation solvers. A second case with a column that was 4-meters

wide was also tested.

The results were compared to a one-dimensional finite-difference trans-

port program (Grove and Stollenwerk, 1984), and to an analytical solution

(Ogata and Banks, 1961). The calculated solute-mass fraction values agreed

with the finite-difference program results to four significant digits.

Differences between the HST3D results and the analytical solution were as much

as 0.035 units of scaled-mass fraction. The results at the end of the simu-

lation period appear in table 8.3.

Table 8.3.--Scaled solute-concentration values calculated by HST3D
compared to the one-dimensional finite-difference solution of Grove and -
Stollenwerk (1984) and the analytical solution of Ogata and Banks (1961)

[Values at time of 7,200 seconds; CSCT, centered-in-space and centered-in-
time differencing; BSBT, backward-in-space and backward-in-time differ-
encing]

Scaled solute concentration (-)
Distance along the column

(meters)
8 16 240 32

HST3D CSCT 1.0000 0.31665 0.05939 0.007843 0.000801
BSBT 1.0000 0.37500 0.09414 0.01824 0.00295

One-dimensional
finite-differ-
ence solution CSCT 1.0000 0.31666 0.05939 0.007843 0.000801

Analytical
solution 1.0000 0.29808 0.02439 0.000469 0.000002

The discrepancies are attributed to spatial- and temporal-discretization

errors, because reducing the spatial and temporal steps by factors of eight

and five respectively, reduced the maximum difference to 0.003 units of

scaled-mass fraction. The differences between the two differencing schemes

were the result of numerical-dispersion errors. The simulation was not run
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long enough for the difference between the analytic and numerical boundary

condition at the far end of the column to affect the solution. Flow and

solute global-balance residuals were at least eleven orders of magnitude

smaller than the net amounts entering the region.

8.1.5. One-Dimensional Heat Conduction

Test problem set 5 involved heat transport without fluid flow. A heat-

conduction problem was taken from Carnahan and others (1969, p. 443). The

physical situation was that of one-dimensional heat conduction when a unit-

step increase of temperature was applied at both ends of a column. The

dimensions of the region were ,1 m in each direction. Eleven equally spaced

nodes were used to discretize the region in the x-direction, with two nodes

each in the y- and z-directions. The initial condition was a uniform temper-

ature of "C. The parameters were set to the following values-

Porosity, 1.0 (no porous medium present)

Fluid compressibility, 5X1O-6 Pa-1

Permeability, 1X10- 8 m2

Fluid density, 1,000 kg/m3

Fluid viscosity, 0.001 kg/m-s (independent of temperature)

Fluid thermal expansion factor, 0. OC--

Fluid heat capacity, 1.0 J/kg 0C-

Fluid thermal conductivity, 1.0 W/m-OC

A time step of 0.0125 s was used for a total simulation time of 0.0250 s.

The options tested included backwards-in-time differencing, direct and itera-

tive solvers of the matrix equations, and inch-pound and metric units for data

entry and output. The results agreed to five significant digits with those of

Carnahan and others (1969, p. 446, 447) and matched the numerical values for

scaled-pressure rise given in table 8.1. Heat-balance residuals were 12

orders of magnitude less than the amount of heat that entered the region.
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8.1.6. One-Dimensional Heat Transport

Test problem set 6 was heat transport with fluid flow and was the analog

to problem s t 4. A steady-state flow field was established by specifying an

initial-pressure gradient along the column. The boundary condition at the

column inlet was a specified scaled-temperature of a unit-step at time zero.

The dimensional-temperature step was 10 C. The column length was 160 m

discretized by 21 equally distributed nodes in the x-direction. The y- and

z-directions were I m with two nodes iLL each direction. The following

parameter values were used:

Porosity, 0.5

Fluid compressibility, lxW1 0- Pa-1

Porous-medium compressibility, 1xO-10 Pa-1

Permeability, 1xO-10 m2

Fluid density at reference conditions, 1,000 kg/r3 (independent of

temperature)

Fluid viscosity at reference conditions, 0.001 kg/m-s (independent of

temperature)

Interstitial velocity along the column, 2.7778x10-2 m/s

Longitudinal dispersivity, 10 m

Porous-medium product of density and heat capacity, 800 J/m3-°C

Porous-medium thermal conductivity, 1.8 W/m-OC

Fluid heat capacity, 4,200 J/kg-*C

Fluid thermal conductivity, 0.6 W/m-OC

Fluid thermal expansion factor, 0. OC-1

The-initial temperature in the column was 10 C. A time step length of

1076.5 s was used for a total simulation time of 10,765 s. Centered-in-space

and centered-in-time differencing were used for discretization.

The results were compared to a one-dimensional finite-difference trans-

port program (Grove and Stollenwerk, 1984), and to an analytical solution

(Ogata and Banks, 1961). The scaled temperature values matched the analogous

solute-transport problem of set 4 as expected. Numerical differences in the
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fourth significant digit were attributed to the fact that the thermal-

dispersion coefficient was slightly larger than the solute-dispersion

coefficient. The results at the end of the simulation period appear in

table 8.4.

Table 8.4.--Scaled temperature values calculated by HST3D compared to the
one-dimensional finite-difference solution of Grove and Stollenwerk (1984)
and the analytical solution of Ogata and Banks (1961)

[Values at time of 10,765 seconds)

Scaled temperature (-)
Distance along the column

(meters)
0 8 16 24 32 56

HST3D 1.0000 0.31670 0.05941 0.007846 0.000802 0.000005

One-dimen-
sional
finite-
difference
solution

Analytical
solution

I

1.0000 0.31671 0.05941

1.0000 0.29815 0.02441

0.007847 0.000802 0.000000

0.000470 0.000002 0.000000

The time at which the temperature profile essentially matched the solute-

concentration profile is a factor of about 1.5 liter. This is because the

thermal-storage coefficient, which includes the porous-matrix solid phase as

well as the fluid phase, is greater than the solute-storage coefficient

involving only the fluid phase. The effect of spatial- and temporal-

discretization errors can be seen by-comparing the results to the analytical

solution. The simulation was not run long enough for the difference between

the analytic and the numerical boundary condition at the far end of the column

to affect the solution. Flow and heat global-balance residuals were at least

eight orders of magnitude smaller than the net amounts entering the region.

I
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8.1.7 Thermal Injection in a Cylindrical Coordinate System

Simulation of the injection of hot water at 60 OC into an aquifer

initially at 20 °C for 90 days, followed by production for an equivalent time

period, formed test problem set 7. A cylindrical-coordinate system was used

with a fully penetrating well. Both density and viscosity were taken to be

functions of temperature. Results from this test problem were compared to the

results obtained by Voss (1984) p. 207-212 using his SUTRA finite-element

transport-simulation program.. Options tested included the approximate,

augment i-diagonal treatment of the cross-derivative dispersion fluxes, the

explicit evaluation of the cross-derivative dispersion fluxes, central and

upstream differencing for the advective terms, and equal and unequal longi-

tudinal and transverse dispersivities.

A list of the parameters employed will not be presented here, because

this test problem also is given as an example for the user. The complete set

of parameters and other data that define the problem is presented in section

8.2.2.

The region had an interior radius of 1 m, exterior radius of 226 m, and a

thickness of 30 m. At the upper and lower surfaces, the boundary conditions

were no fluid flow and no heat flow. At the exterior radius, a hydrostatic

pressure was specified with any fluid entering the region having a temperature

of 20 OC. The initial condition was hydrostatic equilibrium of the fluid at

20 OC.

The results for the temperature field at 30, 90, 120, 150, 130 days were

compared to those of Voss (1984, p. 207-212) for his particular case of

options. The profiles were in general agreement with some deviation for the

withdrawal phase. The warmer water was extracted more rapidly in the HST3D

simulation. This can be attributed to the fact that Voss used a line sink of

constant intensity per unit length to represent the well whereas the HST3D

simulator allocated the flow from each layer in proportion to the local-fluid

mobility. The increased mobility of the warmer fluid caused increased flow

from the upper parts of the well bore and decreased flow from the lower. The
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total-flow rate was held constant. The finite-difference methods used by the

HST3D simulator showed some spatial oscillation of about 3 C. Use of

upstream differencing removed this problem at the cost of increased dispersion

which reduced the sharpness of the temperature front considerably.

8.2. TWO EXAMPLE PROBLEMS

Two example problems are presented for the purpose of giving the new

HST3D program user some experience in learning to run a successful simulation.

One involves solute transport and the other involves heat transport. These

examples also will aid in adapting the HST3D program to run on computer

systems other than the PRIME. The problem descriptions, data files and

selected parts of output are included for comparison. Several ways are

available to input some of the data so an exact match with the data files

presented is not necessary to execute these examples correctly.

8.2.1. Solute Transport with Variable Density and Variable Viscosity

The first example problem is based upon displacement of a fluid of one

density and viscosity by another fluid of different density and viscosity.

The density and viscosity differences are caused by different amounts of

dissolved solute. The system is isothermal. The region is a square slice of

porous medium, that is oriented vertically, so that gravitational effects will

occur in the flow field. The dimensions are 2 a in the x-direction by 0.2 m

in the y-direction by 2 m in the z-direction. The z-direction is oriented

vertically upward. Except at the inlet and outlet corners, the boundaries are

confining. The porous medium is homogeneous and isotropic.

The parameters to be used are as follows:

Permeability, IX1O-8 ma

Porosity, 0.10

Density of fluid initially present, 800 kg/m 3

K'
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Viscosity of fluid initially present, 1.3xI0-3 kg/m-s

Scaled-solute-mass fraction of fluid initially present, 0.

Temperature of region (isothermal), 20 OC

Density of injected fluid, 1,000 kg/m3

Viscosity of injected fluid, 7X10-4 kg/n-s

Scaled-solute-mass fraction of injected fluid, 1.0

Longitudinal dispersivity, 0.1 m

Transverse dispersivity, 0.1 m

Fluid compressibility, 0. Pa-l

Porous-medium compressibility, 0. Pa-l

The molecular diffusivity of the solute is neglected. Absolute mass

fractions of solute are needed for solute-mass balance calculations. They

may be chosen as 0.0 for the fluid initially in the region and 0.005 for the

injected fluid. The initial condition is one of hydrostatic equilibrium with

a pressure of 0.0 Pa at an elevation of 2 m. The injection location is at the

lower left-hand corner of the region. The injection boundary is maintained at

a scale-solute concentration of 1.0 with an injection pressure of 25,000 Pa.

The outlet is at the upper right-hand corner of the region and is open to the

atmosphere. The region is illustrated in figure 8.1.

Construct a numerical model of this system with nodal dimensions

11 x 2 x 11 and observe the migration of the fluid containing solute from the

lower left-hand corner to the upper right-hand corner for a total simulation

time of 10 s. Use a time-step length of 0.2 s. Use the approximate method

for calculating the cross-derivative dispersive terms. Print out results at

10 s with<*, contour plot of solute concentration. Use a contour interval of

0.2.

A listing of the data file that will run example problem 1 is given in

table 8.5. The input-data form (table 5.1) was used to construct this file,

but comments pertaining to unnecessary data items have been eliminated for

brevity.
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The output file for this problem is contained in table 8.6. The header
shows the release number for the version of the program. The problem title
and information relating to dimensioning requirements is next. Then follows
the static data. Read-echo printouts were selected for data input by i,j,k
range. The conductance factors are constant for this simulation. The
numbering sequence for boundary-condition cells is primarily for debugging
purposes. In this problem, the approximate method for handling the
cross-derivative dispersion terms using amplified-diagonal values was chosen.

The next section of the printout contains the transient data including
both input parameters and output variables at selected time steps. For this
example, the input data for boundary conditions, calculation information, and
mapping data are printed. The. printout interval was set to print at the end
of the simulation only at time step 50. No cross-derivative dispersive
conductances appear, because the approximate method was selected for handling
cross-dispersive fluxes. The output at the end of the time step, and end of
the simulation in this case, includes some calculation information, pressure
and solute-mass fraction, density and viscosity, the global-balance summary,
boundary-condition flow rates, a contour map of solute-mass fraction, and the
velocity field. The contour map was made for only one plane of cells because
the other is identical by symmetry. The velocity field is that which would be
used for the next time step, if one were to be calculated. In the global-
balance summary, we can see that the flow-balance residual is about 5 orders of
magnitude less than the other amounts. The solute-balance residual is about 5
orders of magnitude less than the amount of inflow and amount of change.
Similar results exist for the cumulative amounts. The map of the solute-
mass fraction field shows the asymmetry that is caused by the denser injected
fluid tending to stay in the bottom part of the region. The same case was run
under conditions of constant density and viscosity and the results were
symmetric about the diagonal as expected.
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Table B.5.--Input-data file for example problem 1

C.. llST DATA-INPUT FORM
C... NOTES:
C.. INPUT LINES ARE DENOTED BY C.NI.N2.N3 WHERE
C... Nl IS TIE READ GROUP NUMBER. N2.N3 IS THE RECORD NIJBER
C... A LETTER INDICATES AN EXCLUSIVE RECORD SELECTION MUST BE MADE
C... I.E. A OR U OR C
C.. (0) - OPTIONAL DATA WITH CONDITIONS FOR REQUIREMENT
C... A RECORD NUMBER IN SQUARE BRACKETS IS THE RECORD WHERE THAT PARAMETER IS FIRST SET
C.....INPUT BY 1.J.K RANGE FORMAT IS;
C.O.I.. II.12.J1.J2,KI.K2
C.O.2.. VARtI.IODIIVAR2.10D2.VAR3.1N003j
C... USE AS MM OF LINE 0.1 & 0.2 SETS AS NECESSARY
C... END WITH LINE 0.3
C.O.3.. 0 / THE SPACE IS REQUIRED
C... (MMII) - INDICATES ThAT THE DEFAULT NUMBER, MM. IS USED
C... IF A ZERO IS ENTERED FOR ThAT VARIABLE
C... (T/F) - INDICATES A LOGICAL VARIABLE
C... _11 - INDICATES AN INTEGER VARIABLE

C..... START OF THE DATA FILE
9 C .. DIMENSIONING DATA - READI
- C.l.l .. TITLE LINE I

EXAMPLE Il SOLUTE TRANSPORT WITH VARIABLE DENSITY AND VISCOSITY
C.1.2 .. TITLE LINE 2

DIAGONAL FLOW 1I X-Z PLANE
C.I.3 .. RESTRT(T/F).TIMRST
F/
C.1.4 .. HEATSOLUTEEEUNIT.CYLINDSCALMF; ALL (T/F)

C.1.5 .. NXNYNZH"
11 2 it 0
C.1.6 .. NPTC8C.FBC.NAIFC.NLBC.NCBC.NWEL
4 5*0
C.I. .. NPNZ

C.I.O .. SLUETHIIILCROSD(T/F)
I T
C.l.9 .. IBC BY IJK RANGE (0.1-0.3) SWITH NO 100 M PARAMETER ,FOR EXCLUDED CELLS
0 /
C.1l. .1 . ROECHO(T/F)
f
C-_
C..... STATIC DATA - READ2
C..... OUTPUT INFORMATION
C.2.1 .. PRTRE(T/F)



Table U.5.--Input-data file for example problem l--Continued

V
Ct.. COORDINATE GEONETRY INFORMAIIOM
C... RECTARGIULAR COORDINATES
C.2.2A.1 .. UNIGRX.UNICRY.UMIGRZ; ALL (T/F) ; (0) - NOT CYLIND 11.41
3*T
C.2.2A.2A .. X(l).X(NX) ;(O) - UNIGCX 12.2A.11
0. 2.
C.2.2A.2 . X(I) ;(O) - NOT UMICRX 12.2A.14
C.2.2A.3A .. Y(l).Y(NY) ;(O) - UNIGRY 12.2A.II
0. .2
C.2.2A.38 .. Y(J) ;() - NOT UMIGRY 12.2A.11
C.2.2A.4A .. Z(I).Z(NZ) ;(O) - UNICRt 12.2A.11
0. 2.
C.2.2A.48 .. z(K) ;(O) - MOT UNIGAZ 12.2A.11
C.2.28.38 .. Z(K) ;(O) - NOT UNICRZ 12.28.3A3.CYLIND 11.41
C.2.3.1 .. TILI(T/F) ;(O) - NOT CYLIO 11.41
F
C.2.3.2 .. TNETXZ.TNETYZ,TIIETZZ;(O) - TILT 12.3.11 AND NOT CYLIND 11.41
C. FLUID PROPERTY INFORMATION
C.2.4.1 .. BP

N 0.
", C.2.4.2 .. PRDENTRLENWO.OENFO

0. 20. 0. M00.
C.2.4.3 .. WI.DENF1 ;(O) - SOLUTE 11.41
.005 1000.
C.2.5.1 . WOTVO,TVfO(I),VISTFO(I) .1.1 TO NOTVO;(O) - BEAT 11.41 OR BEAT 11.41 AhD SOLUTE 11.41 OR KMOT.HEAT AND .HOI.SOLU1E 11.41
C.2.5.2 .. NDTV1.TVFI(I).VISTFI(l) J1-3 TO NOTVI;(O) - SOLUTE 11.41 AND BEAT 11.41
C.2.5.3 .. NOCVTRVISCVIS(I),VISCTR(I) J1. TO hOCV;(O) - SOLUTE 11.41
2 20. 0. .0013 1. .0007
C... REFERENCE CONDITION INFORMATION
C.2.6.1 .. PAATN
0.
C.2.6.2 .. PO.TO
0. 20.
C.. SOLUTE INFORMATION
C.2.U .. OMOECLAN ;(O) - SOLUTE 11.41
0. 0.
C... POROUS MEDIA ZONE INFORMATION
C.2.9.1 .. IPMZIIZ(IPML),12Z(IPMZ),JIZ(IPML).J2Z(IP4Z).KIZ(IPIZ),K21(IPHZ)
1 11 1 2 1 11
C... USE AS MANY 2.9.1 LINES AS NECESSARY
C.2.9.2 .. END WIIH 0 /
0 /
C... POROUS MEDIA PROPERTY INFORMATION
C.2.10.1 .. KXX(IPMZ).KYY(IPMZ).KZZ(IPe4Z),IPMZ=I TO NPHZ 11.71

C. ~~~~~~~~~C C



Table B.5.--Input-data file for example problem l--Continued

C.2.10.2 .. POROS(IPNZ).IPM1ZU TO NPMZ 11.71
.1
C.2.10.3 .. A (IPNz).IPNZ.1,TO NZ 11.71
0.
C.....POROUS MEDIA SOLUTE MAD TKERAL DISPERSION INFORMATION
C.2.12 .. AULHL(IPNZ).ALPK(IPNZ) IPNZ.1 TO 1 PIZ 11.71 ;(O) - SOLUTE 11.41 OR HEAT 11.41
.1 .1
C..... POROUS MEDIA SOLUTE PROPERTT INFORMATION
C.2.13 .. 08CO(IPMZ) .IPtU-I TO NPKZ 11.71 ;(O) - SOLUTE 11.41
0.
C..... BOUNDARY CONDITION INFORMATION
C..... SPECIFIED VALUE D.C.
C.2.15 .. IeC BY I.J.K RANGE (0.1-0.3) WITH NO 100 PARAMETER, ;(O) - NPTCOC 11.61 0
1 1 1 2 1 1
lot
11111 2 1111
100
0 /
C.. FREE SURFACE B.C.
C.2.20 .. FRESUR(T/F).MRCCH(T/f)

C..... INITIAL CONDITION INFORMATION
C.2.21.1 .. ICItDIPICTICC; ALL (T/F);IF NOT.HEAT. ICT F. IF NOT.SOLUTE. ICC - F
T F T
C.2.21.2 .. ICHWT(1/F) ;(O) - FRESUR 12.201
C.2.21.3A .. ZPINIT.PINIT ;(o) - ICHroM 12.21.11 AND NOT ICHWT 12.21.21
2. 0.
C.2.21.6 .. C BY I.JK RANGE (0.1-0.3) ;(0) - SOLUTE 11.41 AND ICC 12.21.11
1 11 1 2 1 11
0. I
0/
C..... CALCULATION INFORMATION
C.2.22.1 .. FDSNTHFDTT"H
.5 .5
C.2.22.2 .. TDLDEN(.001).MAXITN(5)
0. 0
C..... OUTPUT INFORMATION
C.2.23.1 .. PRTPNP.PRTFP.PITICPRTOC.PRTSUN,PRTIEL; ALL (T/F)
r T I I T T
C.2.23.2 .. IPRPTC.PRTOV(T/F) ;(O) - PRTIC 12.23.11
101 T
C.2.23.3 .. OREMPRIII;(O) - rOT CYLIND 11.41
13
C.2.22.4 ..PLIZON(T/F)



Table 8.5.--Input-data file for example problem l--Continued

F
C.2.23.5 .. OCPLOT(T/F)
F

C..... TRANSIENT DATA - 9LA03
C.3.1 .. THRU(T/F)
F
C.. IF THRU IS TRUE PROCEED TO RECORD 3.99
C..... tHE FOLLOIlNG IS FOR NOT THAU
C..... BOUDARY CONDITION INFORMATION
C..... SPECIFIED VALUE B.C.
C.3.3.1 .. RDSPBCU.RDSBC.RDSCBC.ALL(TIF);(O) - NOT CYLINO 11.41 AND NPTCBC 11.61 0 OR CYLINO AND NPTCBC > 1
T F T

C.3.3.2 .. PUP B.C. BY 1.,JK RANGE (0.1-0.31 ;(O) - RDSPBC 13.3.11
1 1 1 2 1 1
25000. 1
11 11 1 2 11 11
0. 1
0 /

t' C.3.3.4 S.. CSC BY 1,J.K RAhLE (0.1-0.3); (0) - RDSPBC 13.3.11 AND SOLUTE (1.41
0/
C.3.3.6 .. CUP B.C. BY IJ.K RANGE (0.1-0.3) ;(0) - ROSCBC 13.3.11 AND SOLUTE 11.41
I 1 1 2 1 1
1. 1
0 /
C.... CALCULATION INFORMATION
C.3.7.1 .. RDCALC(T/f)
T
C.3.7.2 .. AUTOTS(T/F) ;(O) - ROCALC 13.7.11
F
C.3.7.3.A .. DELTIW ;(O) - RDCALC 13.7.11 AND NOT AUTOTS 13.7.21
.2
C.3.7.4 .. TI"CHG
10.
C.. ...OUTPUT INfORWATION
C.3.8.1 .. PRIVELLPRIV.PRISLNPRIKD.PRIPTC.PRIGFD.PRIWEL.PRIBCF ; ALL III
8*1
C.3.8.2 .. IPRPlC ;(O) - IF PRIPIC 13.8.11 NOT . 0
101
C.3.8.3 .. CHKPTD(T/F).NTSCHK.SAVLOO(T/F)
F /
C. CONTOUR MAP INfORMATION
C.3.9.1 .. RDMPDT.PRTMPD; ALL (T/F)
T T
C.3.9.2 .. MAPPTC.PRIMAPIII ;(O) - RDIMPDT 13.9.11



Table 8.5.--Input-data file for example problem l--Continued

001 -1
C.3.9.3 .. YPOSUP(T/F).ZPMSUP(1/f),LENAXLEHAY.LENAZ ;(O) - ROMPOT (3.9.11
F T 10. 0. 10.
C.3.9.4 .. IIAPl(1).IMAP2(nX).JNAPIlI).JMAP2(NY).KNAPI(1J.KNAP2(NZ).ANIN.AMAX.NMPZON(5):(O) - RDMPDT 13.9.11
1 111 I I1 11 O. 1. 10
C. ONE OF THE 3.9.4 LIKES REQUIRED FOR EACH DEPENDENT VARIABLE
C TO BE NAPPED
C..... END OF FIRST SET OF TRANSIENT INFORMATION

C. READ SETS OF REAM3 DATA AT EACH TINCHG UNTIL TMRU (LINES 3.N1.N2)
C. END OF CALCULATION LINES FOLLOW. THRU-.TRUE.
C.3.99.1 .. THRM
T
C..... TEMPORAL PLOT INFORMATION1-
C.3.99.2 .. PLOTWP.PLOTMT.PLOTVWC; ALL (T/F)
3*F
C. ER Of DATA FILE

U'



Table 8.6.--Output file for exaaple problem I

* *

* THREE DIMENSIONAL FLOW. HEAT AND SOLUTE
* TRANSPORT SIMULATOR - (HST30):RELEASE - 1.0 *
* 0

EXAMPLE El SOLUTE TRANSPORT WITH VARIABLE DENSITY AND VISCOSITY
DIAGONAL FLOW IN X-Z PLANE

*'' FUNDAMENTAL INFORMATION **
CARTESIAN COORDINATES
ISOTHERMAL SIMULATION
SOLUTE TRANSORT SIMULATION
INPUT DATA IS EXPECTED IN METRIC UNITS
SOLUTE CONCENTRATION IS EXPRESSED AS SCALED MASS FRACTION WITH RANGE (0-1)

**' PROBLEM DIMENSIONING INFORMATION ***
NUMBER Of MODES IN X-DIRECTION ............................................ .. NX 11
NUMBER OF MDOES IN V-DIRECTION ............................................ NMY ... 2
NUMBER OF NODES IN Z-DIRECTION ............................................ ... 11
NUMBER OF POREUS MEDIA ZONES ............ .................................. NPHI . I
NUMBER OF SPECIFIED PRESSURE. TEMPERATURE OR M4ASS FRACTION B.C . ......... NPTCBC 4
NUMBER OF SPECIFIED FLUX B.C. CELLS (FLOW. HEAT OR SOLUTE) . . NFBC . 0
NUMBER OF HEAT CONDUCTION B.C. CELLS ......... ............................. NHCBC 0
NUIMER OF MODES OUTSIDE REGION FOR EACH HEAT CONDUCTION B.C. CELL ..... .... 0HEN O
NUMBER OF AQUIFER INFWENCE FUNCTION CELLS ................................ NAIFC 0
NUMBER OF LEAKAGE CELLS . .................................................. NLBC . 0
NUMBER OF WELLS ........................................................... NEL .. 0

DIRECT 04 SOLVER IS SELECTED
ABBREVIATED DIAGONAL CROSS-DISPERSIVITY COEFFICIENT STORAGE ALLOCATED
THE A4 ARRAY IN D4DES IS DIMENSIONED ......... ............... . 3799 ELEMENTS
THE TOTAL STORAGE REQUIRED BY THE DIRECT METHOD IS ......... .. ............. 5009 ILEMINIS
THE TOiAL STORAGE REQUIRED BY THE ITERATIVE METIOD IS .......... ........... 1694 ELEMENIS
TOTAL LENGTH OF LABELED COMMON BLOCKS ........ ............................. 6681 BYIES

REQUIRED COMPILED
LENGTH OF VARIABLE LENGTH REAL ARRAY (VPA ARRAY) ..... ..... 13076 ELEMENTS 250050 ELEMENTS
LENGTH OF VARIABLE LENGTH INTEGER ARRAY (IVPA ARAY) ....... 1779 ELLEfNIS 20000 ELEMENTS

( ( C
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Table 6.6.--Output file for example problem 1--Continued

C

*** TIME INVARIANT OR STATIC

X-DIRECTION NONE COORDINATES

3 4 5
0.40 0.60 0.80

DATA ***

( N)
6

1.00
I

11

2
0.20

7 8 9 10
0.00 1.20 1.40 1.60 1.80

2.00

Y-DIRECTION NODE COORDINATES ( H)

I 2
.A
%A

0.00 0.20

Z-DIRECTION NODE COORDINATES

3 4 5
0.40 0.60 0.80

( N)
6

1.00
1

11

2 7 8 9 10
0.00 0.20 1.20 1.40 1.60 1.80

2.00

Z-AXIS IS POSITIVE VERTICALLY UPWARD

** AQUIFER PROPERTIES ** (READ ECHO)
REGION POROUS MEDIUM N.C.-MODIFICATION CODE

11 12 J1 J2 K1 K2 ZONE INDEX
... 1 1.. 1... 2... .... .. ......... 1................................................................



Table e.6.--Output file for example problem 1--Continued

*** POROUS MEDIA 
PROPERTIES *''

X-DIRECTION PER4EABILITIES
C I4*2)

I
1.0000E-08

Y-DIRECTION PERMEABILITIES 
( 4"*2)

I
1.00001-08

u"
GD

Z-DIRECTION PERMEARILITIES 
( HN'2)

I
1.0000-08

POROSITY (-)

I
0.1000

**6 INTERKEDIATE COMPUTED 
DATA **"

X-DIRECTION MONDUCTANCE FACTOR 
BETWEEN X(I) AND 

X(1*1) ( N-3)

VERTICAL SLICES
j= I

I 2 3 4 5 6 7 8 9 10

( (



Table 8.6.--outpue file for example problem 1--Continued

11 5.0000E-10 S.O0OOE-10 S.OOOOE-10 5.0000E-10 5.O0O00-10 5.0WOE-10 5.0000E-10 5.0000E-10 5.O0OE-10 5.0000-10
10 1.00OOE-09 I.OOE-O9 1.0000E-09 l.OOOOE-09 1.0000-09 1.0000E-09 1.0000E-09 1.0000E-09 1.0000E-09 1.0000E-09
9 1.00OOE-09 LOOOOE-09, .4.0001-09 1.0OOE-O9 l.OOOOE-09 1.0000E-09 1.0000E-09 1.OOO0 -O9 I.OOOE-09 1.0000E-09
8 I.OOOOE-09 1.00001-09 1.00001.09 1.00OOE-09 1.000O -09 l.OOOOE-09 1.000OE-09 1.0000E-09 1.00OOE-09 1.0000E-09
7 1.00OOE-09 1.00001-09t1.0000E-09 l.00OE-09 1.0000E-09 1.0000E-09 I.OOOOE-09 1.OOO0E-09 1.0000E-09 1.0000E-09
6 1.00001-09 1.0000t-09 1.00O00-09 l.0000E-09 1.0000E-09 1.00001-09 1.0000£-09 1.000E-09 1.0000E-09 1.0000E-09
5 1.00001-09 1.00OO1-09 1.00001-09 1.00001-09 1.00001-09 1.00OOE-09 1.00OOE-09 1.00 -O9 1.0000O-09O 1.0000E-09
4 1.0000E-09 1.0000-09 1.000E-09 1.0000E-09 1.OOOOE-09 1.OOO0 -09 1.0000E-09 1.OOOOE-09 1.OOOOE-09 1.0000E-09
3 1.OOOOE-09 1.OOOOE-09 1.00OOE-09 1.000E-09 1.00OOE-09 1.0000E-09 1.00001-09 1.00OOE-09 1.00OE-09 1.OOOOE-O9
2 1.0001-09 1.00001-09 1.0001-09 1.00OOE-9 l.OOOO-09 1.00001-09 1.000OE-09 1.000OE-09 1.00001-09 1.O0OE-09
1 5.00001-10 5.0000E-10 5.000OE-10 5.00001-10 5.000OE-10 5.OOO0 -10 5.OOO0-10 5.00OO0-10 5.0000E-10 5.OOOOE-10

J. 2

1 2 3 4 5 6 7 8 9 10
11 5.0OOO-10 S.OOO0E-10 5.00001-10 5.00001-10 5.0000E-10 5.O00E-10 5.0000E-10 5.0000E-10 5.0000E-10 5.0000E-10
10 1.00001-09 1.0000E-09 1.0000E-09 1.0000E-09 1.OOOO-O9 1.00001-09 1.0000E-09 1.00001-09 1.0000E-09 1.0000E-09
9 1.0000E-09 1.0000E-09 1.000OE-09 1.0000E-09 1.0000E-09 1.0000E-09 1.0000E-09 1.00001-09 1.0000E-09 1.0000E-09
8 1.0000E-09 1.0000E-09 1.0000E-09 1.00001-09 1.00001-09 1.0000E-09 1.000OE-09 1.00001-09 1.000OE-09 1.00001-09
7 1.0000E-09 1.00001-09 1.0000E-O9 1.000OE-09 I.OO0-09 1.OOO0E-O9 1.0000E-09 1.0000E-09 I.OOOE-O9 1.0000-09
6 I.OOOE-09 1.0OOOE-9 1.00001-09 1.0000E-09 1.0000E-O9 1.00001-09 1.OOE-09 1.00001-09 1.0000E-09 1.0000E-09
5 1.00001-09 1.0000E-09 1.0000E-09 1.0000E-09 1.0000E-09 I.OOOE-09 1.0000E-09 1.00001-09 1.0000E-09 1.0000E-09
4 1.00001-09 1.0000E-O9 1.0000E-09 1.0000E-09 1.0000E-09 I.OOOOE-09 I.OOOOE-09 1.0000E-09 1.0000E-09 1.0000E-09
3 1.0000E-09 I.00OOE-09 I.OOOO0-09 I.OOOOE-09 I.OOOOE-09 1.00001-09 1.0000E-09 1.0000E-09 1.0000E-09 1.0000E-09
2 1.00001-09 1.00001-09 1.0000t-09 1.0000E-09 I.OOOE0-09 1.0000-O9 1.000QE-09 1.00001-09 1.00001-09 1.0000E-09
1 5.OOOOE-10 5.0000E-10 5.0000E-10 5.0000E-10 5.0000E-10 5.0000E-10 5.0000E-10 5.0000E-10 5.0000E-10 5.0000E-10

V-OIRECTION COINUCTANCE FACTOR BETWEEN V(J) AND Y(J+I) ( M*3)

VERTICAL SLICES

J a I

1 2 3 4 5 6 7 8 9 10
11 S.OOOE-10 1.00001-09 1.0000E-09 1.0000£-09 1.0000E-09 1.000OE-09 I.O00E-09 1.0000E-09 1.00OOE-09 1.0000E-09
10 1.OOOOE-09 2.00001-E9 2.00001-09 2.0000E--9 2.0000E-09 2.0000E-09 2.00001-09 2.0000E-09 2.0000E-09 2.0000E-09
9 1.00OOE-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.00001-09 2.0000E-09 2.0000E-09
0 1.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.00001-09 2.00001-09 2.0000E-09
7 1.0000E-09 2.0000£-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.00001-09
6 1.0000E-09 2.00001-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09
5 1.OOOOE-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000t-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09
4 1.0000E-09 2.00001-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.00001-09
3 1.0000E-09 2.00001-09 2.0000£-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09 2.0000E-09



Table 8.6.--Output file for example problem 1--Continued

2 1.000O-09
1 5.0000 -10

2.000OE-09 2.0000L-09 2.00001-09 2.00001-09 2.000OE-09 2.00001-09 2.00001-09 2.000UE-09 2.0000E-09
1.00001-09 1.00-09 I.OOOOE-09 1.000O-09 1.000GE-09 1.0000U-09 1.00OE-09 1.000OE-09 1.0000E-09

11
10
9
8
7
6
5
4
3
2
1

11
5.0000Q-10
1.00001-09
1.000O0-09
1.000CE-09
1.00001-09
1.0o01-09
I .00001-09
1.OOOO-09
I.OO0-09
I.00oo0-09
5.0000£-10

Z-DIRECTION C0N0UCTANCE FACTOR BETWEEN Z(K) ANO Z(K(41) ( N**3)

VERTICAL SLICES

J- I

10
9
8
7
6
S
4
3
2
I

10
9
a
7

I
S.ODOOGE-IO5.0000-105.00001-10
5.00001-10
S.0000L-10
5.0000-10
5.00001-10
5.0o000-1O
5.00001-10
5.0000E-10
5.00001-10

2
1.0000-09
I.OOO0-09
1.000IO-09
1.000O0-09
I.OOO-09
l.OOOOE-09
1.00001-09
1.0000£-09
1.00001-09
1.000O0-09

3
1.0000-09
1.00001-09
I.O00E-09
1.00001-09
1.00001-09
1.0001-09
1.00001-09
1.00001-09
1.00OE-09
1.0000-09

4
1.00OOE-09
1.0000£-09
1.000OE-09
1.0000E-09
I.OOOE-O9
1.0000-09
I.O0OOE-09
1.00001-09
I.0000£-09
1.0000 -09

5
1.00001-09
1.00001-09
I.OOOOE-09
1.00001-09

I.OOOO1-09I .0000f-091.00001-09
I.0000E-09
1.00OOE-09
I.nn000-09

6
1.0000_-09
1.00001-09
I.00001-09
1.00OOE-09
1.00001-09
1.0000_-09
1.0000E-09
1.00OOE-09
I.OOOOE-09
I.O00E-09

7
I.OO0E-09
1.0000£-09
1.0000E-09
1.000E-09
1.00001-09
I.OOOOE-09
1.0000£-09
I.OOOE-09
1.OOOOE-O9
1.0000E-09

8
1.OOOOE-09
1.00OOE-09
1.OOOOE-09
1.OOOOE-09
1.0000-09
I.0OOOE-O9
1.0000E-09
I.OOO0E-09
1.0000E-09
1.00OOE-09

9
I.OOOOE-09
I.OOOOE-09
1.000E-09
I.0O00E-09
1.000OE-09
1.0000E-09
1.O00OE-09
1.0000E-09
I.O0OE-09
l.OOOOE-09

10
1.0000E-09
1.00OOE-09
1.0000E-09
1.0000E-09
1.000E-09
1.00OE-09
1.00OOE-09
1.000OE-09
1.0001E-09
1.0000E-09

11
5.0000E-10
5.00OOE-10
5.0OOOE-10
5.0000E-10

( ( (
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Table 8.6S.--Output file for example problem 1--Continued

6
5
4
3
2
1

5.OOOOE-1o
5.OOOOE-10
5 .OOOOE-IO
5.OOOOE-1O
5.OOOOE-10
5.00OOE-10

J- 2

10
9
a
7
6
5
4
3
2
1

I
5.0000C-10
S.0000E-10
5.OOOOE-10
5.0000E-10
5.00OOE-10
5.000DE-10
5S.OOOOE- 10
5 .OOMOE-10
5.OOOOE-10
S.OOOOE-10

2
1 .OOOOE-09
I .OOOOE-09
I .OOOOE-09
1 .000-09
1.ONKO-09
1 .000-09
1.0ODOE-09
I .00001-09
I .DOOOE-09
I .OOOOE-09

3
L .000E-09
I .OOOOE-09
I .OOOOE-09
I .OOOOE-09
I .OOOOE-09
I.OOMO-09
I .OOOOE-09
L.0000-09
I .0000E-09
I .OOOOE-09

4
1 .OOOOE -09
I.0000E-09
I .000ft-09
1 OOOOE-09
I .0000E-09
I .00001-09
I.0000E-09
I .OOOOE-09
I .0000E-09
1.0000!-09

5
I.0000!-09
1.0000E-09
1 .OOOOE-09
1.0000E-09
I .0000!-09
I .O000E-09
I .0000E-09
I .0000E-09
I .OflOO-09
I.OOOOE-09

6
I .OOOOE-09
I .OOOOE-09
1.0000 E-09
1.OOOOE-09
1.000O0-09
1 .OOOE -09
1.0000 E-09
I .OOOOE-09
I.0000E-09
I.OOOOE-09

7
1.00OOE-09
1.0000!E-09
I .0000E-09
I .OOOOE-09
1 .000E-09,
1.0000!-09
1.0000!-09
I .0000!-09
I .0000E-09
I.00OOE-09

a
I.OOOOE-09
1.OM00-09
I .OM00-09
I .O0000!-9
I1.OOOOE-09
I .0000E-09
I .0000!-09
I .0000E-09
I .OOOOE-09
I .OOOOE-09

9
I .0000!-09
I .0000[-09
1 .0000E-09
1.0000E-09
1.000OE-09
I .00001-09
I .00E-09
I .OOOOE-09
1.000OE-09
I .OOOOE-09

10
1.0000E-09
1.0000E-09
1.OOOOE-09
I .OOOOE-09
I.OOOOE-09
1.0000E -09
I .0000E-09
I .0000E-09
1.0000E-09
I .0000E-09

0%

10
9
a
7
6
5
4
3
2
1

II
S. OfOOCE-1
5.0000E-IO
5.0000E-IO
5 .0000E-10
5.0000!-10
5.0000!-10
5.0000E-10
5 .OOOOE-10
5.0000!-10
S.0000E-10

*** PROPERTIES BY POROUS MEDIUM ZONE ***

POROUS MEOIUM VERTICAL COMPRESSIBILITY (1/ PA)

1
0.0000

I



Table 8.6.--Output file for example problem i--Continued

LONGITUDINAL DISPERSIVITY ( N)

1
0.1000

TRANSVERSE DISPERSIVITY ( M)

1
0.1000

DENSITY - DISTRIBUTION COEFFICIENT PRODUCT (-)

I
0.0000

MOLECULAR DIFFUSIVITY-TORTUOSITY PRODUCT ...................
SOLUTE LINEAR DECAY RATE CONSTANT ..........................

SCALE FACTORS FOR SCALED MASS FRACTION......................

ATMOSPHERIC PRESSURE (ABSOLUTE) ...
REFERENCE PRESSURE FOR ENTHALPY ....

ISOTHERNAL AQUIFER TEMPERATURE .............................

014...
BECLAI4

ho ...

WI ...

TON .

0.000
0.000

0.00000
0.00500

101325.0
0.0

20.0

( 1**21S)
(I/S)

( PA)
( PA)

(DEG.C)

FLUID PROPERTIES
PHYSICAL

FLUID CONPRESSIBILITY ....................................... I

REFERENCE PRESSURE FOR DENSITY ..................
REFERENCE TEMWERATURE FOR DENSITY .. 1...........
FLUID DENSITY AT SOLUTE SCALED MASS FRACTION OF ZERO .I...... I
FLUID DENSITY AT SOLUTE SCALED MASS FRACTION OF ONE ... ..... I

VISCOSITY-CONCENTRATION DATA TA8LE AT 20.0 OEG.C
SCALED MASS FRACTION

ro .
)INFO
IENFI

O.OOE-O1

0.0
20.0

600.0
1000.

(1/ PA)

( PA)
(OEG.C)
(KG/ 1**3)
(KG/ N*"3)

VISCOSITY (r.G/ N-S)

C (



C
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Table 8.6.--Output file for example problem 1--Continued

0.00 1.300£-03
1.00 7.000E-04

* INITIAL CONDITIONS *

INITIAL AQUIFER FLUID PRESSURE FOR HYDROSTATIC I.C. ..... ... PINIT.
ELEVATION OF INITIAL PRESSURE . ............................. ZPINIT

INITIAL PRESSURE DISTRIBUTION ( PA)

VERTICAL SLICES

j* 1

(C

0.0 ( PA)
2.0 ( H)

11
10
9
8
7

cM 6
La.' 5

4
3
2
1

11
10
9
8
7
6
5
4
3
2
1

I
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.
1.0984(+04
1.2553E+04
1.4122E404
1 .5691Et04

2
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.

1.0984E+04
1.2553E+04
1.4122E+04
1.5691E+04

3
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.

I.0984E+O4
1.2553E+04
1.4122E+04
1.5691E+04

4
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.
I.O984E+04
1.2553E+04
1.4122E+04
1.5691E.04

5
5.5746E-10

1569.
3138.
4707.
6276.
7846.
9415.

1.0984E+04
1.2553E(04
1.4122E+04
1.5691E+04

6
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.

I .0984E+04
I1.2553E+04
1. 4122E404
1.5691E404

7
5.5746E-10

1569.
3138.
4707.
6276.
7846.
9415.

1.0984E(04
1.2553E+04
1.4122E+04
1.5691E404

8
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.

1.0984E+04
1.2553(+04
1.4122E+04
1.5691E+04

9
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.
1.0984(+04
1.2553E+04
1.4122(+04
1.5691E+04

10
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.
1.0984E+04
1.2553E+04
1.4122E+04
1.5691E+04

I 11
5.5746E-10
1569.
3138.
4707.
6276.
7846.
9415.
1.0984(404
1.2553E404
1.4122E+04
1.5691E04

J * 2

1 2 3 4 5 6 7 8 9 10



Table 8.6.--Output file for example problem 1--Continued

11 5.5746E-10 5.5746E-10 5.5746E-10 5.5746t-10 5.5746E-10 5.5746£-10 5.5746E-10 5.5746£-10 5.5746E-10 S.5746E-10
10 1569. 1 5C. 1569. 1569. 1569. 1569. 1569. 1569. 1569. 1569.
9 3138. 3138. 3138. 3138. 3138. 3138. 3138. 3138. 3138. 3138.
8 4107. 4707. 4107. 4707. 4707. 4707. 4707. 4707. 4707. 4107.
7 6276. 6276. 6276. 6276. 6276. 6276. 6276. 6276. 6276. 6276.
6 7846. 7846. 7184. 7846. 7846. 7846. 7846. 7846. 7846. 7846.
5 9415. 9415. 9415. 9415. 9415. 9415. 9415. 9415. 9415. 9415.
4 1.0984E*04 I.O841E04 1.0984E104 1.0984EO4 1.0984E+04 1.0984Et04 1.0984E*04 1.0984E104 1.0984Et04 1.0984E+04
3 1.2553Et04 1.2553E*04 1.2553E104 1.2553E+04 1.2553E+04 1.2553E+04 1.2$53Et04 1.2553E104 1.25531.04 1.2553E104
2 1.4122E*04 1.4122Et04 1.4122E104 1.4122[+04 1.4122E104 1.4122E104 1.4122E+04 1.4122E*04 1.4122E.04 1.4122E+04
1 1.5691E+04 1.5691E104 1.5691E1.0 1.5691E+04 1.5691E+04 1.5691Et04 1.5691E+04 1.5691Et04 1.5691E104 1.5691E*04

11
11 5.5746E-10
10 1569.
9 3138.
8 4707.
7 6276.
6 7846.
5 9415.
4 1.0984E+04
3 1.2553E104
2 1.4122E+04
1 1.5691E104

INITIAL SCALED WASS FRACTIONS ( - )

VERTICAL SLICES

J. I

1 2 3 4 5 6 7 8 9 10
11 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
10 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
9 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
8 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
7 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

( C ' t~~~~~~~~~~~~~~~
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Table 8.6.--Output file for example problem l--Continued

2
1

11
10
:9
8
7
6
5
4
3
2
I

0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000

11
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

Ja 2

atLA
11

10
9
a
7
6
5
4
3
2
1

I
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

2 3 4
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

5 6
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000

7 8 9
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

10
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

11
10
9
g8
7
6
5
4
3

11
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000



Table 8.6.--Output file for example problem 1--Continued

2 0.0000
1 0.0000

INITIAL PORE VOLUME PER CELL ( M*-3)

VERTICN. SLICES

j. I

11
la
9
a
7
6
5
4
3
2
1

11
10
9
a
7
6
5
4
3
2
I

it
10
9

1
1.00001-04
2.00O0-04
2.0000104
2.00OE-104
2.00001-4A
2.0000E.04
2.00001-04
2.00001-04
2.0000E-04
2.00001-04
I .0000E-04

2
2.0OOE-04
4.00O0E-04
4.0O001-04
4.0000E-04
4.0COME-04

4.000OE-04
4.00001-04
4.000GE-04
4.000O-04
2.0000E-04

3
2.0000£-04
4.00001-04

4.0000E-044.00001-044.00001-04
4.0000F-04
4.000=0-44
4.00001-04
4.00001-04
4.00001-04
2.0O001-04

4
2.00001-04
4.00001-04
4.0000E-04
4.00001-04
4.0000E-04
4.00001-04
4.00001-04
4.0000E-04

4.000OE-04
2.000OL-04

5
2.00001-04
4.0000-044
4.00001-04
4.00001-04
4.00001-04
4.0004E-04
4.0000E-04
4.0000E-04
4.00001-04
4.0000£-04
2.0000£-04

6
2.00C4E-04
4.0001E-04
4.00001-04
4.000O0-04
4.00001-04
4.0000E-04
4.0000E-04
4.00OOE-04
4.0000E-04
4.0000£-04
2.0000£-04

7
2.0000E-04
4.00C4E-4W
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-044.000F_04
4.0001E-04
4.0000E-04
4.0000E-04
2.0000E-04

8
2.0000E-04
4.0000£-04
4.0000E-04
4.00400E-4
4.00001-04
4.0000E-04
4.0000E-04
4.0004E-04
4.0000E-04
4.0000E-04
2.0000E-04

9
2.0000E-04
4.00001-04
4.0000E-04
4.00001-04
4.00GOE-04
4.0000E-04
4.04000-04
4.00001-04
4.00001-04
4.00OOE-04
2.0000E-04

10
2.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.000OE-04
4.0001E-04
4.0000E-04
4.0000E-04
2.OOO0E-04

11
1.00001-04
2.0000E-04
2.00001-04
2.00001-04
2.00001-04
2.0000£-04
2.000nn-04
2.000E1-04
2.00001-04
2.00Of1-04
l.000-04

J- 2

I
1.0000E-04
2.0000E-04
2.OOOOE-04

2 3 4 5 6 7 8 9 10
2.00OOE-04 2.0000E-04 2.0000E-04 2.0000E-04 2.00001-04 2.0000E-04 2.0OOOE-04 2.00001-04 2.0000F-04
4.00001-04 4.0000E-04 4.0000£-04 4.0000E-04 4.0000E-04 4.0000E-04 4.0000E-04 4.0000L-04 4.00001-04
4.00UOE-04 4.00001-04 4.0000E-04 4.0000E-04 4.00001-04 4.0000E-04 4.00001-04 4.10001-04 4.00UO-04

( c (



c (7 (

Table 8.6.--Output file for example problem 1--Continued

8
7
6
5
4
3
2
1

II
10'
9
8
7
6
5
4
3
2
1

2.0000E-04
2.00001-04
2.0000E-04
2.0000E-04
2.0000E-04
2.0000E-04
2.0000E-04
l.OOOOE-04

4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
2.0000E-04

4.00001-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000-04
4.OO0E-04
4.0000E-04
2.00001-04

4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.OOOOE-04
2.0000E-04

4.0000E-04
4.0000E-04
4.0000E-04
4.OOOOE-04
4.00001-04
4.00001-04
4.0000E-04
2.0000E-04

4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.OOOOE-04
4.OOOOE-04
4.0000E-04
2.0000E-04

4.0000E-04
4.OOOOE-04
4.OOOOE-04
4.OOOOE-04
4.0000E-04
4.0000E-04
4.00O9E-04
2.0000E-04

4.0000E-04
4.00001-04
4.OOOOE-04
4.0000E-04
4.0000E-04
4.OOOE-04
4.0000E-04
2.0000E-04

4.0000E-04
4.0000E-04
4.OOOOE-04
4.OOOOE-04
4.OOOOE-04
4.OOOOE-04
4.0000E-04
2.00001-04

4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
2.00001-04

11
1.0000E-04
2.00001-04
2.0000E-04
2.0000E-04
2.0000E-04
2.0000E-04
2.0000E-04
2.0000E-04
2.00001-04
2.0000E-04
1.0000E-04

INITIAL FLUID DENSITY IN CELL (KG/ N**3)

VERTICAL SLICES

J = I

11
10
9
a
7
6
5
4
3
2
I

I
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

2
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

3
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

4
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

5
800.00
.800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

6
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

7
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

8
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

9
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

10
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00



Table 8.6.--Output file for example problem i--Continued

11
11 800.00
10 800.00
9 800.00
a 800.00
7 800.00
6 800.00
5 800.00
4 800.00
3 800.00
2 800.00
1 8OO.00

J a 2

I
11 800.00
10 800.00
9 800.00
8 800.00
7 800.00
6 800.00
5 800.00
4 800.00
3 800.00
2 800.00
1 800.00

2
800.00
800.00
800.00
800.00
800.00
800.00
800.00
80.00
800.00
800.00
800.00

3 4
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00

5
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

6 *7
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 00.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00

8 9
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00
800.00 800.00

to
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00
800.00

11
11 800.00
10 800.00
9 800.00
8 800.00
7 800.00
6 800.00
5 800.00
4 800.00
3 800.00
2 800.00
I 800.00

( *C (.



C C C

Table 8.6.--Output file for example problem J--Conti'hued

INITIAL FLUID VISCOSITY IN CELL (KG/ 1-S)

VERTICAL'SdIaES

Ja 1

11
10
9
a
7
6
5
4
3
2
1

I
1 .3000E-03
1 .3000E-03
1 .30O0E-03
1.30OOE-03
1 .3000-03
1.30O0E-03
1 .3000E-03
1 .3000E-03
1 .3000E-03
1.30O0E-03
1 *3000(03

2
1 .3000E-03
1 .30O0E-03
1. 3000! -03
1.*3000E-03
1 .3000!-03
I 3000E-03
1. 300E -03
1 .3000E-03
I1.30001-03
1 .3000E-03
1.3000E-03

3
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03

4
1.3000E-03
1.3000-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000(03

5
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03

6
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E -03

7
1.3000£-03
1.3000E-03
1.3000E-03
1. 3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1 .3000E-03

1
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1. 3000E-03

9
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000Q-03
1.3000E-03
1.3000E-03
1.3000E-03
1.30OOE-03
1.3000Q-03
1.3000E-03

10
1. 3000E-03
1.3000E-03
1.3000E-03
1.300QE-03
1.30Q0E-03
1.3000E-03
1.3000E-03
1.300QE-03
1.3000E-03
1.30QOE-03
1.30OOE-03

a.

t

11
10.
9
a
7
6
5
4
3
2
1

11
1.3000E-03
1 .3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03

J- 2

11
10
9
8
7
6

1
1.3000E-03
1.300QE-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03-

2 3
1.300QE-03 1.3000E-03
1.3000Q-03 1.3000E-03
1.3000E-03 1.30OOE-03
1.300QE-03 1.3000E-03
1.3000E-03 1.3000E-03
1.3000E-03 1.30QOE-03

4
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03

S
1.3000E-03
1.3000!-03
1.30QOE-03
1.30OOE-03
1.3000E-03
1.3000E-03

6 7 8 9
1.3000E-03 1.30OOE-03 1.30QOE-03 1.3000E-03
1.3000E-03 1.300QE-03 1.3000E-03 1.3000E-03
1.3000E-03 1.3000E-03 1.3000E-03 1.30QOE-03
1.3000E-03 1.3000E-03 1.3000E-03 1.3000E-03
1.3000E-03 1.3000E-03 1.3000E-03 1.3000E-03
1.3000E-03 1.3000E-03 1.3000E-03 1.3000E-03

10
1.3000E-03
1.3000(-03
1.3000E-03
1.3000E-03
1. 3000E-03
1.3000E-03



Table 8.6.--Output file for example problem 1--Continued

5
4
3
2
1

1. 30001-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000G-03

1.3000E-03 1.30001-03
1.3000E-03 1.3000E-03
.4aUE-0U" I.I300OE-03

1.30M00-03' 1.30001-03
1.30CC£-03 1.300DE-03

1. 3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.30OOE-03

1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03
1.3000E-03

1.3000E-03
1.300OE-03
1.3000E-03
1.3000E-03
1.300DE-03

1.3000E-03 1.3000E-03
1.3000E-03 1.3000E-03
1.3000E-03 1.3000E-03
1.3000E-03 1.3000E-03
1.3000E-03 1.30COE-03

1.3000E-03 1.30001-03
1.3000E-03 1.3000E-03
1.3000E-03 1.30OOE-03
1.30001-03 1.3000f-03
1.3000E-03 1.3000E-03

11
10
9
a
7
6
5
4
3
2
1

11
1.30OE-03
1.30001-03
1.3000E-03
1.3000 -03
1. 30001 -03
1.3000E-03
1.3040E-03
1.300GE-03
1.300GE-03
1.30UOE-03
1.3000E-03

0

INITIAL FLUID IN REGION . ................................... 6.400000E+01 (KG) ; 8.0000001-02 ( N"-3)

INITIAL SOLUTE IN REGION ................................... 0.0000040-01 (KG)

INUEX NMABERS FOR SPECIFIED P.T OR C hOOES

VERTICAL SLICES

J a I

I 2 3 4 5 6 8 9 10
11
to
9
8
7
6
5
4
3
2
I 1.

C C C



C C C

Table 8.6.--Output file for example problem 1--Continued

11 ;
11 3.
10
9
8

6
5
4
3
2
1

JA 2

1 2 3 4 5 6 7 8 9 10
11
10
9

7
6

4
3
2
1 2.

11
11 4.
10
9

7
6
5
4
3
2
'I



Table 8.6.--Output file for example problem 1--Continued

* CALCULATION INfORlNAT ION ^

TOLERANCE fOR PTC ITERATION (FRACTIONAL DEIISITY CUANGE) ... TOLDEN 0.0010
MAXIMUM NLUWER Of ITERATIONS Att.OWED ON P.T.C EQUATIONS ..... M ZAXITN 5
CENTERED-IN-TINE (CRAKK-NICHOLSON) DIFFERENCING FOR TEMPORAL DERIVATIVE
CENTERED-IN-SPACE DIFFERENCIlG FOR CONVECTIVE TERHS
THE CROSS-DERIVATIVE HEAT AND SOLUTE FLUX TERMS WILL BE APPROXIMATED

BY AMPLIfYIkG THE DIAGONAL COEFFICIENTS OF THE DISPERSION TENSOR

*** TRANSIENT DATA ***

SPECIFIED BOUNDARY PRESSURES ( PA)

VERTICAL SLICES

Ju I

1 2 3 4 5 6 I a 9 10
11
10
9
8
7
6
5
4
3
2
1 2.500OE*04

11
11 0.0000
10
9
8

(C. ( (



f

C (

Table 8.6.--Output file for example problem 1--Continued

7
6
5
4
3
2
I

J a 2

I 2 3 4 5 6 7 8 9 1011
10
9
a
7
6
5
4
3
2
Iw 2.5000E+04

11
0.000011

10
9
a
7
6
5
4
3
2
1

ASSOCIATED BOUNDARY SCALED MASS FRACTIONS FOR INFLOW (-)

VERTICAL SLICES

J= I



Table 8.6.--Output file for example problem I--Continued

1 2 3 4 5 6 7 a 9 10

11
10

9a

6
5
4
3
2
I

11
11 0.00000
10
9
87

6
S
4
3
2
1

Ja 2

1 2 3 4 5 6 7 8 9 10

11
10
9
78

6
5
4
3
2
1

C C~~~~



C C- C
CI

Table 8.6.--Output file for example problem l--Continued

11
0.0000011

10
9
8
7
6
5
4
3
2
I

SPECIFIED BOUNDARY SCALED MASS FRACTIONS (-)

VERTICAL SLICES

A
LA J a 1

I 2 3 4 5 6 7 a 9 1011
10
9
8
7
6
S
4
3
2
1

11
10
9
8
7
6
5

1.00000

II



Table 8.6.--Output file for example problem 1--Continued

4
3
2
1

J- 2

I 2 3 4 5 6 7 a 9 10
11
10
9
a
7
6
S
4
3
2
1

11
10
9
8
7
6
S
4
3
2
I

1.00000

11

*** CALCULATION INFORMATION ***

FIXfD IME STEP LENGTH ..... .................. OELTIM 0.200
TIME Al WHICH NEXT SET Of TIME VARYING

PARAMETERS WILL BE READ ..... .............. TI4CHG 10.0

*** MAPPING DATA *'a

(

(S); 2.315[-06 (0)

(S); 1.157E-04 (0)

C (



c 7 (7

Table 8.6.--Output file for example problem 1--Continued

LENGTH OF X-AXIS .0.......... (.Q (IN.)
LENGTH OF V-AXIS ........... 0.0 (IN.)
LENGTH Of Z-AXIS ........... 10.0 (IN.)
Y-'As IS POSITIVE DOWNWARD
Z-AXIS IS POSITIVE UPWARD

MAP NO. 11 12 JR J2 KR K2 MINIMUM VALUE MAXIMUM VALUE NUMOER Of
OF VARIABLE OF VARIABLE ZONES

3 11 1 1 111 0.00 1.0 10

** START Of SIMULATION TIME STEP NO. 50 **

PREPARING TO CALCULATE FOR TIME .... 10.0 (S); 1.157E-04 (0)
PROPERTIES EVALUATED AT ME .....I.. M9.80 (S)

*** INTERMEDIATE COMPUTED DATA ***

X-DIRECTION - FLUID CONDUCTANCE BETWEEN X(l) AND X(I*1) (KG/S- PA)

VERTICAL SLICES

1 2 3 4 5 6 7 8 9 10
11 3.0804E-04 3.0826E-04 3.0857E-04 3.0894E-04 3.0937E-04 3.0985E-04 3.1036E-04 3.1082E-04 3.1111E-04 3.1129E-04
10 6.2114E-04 6.2172E-04 6.2264E-04 6.2367E-04 6.2469E-04 6.2556E-04 6.2606E-04 6.2586E-04 6.2487E-04 6.2402E-04
9 6.5091E-04 6.5097E-04 6.5093E-04 6.5053E-04 6.4952E-04 6.4747E-04 6.4389E-04 6.385?E-04 6.3228E-04 6.2790E-04
8 7.4652E-04 7.4200E-04 7.3384E-04 7.2310E-04 7.1038E-04 6.9561E-04 6.7854E-04 6.6008E-04 6.4332E-04 6.3308E-04
7 9.5025E-04 9.3328E-04 9.0359E-04 8.6606E-04 8.2429E-04 7.8020E-04 7.3532E-04 6.9304E-04 6.5929E-04 6.4045E-04
6 1.2159E-03 1.1878E-03 1.1374E-03 1.0703E-03 9.9128E-04 9.0534E-04 8.1901E-04 7.4129E-04 6.8256E-04 6.5118E-04
5 1.3823E-03 1.3628E403 1.3229E-03 1.2602E-03 1.1718E-03 1.0584E-03 9.3039E-04 8.0881E-04 7.1586E-04 6.6631E-04
4 1.4234E-03 1.4171E-03 1.4001E-03 1.3648E-03 1.3018E-03 1.2004E-03 l.0580E-03 8.9748E-04 7.6207E-04 6.8671E-04
3 1.4281E-03 1.4267£-03 1.4212E-03 1.4050E-03 1.3675E-03 1.2950E-03 1.1729E-03 1.OOlOE-03 8.2402E-04 7.1332E-04
2 1.4285E-03 1.4282E-03 1.4263E-03 1.4182E-03 1.3948E-03 1.3425E-03 1.2464E-03 1.0949E-03 8.9966E-04 7.4831E-04
1 7.1428E-04 7.1421E-04 7.1361E-04 7.1064E-04 7.0108E-04 6.7855E-04 6.3621E-04 5.6935E-04 4.8063E-04 3.9647E-04

J3 2

1 2 3 4 5 6 7 8 9 10
11 3.0804E-04 3.0826E-04 3.0857E-04 3.0894E-04 3.0937E-04 3.0985E-04 3.1036E-04 3.1082E-04 3.1111E-04 3.1129E-04



Table 8.6.--Output file for example problem 1--Continued

10
9
a
7
6
5
4
3
2
1

6.2114E-04
6.50911-04
7.4652E-04
9.5025E-04
1.2158E-03
1.3823E-03
1.4234E-03
1.428IE-03
1.4285E-03
7.1428E-04

6.2172E-04
6.5097E-04
7.4200E-04
9.3328E-04
1.1878E-03
1.362BE-03
1.4171E-03
1.4267E-03
1.4282E-03
7.1421E-04

6.2264E-04

7.iiiE-04
9.0359E-04
1.1374E-03
1.32291-03
1.4001E-03
1.4212E-03
1.4263E-03
7.1361E-04

6.2367E-04
6.5053E-04
7.2310E-04
8.6606E-04
1.0703E-03
1.2602E-03
1.3648E-03
1.4050E-03
1.4182E-03
7.1064E-04

6.2469E-04
6.4952E-04
7.10381-04
8.2429E-04
9.9128E-04
1.1718E-03
1.3018£-03
1.3675E-03
1.3948E-03
7.0108E-04

6.2556E-04
6.4747E-04
6.9561E-04
7.8020E-04
9.0534E-04
1.0584f-03
1.2004E-03
1.2950E-03
1.34251-03
6.7855E-04

6.2606E-04
6.4389E-04
6.7854E-04
7.3532E-04
8.1901E-04
9.3039E-04
1.0580E-03
1.1729E-03

.1.2464E-03
6.3621E-04

6.2586E-04
6.3852E-04
6.6008E-04
6.9304E-04
7.4129E-04
8.0881E-04
8.9748E-04
1.001OE-03
1.0949E-03
5.6935E-04

6.2487E-04
6.3228E-04
6.4332E-04
6.5929E-04
6.8256E-04
7.15861-04
7.6207E-04
8.2402E-04
8.9966E-04
4.8063E-04

6. 2402E-04
6.2790E-04
6.3308E-04
6.40451 -04
6.5118E-04
6.6631E-04
6.8671E-04
7.1332E-04
7.4831E-04
3.96471-04

Y-DIRECTIlDN - FLUID CONDUJCTANCE BETWEEN V(J) AND Y(J*1) (KG/S- PA)

VERTICAL. SLICES

J= 1

11
10
9
a
7
6
5
4
3
2
1

1
3.0796E-04
6.2098E-04
6.508B9-04
7.4773E-04
9.5489E-04
1.2236E-03
1.3873E-03
1.4247E-03
1.4283E-03
1.4285E-03
7.14291-04

2
6.16251-04
1.2426E-03
1.3019E-03
1.4906E-03
1.8913E-03
2.4166E-03
2.7548E-03
2.8442E-03
2.8558E-03
2.8570E-03
1.4285E-03

3
6.168BE-04
1.2443E-03
1.3020E-03
1.4774E-03
1.8423E-03
2.3356E-03
2.6967E-03
2.B243E-03
2.8512E-03
2.8559E-03
1.4283E-03

4
6.1749E-04
1.2463E-03
1. 3017E-03
1.4581E-03
1.7730E-03
2.2163E-03
2.5962E-03
2.7765E-03
2.8339E-03
2.8492E-03
1.42611-03

5
6.1829E-04
1.2484E-03
1.3004E-03
1.4345E-03
1.6926E-03
2.0687E-03
2.4477E-03
2.6839E-03
2.7865E-03
2.8238E-03
1.4165E-03

6
6.1921E-04
1.2504E-03
1.2976E-03
1.4072E-03
1.6062E-03
1.9016E-03
2.2461E-03
2.5267E-03
2.6848E-03
2.7560E-03
1.3881E-03

7
6.2021E-04
1.2519E-03
1.2923E-03
1.3755E-03
1.5164E-03
1.72COE-03
1.9982E-03
2.2842E-03
2.5000E-03
2.6166E-03
1.3271E-03

8
6.21231-04
1.2523E-03
1.2833E-03
1.3391E-03
1.4268E-03
1.5565E-03
1.7368E-03
1.9656E-03
2.20531-03
2.3774E-03
1.2210E-03

9
6.22031-04
1.251 IE-03
1.2708E-03
1.3016E-03
1.3470E-03
1.4137E-03
1.51001-03
1.6452E-03
1.8253E-03
2.0233E-03
1.0644E-03

10
6.22421-04
1.2484E-03
1.2584E-03
1.2719E-03
1.2910E-03
1.3189E-03
1.35911-03
1.4156E-03
1.4948E-03
1.6099[-03
8.7219E-04

11
11 3.1137E-04
10 6.2382E-04
9 6.2662E-04
8 6.3023E-04
7 6.3544E-04
6 6.4303E-04
5 6.5342E-04
A 6.6651E-04
3 6.8144E-04
2($ '7271-04

C (



c C C

Table 8.6.--Output file for example problem 1--Continued

1 3.6187E-04

Z-DIRECTIO0 - FLUID CONDUCTANCE BETWEEN Z(K) AND Z(K+l) (ItG/S- PA)

VERTICAL SLICES

J- I

10
9
a
7
6
S
4
3
2
I I

I
3.09?22-04
3.1784E-04
3.4845(-04
4.2104E-04
5.3846E-04
6.508CE-04
7.0289E-04
7. 1324E-04
1. 1421E-04
7.*142BE-04

2
6.1877E-04
6.3587E-04
6.9582E-04
8.3681E-04
1.0651E-03
1 .2W87E-03
1.3995E-03
1.42SOE-03
1.4282E-03
1.428SE-03

3
6.1946E-04
6.3634E-04
6.9287E-04
8.2261E-04
1.0337E-03
1.2532E-03
1.3797E-03
1.418SE-03
1.4268E-03
1.4281E-03

4
6.2031E-04
6.3678E-04
6.8835E-04
8.0218E-04
9.8823E-04
1. 1975E-03
1.3420E-03
1.4025E-03
1.4208E-03
1.4254E-03

5
6.2123E-04
6.3702E-04
6.82551-04
7.7789E-04
9.3338E-04
1. 1232E-03
1.2809E-03
1.3672£-03
1.4025E-03
1.4142E-03

6
6.2219E-04
6.3684E-04
6.7542£-04
7.5099E-04
8.72421-04
1.0316E-03
1.l901E-03
1.3020E-03
1.36QOE-03
1.3830E-03

7
6.2307E-04
6.3593E-04
6.6647E-04
7.2173£-04
8.0813E-04
9.2739E-04
1.0671E-03
1. 1942E-03
1.2786E-03
1.3177E-03

8
6.2369E-04
6.3385E-04
6.5538E-04
6.9097E-04
7.4480E-04
8.21511-04
9.2300E-04
1.0402E-03
1.1445E-03
1.2047E-03

9
6.2378E -04
6.3044E-04
6.4305E-04
6.6202E-04
6.8987E-04
7.30341-04
7.8775E-04
8.6591E-04
9.60281-04
1.0375E-03

1o
6.23321-04
6.2669E-04
6.3255E-04
6.4070E-04
6.52431-04
6.6941E-04
6.9348E-04
7.2720E-04
7.7539E-04
8.3758E-04N~

-J

10
9
8
7
6
5
4
3
2
I

11
3.11641-04
3.1261E-04
3.1421E-04
3. 1641E-04
3.1961E-04
3.2410E-04
3.2996E-04
3.3696E-04
3.446SE-04
3.5517E-04

Z', ,
7irr

Ja 2

10
9
8
7
6
s

1
3.09221-04
3.17841-04
3.48451-04
4.2104E-04
5.38461-04
6.50801-04

2 3
6.1877E-04 6.1946E-04
6.3587E-04 6.3634E-04
6.9582E-04 6.92871-04
8.36811-04 8.2261E-04
1.0651E-03 1.0337E-03
1.2887E-03 1.2532E-03

4 5 6 7 8 9
6.2031E-04 6.21231-04 6.22191-04 6.2307E-04 6.2369E-04 6.23781-04
6.3678E-04 6.3702E-04 6.3684E-04 6.3593E-04 6.3385E-04 6.3044E-04
6.88351-04 6.82551-04 6.7542E-04 6.6647E-04 6.5538E-04 6.4305E-04
8.0218E-04 7.7789E-04 7.5099E-04 7.21731-04 6.9097E-04 6.6202E-04
9.8823E-04 9.3338E-04 8.7242E-04 8.0813E-04 7.44OE-04 6.89871-04
1.1975E-03 1.1232E-03 1.0316E-03 9.2739E-04 8.2151E-04 7.3034E-04

10
6.2332E-04
6.2669E-04
6.3255E -04
6.4070£-04
6.52431-04
6.6941E-04



Table 8.6.--Output file for example problem J--Continued

4
3
2
1

10
9
8
7
6
5
4
3
2
I

11
10
9
8
7
6
S
4
3
2
1

7.0289E-04
7.1324E-04
7.1421E-04
7.14281-04

1.3995E-03 1.3797E-03 1.3420E-03 1.2809E-03 1.1901E-03 1.0671E-03 9.2300E-04 7.8775E-04 6.9348E-04
1.4250E-03 1.418BE;03 1.4025E-03 1.3672E-03 1.3020E-03 1.1942E-03 1.0402E-03 8.6591E-04 7.2720E-04
1.4282E-03 1.42681-03 1.4208E-03 1.4025E-03 1.3600E-03 1.27U6E-03 1.1445E-03 9.60281-04 7.75391-04
1.428SE-03 1.4281E-03 1.4254E-03 1.4142E-03 1.3830E-03 1.3177E-03 1.2047E-03 1.0375E-03 8.3/56E-04

11
3.1164E-04
3.1261E-04
3.1421E-04
3.1641£-04
3.1961E-04
3.24101-04
3.2996£-04
3.3696E-04
3.446SE-04
3.55171-04

X-DIRECTION - SOLUTE DISPERSIVE CONDUCTANCE BETWEEN X(I) AND X(I*1) (KG/S)

VERTICAL SLICES

J * I

I
2.1266E-03
9.3831E-03
1.7300£-02
2.675CE-02
4.0235E-02
6.1574E-02
9.4466E-02
0.1449
0.2283
0.4451
0.4916

2
6.4045E-03
1.5388L-02
2.1333E-02
3.0016E-02
4.3271E-02
6.4471E-02
9.5241E-02
0.1366
0.1960
0.2723
0.1597

3
1.1234E-02
2.3889E-02
2.82601-02
3.58101-02
4.7976E-02
6.7502E-02
9.4987E-02
0. 1275
0.1659
0.2096
0.1205

4
1.6811E-02
3.4464E-02
3.7634E-02
4.3767E-02
5.3709E-02
6.9310E-02
9.1958E-02
0.l1181
0.1451
0.1702
9.2608E-02

5
2.3920E-02
4.8098E-02
4.99861-02
5.4269E-02
6.1087E-02
7.1014E-02
8.6465E-02
0.1070
0.1288
0.1487
B.1138£-02

6
3.3821E-02
6.6772E-02
6.658SE-02
6.8151E-02
7.11U8£-02
7.5069E-02
8.1458E-02
9.4150E-02
0.1126
0.1326
7.5409E-02

7
4.9145E-02
9.40141-02
8.9262E-02
8.6094E-02
8.4360E-02
8.2881E-02
8.1237E-02
8.3015E-02
9.4428E-02
0.1153
7.0572E-02

8
7.6615E-02
0.1364
0.1202
0.1079
9.9377E-02
9.2927E-02
8.6403E-02
7.9424E-02
7.7743E-02
9.2307E-02
6.2207E-02

9
0.1374
0.2079
0.1611
0.1314
0.1135
0.1020
9.2651E-02
8.2387E-02
7.0227E-02
6.5203E-02
4.5608E-02

10
0.3114
0.3609
0.2091
0.1508
0.1230
0.1073
9.6338E-02
8.5477E-02
/.0709E-02
4.7800E-02
1.7645E-02

J - 2

I
11 2.12661-03
10 9.3831E-03

2 3
6.4845E-03 1.1234E-02
1.53881-02 2.3889E-02

4
1.6811E-02
3.4464E-02

5 6
2.3920E-02 3.3821E-02
4.8098E-02 6.6772E-02

7
4.91451-02
9.4014E-02

8
7.6615E-02
0.1364

9
0.1374
0.2079

10
0.3114
0.3609

(.



C C

Table 8.6.--Output file for example problem 1--Continued

C

9
8
7
6
5
4
3
2
1

1.7300E-02
Z.6750E-02
4.0235E-02
6.1574E-02
9.4466E-02
0.1449
0.2283
0.4451
0.4916

2.1333E-02
3.0016E-02
4.3271E-02
6.4471E-02
9.5241E-02
0.1366
0.1960
0.2723
0.1597

2.8260E-02
3.5810E-02
4.7976E-02
6.7502E-02
9.4987E-02
0.1275
0.1659
0.2096
0.1205

3.7634E-02
4.3767E-02
5.3709E-02
6.9310E-02
9.1958E-02
0.1181
0.1451
0.1702
9.2608E-02

4.9986E-02
5.4269E-02
6.1087E-02
7.1014E-02
8.6465E-02
0.1070
0.1288
0.1487
8.1138E-02

6.6585E-02
6.8151E-02
7.1188E-02
7.5069E-02
8.1458E-02
9.4150E-02
0.1126
0.1326
7.5409E-02

8.9262E-02
8.6094E-02
8.436DE-02
8.28BIE-02
8. 1237E-02
8. 3015E-02
9.442SE-02
0. 1153
7.0572E-02

0.1202
0. 1079
9.937lE-02
9.2927E-02
8.6403E-02
7.9424E-02
7.7743E-02
9.2307E-02
6.2207E-02

0.1611
0.1314
0.1135
0.1020
9.2651E-02
8.2387E-02
7.0227E-02
6.5203E-02
4.5608E-02

0.2091
0.1508
0.1230
0.1073
9.6338E-02
8.5477E-02
7.0709E-02
4.7800E-02
1.7645E-02

Y-DIRECTION - SOLUTE DISPERSIVE CONDUCTANCE BETWEEN Y(J) AND Y(J*1) (KG/S)

VERTICAL SLICES

JE I

11
10
9
8
7
6
5
4
3
2
1

11
10
9
a
7
6
5
4
3
2
1

I
8.9629E-14
8.3242E-03
1.6646E-02
2.6217E-02
3.9872E-02
6.1793E-02
9.667SE-02
0.1531
0.2499
0.6396
0.0000

2
8.6104E-03
2. 3854E-02
3. 7577E-02
5.5782E-02
8.2763E-02
0.1258
0.1900
0.2812
0.4194
0.5467
0.6513

3
1.771BE-02
3.8923E-02
4.B806E-02
6.4874E-02
9.0316E-02
0.1309
0.1881
0.2589
0.3483
0.4702
0.2802

4
2.8044E-02
5.8074E-02
6.5119E-02
7.8492E-02
0.1004
0.1353
0.1847
0.2417
0.3052
0.3757
0.2132

5
4.0729E-02
8.2195E-02
8.6613E-02
9.6639E-02
0.1132
0.1383
0.1762
0.2229
0.2719
0.3181
0.1739

6
5.7738E-02
0.1142
0.1150
0.1205
0.1303
0.1437
0.1652
0.1991
0.2404
0.2814
0.1568

7
8.2963E-02
0.1593
0.1531
0.1518
0.1537
0.1560
0.1599
0.1741
0.2056
0.2481
0.1463

8
0.1258
0.2260
0.2042
0. 1909
0.1825
0.1753
0.1666
0.1597
0.1693
0.2072
0.1331

9
0.2141
0.3274
0.2713
0.2366
0.2131
0.1960
0.1802
0.1620
0.1454
0.1551
0.1079

10
0.4488
0.4848
0.3596
0.2846
0.2398
0.2118
0.1911
0.1699
0.1418
0.1085
6.2509E-02

11
0.0000
0.4048
0.2215
0.1541
0.1238
0.1072
9. 5650E-02
8.4157E-02
6.8402E-02
4.3339E-02
0.0000

t



Table 8.6.--Output file for example problem 1--Continued

Z-D1RECT10 - SOLUTE DISPERSIVE CONUCTANCE BETWEEN Z(K) AND Z(K*I) (KG/S)

VERTICAL SLICES

J a 1

1 2 3 4 5 6 7 8 9 10
10 2.1119E-03 9.5084E-03 1.80331-02 2.8037E-02 4.0362E-02 5.6722E-02 8.0326E-02 0.1180 0.1880 0.3531
9 6.2519E-03 1.51811-02 2.1671E-Q2 3.0550E-02 4.1994E-02 5.7195E-02 7.8294-02 0.1087 0.1532 0.2158
8 1.0557E-02 2.3064E-02 2.8270E-02 3.5924E-02 4.6032E-02 5.9359E-02 7.7066E-02 0.1001 0.1284 0.1590
7 1.5982E-02 3.3803E-02 3.8482E-02 4.4930E-02 5.3074E-02 6.36671-02 1.7490E-02 9.4400t-02 0.1127 0.1290
6 2.4132E-02 5.0224E-02 5.4470E-02 5.8951E-02 6.3553E-02 6.9706E-02 7.8804E-02 9.0508E-02 0.1025 0.1118
5 3.7475E-02 7.6146E-02 7.8616E-02 7.967BE-02 7.8757E-02 7.785BE-02 8.0190E-02 8.6772E-02 9.4708E-02 0.1005
4 5.8801E-02 0.1146 0.1112 0.1066 9.9591E-02 9.0746£-02 8.3505E-02 8.2480E-02 8.6751E-02 9.0914E-02
3 9.4083E-02 0.1711 0.1532 0.1377 0.1237 0.1094 9.3965E-02 8.1496£-02 7.768SE-02 7.9561t-02
2 0.1557 0.2634 0.2095 0.1713 0.1475 0.1301 0.1127 9.2613E-02 7.3620E-02 6.4219E-02
1 0.4B38 0.4533 0.2S80 0.2000 0.1661 0.1485 0.1349 0.1177 9.0843E-02 5.4444t-02

11
10 0.3147
9 0.1467
8 9.1353E-02
7 6.8849E-02
6 5.7832E-02
5 5.1310E-02
4 4.6200E-02
3 4.0449E-02
2 3.1819£-02
1 1.6013£-02

J - 2

1 2 3 4 5 6 7 8 9 10
10 2.1119E-03 9.5084E-03 1.8033E-02 2.80371-02 4.0362E-02 5.6722E-02 8.0326E-02 0.1180 0.1080 0.3531
9 6.2519t-03 1.517E-02 2.1671t-02 3.0550£-02 4.1994E-02 5.7195E-02 7.82941-02 0.1087 0 1532 0.2158
8 1.0557E-02 2.3064E-02 2.8270t-02 3.5924E-02 4.6032E-02 5.9359E-02 7.70661-02 0.1001 0.1284 0.1590
7 1.5982E-02 3.38031-02 3.8482E-02 4.4930E-02 5.3074E-02 6.3667E-02 7.7490E-02 9.4400E-02 0.1127 0.1290
6 2.4132E-02 5.0224E-02 5.4470E-02 5.89511-02 6.35531-02 6.9706E-02 7.8804E-02 9.0508f-02 0.1025 0.1118
5 3.1475E-02 7.61461-02 7.86161-02 7.9678E-02 7.8757E-02 7.7858E-02 8.01901-02 8.677iL-02 9.4/081-02 0.1005
4 5.8801E-02 0.1146 0.1112 0.1066 9.95911-02 9.0746E-02 8.P505E-02 8.2480E-02 8.6/51L*02 9.0914E.02

C ( Q



C C C
II

Table 8.6.--Output file for example problem 1--Continued

3
2
1

10
9
a
7
6
S
4
3
2
1

9.40831-02
0.155?
0.4838

0.1711
0.2634
0.4533

0.1532
0.209S
0.2580

0.1371
0.1713
0.2000

0.1237
0.1475
0.1661

0.1094
0.1301
0.1485

9.3965E-02
0.1127
0.1349

8.1496E-02 7.7688E-02 7.9561E-02
9.2613E-02 7.3620E-02 6.4279E-02
0.1177 9.0843E-02 5.4444E-02

11
0.3147
0.1467
9.13531-02
6.8849E-02
5.78321-02
5.1310E-02
4.6200E-02
4.0449E-02
3.1819E-02
1.6073E-02

X-DIRECTION - INTERSTITIAL PORE VELOCITY BETWEEN X(1) AND X(It1) ( M/S)

VERTICAL SLICES

3 - I

11
10
9
8
7
6
5
4
3
2
1

I
5.31471-03
5.1193E-03
4.8136E-03
4.9878E-03
6.9004E-03
1.19381-02
2.0321E-02
3.5123E-02
7.2376E-02
0.1688
0.9832

2
1.62031-02
1.5614E-02
1.4572E-02
1.4765E-02
1.9542E-02
3.2313E-02
5.2459E-02
B.I111E-02
0.1316
0.2351
0.3194

3
2.8062E-02
2.696E-02
2.4790E-02
2.4096E-02
2.9470E-02
4.5418E-32
7.0599E-02
0.1016
0.1430
0.1988
0.2411

4
4.19781-02
4.0079E-02
3.6012E-02
3.31201-02
3.6502E-02
5.11541-02
7.6288E-02
0.1056
0.1368
0.1674
0.1854

5
5.9706E-02
5.6353E-02
4.9015E-02
4.22361-02
4.1330E-02
5.1235E-02
7.2688E-02
9.9527E-02
0.1258
0.1485
0.1630

6
8.4383E-02
7.7922E-02
6.4614E-02
5.16731-02
4.4676E-02
4.7783E-02
6.2804E-02
8.6266E-02
0. 1114
0.1340
0.1527

7
0.1226
0.1080
8.29531-02
6.0621E-02
4.6368E-02
4.2351E-02
4.9649E-02,
6.7538E-02
9.2011E-02
0.1183
0.1452

8
0. 1910
0.1502
0.1013
6.5697E-02
4.4429E-02
3.4"70E-02
3.5753E-02
4.6358E-02
6.6718-02
9.5473E-02
0.1316

9
0. 3425
0.2024
0.1079
5.89971-02
3.4949E-02
2.4216E-02
2.18361-02
2.6284E-02
3.8457E-02
6.1827E-02
0.1008

10
0.7758
0.2096
6.9241E-02
2.8473E-02
1.434?F-02
8.9491E-03
7.4139E-03
8.3966E-03
1.2019E-02
2.0481E-02
4.1060E-02

11
10
9

I
5.31471-03
5.1193E-03
4.8136E-03

J = 2

2 3 4 5 6
1.6203E-02 2.8062E-02 4.1978E-02 5.9706E-02 8.4383E-02
1.5614E-02 2.6965E-02 4.0079E-02 5.6353E-02 7.7922E-02
1.4572E-02 2.4790E-02 3.6012E-02 4.9015E-02 6.4614E-02

7
0.1226
0.1080
8.2953E-02

8
0. 1910
0.1502
0.1013

9
0.3425
0.2024
0.1079

10
0.7758
0.2096
6.92411-02



Table 8.6.--Output file for example problem 1--Continued

a
7
6
5
4
3
2
1

4.9878E-03
6.9004E-03
1.1938E-02
2.0321E-02
3.5123E-02
7.2376E-02
0.1688
0.9832

1.4765E-02
1.9542t-02
3.2313E-02
5.2459E-02
8.11111-02
0.1316
0.2351
0.3194

2.40M61-02
2.94U0E-02
4,5418E-2
7.05991-
0.1016
0.1430
0.1988
0.2411

3.3120E-02
3.6502E-02
5.1154E-02
7.628BE-02
0.1056
0.1368
0.1674
0.1854

4.2236E-02
4.1330E-02
5.1235E-02
7.2688E-02
9.9527E-02
0.1258
0.1485
0.1630

5.1673E-02
4.4676E-02
4.7783E-02
6.2804E-02
8.6266E-02
0.1114
0.1340
0.1527

6.06211-02
4.6368E-02
4.2351E-02
4.9649E-02
6.7538E-02
9.2011E-02
0.1183
0.1452

6.S697E-02
4.4429E-02
3.4980E-02
3.57531-02
4.6358E-02
6.671BE-02
9.5473E-02
0.1316

5.8997E-02
3.4949E-02
2.4216E-02
2.1836E-02
2.6284E-02
3.8457E-02
6.1827E-02
0.1008

2.8473E-02
1.4342E-02
8.9491E-03
7.4139E-03
8.3966E-03
1.2019E-02
2.0481E-02
4.1060E-02

V-OIRECTION - INTERSTITIAL PORE VELOCITY UITIEEN Y(J) AhO Y(J*I) ( 1/S)

VERTICAL SLICES

Ja I

11
10
9
8
7
6
5
4
3
2
1

I
-2.2402E-13

1.8026E-13
-1.3981E-13

2.5748E-13
0.00O0
0.0000

-4.0666E-13
3.3193E-13
0.00o0
1.6631E-13
0.0000

2 3 4 5 6 7 8 9
1.3446E-13 -2.0182E-13 2.01981-13 -1.7970E-13 5.6216E-14 -7.8794£-14 5.6347E-14 -4.5119E-14

-1.3525E-13 2.7075E-13 -2.0330E-13 9.0463E-14 -1.5849E-13 4.53211-14 -9.0667E-14 4.53001-14
3.7285E-13 -3.0297E-13 3.4952E-13 -1.8628E-13 1.6274E-13 -2.3181E-13 1.38391-13 -6.8714E-14
0.0000 3.062BE-13 -5.0562E-14 1.4991E-13 -1.4785E-13 2.9089E-13 -9.5114E-14 9.3202E-14
6.11231-14 -2.39821-13 1.1658E-13 -2.2538E-13 3.7965E-13 -3.1211E-13 0.0000 0.0000

-2.1995E-13 2.85BBE-13 -3.4366E-13 3.9182E-13 -5.5232E-13 2.2862E-13 -1.0602E-13 0.0000
3.2358E-13 -5.5724E-13 7.7364E-14 -7.4020E-14 1.3884E-13 -2.5461E-13 5.7417E-14 -3.1115E-13

-6.6295E-13 4.9458E-13 -1.6275E-13 3.1729E-13 -4.5482E-13 1.4059E-13 -6.2883E-14 1.1038E-13
8.3124E-13 -1.6604E-13 4.9585E-13 -1.6319E-13 9.5209E-13 -4.5120E-13 6.8479E-13 -1.1910E-13

-1.66301E-13 0.0000 0.0000 4.9451E-13 -8.0921E-13 -3.112BE-13 -2.8970E-13 1.2848E-13
4.9892E-13 0.0000 1.6609E-13 -4.9572E-13 0.0000 -4.7197E-13 0.0000 -1.3341E-13

10
1.6927E-14
0.0000
2.0470E-13
-9.16741-14
4.1696E-13

-9.4088E-14
1.9227E-13

-2.9697E-13
3.0887E-13
-1.0865E-13
3.4561E-13

11
10
9
a
7
6
S
4
3
2
1

11
0.0000
3.3909E-14
2.2678E-14
0.0000

-2.7487E-13
1.8401E-13

-4.6734E-14
3.3182E-13
0.0000
2.9379E-13
0.0000

C C (
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Table 8.6.--Output file for example problem 1--Continued

Z-DIRECTION - INTERSTITIAL PORE VELOCITY BETWEEN Z(K) AND Z(K*1) ( M/S)

VERTICAL SLICES

C

J a 1

10
9
a
7
6
5
4
3
2
1

1
5.2721E-03
1. 5484E-02
2. 5468E-02
3.6571E-02
5.1752E-02
7.6668E-02
0.1181
0.1882
0.3115
0.9677

2
5.4081E-03
1.5907E-02
2.6055E-02
3.6981E-02
5.1034E-02
7.2393E-02
0.1050
0.1513
0.2152
0.1533

3
5.90161-03
1 .732SE-02
2.B00E-02
3.8489E-02
4.98M9-02
6.3791E-02
8.2061E-02
0. 1024
0.1120
6.913SE-02

.1,4
6.9400E-03
2.6207E-02
3. M4E-02
4.2033E-C2'
5.028?E-02
5.6736E-02
6. 23O1E-02
6. 5566E -02
5. 7847E-02
2. 7564E-02

I5 6
8.8591E-03 ,1.2351E-02
2.5363E-02 3.4215E-02
3.8M9E-02 5.0277E-02
4.8865E-02 6.0284E-02
5.4568E-02 6.4093E-02
5.5122E-02 6.0807E-02
5.1263E-02 5.0606E-02
4.437BE-02 3.6571E-02
3.2313E-02 2.123OE-02
1.2346E-02 5.8178E-03

7
1.9123E-02
4 .9494E-02
6.8156E-02
7. 7367E-02
7.9208E-02
7' 3757E-O2
6.0307E-02
4.0916E-02
2.0668E-02
3.9359E-03

a
3. 4269E -02
7.6856E-02
9.5312E-02
0.1004
9.8604E-02
9.1384E-02
,7.7522E-02
5. 6056E-02
3.0104E-02
6.3626E-03

9.
7.5822E-02
0.1282
0.1348
0.1282
0.1191
0.1089
9.5784E-02
7.6291E-02
4.8174E-02
1.4191E-02

10
0.2168
0.2243
0.1858
0.1557
0.1358
0.1217
0.1087
9.2439E-02
6.7575E-02
2.7546E-02

',

o
Ln

10
9
8a
7
6
5
4
3
2
1

11
0.7839
0.3651
0.2270
0.1707
0.1430
0.1264
0.1132
9.8536E-02
7.7023E-02
3.8579E-02

J 2

10
9
8
7
6
S
4
3

I
5.2721E-03
1.5484E-02
2.5468E-02
3.6571E-02
5. 1752E-02
7.6668E-02
0.1181
0.1882

2
5.4081E-03
1.5907E-02
2.6055E-02
3.6981E-02
5.1034E-02
7.2393E-02
0.1050
0.1513

3
5.9016E-03
1 .732SE-02
2.8004E-02
3.8489E-02
4 .9M0E-02
6. 3791E-02
8.2061E-02
0. 1024

4
6.94OOE-03
2.0207E-02
3. 1947E-02
4.2033E-02
5. 0282E-02
5.6736E-02
6. 2301E-02
6.5566E-02

5
8.8591E-03
2.5363E-02
3.8890E-02
4.8865E-02
5.4568E-02
5.5122E-02
5.1263E-02
4.4378E-02

6
1.2351E-02
3.4215E-02
5.0277E-02
6.0284E-02
6.4093E-02
6.0807E-02
5.0606E-02
3.6571E-02

7
1 .9123E-02
4 .9494E-02
6.8156E-02
7.7367E-02
7.9208E-02
7.3757E-02
6.0307E-02
4.0916E-02

8
3.4269E-02
7.6856E-02
9.5312E-02
0.1004
9.8604E-02
9.1384E-02
7.7522E-02
5.6056E-02

9
7.5822E-02
0.1282
0.1348
0.1282
0.1191
0.1089
9.5784E-02
7.6291E-02

10
0.2168
0.2243
0.1858
0.1557
0.1358
0.1217
0.1087
9.2439E-02



Table 8.6.--Output file for example problem 1--Continued

2 0.3115 0.2152 0.1120 5.7847E-02 3.2313E-02 2.123UE-02 2.0668E-02 3.0104E-02 4.8174E-02 6.7575E-02
1 0.9677 0.1533 6.913X-42 2.7564E-02 1.2346E-02 5.8118E-03 3.9359E-03 6.3626E-03 1.4191E-02 2.75461-02

11
10 0.7839
9 0.3651
8- 0.2270
7 0.1707
6 0.1430
5 0.1264
4 0.1132
3 9.85361-02
2 7.7023E-02
I 3.8S7GE-02

*-* OUTPUT AT END OF TIME STEP NO. 50 ***

TINE ................................................

CURRENT TINE STEP LENGTHl ; ........... ......... .

10.0 (S); 1.157£-04 (0)

0.200 (S); 2.315£-06 (0)

NO. OF P.T.C LOOP
1AXIMUM CHANIGE IN

MAXIMUNI CHANGE IN

ITERATIONS USED ..........................
PRESSURE .................................
SCALED NASS fRACTION .....................

2
4.6795E$02 ( PA)
2.1016L-02 (-)

AT LOCATION ( 2. 2. 1)
AT LOCATION (10. 2. 1)

PRESSURE ( PA)

VERTICAL SLICES

JU I

11
10
9
a
7
6
S
4

I
4586.2
6172.7
7800.5
9494.4
11292.
13217.
15253.
11378.

2
4571.1
6158.3
1787.3
9481.8
11278.
13196.
15221.
17323.

3
4525.2
6114.2
7747.1
9444.3
11236.
13139.
15139.
17201.

4
4445.8
6038.3
7678.9
9382.7
11171.
13058.
15028.
17050.

5
4327.7
5925.9
7580.0
9297.4
11089.
12961.
14905.
16893.

6
4160.5
5768.9
7446.2
9187.9
10992.
12859.
14781.
16740.

C

7
3925.9
5553.2
7270.5
9053.1
10885.
12757.
14665.
16599.

8
3587.1
5256.2
7045.8
8893.9
10769.
12661.
14565.
16478.

9
3062.0
4844.6
6771.4
8719.4
10655.
12516.
14485.
16385.

10
2123.5
4291.3
6478.4
8560.8
10563.
12514.
14432.
16325.

(
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Table 8.6.--Output file for example problem 1--Continued

3 19619. 19496. 19298. 19093. 18896. 18713. 18544. 18395. 18273. 18192.
2 22135. 21737. 21407. 21131. 20894. 20682. 20487. 20305. 20144. 20023.
1 25000. 24092. 23468. 23130. 22867. 22637. 22417. 22199. 21985. 21797.

11
11 0.00000
10 3718.6
9 6289.9
8 8483.6
7 10524.
6 12490.
5 14413.
4 16305.
3 18164.
2 19977.
1 21709.

JA 2

1 2 3 4 5 6 7 8 9 10
11 4586.2 4571.1 4525.2 - 4445.8 4327.7 4160.5 3925.9 3587.1 3062.0 2123.5
10 6172.7 6158.3 6114.2 6038.3 5925.9 5768.9 5553.2 5256.2 4844.6 4291.3
9 7800.5 7787.3 7747.1 7678.9 7580.0 7446.2 7270.5 7045.8 6771.4 6478.4
8 9494.4 9481.8 9444.3 9382.7 9297.4 9187.9 9053.1 8893.9 8719.4 8560.8
7 11292. 11278. 11236. 11171. 11089. 10992. 10885. 10769. 10655. 10563.
6 13217. 13196. 13139. 13058. 12961. 12859. 12757. 12661. 12576. 12514.
5 15253. 15221. 15139. 15028. 14905. 14781. 14665. 14565. 14485. 14432.
4 17378. 17323. 17201. 17050. 16893. 16740. 16599. 16478. 16385. 16325.
3 19619. 19496. 19290. 19093. 18896. 18713. 18544. 18395. 18273. 18192.
2 22135. 21737. 21407. 21131. 20894. 20682. 20487. 20305. 20144. 20023.
1 25000. 24092. 23468. 23130. 22867. 22637. 22417. 22199. 21985. 21797.

11
11 0.00000
10 3718.6
9 6289.9
8 8483.6
7 10524.
6 12490.
5 14413.
4 16305.



Table 8.6.--Output file for example problem 1--Continued

3 18164.
2 19977.
1 21709.

SOM1E SCALED MASS FRACTION (-)

VERTICAL SLICES

Jo= I

11
10
9
a
7
6
5

w 4
Gon 3

2
1

11
10
9
8
7
6
5
4
3
2
1

11
10

I
0.00111
0.01133
0.06912
0.23719
0.53015
0.82292
0.96737
0.99701
0.99978
0.99999
1.00000

2 3 4 5 6 7 8 9 10
0.00179 0.00293 0.00435 0.00603 0.00798 0.01016 0.01238 0.01420 0.01515
0.01199 0.01367 0.01577 0.01798 0.02012 0.02186 0.02258 0.02151 0.01895
0.06924 0.06952 0.06946 0.06861 0.06639 0.06180 0.05359 0.04161 0.02921
0.23339 0.22294 0.20745 0.18837 0.16590 0.13891 0.10664 0.07184 0.04297
0.51866 0.48762 0.44239 0.38761 0.32582 0.25755 0.18448 0.11436 0.06186
0.80818 0.76825 0.70692 0.62622 0.52739 0.41289 0.28967 0.17356 0.08869
0.95923 0.93480 0.89107 0.82304 0.72342 0.58674 0.42091 0.25350 0. 12594
0.99501 0.98714 0.96719 0.92904 0.85975 0.74331 0.56766 0.35659 0.17596
0.99948 0.99770 0.99088 0.97181 0.92938 0.84145 0.70243 0.48055 0.24235
0.99994 0.99951 0.99693 0.98686 0.95926 0.89977 0.78922 0.60195 0.33220
0.99999 0.99978 0.99813 0.99050 0.96757 0.91610 0.81989 0.66059 0.42791

11
0.01601
0.01823
0.02413
0.03158
0.04223
0.05746
0.07785
0.10288
0.13074
0.15963
0.20642

J- 2

1
0.00111
0.01133

2 3 4 5 6 7 8 9 10
0.00179 0.00293 0.00435 0.00603 0.00798 0.01016 0.01238 0.014/0 0.01515
0.01199 0.01367 0.01577 0.01798 0.02012 0.02186 0.02258 0.02151 0.01895

(
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Table 8.6.--Output file for example problem 1--Continued

9 0.06912 0.06924 0.06952 0.06946 0.06861 0.06639 0.06180 0.05359 0.04161 0.02927
8 0.23719 0.23339 0.22294 0.20745 0.18837 0.16590 0.13891 0.10664 0.07184 0.04297
7 0.53015 0.51866 0,48762 0.44239 0.38761 0.32582 0.25755 0.18448 0.11436 0.06186
6 0.82292 0.80818 0.76825 0.70692 0.62622 0.52739 0.41289 0.28967 0.17356 0.08869
5 0.96737 O.9S923 0.93480 0.89107 0.82304 0.72342 0.58674 0.42091 0.25350 0.12594
4 0.99701 0.99S01 0.98714 0.96779 0.92904 0.85975 0.74331 0.56766 0.35659 0.17596
3 0.99978 0.99948 0.99770 0.99088 0.97181 0.92938 0.84746 0.70243 0.48055 0.24235
2 0.99999 O.99994 0.99951 0.99693 0.98686- 0.95926 0.89977 0.78922 0.60195 0.33220
1 1.00000 O.99999 0.978 .9813 O.99050 0.96757 0.91610 0.81989 0.66059 0.42791

'11
11 0.01601
10 0.01823
9 0.02413
8, 0.03158
7 0.04223
6 0.05746
5 0.07783
4 0.10288
3 0.13074
2 0.15963
1 0.20642

DENSITY (KG1 ,**3)

VERTICAL SLICES

J 1

I
11 800.22
10 802.27
9 813.82
8 847.44
7 906.03
6 964.58
5 993.47
4 999.40
3 999.96
2 1000.0
1 1000.0

2 3
800.36 800.59
802.40 802.73
813.85 813.90
846.68 844.59
903.73 897.52
961.64 953.65
991.85 986.96
999.00 997.43
999.90 999.54
999.99 999.90
1000.0 999.96

4
800.87
803.15
813.89
841.49
888.48
941.38
978.21
993.56
998.18
999.39
999.63

5
801.21
803.60
813.72
837.67
877.52
925.24
964.61
985.81
994.36
997.37
998. 10

6
801.60
804.02
813.28
833.18
865.16
905.48
944.68
971.95
985.88
991.85
993.51

7 8
802.03 802.48
804.37 804.52
082.36 810.72
827.78 821.33
851.51 836.90
882.58 857.93
917.35 884.18
948.66 913.53
969.49 940.49
979.95 957.84
983.22 963.98

9 10
802.84 803.03
804.30 803.79
808.32 805.85
814.37 808.59
822.87 812.37
834.71 817.74
850.70 825.19
871.32 835.19
896.11 848.47
920.39 866.44
932.12 885.58



Table 8.6.--Output file for example problem 1--Continued

II 803.20
10 803.65
9 804.83
8 806.32
7 8B0.4S
6 811.49
5 815.57
4 820.58
3 826.15
2 831.93
1 841.28

J 2

1 2 3 4 5 6 7 a 9 10
11 800.22 800.36 800.59 800.87 801.21 801.60 802.03 802.48 802.84 803.03
10 802.27 802.40 802.73 803.15 803.60 804.02 804.37 804.52 804.30 803.79
9 813.82 813.85 813.90 813.89 813.72 813.28 812.36 810.72 808.32 805.85
8 847.44 846.68 844.59 841.49 837.67 833.18 827.78 821.33 814.37 808.59

7 906.03 903.73 897.52 888.48 877.52 865.16 851.51 836.90 822.87 812.37
6 964.58 961.64 953.65 941.38 925.24 905.48 882.58 857.93 834.71 817.74
5 993.47 991.85 986.96 978.21 964.61 944.68 917.35 884.18 850.70 825.19
4 999.40 999.00 997.43 993.56 985.81 971.9S 948.66 913.53 871.32 835.19
3 999.96 999.90 999.54 998.18 994.36 985.88 969.49 940.49 896.11 848.47
2 1000.0 999.99 999.90 999.39 997.37 991.85 979.95 957.84 920.39 866.44
1 1000.0 1000.0 999.96 999.63 998.10 993.51 983.22 963.98 932.12 885.58

11
11 803.20
10 803.65
9 804.83
8 806.32
7 80B.45
6 811.49
S 815.57
4 820.58
3 826.15
2 831.93
1 841.28

(~~~~~~~~~~ '(C
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Table 8.6.--Output file for example problem 1--Continued

VISCOSITY (KG/ H-S)

VERTICAL SLICES

C

J- I

11
10
9
a
7
6
5
4
3
2
1

11
10
9
a
7
6
5
4
3
2
I

I
1 .2991E-03
1 .2909E-03
1 .2455!-03
1 .1225E-03
9. 3630E-04
7 .6110E-04
7.1428E-04
7.0129E-04
7 .O00E-04
7.000]E-04
?.0000E-04

2
I1.2986E-03
I1.2904E-03
1 .2455E-03
I .12S1E-03
9.4299E-04
7.8826E -04
7. 1789E-04
7.0216E-04
7.0023E-04
7.0003E-04
7.OOOIE-O4

13 4
I1.2976E-03 1 .2965!-03
1.28M0-03 1.2874E-03
1.245?E-03, I 2453E-03
1.*1324E-03 19:1433! -03
9.612BE-04 9.8857E-04
8.0799E-04 8.392SE-04
7.2883E-04 7.4883E-04
7.0560E-04 7.1410E-04
7.OIOOE-O4 7.0396E-04
7.0021E-04 7.0133E-04
7.0010E-04 7.0081E-04

5
I1.2952E-03
I1.2856E-03
I1.2459E-03
1.1S69E-03
1 .0227E-03
8.8224E-04
7. 8104E-04
7. 3144E-04
7.1232E-04
7.0572E-04
7.0413E-04

6
1.2936E-03
1.2839E-03
1.2477E-03
1.1731E-03
1.0625E-03
9.3790E-04
8.3072E-04
7.6349E-04
7.3128E-04
7.1788E-04
7.1420E-04

7
1.2919E-03
1.2825E-03
1.2512£-03
1.1929E-03
1.1084E-03,
1.0068E-03
9.0407E-04
8.2055E-04
7.6932E-04
7.4481E-04
7.3732E-04

a
I.2901E-03
1.2820E-03
1.2576E-03
1.2170t-03
1.15971-03
1.0866E-03
l .0018E-03
9.1481E-04
8.4159E-04
7.9756E-04
7.8256E-04

9
1.2886E-03
1.2828E-03
1.2669E-03
1.2435E-03
1.21111-03
1.1676E-03
1.1112E-03
1.0425E-03
9.6550E-04
8.9559E-04
8.6367E-04

10
1.2879E-03
1.2848E-03
1.2767E-03
1.2659E-03
1.25121-03
1.2305E-03
1.2025E -03
1.1658E-03
1.1189E-03
1.0584£-03
9.9747E-04

it
t .2872E-03
I.M24-03
1.2807E-03
1.2748E-03
1. 2665t-03
1.2546E-03
1.2388E-03
1.2198E-03
I.1989E-03
1.1777E-03
1.1441E-03

J- 2

II
10
9
a
7

I
1.2991E-03
1.2909E-03
1.2455E-03
1.1225E-03
9.3630E-04

2 3 4 5 6
1.2986E-03 1.2976E-03 1.2965E-03 1.2952E-03 1.29361-03
I .2904E-03 1.2890E-03 1.2874E-03 1.28561-03 1.2839£-03
1.2455E-03 1.2452E-03 1.2453E-03 1.2459E-03 1.2477E-03
1.1251E-03 1.1324E-03 1.1433E-03 1.1569E-03 1.1731E-03
9.4299E-04 9.6128E-04 9.8857E-04 1.0227E-03 1.0625E-03

7 8 9 10
1.2919E-03 1.2901E-03 1.2886E-03 1.2879E-03
1.2825E-03 1.2820E-03 1.28281-03 1.2848E-03
1.2512E-03 1.25761-03 1.2669E-03 1.27671-03
1.1929E-03 1.2170E-03 1.2435E-03 1.26591-03
1.1084E-03 1.1597E-03 1.2111E-03 1.2512E-03

I



Table 8.6.--Output file for example problem 1--Continued

6
S
4
3
2
1

11
10
9
8
7
6
S
4
3
2
I

7.811E-04
7.1426E-04
7.0129E-4
7.0009E-04
7.0001E-04
7.0000E-04

7.8826E-04
7.1789E-04
7.0216E-04
7.0023E-04
7.0003E-04
7.00011-04

8.0799E-04
7.283£-04
7.0560E.04
7.01001-04
7.00?1E-04
7.0010E-04

8.3925E-04
7.4883E-04
7.1410E-04
7.0396E-04
7.0133E-04
7.0081E-04

8.8224E-04
7.8104E-04
7.3144£-04
7.1232E-04
7.0572E-04
7.0413E-04

9.3790E-04
8.3072E-04
7.6349E-04
7.3128E-04
7.1788E-04
7.1420E-04

1.0068E-03
9.0407E-04
8.2055E-04
7.6932E-04
7.4481E-04
7.3732E-04

I .Oe66E-03
1.0018E-03
9.1481E-04
8.4159E-04
7.9756E-04
7.8256E-04

1.1676E-03
1.1112E-03
1.0425E-03
9.6550E-04
8.9559E-04
8.63671-04

1.2305E-03
1.2025E-03
1.1658E-03
1.1189E-03
1.0584E-03
9.9747E-04

11
1.2872E-03
1.2854E-03
1.2807E-03
1.2748E-03
1.2665E-03
1.2546E-03
1.2388E-03
1.2198E-03
1.1989E-03
1.1777E-03
1.1441E-03

*** GLOBAL FLOW BALANCE. SUMMARY **
CURRENT TIME STEP RATES AMOUNIS

FLUID INFLOW ...........................................
FLUID OUTFLOW ..............................................
CHANGE IN FLUID IN REGION ...........................
RESIDUAL IMBALANCE .........................................
FRACTIONAL IMBALANCE .......................................

SOLUTE INFLOW ..............................................
SOLUTE OUTFLOW ............................................
CHANGE IN SOLUTE IN REGION .................................

RESIDUAL IMBALANCE .............................
FRACTIONAL IMBALANCE ...........................

CUMULATIVE SUMMARY

3.245287E100
2.580780Et00
6.645022E-01

-5.047900E-06

1.622645E-02
1.915943E-04
1.603472E-02

(KG/S)
(KG/S)
(KG/S)
(KG/S)

(KG/S)
(KC/S)
(KG/S)

6.490574E-01
5.161559E-01
1.3290041-01

-1.009580f-06
0.0000

3.245291E-03
3.83187/E-05
3.206945E-03

-2.733812E-08
0.0000

(KG)
(KG)
(KG)
(KG)

(KG)
(KG)
(KG)

(KG)-1.366906E-07 (KG/S)

AMOUNTS

FLUID INFLOW ...................................... 3.325127E101 (KG)
FLUID OUTFLOW . 2 26265 986EO1 (KG)

C( (
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Table 8.6.--Output file for example problem l--Continued

CHAUGE IN FLUID IN REGION ..................................
FLUID IN REGION .................... . .. ................
RESIDUAL IMBALANCE .....
FRACTIONAL IMlLANCEi .. ..

SOLUTE INFLOW ..............................................
SOLUTE OUTFLOW .............................................
CHANGE IN SOUNTE IN REGION .................................
SOLUTE IN REGION ..... **...... ....
RESIDUAL IMBALANCE .........................................
FRCTIONAL IMBALANCE .......................................

6.985026EO00
1 .098503E*01

-2.603850E-04
0.0000

1 .665237E-01
2.253053E-04
1. 663889E-01
I1.663M8E -01
9.057561E-05

0.0005

6.985286EO00
O.DOOOOOE-01
O.OOOOOOE -01
O.OOOOOOE-01

1 .662904E-01
O.OOOOOOE-01
0.000000E-0l
O.000000E-01

(KG)
(KG)
(KG)

(KG)
(KG)
(KG)
(KG)
(KG)

(KG)
(KG)
(KG)
(KG)

(KG)
(KG)
(KG)
(KG)

CUMULATIVE
CUMULATIVE
CUMULATIVE
CUMULATIVE

SPECIFIED P CELL FLUID NET INFLOW ....
FLUX B.C. FLUID NET INFLOW ...........
LEAXAGE B.C. FLUID NET INFLOW ...................
AQUIFER INFLUENCE FLUID NET INFLOW ..............

CUMULATIVE SPECIFIED C CELL OR ASSOCIATED WITH
SPECIFIED P CELL SOLUTE NET INFLOW.....................

CUMULATIVE FLUX B.C. SOLUTE NET INFLOW .....................
CUMULATIVE LEAKAGE B.C. SOLUTE NET INFLOW ..................
CUMULATIVE AQUIFER INFLUENCE SOLUTE NET INFLOW .............

SPECIFIED PRESSURE, TEMPERATURE. OR MASS FRACTION B.C. FLOW RATES
POSITIVE IS INTO THE REGION

FLUID (KG/S)

VERTICAL SLICES

Ja I

I 2 3 4 5 6 7 8 9 10
11
10
9
8
7
6
5
4
3
2



Table 8.6.--Output file for example problem I--Continued

1 1.623

11
11 -1.290
10
9
8

6
5
4
3
2
1

J3 2

1 2 3 4 5 6 7 a 9 10

P. 10
9
a
7
6
5
4
3
2
1 1.623

11
11 -1.290
10
9
a
7
6
5
4
3
2

( (. ,C



C C Ka

Table 8.6.--Output file for example problem 1--Continued

1~~~~~~~~~~~~~~~~~~~~~~~~~~~

VERTICAL SLICES'

ASSOCIATED SOUJTE (KG/S)

VERTICAL SLICES

Ju I

1 2 3 4 5 6 7 8 9 10
11
10
9

7
6
5

U' 4
3
2
I

11
11 -9.5797E£05
10
9
a
7
6
5
4

2

Ju 2

1 2 3 4 5 6 7 a 9 10
11



Table 8.6.--Output file for example problem l--Continued

10
9
8
7
6
5
4
3
2
1

11
11 -9.5797E-05
10
9
B
7
6
5
4
3
2
1

SOWTE (Kfi/S)

VERTICAL SLICES

J. I

1 2 3 4 5 6 7 8 9 10
11
10
9
a
7
6
5
4
3
2
1 8.1132E-03

( (, (



( C C

Table 8.6.--Output file for example problem I--Continued

11
11
10
9
a
7
6
5
4
3
2
1

J - 2

I 2 3 4 S 6 7 a 9 10
11
10

ts ~9
8
7
6
5
4
3
2
1

11
10
9

7
6
5
4
3
2
1

8. 1132E-03

11



Table 8.6.--Output file for example problem 1--Continued

VERTICAL PLAMg At ROW NO. I

VERTICAL CROSS-SECTION OF SIULATION REGION - MASS FRACTIONS PAGE I

0 * * . * * . * * *

* *

.

2222222222222222222222222111111111111111111111111
2222222222222222222222222222222222222 111111111 1 1 1 1 1 1 1 1111

22222222222222222222222221111111
2222222222222222222 11111 I 111111

*3333333333333333 2222222222222222 1 1 1 1 111111111111
3333333333333333333333333333 2222222222222 11111111111111

33333333333333333333 222222222222 111111111111 1
333333333333333 2222222222211111111111

44444444444444 3333333333333 222222222 111111111
444444444444444444444444 33333333333 222222222 1 11111111111

444444444444444444 3333333333 22222222 11111111111
4444444444444444 3333333333 2222222 111111; 111

44444444444444 33333333 2222222 1111111111
4444444444444 3333333 2222222 1111111111

55555555555555 44444444444 3333333 2222222 1111111111I

0

*

C cU



C
TableC.6.--utputf~le fr exaple poblem --<:otinuI

Table 8.6.--Output file for example problem 1--Continued

5555555555555555555555
^555555555555555S55555555555
555555555555555555555SSSSSSSS
555555555555555555555555555555,5
555555555555S5555555555555S555555
S5S555SS55555555555SSS555555555555!

555SSS55555555555555555555555555555S
*55555555555555555555555555555555555SS
555555555555555555555555555555555SSS5S!
55555555555555555555555555555555555555I
55555555555555555555555555555555555555S
55555555555555555555555555555!SSSSSSS
55555555555555555555555555555555555555
*555555555555555555555555555555555555S
555555555SSSSSSSSS555555S555555555555
55555555555555555555555555555555555555
55555555555555555S555555555555555555555
55555555555555555555S55555555555555555
55555555555555555555555555555555555555!
*555555555S5555S55555555555555SSS
55555555555555555555555555555555555555!
55555555555555555555555555555555555555S
5555555555SS5555S555SSSSSS5555S5555555!
555555S55555SSS55SSSS5SS555555555555SSS5
555555SSSSSS5555S55555555555555S5SS5555!
^55S55555^5555555S555*5555555S5*5SSS5555!

44444444444 3333333 2222222
444444444 333333 222222
444444444 333333 22222;

444444444 333333 2222;
44444444 333333 222;

44444444 33333 2;
5555 4444444 333333
;55555S 4444444 33333
15555555 4444444 33333
i555555555 4444444 33333
555555555555 444444 33333
5555555555555 4444444 33333
i5555S5555555555 444444 3333'
i555555555555555 4444444 333:
;555S555555555555 444444 33:
i55555555555555555 4444444 3:
S555S55555555555555 4444444
S5555555555555555555 4444444
S55555555555555555555 444444
S55555555 55S5555S55 44444
i5555555555555555555555 444444
S55555555555555555555 444444
S555555555555555555555 444444
S5555S555555555555555555 444444
S555S555555555555555555 4444444
55*555555555*555555555*5 ^ 444444

11111111111
! 11111111111

!2 1111111111!2Z 111111111

!222 11111111
!2222 1111111
p22222 1111111
222222 111111
22222 111111
22222 1111
22222 III

13 2222 111
33 2222 11
133 2222 1
1333 2222
1333 2222
3333 2222
3333 22222
333 2222
3333 2222
3333 22222
3333 22222
3333 22222
3333 22222

* 3333 * 2222

I
11
111
11111
11111
11111*
111111
111111
111111
111111
111111

11111*
111111
11111

till

1111
111
1ii

11

1, *

II
I*

'o
%0

NAP LEGEND
HORIZONTAL GRID NODE RANGE, FROM I TO 11
VERTICAL GRID NODE RANGE, FROM I TO 11
DEPENDENT VARIABLE RANGE MAP CHARACTER

O.OOOE-O1
I.OOOE-O1
2.000E-O1
3.OOOE-O1
4.OOOE-O1
5.O00E-O1
6.000E-Ol
7.000E-OI
8.000E-O1
9.OOOE-Ol

l.OOOE-O1
2.000E-O1
3.OOOE-O1
4.000E-0O
5.0WE-01
6.O00E-O1
7.000E-O1
8.000E-Ol
9.OOOE-O1
I.OOOE+OO

1

2

3

4

5



Table 8.6.--Output file for example problem 1--Continued

GRID WIDE LOCATIONS ACROSS THE PAGE
0.000 0.200 0.400 0.60" O.UO0

. ,

GRID NOME LOCATIONS AL0W3GTHi PAGE

AXIS IS POSITIVE UP THE PAGE

1.00 1.20 1.40 1.60 1.80 2.00

0.000 0.200 0.400 0.600 0.800 1.00 1.20 1.40 1.60 1.80 2.00

X-DIRECTION - INTERSTITIAL PORE VELOCITY BETWEEN X(I) AND X(CI.) ( M/S)

VERTICAL SLICES

J3 1

11
10
9
a
7
6
S
4
3
2
1

1
5.8050E-03
5.6043E-03
5.3289E-03
5.6099E-03
7. 752SE-03
1 .3214E-02
2.239SE-02
3.9561E-02
8.7745E402
0.2840
0.6489

2
1. 7689E-02
1.7088E-02
1 .6128E-02
1.6607E-02
2.1933E-02
3.S479E-02
5.651BE-02
8.6821E-02
0.1410
0.2362
0.4450

3
3.0581E-02
2.9465E-02
2.7400E-02
2.7078E-02
3.3082E-02
4.9678E-02
7.5087E-02
0.1060
0.1461
0.1963
0.2414

4
4.5596E-02
4.3659E-02
3.9668-02
3. 7094E-02
4.0965E-02
5. 5950E-02
8.0709E-02
0.1089
0.1387
0.1687
0.1873

5
6.4559E-02
6.1105E-02
5.3692E-02
4.6992E-02
4.623BE-02
5.6113E-02
7.6885E-02
0.1023
0.1271
0.1487
0.1625

6
9.0775E-02
8.4037E-02
7.0286E-02
5.6947E-02
4.9597E-02
5.2287E-02
6.6560E-02
8.8744E-02
0.1123
0.1337
0.1512

7
0.1312
0.1158
8.9582E-02
6.6094E-02
5.0885E-02
4.6079E-02
S.2617E-02
6.9581E-02
9.2878E-02
0.1178
0.1434

a
0.2036
0. 1605
0.1087
7.0920E-02
4.8175E-02
3.7726E-02
3.7758E-02
4.7723E-02
6.7429E-02
9.5323E-02
0.1303

9
0.3643
0.2155
0.1152
6.3208E-02
3.7551E-02
2.5927E-02
2.2978£-02
2.6993E-02
3.8829E-02
6.1982E-02
0.1006

10
0.8247
0.2228
7.3718E-02
3.0376E-02
1.5336E-02
9.5482E-03
7.7931E-03
8.6132E-03
1.2105E-02
2.0557E-02
4.1525E-02

J - 2

11
10
9
8
7
6
5
4
3
2
1

I
5.80506-03
5.6043E-03
5. 3289E-03
5.6099E-03
7. 75251-03
I1.3214t-02
2.239SE-02
3.9561E-02
8.7745E-02
0.2840
0.6489

2
1 .76119E-02
1 .70881-02
I1.612SE-02
I1.6607E-02
2. 1933E-02
3.5479E-02
5.6SISE-02
8.6B211-02
0. 1410
0.2362
0.4450

3
3.0581E-02
2.9465E-02
2.74OE-02
2.707BE-02
3.3082E-02
4.967BE-02
7.5087E-02
0.1060
0.1461
0.1963
0.2414

4
4.5596E-02
4.3659E-02
3.9668E-02
3.7094E-02
4.0965E-02
5.5950E-02
8.0709E-02
0.1089
0.1387
0.1687
0.1873

5
6.4559E-02
6. 105E-02
5.3692E-02
4.6992E-02
4.6238E-02
5.6113E-02
7.6885E-02
0.1023
0.1271
0.1487
0.1625

6
9.0775E-02
8.4037E-02
7.0286E-02
5.6947E-02
4.9597E-02
5.2287E-02
6.6560E-02
8.8744E-02
0.1123
0.1337
0.1512

7
0.1312
0.1158
8.9582E-02
6.6094E-02
5.0885E-02
4.6079E-02
5.2617E-02
6.9581E-02
9.2878E-02
0.1178
0.1434

8
0.2036
0.1605
0. 1087
7.0920E-02
4.8175E-02
3.7726E-02
3.7758E-02
4.7723E-02
6.7429E-02
9.5323E-02
0.1303

9
0.3643
0.2155
0.1152
6.3208E-02
3.7551E-02
2.5927E-02
2.2978E-02
2.6993E-02
3.8829E-02
6.1982E-02
0.1006

10
0.8247
0.2228
7.3718E-02
3.0376E-02
1.5336£-02
9.5482E-03
7. 7931E-03
8.6132E -03
1.2105E -02
2.0557E -02
4.1525E-02

C (
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Table 8.6.--Output file for example problem i--Continued

Y-DIRECTION - INTERSTITIAL PORE VELOCITY BETWEEN Y(J) AND Y(Jtl) ( M/S)

VERTICAL SLICES
1, ":#;, *s- I

i! 3A 1I

1I . 2 3 4 5 6
11 2.2403E-13 -1.3447E-13 2.0185E-13 -2.244BE-13 1.7977E-13 -6.7495E-14
10 -1.8036E-13 1.5788C-13 -2.9351E-13 2.034GE-13 -1.1319E-13 1.8135E-13
9 1.4020E-13 -3.7389E-13- 3.0384E-13 -3.7394E-13 1.86SIE-13 -1.8661E-13
ft -2.59M9-13 5.173SE-14 -3.0841E-13 5.09IIE-14 -1.5094E-13 1.4885[-13
7 0.0000 -6.1727E-14. 2.4221E-13 -1.1776E-13 2.8459E-13 -4.3825E-13
6 0.0000 2.2153E-13 -2.8816E-13 3.467SE.13 -3.9586E-13 5.5855E-13
5 4.0746E-13 -3.2432E-13 5.590SE-13 -7.7731E-14 7.4526E-14 -1.4014E-13
4 -3.3200-13 8.289E-13 -4.9497E-13 1.6302E-13 -3.1832E-13 6.0991E-13
3 0.0000 -8.3127E-13 1.6607E-13 -4.9611E-13 1.6343E-13 -9.5516E-13
2 -1.6631E-13 1.6630E-13 0.0000 0.0000 -4.948BE-13 8.1083[-13
1 0.000 -4.9892E-13 0.000 -1.6612E-13 6.6133E-13 0.0000

7
9.0115E-14
-4.538SE-14
2.550?E-13
-3.4157E-13
3. 1509E-1 3
-2.3126E-13
2. 5754E-13
-1 .4187E-13
4.539?E-13
3.1261E-13
4.7367E-13

I 8
-6.7679E-14
9.0811E-14
-1. 3886E- 13
9.5661[-14
0.0000 1
1 .0714E-13
-5.8103E-14
0.0000
-6.9164E-13
2.9193E-13
0.000

9 10
5.6463E-14 -2.2599E-14
-6.8063E-14 2.2652E-14
6.8915E-14 -2.2797E-13
-9.3623E-14 9.1965[-14
0.0000 -4.1871E-13
0.0000 1.4191E>13
3.1430E-13 -1.9362E>13

-1.1167E-13 3.49S0E-13
1.2058E-13 -3.1214E-13

-1.2999E-13 1.1000E>13
1.3479E-13 -3.5013E-13

0
11

11 0.0000
10 -3.3963E-14
9 -2.2724E-14
a 0.0000
7 2.7577E-13
6 -1.8559E-13
5 4.696E-14
4 -3.3404E-13
3 0.0000
2 -2.9655SE-13
I 0.0000

Z-OIRECTION - INTERSTITIAL PORE VELOCITY BETWEEN Z(K) AND Z(K+1) ( M/S)

VERTICAL SLICES

1 2 3 4 5 6 7 8 9 10
10 5.7866E-03 5.9248E-03 6.4297E-03 7.4921E-03 9.4663E-03 1.3093E-02 2.0197E-02 3.6207E-02 8.0299E-02 0.2301
9 1.6924E-02 1.7337E-02 1.8738E-02 2.1623E-02 2.6865E-02 3.6005E-02 5.1998E-02 8.0921E-02 0.1354 0.2376



Table 8.6.--putput file for example problem 1--Continued

8 2.7306E-02 2.7862E-02 2.9744E-02 3.3654E-02 4.0699E-02 5.2475E-02 7.1243E-02 0.1000 0.1420 0.1963
7 3.7916E-02 3.8247E-02 3.9625E-02 4.3149E-02 5.0198E-02 6.2180E-02 8.0286E-02 0.1049 0.1345 0.1638
6 5.2533E-02 5.1521E-02 4,r819-02 5.0235E-02 5.4842E-02 6.5113E-02 8.1361E-02 0.1022 0.1241 0.1420
5 7.7592E-02 7.2491E-02 6.2906U-02 5.5513E-02 5.4215E-02 6.0676E-02 7.4727E-02 9.3692E-02 0.1126 0.1263
4 0.1207 0.1052 8.03681-02 6.0270E-02 4.9664E-02 4.9680E-02 6.0153E-02 7.8395E-02 9.7907E-02 0.1118
3 0.1994 0.1516 9.8869,.02 6.3029E-02 4.2766E-02 3.5583E-02 4.0303E-02 5.5857E-02 7.6984E-02 9.4281E-02
2 0.3963 0.2001 0.1053 5.6562E-02 3.1180E-02 2.0501E-02 2.01461-02 2.9606E-02 4.7945E-02 6.8290E-02
1 0.6455 0.2806 7.186iU -02 2.7406E-02 1.1437E-02 5.0341E-03 3.4014£-03 5.9634E-03 1.3839E-02 2.7596E-02

11
10 0.8329
9 0.3873
8 0.2401
7 0.1798
6 0.1497
5 0.1313
4 0.1168
3 0.1009
2 7.8480E-02
1 3.9222E-02

J 2

1 2 3 4 5 6 7 8 9 10
10 5.78661-03 5.9248E-03 6.4297E-03 7.4921E-03 9.46631-03 1.3093E-02 2.0197E-02 3.6207E-02 8.0299E-02 0.2301
9 1.69241-02 1.7337E-02 1.873BE-02 2.1623E-02 2.6865t-02 3.6005E-02 5.19981-02 8.0921E-02 0.1354 0.2376
8 2.7306E-02 2.7862E-02 2.9744E-02 3.3654E-02 4.0699E-02 5.2475E-02 7.12431-02 0.1000 0.1420 0.1963
7 3.7916E-02 3.8247E-02 3.9625E-02 4.3149E-02 5.0198E-02 6.2180E-02 8.02861-02 0.1049 0.1345 0.1638
6 5.2533£-02 5.1521E-02 4.9879E-02 5.023SE-02 5.4842E-02 6.5113E-02 8.1361E-02 0.1022 0.1241 0.1420
5 7.7592t-02 7.2491E-02 6.2906E-02 5.5513E-02 5.4215E-02 6.0616E-02 7.4727E-02 9.3692E-02 0.1126 0.1263
4 0.1207 0.1052 8.0368£-02 6.0270E-02 4.9664E-02 4.9680E-02 6.0153E-02 7.8395E-02 9.7907E-02 0.1118
3 0.1994 0.1516 9.8869E-02 6.3029E-02 4.2766E-02 3.5583E-02 4.0303E-02 5.5857E-02 7.6984E-02 9.4281E-02
2 0.3963 0.2001 0.1053 5.6562E-02 3.1188E-02 2.0501E-02 2.0146E-02 2.9606£-02 4.7945E-02 6.8290E-02
1 0.6455 0.2806 7.1863E-02 2.7406E-02 1.1437E-02 5.0341E-03 3.4014£-03 5.9634E-03 1.3839E-02 2.7596E-02

11
10 0.8329
9 0.3873
8 0.2401
7 0.1798
6 0.1497

( ~~~~C (



( C C,

Table 8.6.--Output file for example problem l--Contlinued

5 0.1313
4 0.1168
3 0.1009
2 7.8480E-02
1 3.9222E-02

^**** JOB COWPLETED *****
LAST TIME PLANE CALCULATED .......................................
LAST TIME PLANE INDEX .............................................

10. (S)
50
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8.2.2. Heat Transport with Variable Density and Variable Viscosity

The second example problem is based upon thermal injection of a hot fluid

through a well followed by production for an equivalent time period. The

cylindrical coordinate system is used. Injection is for 90 days, followed by

90 days of withdrawal. Temperature of the injected fluid is 60 OC; flow rate

is 203 A/s for both injection and withdrawal. Initial temperature in the

aquifer is 20 'C. The other parameters are:

Well radius, 1 m

Region outer radius, 246 m

Aquifer thickness, 30 m

Permeability, 1.02X101 0 o2

Porosity, 0.35

Fluid compressibility, 0. Pa:l

Porous matrix compressibility, 0. Pa 1

Fluid heat capacity, 4,182 J/kg-°C

Porous-medium heat capacity, 840 J/kg-°C

Fluid density at 20 0C, 1,000 kg/m3

Porous-medium density of the solid, 2,650 kg/m3

Thermal conductivity of the fluid, 0.6 W/m-OC

Thermal conductivity of the porous medium, 3.5 W/m-C

Coefficient of thermal expansion of the fluid, 0.375 OC1

Fluid viscosity at 20 OC, 0.001 kg/M-s-

Longitudinal dispersivity, 4 m

Transverse dispersivity, 1 m

The well flow rate is to be allocated by mobility explicitly in time.

The upper and lower boundaries are impermeable and thermally insulated. The

boundary condition at the outer radius is specified as hydrostatic pressure

with a specified temperature of 20 IC. The boundary condition pressures and

temperatures do not vary with time.

Construct a numerical model of this system, and observe the movement of

the injected hot water and subsequent withdrawal, for a total simulation time
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of 180 days. Automatic spacing of 26 nodes in the radial direction and

uniform spacing of 11 nodes in the vertical direction are to be used. Use

backwards-in-time differencing with a fixed time step of 3 days. The

cross-derivative dispersion terms should be calculated explicitly. Print

results at 30 day intervals including contour maps of temperature. Use a

contour range of 20 to 60 IC, with a contour interval of 5 IC.

The data file that will run example 2 is given in table 8.7. Again, the

comments that do not pertain to this problem have been eliminated for brevity.

Table 8.8 contains selections from the output file for this problem.

Only key results are presented with highlights of the output described.

The initial heat in the region includes both the enthalpy of the fluid

and of the porous matrix. The effective ambient permeability at the well bore

is defined element by element, thus, 10 values occur. The well-flow rate is

calculated explicitly at the beginning of each time step. The temperature

field at the end of the injection period shows the less-dense fluid rising up

over the cooler, resident fluid. Some numerical overshoot or spatial oscil-

lation is apparent, with temperatures up to 62.5 "C appearing. This gives a

zone of plus signs on the contour map of temperature. At the value of time

step selected, only two cycles for solution of the pressure and temperature

equations were needed, which is the minimum necessary for the explicit calcu-

lation of the cross-derivative dispersive-flux terms. During the production

part of the cycle, we can see the preferential withdrawal of the warmer water

from the upper part of the region, caused by the enhanced mobility of the

water at higher temperature. An additional zone, shown as minus signs on the

contour maps, shows that the temperature is below the lower limit of 20 'C

selected for these plots. Again, this is a spatial-oscillation effect, caused

by the coarseness of the grid in conjunction with central differencing for the

advective terms. The global-balance summary shows that, at the end of 90 days

of withdrawal, about 86 percent of the heat has been recovered. Only about

0.1 percent of the heat left the region through the boundary at the exterior

radius. The fluid-withdrawal and heat-withdrawal rates are shown on a per-

layer basis at the end of the simulation. The well is producing water at

about 38 ,C at this time.

i j
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Table 8.7.--Input-data file for example problem 2

C .. HST DATA-INPUT FORM
C .. NOTES:
C . INPUT LINES ARE DENOTEO Al CA1.N2.N3 WHERE
C .. Nl IS THE READ GOrd NUMBER, N2.N3 IS TIHE RECORD NUMBER
C . A LETTER INDICATES AN EXCLUSIVE RECORD SELECTION MUST BE MADE
C .. I.E. A OROR C
C .. (0) - OPTIONAL DATA WITH CONDITIONS FOR REQUIREMENT
C .. A RECORD NUMBER IN SQUARE BRACKETS IS THE RECORD WHERE THAT PARAMETER IS FIRST SET
C . INPUT BY I.,JK RANGE FORMAT IS;
C.O.1.. I1.I2,JIJ2.KI.K2
C.O.2.. VAR1,/IMOI.IVAR2,I DZ,VAR3,IMOD3I
C... USE AS MANY OF LINE 0.1 & 0.2 SETS AS NECESSARY
C... END WITH LINE 0.3
C.O.3.. 0 / THE SPACE IS REQUIRED
C... (UNN) - INDICATES THAT THIE DEFAULT NkUBER, MU, IS USED IF A ZERO IS ENTERED FOR THAT VARIABLE
C... (T/F) - INDICATES A LOGICAL VARIABLE
C... III - INDICATES AN INTEGER VARIABLE

C . START OF THE DATA FILE
C . DIMENSIONING DAtA - READI
C.l.l .. TITLE LIKE I

EXAMPLE 02 THERMAL INJECTION AND WITHDRAWAL, CYLINDRICAL SYSTEM,
C.1.2 .. TITLE LIKE 2

VARIABLE DENSITY AND VISCOSITY
C.1.3 .. RESTRT(T/F).TlRST

C.1.4 .. REAT,SMLUTEEEUNIT.CYLINDSCAL4F; ALL (T/F)
T f f T F
C.1.5 .. XSNYv.NZ.NHCN
26 1 11 0
C.1.6 .. NPTCBCNFBCNAIFCNLBC,bNCBCNWEL
11 0 0 0 0 1
C.1.7 .. NMPM
I
C.l.O .. SLUETHIIILCROSD(T/F)
I F
C.1.9 .. IBC BY I,J.K RANGE (0.1-0.3) .WITH ND INOD PARAMETER. FOR EXCLUDED CELLS
0 /
C.1l. .. RDECHO(T/F)
F

C....STATIC DATA - READ2
C . OUTPUT INFORMATION
C.2.1 . PRTRE(T/F)

F



'~~~ ~ C
Table 8.7.--Input-data file for example problem 2--Continued

C .... CWORDINATE GEOETRY INFORMATION
C... CYLINDRICAL COORDINATES
C.2.26.IA .. R(1).R(#R),ARGRID(T/F);(O) - CYLIND 11.41
1. 246. T1
C.2.28.IB .. R(I);(O) - NOT AMIGD 12.28.1A1;(O) - CYLIND 11.41
C.2.28.2 .. URIGRZ(T/F);(O) - CYLIND 11.41

C.2.25.3A .. Z(1),Z(NZ);(O) - UNIGRZ 12.25.3AICYLIND 11.41
0. 30.
C.2.28.38 .. Z(K):(D) - NOT UNIGRZ 12.28.3A1,CYLIND 11.41
C... FLUID PROPERTY INfORMATION
C.2.4.1 .. BP
0.
C.2.4.2 .. PO,TO.WO,DENFO
0. 20. 0. 1000.
C.2.5.1 .. NOTVO.TVFO(I).VISTFO(I).Iul TO NOTV0;(O) - HEAT 11.41 OR HEAT 11.41 AND SOLUTE 11.41 OR .NOT.HEAT AND .NOT.SOLUTE 11.41
2 20. .001 60. 4.62E-4
C..... REFERENCE CONDITION INFORMATION
C.2.6.1 .. PAATM
0.
C.2.6.2 ..POHTOH
0. 20.
C..... FLUID THERMAL PROPERTY INFORMATION
C.2.7 .. CPF.KTHFT;(O) - HEAT 11.41
4182. .6 3.7SE-4
C .. POROUS MEDIA ZONE INFORMATION
C.2.9.1 .. IPNZ.11Z(IPMZ) 1I2Z(IPZ) .JIZ(IPHZ),J2Z(IPHZ),KI(1(HZ) .21(11HZ)
I11261 1111t
C ....USE AS MAMY 2.9.1 LINES AS NECESSARY
C.2.9.2 .. END WITH 0 /
0 /
C..... POROUS MEDIA PROPERTY INFORMATION
C.2.10.1 .. KXX(IPHZ).YY(IPHZ).KZZ(IPHZ).IPNZu1 TO NPNZ 11.71
I 0£1,I.OZE-IO.1OE
C.2.10.2 .. POROS(IPNZ).IPHZuI TO NPHZ 11.71
.3S
C.2.10.3 .. ABPM(IPNZ).IPHZ-1 TO NPMZ 11.71
0. -
C... POROUS MEDIA THERMAL PROPERTY INFORMATION
C.2.11.1 .. RCPPH(IPHZ),IPHZu1 TO NPHZ 11.71;(O) - HEAT 11.41
2.226(6
C.2.11.2 .. KTXPM(IPMZ).1TYPM(IPMZ).KTZPH(IPMZ).IPMZz1 TO NPHZ 11.71;(O) - HEAT 11.41
3*3 .5
C... POROUS MEDIA SOLUTE AND THERMAL DISPERSION INFORMATION
C.2.12 .. ALPHL(IPHZ).ALPtiT(IP"Z),IPHZu1 TO NP"Z 11.71;(O) - SOLUTE 11.41 OR HEAT 11.41



Table 8.7.--Input-data file for example problem 2--Continued

4. 1.
C.. SOUACE-SINK WELL INFORKATI0-
C.2.14.1 .. RDO0F(T/F);(O) - NWEL il.61 > 0
T
C.2.14.3. .i IWELIWJW.LCBOTWLCTOPWVWM8,WQMETHIIJ;(O) - RNOIEF 12.14.11,
11 1 111 2. 11
C.2.14.4 .. WCF(L);L - I TO NZ (EXCLUSIVE) DV ELEMENT
10^1.
C.....USE AS MANY 2.14.3-6 LIMES AS NECESSARY
C.2.14.7 .. END WITH 0 /
0 /
C..... BOUNOARV CONDITION INFORMATION
C... SPECIFIED VALUE B.C.
C.2.15 .. IBC DV I.JK RANGE (0.1-0.3) WITH NO IHO PARAMETER,;(O) - NPTCBC 11.61 0
26 26 1 1 1 11
100
0 /
C... FREE SURFACE B.C.
C.2.20 .. FRESUR(T/F).PRTCCK(T/F)
.F /
C... INITIAL CONDITION INFORMATION
C.2.21.1 .. ICHYDPICTICC; ALL (T/F);lF NOT.IIEAT. ICT - F. IF NOT.SOLUTE. ICC . F

C.2.21.3A .. ZPINITPINIT;(O) - ICHVOP 12.21.11 AND NOT ICHWT 12.21.21
30. 0.
C.2.21.4B .. T 8Y I.J.K RANGE (0.1-0.3);(0) - HEAT 11.41 AND ICT 12.21.13
1 26 1 1 1 11
20. 1
0 /
C... CALCULATION INFORMATION
C.2.22.1 .. FDSATHI.FDTTH
.5 1.
C.2.22.2 .. TOLDEN(.D01),MAXITN(5)
0. 10
C... OUTPUT INFORMATION
C.2.23.1 .. PRTPMP.PRTFPPRTICPRTBCPRTSLPRTWEL; ALL (T/F)
6^T
C.2.23.2 .. IPRPTC.PRTDV(T/F);(O) - PRTIC 12.23.11
110 F
C.2.23.4 .. PLTZON(T/F);(O) - PRTP4P 12.23.11
F
C.2.23.5 .. OCPLOT(T/F)
F
C--__-_-_-_-__-__-___
C. TRANSIENT DATA - READ3

(~~~~~~~~~~ (



c(7
Table 8.7.--Input-data file for example problem 2--Continued

C,3.1 .I THRU(T/F)
F
C .. IF THRU IS TRUE PROCEED TO RECORD 3.99
C.. THE FOLLOWING IS FOR MNIMTHRU
C . SOURCE-SINK WELL INFORMATfON'
C.3.i .. ROWFLO(T/F).ROWHD(T/F);(O) - NWL 11.61 > 0
T F
C.3.2.2 .. IWELQWY.PWSURPWKTTWSRKT.CWKT;(O) - ROWFLO 13.2.11 OR RDWHO 13.2.11
1 203. 0. 0. 60. 0.
C USE AS MAIY 3.2.2 LINES AS NECESSARY
C.3.2.3 .. END WITH 0 /

C . BOUNDARY CONDITION INFORNATION
C.. .. SPECIFIED VALUE B.C.
C.3.3.1 .. ROSPBCRDSTBC,ROSCBCALL(T/F);(O) - NOT CYLIND 11.41 AND NPTCKC 11.61 0 0
T F F
C.3.3.2, . PRP B.C. BY 1,J,K RANGE (0.1-0.3);(O) - ROSP8C 13.3.11
26 26 1 I 11 11
0. 1
26 26 1 1 10 10
2.9421E4 1
26 26 1 1 9 9
5.8842E4 1
26 26 1 1 8 8
8.8263E4 1
26 26 1 1 7 7
1.17684E5 1
26 26 1 1 6 6
1.47105E5 1
26 26 1 1 5 5
1.76526E5 1
26 26 1 1 4 4
2.05947E5 1
26 26 1 1 3 3
2.35368t5 1
26 26 1 1 2 2
2.64789E5 1
26 26 1 1 11
2.9421E5 I
0 /
C.3.3.3 .. TSBC BY I.J,K RANGE (0.1-0.3); (0) - RDSPBC 13.3.11 AND HEAT 11.41
26 26 1 1 1 11
20. 1
0 /
C . CALCULATION INFORMATION



Table B.7.--Input-data file for example proble 2--Continued

C.3.7.1 .. RDCALC(T/F)
T
C.3.7.2 .. AUTOTS(T/F);(O) - RoCA;C $.7.1I
F
C.3.7.3.A .. DELTI11;(0) - ROILC 13.1.11 AND NOT AUTOTS 13.7.21
2.592E5
C.3.7.4 .. TIlCIIG
7.7160E6
C .....WOTPUT INFORMATION
C.3.8.1 .. PRIVEL.PRIDV.PRISLN.PRIKDPRIPTC,PRIOFBPRIWELPRIBCF; ALL III
O 0 10 0 10 -1 0 30
C.3.8.2 .. IPRPTC;(O) - IF PRIPTC 13.8.11 NOT - 0
010
C.3.8.3 .. CHKPTD(T/F).NTSCHK.SAVLDO(T/f)

C ..... COITOUR NAP INFORMATION
C.3.9.1 .. RDNPDTPRTMPO; ALL (T/F)
T T
C.3.9.2 .. NAPPTC.PRIMAPIII;(O) - RONPOT 13.9.11
010 10
C.3.9.3 .. VPOSUP(T/F).ZPOSIW(T/F).LENAX.LENAYLENAZ;(O) - RD4PDT 13.9.11
F T 12. 0. 6.
C.3.9.4 .. INAPI(1i).IAP2(NX),/JAPI(1).JI4AP2(NY).K4IAPI(),K14AP2(NZ).AWIN.A)AXwN\PZlN(5):(0) - RMPOT 13.9.11
0 0 0 0 0 0 20. 60. 8
C . ONE OF THE 3.9.4 LINES REQUIRED FOR EACH DEPENDENT VARIABLE
C..... TO BE NAPPED
C . END OF FIRST SET OF TRANSIENT INFORMATION

C ..... READ SETS OF READ3 DATA AT EACH TIMM UNTIL THIU (LINES 3.NI.H2)
C . TRANSIENT DATA - RAMD3
C.3.1 .. THRU(T/F)

C ..... IF THRIU IS TRUE PROCEED TO RECORD 3.99
C ..... TlE FOLLOWING IS FOR NOT THRU
C ..... SOURCE-SI WELL INFOWRATION
C.3.2.1 .. RDMFLO(T/F).RD"(T/F);(O) - NWEL 11.61 0 O
T F
C.3.2.2 .. IWdEL.QWV,PISUR.P&KTTWSRKTCWKT;(O) - ROWFLO 13.2.11 OR ROWHO 13.2.11
1 -203. 0. 0. 60. 0.
C . USE AS NANY 3.2.2 LINES AS NECESSARY
C.3.2.3 .. END WITH 0 /
0 /
C . BOUODARY CONDITION INFORMATION
C .SPECIFIED VALUE B.C.
C.3.3.1 .. ROSPBC.RDSTBC.RDSCBC.ALL(T/F);(O) - NOT CYLINO 11.41 AND NPTCBC 11.61 0

C '(~~~~~~~~~ (



C C ( -~(7
TPable 8.7.--Input-data file for example problem 2--Continued

C.. CALCULATION INFORMATION
C.3.7.1 .. RDCALC(T/F)
T
C.3.7.2 .. AUTOTS(T/F);(O) - RDCAIC ¶3.7.11
F
C.3.7.3.A .. OELTIH;(O) - RDCALC 13.7.11 AND NOT AUTOTS 13.7.21
2.592£5
C.3.7.4 .. TIK"CG
1.5552E7
C. OUTPUT IfFORKATION
C.3.8.1 .. PRItEL.PRIOV.PRISLN.PRIKD.PRIPTCPRIGF8,PRIVEL.PRIBCF: ALL III
O 0 10 0 10 -1 -1 30
C.3.0.Z IPRPTC;(O) - IF PRIPTC 13.8.11 NOT 0 0
010
C.3.8.3 .. CHKPTM(T/F).NTSCHK.SAVLOO(T/F)

C..... CONTOUR HAP INFORMATION
C.3.9.1 .. ROMPOT,PRTNPD; ALL (T/F)
T T
C.3.9.2 .. KAPPTCPRIMAPIII(;O) - RUNPOT 13.9.11
010 10
C.3.9.3 .. YPOSUP(T/F).ZPOSUP(T/f).LERAXLENAY.LEKAZ;(O) - ROnPOT 13.9.11
F T 12. 0. 6.
C.3.9.4 .. INAP1(1).1Mfl(NX).JMAP)(1).JNAP2(NY),KAP1(1),KAP2l).AII.AMAX.foqZ0N(5J:(0) - RONPDT 13.9.11
0 00 0 0 0 20. 60. 8
C..... ONE OF THE 3.9.4 LINES REQUIRED FOR EACH DEPENDENT VARIABLE
Ct.. TO BE NAPPED
C... -ENO OF SECOND SET OF TRANSIENT INFORMATION
C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -_

C..... READ SETS OF REA03 DATA AT EAC" TIMCHG UNTIL THRU (LINES 3.NI.N2)
C..... END OF CALCULATION LINES FOLLOW. THRUI.TRUE.
C.3."9.1 .. THRU
T
C. TEMPORAL PLOT INFORMATION
C.3.99.2 .. PLOTWP.PLOTWTPLOTVC; ALL (T/F)
30F
C..... END Of DATA FILE



Table 8.8.--Selectidns from the output file for example problem 2

* .*

* THREE DIMENSIONAL FLOW. HEAT AND SOLUTE *
* SPORT SIMJLATOR - (HST3D):RELEASE - 1.0
* !.*

EXAMPLE 02 THERMAL INJECTION AND WITHORAMAL, CYLINDRICAL SYSTEM.
VARIABLE DENSITY AD VISCOSITY

*** FUNDAMENTAL INFORMATION
CYLINDRICAL COORDINATES
HEAT TRANSPORT SIMULATION
NO SOLUTE TRANSPORT SIMULATON
WELLORE MODEL MAY INCLUDE : FLUID PRESSURE DROP

HEAT BALANCE UP THE RISER PIPE
INPUT BATA IS EXPECTED IN METRIC UNITS

*** PROBLEM DIMENSIONING INFORMATION *
NUMBER OF NODES IN X-DIRECTION ................ ............................ NX ... 26
NUMBER OF NODES IN Y-DIRECTION ................ ............................ MY ... I
NUMBER OF MODES IN Z-DIRECTION ................ ............................ NZ ... 11
NUMBER OF POROUS MEDIA ZONES .............................................. MPIhZ . I
NUMBER OF SPECIFIED PRESSURE, TEMPERATURE OR MASS FRACTION B.C . ........... NPTCBC 11
NUMBER OF SPECIFIED FLUX B.C. CELLS (FLOW, HEAT OR SOLUTE).N.. . . 0
NUMBER OF HEAT CONDUCTION B.C. CELLS ...................................... I hCBC 0
NUMBER OF NODES OUTSIDE REGION FOR EACH HEAT CONDUCTION B.C. CELL ......... NHCN 0
NUMBER OF AQUIFER INFLUENCE FUNCTION CELLS . ............................ ... NAIFC 0
NUMBER OF LEAKAGE CELLS ............................ N.... ........ .hLBC . 0
NUMBER OF WELLS .......... ... ........... NWEL . 1

DIRECT 04 SOLVER IS SELECTED
FULL CROSS-DISPERSIVITY COEFFICIENT STORAG E ALLOCATED
THE A4 ARRAY IN D4DES IS DIMENSIONED ...................................... 2917 ELEMENTS
THE TOTAL STORAGE REQUIRED BY THE DIRECT METHOD IS ............. ........... 4347 ELEMENTS
THE TOTAL STORAGE REQUIRED BY THE ITERATIVE METHOD IS ... .................. 2002 ELEMENTS
TOTAL LENGTH OF LABELED COMMON BLOCKS ...................................... 6681 BYIES

REQUIRED COMPILED
LENGTH Of VARIABLE LENGTH REAL ARRAY (VPA ARRAY) ..... ..... 13876 ELEMENTS 250000 ELEMENTS
LENGTH OF VARIABLE LENGTH INTEGER ARRAY (IVPA ARRAY) ....... 2099 ELEMENTS 20000 ELEMENTS

( - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - --( (
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Table 8.8.--Selections from the output file for example problem 2--Continued

C.

*** TIME INVARIANT OR STATIC DATA ***
I *-* CYLINDRICAL (R-Z) COORDINATE DATA ***

AQIUIFER INTERIOR RADIUS .............. RINT .
AQUIFER EXTERIOR RADIUS .............. REXT .*.

R-DIRECTION NODE COORDINATES ( N)

3 4 5 6
1.SS 1.94 2.41 3.01

1.000 ( N)
246.0 ( M)

1

11

2 7
1.00

8
4.67

9
1.25 3.75 5.82

10
7.26

20
65.63

12
11.27

13
14.0S

14
17.51

15 16 17
21.82 27.20 33.90

18
42.25

19
52.669.04

w.
w.

21 22 23 24 25 26
81.80 101.95 127.06 158.37 197.38 246.00

R-COOROIKATE CELL

3 4
1.74 2.17

I 2

BOUNDARY

5
2.70

LOCATIONS (BETWEEN MODE(I) ANM NOOE(I.1)) ( N)

6 7 8 9
3.36 4.19 5.23 6.51

10
1.12 1.39 8.12

11 12
10.12 12.61

13 14 15
15.72 19.59 24.41

16 17 18 19
30.43 37.92 47.26 58.91

20
73.42

21 22 23 24 25
91.50 114.05 142.14 177.16 220.80

Z-DIRECTIOM NODE COORDINATES ( N)



Table B.B.--Selectlons from the output file for example problem 2--Continued

1 2 4 5 6 7 a 9 10

0.00 3.00 6,00 9.00 12.00 15.00 18.00 21.00 24.00 27.00

11
30.00

Z-AXIS IS POSITIVE VERTICALLY UPUARD

** AQUIFER PROPERTIES ** (READ E010)
REGION POROUS MEDIUM N.C.-OKDIFICAtION CODE

11 12 A J2 K) K2 ZONE INDEX
..................................................................................................

1 26 1 1 1 11 1

-' '* POROUS MEDIA PROPERTIES *

X-DIRECTION PERNEABILITIES ( H*-2)

1.0200E-10

Z-DIRECTION PERMEABILITIES ( **2)

1.020DE-10

POROSITY (-)

0.3500

C ( '~~~ (



c

Table 8.8.--Selections from the output file for example problem 2--Continued

*' INTERMEDIATE COMPUTED DATA *

R-DIRECTION CONDtUCTANCE FACTOR BETKEEN R(l) AND R(I1+) ( M*3)

VERTICAL SLICES

r

J a I

1110
9
8
7
6
.5
4
3
2
1

w
I-&
%A

11
10
9
a
7
6
5
4
3
2

11
10
9
8

I
4.3654E-09
8.7309E-09
8. 7309-09'
8.73M9-09
8. 7309E-09
8.7309E-09,
8. 7309E-09
8. 7309E-09'
8. 7309E-09
8.7309E-09
4.3654E-09

4. 3654E-09
18. 7309E-09
8.7309E-09
8.7309E-09
8. 7309E-09
8.7 309E-09
8.7309E-09
8.7309E-09
8. 7309E-09
8.7309E-09
4. 3654E -09

21
4. 36S4E-09
8. 7309E-09
8. 7309E-09
8.7309E-09

2
4.3654E-09
8. 7309E-09
8. 7309E -09
8.7309E-09
8. 7309E-09
8. 7309E-09
8.7309E-09
8.7309E-09
8. 7309E-09
8.7309'E-09
4.3654E-09

12
4.3654E-09
8.7309E-09
8.7309E-09
8.7309E-09
8. 7309E -09
8.7309E-09
8. 7309E-09
8. 7309E-09
8. 7309E-09
8.7309E-09
4.M64E-09

22
4.3654E-09
8. 7309E-09
8. 7309E-09
8.7309E-09

3
4.3654E-09
8. 730E-09
8. 7309E-09
8. 7309E-09
8.73M9-89
8. 7309E-09
8. 7309E-09
8. 7309E-09
8. ?309E-09
6.73M9-09
4.3654E-09

13
4.3654E-09
8.7309E-09
8. 7309E-09
8.7309E-09
8. 7309E-09
8.7309E-09
8.7309E-09
8.7309E-0D9
8. 7309E-09
8.7309E-09
4.3654E-09

23
4.3654E-09
8. 7309E-09
8. 7309E-09
8.7309E-09

- 4
4.36S4E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
4.3654E-09

14
4.3654E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.73091-09
8.7309E-09
8.7309£-09
8. 7309E-09
8.7309E-09
8.73091-09
4.3654E-09

24
4.36541-09
8.73091-09
8.7309E-09
8.73091-09

4.3654£-09
8.7309E-09
0.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
4.3654E-09

15
4.3654E-09
8.73091-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
4.3654£-09

6
4.3654E-09
8.7309E-09
8.73091-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309M-09
8.7309E-09
4.3654E-09

16
4.3654E-09
8.73091-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309£-09
8.7309£-09
4.3654E-09

7
4.3654E-09
8.7309M-09
8.7309E-09
8.7309E-O"
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309£-09
4.3654E-09

17
4.3654E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309£-09
8.7309E-09
8.7309E-09
8.7309E-09
4.36541-09

8
4.36541-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
4.3654£-09

18
4.36541-09
8.7309E-09
8.7309E-09
8.73091-09
8.7309£-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
4.3654E-09

9
4.3654E-09
8.7309£-09
8.7309[-09
8.7309E-09
8.7309E-09
8.73091-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
4.3654E-09

19
4.3654E-09
8.7309E-09
8.7309E-09
8. 73091-09
8.7309£-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
4.3654E-09

10
4.3654E-09
8.7309E-09
8.7309£-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309£-09
8.7309E-09
8.7309E-09
8.7309E-09
4.3654E-09

20
4.3654E-09
8.7309E-09
8. 7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.7309E-09
8.73091-09
4.3654E-09

25
4.3654£-09
8.7309£-09
8.7309£-09
8.7309E-09



Table 8.8.--Selectfons from the output file for example problem 2--Continued

7
6
S
4
3
2
1

8.7309E-09
8.7309E-09
8.7309t-09
8.7309E-09
8.7309E-09
8.7309E-09
4.36541-09

8.7309E-09
8.7309E-09
8.73091-09
8.7309E-09
8.7309E-09
a.7309E-09
4.3654E-09

8.7309E-09 8.73091-09 8.7309E-09
8.73001-09 8.7309£-09 8.7309E-09
8.7309109 8.73091-09 8.7309£-09
8.73091-09 8.7309E-09 8.7309E-09
8.7309E-09 8.7309E-09 8.7309E-09
8.7309E-09 8.7309E-09 8.7309E-09
4.3654E-09 4.3654E-09 4.3654E-09

Z-OJRECTION COMMUCTNCE FACTOR BETWEIEN Z(K) AND Z(K.1) ( N**3)

VERTICAL SLICES

J- I

30
9
a
7
6
S
4
3
2
I

10
9
8
7
6
S
4
3
2
I

I
2.6852E-11
2.6852E-11
2.6852E-11
2.6852E-11
2.6852E-11
2.6852E-11
2.6852E-11
2.6852E-11
2.6852E-11
2.68SK21-i

11
3.8950E-09
3.8950E-09
3.8950E-09
3.8950E-09
3.8950E-09
3.8950E-09
3.89SOE-09
3.8950E-09
3.8950E-09
3.8950E-09

21

2
7.3967E-11
7.3967E-11
7.3967E-ll
7.3967E-11
7.3967E-11
7.3967E-11
7.3967E-11
7.3961E-11
7.39671E-11
7.3961E-11

12
6.0504E-09
6.0504E-09
6.0504E-09
6.0504E-09
6.0504E-09
6.0504E-09
6.0504E-09
6.0504E-09
6.0504E-09
6.0504E-09

22

3
1.1490E-10
1. 149GE-10
1. 1490E-10
1. 1490E-10
1.1490E-10
1.1490E-10
1.1490E-10
1.1490E,10
1.1490E-10
1.1494E-10

13
9.39a5E-09
9.3985E-09
9.3985E-09
9.3985E-09
9.3985E-09
9.3985E-09
9.3985E-09
9.3985E-09
9.3985E-09
9.398SE-09

23

4
1.7848E-10
1.784U-10
1.784UE-10
1.7848E-10
1.7848E-10
1.7848E-10
1.784E-10
1.7848E-10
1.7848E-10
1.7848-10

14
1.4599E-08
1.4599E-08
1.4599E-08
1.4599E-08
1.4599E-08
1.4599E-08
1.4599E-08
1.4599E-08
1.4599E-08
1.4599E-08

24

5
2.7724E-10
2.7724E-10
2.7724E-10
2.7724E-10
2.7724E-10
2.7724£-10
2.7724E-10
2.7724E-10
2.7724U-10
2.7724E-10

35
2.267BE-08
2.2678E-08
2.2678E-08
2.2678E-08
2.2678E-08
2.2678E-08
2.2678E-08
2.2678E-08
2.2678E-08
2.2678E-08

25

6
4.30661-10
4.3066E-10
4.30661-10
4.3066E-10
4.3066E-10
4.3066E-10
4.3066E-10
4.3066E-10
4.3066E-10
4.3066E-10

16
3.5228E-08
3.5228E-08
3.5228E-08
3.5228E-08
3.5228E-08
3.5228E-08
3.5228E-08
3.5228E-08
3.5228E-08
3.5228E-08

.7I
6.6898E-10
6.689-10
6.68981-10
6.68981-10
6.689-10
6.6898E-10
6.689-10
6.6898E-10
6.6898E-10
6.6898E-10

17
5.4721E-08
5.4721E-08
5.47211-08
5.4721E-08
5.4721E-08
5.4721E-08
S.4721E-08
5.4721E-08
5.4721E-08
5.4721E-08

8
1.0392E-09
1.0392E-09
1.0392E-09
1.0392E-09
1.0392E-9
1.0392E-09
1.0392E-09
1.0392E-09
1.0392E-09
1.0392E-09

18
8.50031-08
8.50031-08
8.5003E-08
8.5003E-08
8.5003E-08
8.5003E-08
8.5003E-08
8.5003E-08
8.5003E-08
8.5003E-08

9
1.6142E-09
1.6142E-09
1.6142E-09
1.6142E-09
1.6142E-09
1.6142E-09
1.6142E-09
1.6142E-9
1.6142E-09
1.6142E-09

19
1.3204E-07
1.3204E-07
1.3204E-07
1.3204E-07
1.3204E-07
1.3204E-07
1.3204E-07
1.3204E-07
1.3204E-07
1.3204E-07

10
2.5075E-09
2.5075E-09
2.5075E-09
2.5075E-09
2.5075E-09
2.5075£-09
2.5075E-09
2.5075E-09
2.5075E-09
2.5075E-09

20
2.0511E-07
2.051lE-07
2.0511E-07
2.0511E-07
2.0511E-07
2.0511E-07
2.051 1E-07
2.0511 E-07
2.0511l-07
2.051 lE-07

26



C
I

C
- I

Table fl.S.--Selectiona from the output file for example problem 2--Continued-

C

10
9
a
7
6
5
4
3
2
1

3.1861E-07
3. 1861E-07
3.1861E-07
3. 1861E-07
3. 1861E-07
3.1861E-07
3.1861E-07
3.1861E-07
3.1861E-07
3.1861E-07

4.94921-07
4.9492(-07
4.9492E-07
4.9492E-07
4.9492E-07
4.9492E-07
4.9492E-07
4.g492E-07
4.9492E-07
4.9"92E-07

7.6879E-07
7.68M9-07
7.6879-07
7.6879E.7
7.68M9!-0
7.6879E-07
7.6a79-07
7.6a79-07
7.6879E-07
7.6879E-07

1.1942E-06
1.1942E-06
1.1942E-06
1. 1942E-06
1.1942E-06
1. 1942E-06
1.1942E-06
1.1942E-06
1. 1942E-06
1. 1942E-06

I1.8551E-06
I .85S1E-06
1 .8551E-06
I1.8551E-06
1 .8551E-06.
I .WI5E-06
1 .8551E-06
1 .8551E-06
I1.8551E-06
I .8551E-06

1.2566E-06
1 .2566E -06
I1.2566E-06
I1.2566E-06
I1.2566E -06
I1.2566E-06
1 .2566E-06
I1.2566E-06
1 .2"66E-06
.1.2566E-06

,:71

*** PROPERTIES BY POROUS MEDIUM ZONE ^**

POROUS MEDIUM VERTICAL COMPRESSIBILITY (1/ PA)

I
0.000

w
I.. DENSITY-HEAT CAPACITY PRODUCT ( J/ M**3-DEG.C)

I
2.2260E'06

THERMAL CONWUCTIVITY IH X-DIRECTION ( W "-DEG. C)

1
3.500

1
3.500

THERMAL CONDUCTIVITY IN Z-DIRECTION ( W/ N-DEG.C)

1
3.500



Table 0.8.--Selections from the output file for example problem 2--Continued

L ONG I 4iINAL DISPIRSIVITY ( U)

1
4.000

TRANSVERSE DISPERSIVITY ( 1)

I
1.000

w

ATMOSPHERIC PRESSURE (ABSOLUTE) .......... .................. PAATH
REFERENCE PRESSURE FOR ENTHALPY ............................ POI

REFERENCE TEMPERATURE FOR ENTHALPY .......................... TOH

FLUID PROPERTIES **
PHYSICAL

FLUID COMPRESSIBILITY ........................... BP

REFERENCE PRESSURE FOR DENSITY ........................... PO0
REFERENCE TEMPERATURE FOR DENSITY ........................... TO
FLUID DENSITY AT SOLUTE MASS FRACTION OF ZERO ....... DENFO

THEPIiAL
FLUID COEFFICIENT OF THERMIAL EXPANSION ........ OST
FLUID HEAT CAPACITY .. ......................... CPF
FLUID THERMIAL CONDUCTIVITY ..................... , KTHf F
FLUID SPECIFIC ENTIHALPY AT REFERENCE CONDITIONS ............. EHO

VISCOSITY-TEMPERATURE DATA TABLE
TEMPERATURE (UEG.C) VISCOSI1

101325.0 ( PA)
0.0 ( PA)

20.0 (DEG.C)

O.OOE-O1 (1/ PA)

0.0 ( PA)
20.0 (DEG.C)

1000. (KG/ N*M3)

3.75E-04
4.182E+03
0.600
8. 333E404

(I1/UG.C)
( J/KG-D[G.C)
( W/ M-DEG.C)
( J/KG)

[Y (KG/ 14-5)

FLUID AT SOLUTE MINIMUM MASS FRACTION
20.0
60.0

1.OO0E-03
4 .62OE-04

*** INITIAL CONDITIONS ***

C C (



(* C'

Table 8.8.--Selections from the oueput file for example problem 2--Continued

C

INITIAL AQUIFER FLUID PRESSURE FOR H"YROSTATIC l.C . ..... .. PINIT.
EL(VATION OF INITIAL PRESSURE ...... ZN........................ tPlIT

INITIAL PRESSURE DISTRIBUTION ( PA)

VERTICAL SLICES

0.0 ( PA)
30.0 ( N)

Ju 1

11
10
9
8
7
6
5
4
3
2
I

I
0.0000
2.942]E404
5.8842Et04
8.8263E04
1.I 1768(+05
1.4711E+05
1.7653(+OS
2.0595E+05
2.3537?EOS
2.6479(4S
2.9421Et05

2
0.0000
2.9421E+04
5.8842E+04
8.8263E+04
1.1768E+.05
1.4711E05
1.7653(+05
2.0595E4OS
2.3537E+05
2.6479E+05
2.9421E+05

3
0.0000
2.9421E+04
5.8842E(04
8.8263E+04
1.1768(+os
1.4711E+05
1.7653E+45
2.0595(+05
2.3537E+05
2.6479E05
2.9421E05

4
0.0000
2.9421Et04
5.8842E+04
0.8263E+04
1.1768E+05
1.4711E+05
1.7653E+05
2.0595£40S
2.353E(05
2.6479E05
2.9421(+05

S

2.9421EQ04
5.8842E(04
8.8263(+04
1 1768(+05
1.4711E+05
1.7653E+05
2.0595E.05
2.3537E+05
2.6479E05
2.9421E+05

6
0.0000
2.9421(+04
5.8842E+04
8.8263E+04
1. 1768E+05
1.4711(E05
1.7653E+05
2.059SES05
2.3537E*05
2.6479£+05
2.9421E(OS

.7

2.9421(+04
5.8842E+04
8.8263E+04
1.1768RtOS
1.4711E05
1.7653E+05
2.0595E+OS
2.3537(+05
2.6479EQ05
2.9421E+05

8
0.0000
2.9421E404
5.8842E+04
8.8263E+04
1.1768EQ05
1.4711E05
1.7653EQ05
2.0595E05
2.3537E+05
2.6479E(OS
2.9421Et05

9
0.0000
2.9421E+04
5.8842E(04
8.8263E+04
1.1768E+05
1.4711E05
1.7653E+05
2.0595(+05
2.3537EQ05
2.6479E+05
2.9421E(05

10
0.0000
2.9421(+04
5.8842E+04
8.8263E+04
1.1768(05
1.4711E+05
1. 7653E+05
2.0595E(05
2.3537E405
2.6479E+05
2.9421E+05

to

11
10
9
8
7
6
5
4
.3
2
I

11
0.0000
2.9421E 04
5.8842E+04
8.8263E(04
1.1768EQ05
1.4711(EOS
1.7653E+05
2.0595E+05.
2.3537E+05
2.6479EtOS
2.9421t+05

21
0.0000
2.9421E+04
5.8842E(04
8.8263E(04

12
0.0000
2.9421E+04
5.8842t+04
8.8263E(04
1. 1768E+05
1.4711E+05
1.7653(+05
2.0595E+05
2.3537E5OS
2.6479E(OS
2.9421(+0S

22
0.0000
2.9421F(04
5.8842E+04
8.8263E(04

13
0.0000
2.9421E04
5.8842E+04
8.8263(404
1.1768sEOS
1.4711E+05
1.7653E+05
2.0595(405
2.3537E+05
2.6479E+05
2.9421E+05

23
0.0000
2.9421E404
5.8842E+04
8.8263E+04

14
0.0000
2.9421E+04
5.8842E+04
8.8263E(04
1. 1768E(05
1.4711E+05
1.7653E(05
2.0595E+05
2.3537E+05
2.6479E+05
2.9421E+05

24
0.0000
2.9421Et04
5.8842(+04
8.8263E+04

15
0.0000
2.9421E+04
5.8842E(04
8.8263E+04
1. 1768E+05
1.4711E+05
1.7653E5OS
2.059SES05
2.3537Et05
2.6479E+OS
2.9421E+05

25
0.0000
2.9421E+04
5.8842E+04
8.8263E+04

16
0.0000
2.9421(+04
5.8842E+04
8.8263(404
1.1768(405
1.4711Et05.
1.7653E(OS
2.0595E+05
2.3537E05
2.6479E+05
2.9421(E05

26
0.0000
2.9421t04
5.8842E+04
8.5263E+04

17
0.0000
2.9421(+04
5.8842(+04
8.8263(+04
1.1768Et05
1.4711(405
1.7653E+05
2.0595(405
2.3537E+05
2.6479(OS
2.9421E+05

18
0.0000
2.9421E+04
5.8842f+04
8.8263E+04
1. 1768E405
1.4711E+05
1. 7653E+05
2.0595(05
2.3537E+05
2.6479E+05
2.9421E+05

19
0.0000
2.9421E+04
5.8842E+04
8.8263E(04
1.1768E+05
1.4711E+05
1.7653E+05
2.0595E+05
2.3537E+05
2.6479E+05
2.9421E+05

20
0.0000
2.9421E+04
5.8842E+04
8.8263E+04
1.1768Et05
1.4711E05
1.7653E+05
2.0595E+05
2.3537E+05
2.6479E(45
2.9421E+05

11
10
9
8



Table B.8.--Selections from the output file for example problem 2--Continued

7 1.1768E.05 1.1768E+05 1.176E+05 1.1768E+05 1.1768E+05 1.1768E*05
6 1.4711E+05 1.4711E+05 1.471)E+05 1.4711E+05 1.4711E+05 1.4711E+05
5 1.7653E+05 1.7653ELO 1.7453E05 1.7653E+05 1.7653E+05 1.7653E+05
4 2.0595E105 2.0595E405 '2.055E+05 2.0595E+05 2.0595E+05 2.0595E+05
3 2.35371.05 2.3537E*OS 2.3537E+05 2.3537E+05 2.3537E*05 2.3537E105
2 2.6479E+05 2.6479E405 2.6479E+05 2.64791+05 2.6479E+05 2.6479E+05
I 2.9421E105 2.9421E+05 2.9421E+G5 2.9421EOS 2.9421E+OS 2.9421E+05

INITIAL TEDPERATURES (ULG.C)

VERTICAL SLICES

J a I

1 2 3 4 5 6 7 8 9 10
11 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
10 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
9 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
8 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0

o)7 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
6 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
6 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
4 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
3 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
2 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
1 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0

11 12 13 14 IS 16 17 is 19 20
11 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
11 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
9 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
8 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
7 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
6 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
5 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
4 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
3 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
2 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0
1 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0 20.0

1 20. 2002.(002. 0. 002.002.
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Table 8.8.7-Selections from the output file for example problem 2--Continued

(

21 22
11
10
9
8
7
6
5
4
3
2
1

20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0

23
20.0
20 0 '; '
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0

24 25 26
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0

20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0

20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0

20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0

INITIAL PORE VOLUME PER CELL RING ( M*3)

W.

11
10
9
8
7
6
5
4
3
2
1

11
10
9
8
7
6
5

1
0.4146
0.8292
0.8292
0.8292
0.8292
0.8292
0.8292
0.8292
0.8292
0.8292
0.4146

11
60.14
120.3
120.3
120.3
120.3
120.3
120.3

VERTICAL SLICES

2 3
1.142 1.774
2.284 3.548
2.284 3.548
2.284 3.548
2.284 3.548
2.284 3.548
2.284 3.548
2.284 3.548
2.284 3.548
2.284 3.548
1.142 1.774

12 13
93.43 145.1
186.9 290.2
186.9 290.2
186.9 290.2
186.9 290.2
186.9 290.2
186.9 290.2

4
2.756
5.512
5.512
5.512
5.512
5.512
5.512
5.512
5.512
5.512
2.756

14
225.4
450.9
450.9
450.9
450.9
450.9
450.9

5
4.281
8.562
8.562
8.562
8.562
8.562
8.562
8.562
8.562
8.562
4.281

15
350.2
700.4
700.4
700.4
700.4
700.4
700.4

6
6.650
13.30
13.30
13.30
13.30

'13.30
13.30
13.30
13.30
13.30
6.650

16
544.0
1088.
1088.
1088.
1088.
1088.
1088.

7
10.33
20.66
20.66
20.66
20.66
20.66
20.66
20.66
20.66
20.66
10.33

17
845.0
1690.
1690.
1690.
1690.
1690.
1690.

8
16.05
32.09
32.09
32.09
32.09
32.09
32.09
32.09
32.09
32.09
16.05

18
1313.
2625.
2625.
2625.
2625.
2625.
2625.

9
24.93
49.85
49.85
49.85
49.85
49.85
49.85
49.85
49.85
49.85
24.93

19
2039.
4078.
4078.
4078.
4078.
4078.
4078.

10
38.72
77.44
77.44
77.44
77.44
77.44
77.44
77.44
77.44
77.44
38.72

- 20
3167.
6334.
6334.
6334.
6334.
6334.
6334.

J E I



Table 8.8.--Selections from the output file for example problem 2--Continued

4
3
2
1

11
10
9
8
7
6
5
4
3
2
1

120.3
120.3
120.3
60.14

21
4920.
9839.
9839.
9839.
9839.
9839.
9839.
9839.
9839.
9839.
4920.

186.9
186.9
186.9
93.43

22
7642.

1.5284E104
1.52841E04
1.52841E04
1.52841+04
I.5284(+04
1.52841+04
I.5284E+04
1.5284E104
1.5284E+04

7642.

290.2
290.2
290.2
146.1

23
1.1871[+04
2.3742E*04
2.3742E404
2.3742E104
2.3742E1G4
2.3742E104
2.3742E+04
2.3742E.04
2.3742E+04
2.3742E+04
1.1871E.04

450.9
450.9
450.9
225.4

24
1.8440E+04
3.6880E+04
3.6880E.04
3.6880U.04
3.68801+04
3.6880E+04
3.6880E+04
3.6880E+04
3.68801+04
3.68801+04
1.8440E+04

700.4
700.4
700.4
350.2

25
2.8644E.04
5.7288U.04
5.72881+04
5.7288404
5.7288+04
5.72881.04
5.7288E+04
5.72881+04
5.7288E+04
5.7288E+04
2.8644E+04

1088.
1088.
1088.
544.0

1690.
1690.
1690.
845.0

2625.
2625.
2625.
1313.

4618.
4078.
4078.
2039.

6334.
6334.
6334.
3167.

26
1.9404E404
3.8808F+04
3.88081+04
3.88081+04
3.88081+04
3.8808E04
3.88081F04
3.88O8E+04
3.88081+04
3.8808M+04
1.9404E+04

INITIAL FLUID IN REGION . ....... 1.996192E+09 (KG) ; 1.9961921+06 ( N*'3)

INITIAL HEAT IN REGION (FLUID & POROUS MEDIUM) .. ............ 3.313955E114 ( J)

*** WELL DATA "**

..................... . ...........................................

HELL PERfORATIONS CALWCUATION WELL DIANITER
ND. I J KI K2 TYPE ( N)

...................................................... .....................

1 1 1 1 11 11 2.0LOCION
SftCIFIlED FLOW RATE ALLOCATION BY MOBILITYWELL NO. 1

ELEMENT LEVEL EFFECTIVE AMBIENT LAYER HELL FLOW FACTOR
N0. PERNEABILITY NO.

( L**2) ( N-3)
*..........................--**..---..----........-..............................

WELL hO. I

10
9

1.020E-10
1.020E-10

11
10
9

1.530E-10
3.060E-10
3.060E-10

c



Table 8.8.--Selections from the output file for example problem 2--Continued

8 1.020E-10 8 3.060E-10
7 1.020E-10 7 3.060E-10
6 1.020E-10 6 3.060E-10
5 1.020E-10 5 3.060E-10
4 1.020E-10 4 3.060E-10
3 1.0ZOE-10 3 3.060E-10
2 1.020E-10 2 3.060E-10
1 1.020E-10 1 1.530E-10

EXPLICIT WELL FLOW RATE AT EACH LAYER

INDEX NUMBERS FOR SPECIFIED P.T OR C NODES

VERTICAL SLICES

J 1

1 2 3 4 5 6 7 8 9 10
11
10
9
8
7
6
5
4
3
2
1

11 12 13 14 15 16 17 18 19 20
11
10
9
8
7
6
5
4
3
2



Table 0.9.--Selections from the output file for example problem 2--Contlinued

21 22 24 25 26
11
10
9
a
7
6
5
4
3
2
I

11.
10.
9.
8.
7.
6.
5.
4.
3.
2.
1.

** CALCULATION INFORMATION

TOLERANCE FOR P.T.C ITERATION (FRACTIONAL DENSITY CHANGE) ... TOLOEN 0.0010
MAXIMUM UMBER OF ITERATIONS ALLOWED ON P.T.C EQUATIONS ..... KAXITN 10
BACKWARDS-IN-TIME (IMPLICIT) DIFFERENCII4 FOR TEMPORAL DERIVATIVE
CENTERED-IN-SPACE DIFFERENCING FOR CONVECTIVE TERMS
THE CROSS-DERIVATIVE HEAT AND SOLUTE FLUX TERMS WILL BE CALCULATED EXPLICITLY

*-- TRANSIENT DATA ***

SPECIFIED BOUNDARY PRESSURES ( PA)

VERTICAL SLICES

J a 1

I 2 3 4 5 6 I a 9 10
11
10
9
a
7
6 I

( c



C C C
4

Table 8.8.--Selections from the output file for example problem 2--Continued

5
4
3
2
1

11 12
11
10
9

*8
7
6
5
4
3
2
1

13

23

14

24

15

25

16 17 10 19 20

w

21 22
11
10
9
8
7
6
5
4
3
2
1

26
0.0000
2.9421E+04
5.8842E+04
8.8263E+04
I.1768E.05
1.4710E+OS
1.7653E[05
2.0595E+O5
2.3537E405
2.6479E+O5
2.9421E4O5

ASSOCIATED 8OUNDARY TEMPERATURES FOR INFLOW (DEG.C)

VERTICAL SLICES

3- I

1 2 3 4 5 6 7 O 9 10



Table 8.8.--Selections from the output file for example problem 
2--Continued

11
10
9
a
7
6
5
4
3
2
1

11 12

w
a'

11
10
9
a
7
6
5
4
3
2
1

13

23

14 15 16 17 18 19 20

21 22 24
* 11

10
9
8
7
6
5
4
3
2
l

26
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0
20.0

( (



Table 8.8.--Selections from the output file for example problem 2--Continued

*** TRANSIENT WELL DATA ***
WELL FLOW RATE SURFACE WELL DATUM PRESSURE INJECTION INJECTION
NO. ( *31S) PRESSURE PRESSURE LIMITED? TEMPERATURE MASS FRACTION

( PA) ( PA) (DEC.C) (-)
....................................................................................................

1 0.2030 10 60.00

*' CALCULATION INFORMATION **

FIXED TIME STEP LENGTH . ............................... OLTIH 2.592E+OS (S): 3.00 (D)
TIME AT .HICH NEXT SET Of TIME VARYING

PARAMETERS WILL BE READ ............................... TIMCHG 7.776E+06 (S); 90.0 (D)

*** MAPPING DATA ***

LENGTH OF X-AXIS . ....... 12.0 (IN.)
LENGTH OF Y-AXIS ............ 0.0 (IN.)
LENGTH OF Z-AXIS ............ 6.0 (IN.)
Z-AXIS IS POSITIVE UPWARD

MAP NO. 11 12 Jl J2 KIl 2 MINIMUM VALUE MAXIMUM VALUE NUMBER OF
OF VARIABLE OF VARIABLE ZONES

____________________________2___________2____________________111_________20.____________0___________
2 1 26 1 1 1 11 20. 60.8

-- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- - -- -- -

C

**OUTPUT AT END OF TINE STEP NO. 30

TIME ... ............ .........

CURRENT TIME STEP LENGTH ..................................

NO. OF Pt.tC LOOP ITERATIONS USED ..............
MAXIMUM CHANGE IN PRESSURE ...................
MAXIMUM CHANGE IN TEMPERATURE .............................

TEMPERATURE (DEG.C)

VERTICAL SLICES

7.776E+06 (S);

2.592E+05 (S);

90.0

3.00

(D)

(D)

2
-1.4460E402 ( PA) AT LOCATION (22. 1. 1)

1.8286E+O0 (DEG.C) AT LOCATION (24. 1.11)

J E I



Table 8.8.--Selectlons from the output file for example problem 2--Continued

11
10
9
a
7
6
s
4
3
2
I

11
10
9
a
7
6
S
4
3
2
1

11
10
9
0
7
6
S
4
3
2
I

60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

60.00
11

60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

21
59.55
59.61
59.80
60.12
60.55
61.01
61.42
61.69
61.77
61.67
61.49

2
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

12
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

22
62.16
62.21
62.28
62.19
61.18
60.94
59.64
57.90
55.19
53.53
51.54

3
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

13
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

23
62.44
61.63
59.93
57.52
54.52
51.07
47.30
43.42
39.70
36.51
34.69

4
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

14
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

24
44.19
43.03
41.20
38.90
36.34
33.70
31.16
28.88
27.01
25.69
25.11

60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

25
25.49
25.17
24.66
24.05
23.41
22.80
22.25
21.79
21.43
21.19
21.10

6
60.00
60.00
60.00
60.00
60.00
60.04)
60.00
60.00
60.00
60.00
60.00

16
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

7
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

17
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

8
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

18
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

9
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

19
60.02
60.02
60.03
60.04
60.05
60.05
60.05
60.05
60.04
60.03
60.02

10
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00
60.00

20
59.98
59.96
59.91
59.84
59.75
59.68
59.63
59.62
59.65
59.69
59.71

26
21.09
21.02
20.91
20.79
20.66
20.54
20.44
20.35
20.29
20.24
20.23

(- (



C C C
I

Table B.8.--Selectlons from the output file for example problem 2--Continued

*** GLOBAL FLOW BALANCE SUI@ARY ***
CURRENT TIME STEP RATES AMOUNTS

FLUID INFLOW .........................................
FLUID OUTFLOW .... ......................................
CHANGE IN FLUID IN REGION ..................................
RESIDUAL IMBALANCE .............. '
FRACTIONAL IMBALANCE .......................................

HEAT INFLOW. .............................
HEAT OUTFLOW .....................................
CHANCE IN HEAT IN REGION ..................................
RESIDUAL IMBALANCE .........................................
FRACTIONAL IMBALANCE .......................................

1 .999550E+02
2.014491E+02
-1 .493657E.O0
4.905415E-04

5.011149E.07
1 .732711E.O7
3.278493E407
5. 465375E402

KG/S)
(KG/S)
(KG/S)
(KG/S)

( J/S)
( J/S)
( J/S)
( J/S)

5. 182833E+07
5.2?21562E407
-3.871558E.0S
1 .271484E+02

0.0000

1.29889E.13
4.491186E.12
8.497OS4E+12
1 .416625EO08
0.0000

(KG)
(KG)
(KG)
(KG)

( J)
( J)
( 3)
( 3)

CUMULATIVE SUIMARY
ANOUNTS

w
'a

FLUID INFLOW ...............................................
FLUID OUTFLOW ..............................................
CHANGE IN FLUID IN REGION ..................................
FLUID IN REGION ...................................
RESIDUAL IMBALANCE ...................................
FRACTIONAL IMBALANCE .......................................

HEAT INFLOW ...............................................
HEAT OUTFLOW ..............................................
CHANGE IN HEAT IN REGION ...................................
HEAT IN REGION.
RESIDUAL IMAANCE.
FRACTIONAL IMBALANCE .......................................

1. 554850E#09
I .566620E+09
-I. 17695E+07
1 .984422E.09
8.228376E402

0.0000

3 .096669E+14
1. 312503E+14
2.584199E+14
5.893154E.14
3.271183Et09

0.0000

-1 .566620E+09
O.OOOOOOE-01
0. OOOOOOE-01
O.OOOOOOE-01

-1. 312503r*14
O.OOOOOOE-01
O.00000E-01
O.OO0O00E-O1
O.O0OOOO0E-OI

(KG)
(KG)
(KG)
(KG)
(KG)

( J)
( J)
( J)

I J2

(KG)
(KG)
(KG)
(KG)

( J)

( J)

( J)

CUMULATIVE
CUMULATIVE
CUMULATIVE
CUMULATIVE

SPECIFIED P CELL FLUID NET INFLOW ...............
FLUX B.C. FLUID NET INFLOW ......................
LEAKAGE B.C. FLUID NET INFLOW .................
AQUIFER INFLUENCE FLUID NET INFLOW ............

CUMULATIVE SPECIFIED T CELL OR ASSOCIATED WITH
SPECIFIED P CELL HEAT NET INFLOW.............

CUMULATIVE FLUX B.C. HEAT MET INFLOW .............
CUMULATIVE LEAKAGE B.C. HEAT NET INFLOW ....................
CUMULATIVE AQUIFER INFLUENCE HEAT NET INFLOW ...............
CUMULATIVE HEAT CONDUCTION B.C. HEAT NET INFLOW ............



Table $.B.--Selections from the output file for example problem 2--Continued

SPECIFIED PRESSURE. TEMPERATURE, OR MASS FRACTION
POSITIVE IS INT1O THE REGION

B.C. FLOW RATES

FLUID (KG/S)

VERTICAL SLWIES '

Ja 1

I
11
10
9
a
7
6
5
4
3
2
1w

0

11

4

14

24

S

15

25

6

16

7

17

8

1s

9

19

10

20

11
10
9
a
7
6
S
4
3
2
l

21
11
10
9
a

26
-23.71
-21.04
-20.08
-19.41

c (



(

Table 8.8.--Selections from the output file for example problem 2--Continued

-18.92
-18.58
-18.36
-18.26
-18.26
-18.36
-6.482

C

7
6
5
4
3
2
1

ASSOCIATED HEAT

VERTICAL SLICES

( JIS)

1

ww

11
10
9
8
7
6
5
4
3
2
I

2

12

3

13

4

14

3a, 1

5

15

6

16

7

17

8

18

9

19

10

2011
11
10
9
a
7
6
5
4
3
2
1



Table 8.8.--Selections from the output file for example problem 2--Continued

21 22 23 24 25
11
10
9
a
7
6
S
4
3
2
I

26
-2. 0832E+06
-1.8430E+06
-1 .7498E+06
-1 .6810EO06
-1.6288E.06
-1 5904E*06
-1.5640E+06
-1 .S484E+06
-1 .5434E+06
-1. 5489E+06
-5.46331*0S

w
w~

VERTICAL SLICES

HEAT ( J/S)

VERTICAL SLICES

VERTICAL PLANE AT ROW NO. I

VERTICAL CROSS-SECTION OF SIMULATION REGION - TEMPERATURES PAGE I
****4*4*4*4*444444*44444444444444444444*4.44....... *++ e*......+*+ 4444
444444444444444444444444444444444444444444+ +...* ......... 44444
444444444444444444444444444444444444444... * +++++e...+.. ++ 44444
44444444444444444444444444444444444444444+ .. Af++*+* .......... 4444
*4444444444444444444444444444444444444444+*..+.......4.+...4.....4444
4444444444444444444 4A44d4d444Add4444++++*+++++.....+....+444dAA_.______--- .._.._._ -__........._.___ ____ _...,,44444444444444444444444444444444444444444.........++......+..4444
44444444444444444444444444444444444444444*.....+..+...+.......4444
*444444444444444444444444444444444444444+*+++ ...............+.44444
4444444444444444444444444444444444444444*+t*++......4....+4444444
'4444444444444444444444444444444444444444e ...... E.....44444444

4444444444444444444444444*4444444444.......t..++.+++i..444444444
4444444444444444444444444+444444444...............+...44444444

3:

33:
33:
333

33:3333:333:

3333

33333

33333

3333
33333333
1333

333* 22222
333 22222
33 22222
33 22222
33 22222
3 222222
3 22222
3 222222

222222
222222

222222
22222

222222
222222

1111'1I
1111111
111111
111111

1111111
111111
11111
11111

111111
111111

1111111
111111

1111111
1111111

*

*

a

Q c (



C ( CN

Table 8.8.--Selections from the output file for example problem 2--Continued

4444444444444444444444444+444444444+* +.e4.4.i
*44444444444444IA4SdI44d44.4444d44* ........... +...4
44444444444444444444444+441444444
444444444444444444444444++44444444.
*44444444444444444444444++444444444
444444444444444444444444++444444444
444444444444444444444444*+4444444+.
444444444444444444444444++4444444+4

... 4..4..4.4..+.4
..4444.4 ....... I

* +++ .....

*++ Ai~~ ++1
4444.4. .4. .+i 44.~
i i i 4 4 i i 4 i i

.. 44++4

"+444

'.4'
14
14'
14'
14'
14'

14'

wqqqqqqqq444q444qqqq4q444+44q4444qt,,t,,,,I--

IIdhA.........4 hdiA

4444444444444444444444444+44444444........+. 44444444
*444444444444444444444444+44444444+++. 4. 4 44444444
4444444444444444444444444.4444444+++4 . .... 444444444
4444444444444444444444444+44444441444.4.4.4 44444444
*44444444444444444444444444444444+.......4444444444
44444444444444444444444444444444444 44444.44444444
444444444444444444444444444444444++44444444444444
444444444444444444444444444444444.4.4.4 4 4444444
*44444444444444444444444444444444..... +444444
444444444444444444444444444444444**4 .... 4444444
4444444444444444444444444444444444++H + +++i444444 33
****4**4*4*4*444*444*4444*44444*4 .+....*+44444 * 3'

'.444444444 3333
144444444 33333
1444444 3333
144444 3333
14444 33333
1444 3333
144 33333 ;
144 33333
14 33333 2;
I4 33333 22;
I 33333 222;

- 3333 2222;
3333 22222;

3333 222222
333 222222

3333 222222
3333 222222
3333 222222
3333 22222
3333 22222
333 2222
I33 2222 1
33 222* 11

22222
22222

22222
2222

2222
22222
!2222
722
!222 

11111111111

72
!2
!2 

IIIIIIIIIIII

222Z2 11111
22222 1111111

22222 11111111
2222 11111111
2222 111111111

22222 111111111
!2222 1111111111
7222 1111111111
'222 11111111111
222 11111111111

'2 11111111111

~2 111111111111
111111111111

11111111 Lii
111111111

11111111111
1111111111

1111111111
111111111
111111111
111111111

11111

*

*

*

*

*
L~a
ta'
wd

* *

NAP LEGEND
HORIZONTAL GRID NODE RANGE, FROM 1 TO 26
VERTICAL GRID NODE RANGE, FROM I TO 11
DEPENDENT VARIABLE RANGE NAP CHARACTER

2.OOOE+O1
2.500E41
3.OOOE+01
3. 500E Q1
4.OOOE.QI
4.500E.Q1
5.OOOE+01
5.S50E.Ol

2.500E+O0
3.O0E00
3.500EQ14
4 .OOOE+Ol
4. 500E+1
5 .OOOE.O
5. 500EO1
6.OCOE+01

I

2

3

4

GRID NODE LOCATIONS ACROSS THE PAGE
1.00 1.25 1.55 1.94 2.41
14.0 17.5 21.8 27.2 33.9
197. 246.

3.01 3.75 4.67 5.82
42.3 52.7 65.6 81,8

7.26 9.04
102. 127.

11.3
158.

I



Table 8.8.--Selections from the output file for example problem 2--Continued

GRID MODE LOCATIONS ALONG THE PAGE

AXIS IS POSITIVE UP THE PACE

0.000 3.00 6.00 9.00 12.0 15.0 18.0 21.0 24.0 27.0 30.0
___ -- -__ - -__ -___ ---_________________--- -- ---- - --- ------_ _- ----_ _---__-_--__--__- -__- -_-__- _- -___

* TRANSIENT DATA **

*** TRANSIENT WELL DATA ***
WELL FLOW RATE SURFACE WELL DATUM PRESSURE INJECTION INJECTION
HO. ( **3/S) PRESSURE PRESSURE LIMITED? TEMPERATURE MASS FRACTION

( PA) ( PA) (DEG.C) (-)
................................................................................................

1 -0.2030 HO

en CALCULATION INFORMATION *

FIXED T1ME STEP LENGTH .. .............................. DELTIN 2.592E+05 (5); 3.00 (D)
TIME AT WHICH NEXT SET OF TIME VARYING

PARAMETERS WILL BE READ ................................ TIMMCMG 1.555E.07 (S); 180. (0)

*** HAPPING DATA ***

LENGTH Of X-AXIS ............. 12.0 (IN.
LENGTH Of V-AXIS ............ 0.0 (IN.
LENGTH OF Z-AXIS .... ....... 6.0 (IN.)
Z-AXIS IS POSITIVE UPWARD

ZAP No. 11 12 J1 J2 KI KZ MINIMUM VALUE MAXINUM VALUE NUMBER OF
OF VARIABLE OF VARIABLE ZONES

2 1 26 1 1 1 11 20. 60. 8

*** OUTPUT AT END OF TIME STEP NO. 40 ***

TIME .! 1.037E+07 (S); 120. (0)

(~~~~ (C(L



C C
Table 8.8.--Selci.lons from th u

Table B.B.--Selections from the output file for examople problem 2--Continued

c.

CURRENT TItE STEP LENGTH ............... .... 2.592E+05 (S); 3.00 (0)

NO. OF P T.C LOOP
PAXIUK b-1 £ IN
MAXINW C1AME IN

TENPERATURE

ITERATIONS USED .......... ........ 2
PRESSURE .. .... . e3.3222E+02 ( PA)
TEMPERATURE . ... ..... .. .1.4874E+0O (OLG.C)

(DEG.C)

AT LOCATION ( 1. 1.11)
AT LOCATION (23. 1,11)

VERTICAL SLICES

Ja 1

11
10
9
8
7.
6
5
4
3
2
1

1
59.22
59.17
59.02
58.77
58.46
58.09
57.70
57.33
57.02
56.81
56.73

2
59.22
59.17
59.02
58.77
58.46
58.09
57.70
57.33
57.02
56.81
56.73

3
59.22
59.17
59.02
58.77
58.46
58.09
57.70
57.33
57.02
56.81
56.73

4
59.22
59.17
59.02
58.77
58.46
58.09
57.70
57.33
57.02
56.81
56.73

5
59.22
59.17
59.02
58.78
58.46
58.09
57.70
57.33
57.02
56.81
56.73

6
59.22
59.17
59.02
58.78
58.46
58.09
57.70
57.33
57.02
56.80
56.73

7
59.22
59.17
59.02
58.78
58.46
58.09
57.70
57.32
57.01
56.80
56.72

8
59.23
59.18
59.02
58.78
58.46
58.09
57.70
57.32
57.00
56.79
56.71

wLa

9
59.24
59.18
59.03
58.78
58.46
58.09
57.69
57.31
56.99
56.77
56.69

19
59.01
58.88
58.52
57.94
57.17
56.25
55.24
54.22
53.29
52.56
52.18

10
59.24
59.19
59.04
58.79
58.46
58.08
57.68
57.29
56.97
56.74
56.66

11
10
9
8
7
6
S
4
3
2
I

11
59.26
59.20
59.04
58.79
58.46
58.07
57.66
57.27
56.93
56.70
56.62

12
59.27
59.21
59.05
58.79
58.45
58.06
57.63
57.23
56.88
56.64
56.55

22
55.38
54.67

13
59.20
59.23
59.06
58.79
58.44
58.03
57.59
57.16
56.80
56.54
56.45

14
59.29
59.23
59.06
58.78
58.41
57.98
57.51
57.06
56.67
56.40
56.29

24
33.85
32.84

15
59.30
59.24
59.05
58.75
58.36
57.89
57.39
56.90
56.47
56.17
56.04

16
59.29
59.22
59.02
58.69
58.26
57.74
57.19
56.63
56.15
55.80
55.65

17
59.26
59.18
58.95
58.58
58.08
57.49
56.85
56.20
55.63
55.21
55.02

18
59.18
59.09
58.81
58.36
57.76
57.05
56.27
55.48
54.77
54.24
53.97

20
58.62
58.43
57.91
57.09
56.02
54.75
53.36
51.95
50.66
49.65
49.09

21
11 57.71
10 57.38

23
48.87
47.43

25
22.08
21.94

26
20.07
20.00



Table 8.8.--Selections from the output file for example problem 2--Continued

9
a
7
6
5
4
3
2
1

56.54
55.27
53.65
51.79
49.79
47.82
46.06
44.71
43.97

53.20
51.14
48.70
46.05
43.37
40.88
38.18
37.29
36.58

45.16
42.46
39.62
36.82
34.22
31.96
30.18
29.03
28.57

31.41
29.83
28.27
26.82
25.55
24.50
23.71
23.23
23.05

21.70
21.45
21.20
20.99
20.81
20.67
20.58
20.51
20.49

19.98
19.97
19.98
19.98
19.98
19.98
19.98
19.98
19.98

VERTICAL PLANE AT ROW NO. 1

VERTICAL CROSS-SECTION OF SIMULATION REGION - TEMPERATURES PAGE 1

****4**4*4*4*444*444*4444*44444*4444
444444444444444444444444444444444444
444444444444444444444444444444444444
444444444444444444444444444444444444
*44444444444444444444444444444444444
444444444444444444444444444444444444
444444444444444444444444444444444444
444444444444444444444444444444444444
*44444444444444444444444444444444444
444444444444444444444444444444444444
444444444444444444444444444444444444
*44444444444444444444444444444444444
444444444444444444444444444444444444
444444444444444444444444444444444444
444444444444444444444444444444444444
*4444444444444444444444444444444444
444444444444444444444444444444444
44444444444444444444444444444444
*444444444444444444444444444444
44444444444444444444444444444
4444444444444444444444444444
444444444444444444444444444
*4444444444444444444444444
4444444444444444444444444
444444444444444444444444
44444444444444444444444

5444*444444444* 33*3333
144444444444444 333333
144444444444444 3333333
14444444444444 3333333
1444444444444 3333333
144444444444 33333333
14444444444 3333333
1444444444 3333333
144444444 33333333
14444444 3333333
144444 3333333
14444 3333333 22
1444 3333333 222
14 3333333 2222
1 3333333 22222

3333333 222?22
33333333 2222222

33333333 2222222
33333333 2222222

33333333 222222
33333333, 222222

33333333 222222
33333333 222222

33333333 2222222
33333333 2222222

33333333 222222

22222 * 11111111
22222 111111111

222222 11111111
22222 1111111
22222 111111111

222222 111111111
22222 111111111

222222 111111111
22222 1111111111

222222 11111111111
22222 1111111111
2222 11111111111
222 11111111111
222 11111111111
!22 11111111111

22 11111111111
Z 11111111111

111111111111
11111111111
11111111111

11111111111
11111111111

11111111111
11111111111
1111I111111

( C (



C. C
b - f

Table fJ.S.--Selections from the output file for examfple problem 2--Continued

(

*444444444444444444444
444444444444444444444
444444444444444444444
*444444444444444444
4444444444444444444
444444444444444444
444444444444444444
*4444444444444444
44444444444444444
44444444444444444
****4**4*4*4*444* *

333333333
333333333

333333333
33333333

33333333
33333333

333333333
33333333

333333333
33333333

* 3*333333 *

222222
2222222

2222222
2222222
2222222
2222222

2222222
2222222
2222222

2222222
2222*22

1111111111

1111111111111

JIJIJIIIII

*

*

*

* *
*

;'I

i.c

MAP LEGEND
HORIZONTAL GRID NODE RANGE. FROM I TO 26
VERTICAL GRID MODE RANGE. FROM 1 TO 11
DEPENDENT VARIABLE RANGE MAP CHARACTER

ww
*.A

2.OOOE+01
2.5OOE+O1
3.000E01
3.500E+01
4.OOOE+Ol
4.500E4O1
5.OOOE.01
5.5M+01

2.500E+01
3.000E+O1
3.500E4O1
4.DOEt+01
4.500E+01
5.000E1O1
5.500E+01
6.OOOE+01

1

2

3

4

GRID NODE
1.00 1.25
14.0 17.5
197. 246.

LOCATIONS ACROSS
1.55 1.94
21.8 21.2

THE PAGE
2.41
33.9

3.01 3.75 4.67 5.82 7.26 9.04 11.3
42.3 52.7 65.6 81.8 102. 127. 158.

GRID NODE LOCATIONS ALONG THE PAGE

AXIS IS POSITIVE UP THE PACE

0.000 3.00 6.00 9.00 12.0 15.0 18.0 21.0 24.0 27.0 30.0

*** OUTPUT AT END OF TIME STEP NO. 60 ***

TIME .................. 1.555E+07 (S);

CURRENT TINE STEP LENGTH . .................. 2.592E+05 (S);

180. (0)

3.00 (0)



Table 8.8.--Selections from the output file for example problem 2--Continued

NO. OF P.T.C LOOP ITERATIONS USED. 2
MAXINUW CHANGE IN PRESSURE .- 7.1829E+02 ( PA)
NAXINUM Q IAqf IN TEHPERATURE . -1.0762E*O0 (DEG.C)

AT LOCATION ( 1. 1,11)
AT LOCATION (15, 1,11)

TEMPERATURE

VERTICAL SLICES

(DEG.C)

Ja 1

11
10
9
8
7
6
S
4
3
2
1

1
39.59
39.48
39.18
38.70
38.11
37.45
36.79
36.19
35.72
35.41
35.31

2
39.59
39.48
39.18
38.70
38.11
37.45
36.79
36.19
35.72
35.41
35.31

3
39.59
39.48
39.18
38.10
38.11
37.45
36.79
36.19
35.72
35.41
35.31

4
39.59
39.48
39.18
38.71
38.11
37.45
36.79
36.19
35.71
35.41
35.30

5
39.59
39.49
39.18
38.71
38.11
37.45
36.78
36.19
35.71
35.41
35.30

6
39.59
39.49
39.18
38.71
38.11
37.45
36.78
36.18
35.71
35.40
35.30

1
39.60
39.49
39.19
38.71
38.11
37.44
36.78
36.18
35.70
35.39
35.29

a
39.61
39.50
39.19
38.71
38.11
37.44
36.77
36.17
35.69
35.38
35.27

9
39.62
39.51
39.20
38.72
38.11
37.43
36.76
36.15
35.67
35.36
35.25

10
39.63
39.52
39.21
38.72
38.10
37.42
36.74
36.12
35.64
35.32
35.21

20
36.72
36.52
35.98
35.18
34.21
33.18
32.18
31.31
30.62
30.19
30.04

11
10
9
a
1
6
5
4
3
2
1

11
10
9

11
39.65
39.54
39.22
38.72
38.09
37.40
36.71
36.08
35.59
35.27
35.16

12
39.66
39.55
39.22
38.71
38.07
37.36
36.66
36.02
35.52
35.19
35.08

22
31.54
31.32
30.75

13
39.66
39.55
39.21
38.68
38.03
37.30
36.58
35.93
35.41
35.08
34.96

14
39.64
39.52
39.17
38.63
37.95
37.20
36.45
35.78
35.25
34.91
34.79

24
22.21
22.14
21.97

15
39.59
39.46
39.09
38.53
37.82
37.04
36.26
35.56
35.01
34.66
34.54

16
39.46
39.32
38.93
38.34
37.59
36.77
35.96
35.23
34.66
34.29
34.16

17
39.21
39.06
38.65
38.01
37.22
36.35
35.50
34.73
34.13
33.74
33.61

18
38.76
38.60
38.15
37.46
36.62
35.70
34.79
33.99
33.35
32.95
32.81

19
37.99
37.82
37.32
36.58
35.67
34.69
33.73
32.89
32.22
31.80
31.65

21
34.68
34.46
33.88

23
27.13
26.96
26.51

25
19.60
19.60
19.62

26
19.94
19.93
19.92

( ( (



C
Table 8.8.--Selections from the output file for example problem 2--Continued

(

8
7
6
5
4
3
2
1

33.04
32.04
30.99
30.00
29.14
28.47
28.05
27.90

29.94
29.00
28.04
2.1S,
26,39 1 ,¢
25.81
25.45
25.32

,5

25.89
25.20
24.52
23.90
23.39
23.00
22.76
22.67

21.75
21.51
21.27
21.06
20.89
20.77
20.69
20.67

19.65
19.68
19.72
19.76
19.80
19.82
19.84
19.85

19.93
19.95
19.96
19.96
19.97
19.97
19.97
19.97

** GLOSAL FLOW BALANCE SUWIARY ***
ICURRENT TIRE STEP RATES AMOUNTS

FLUID IIIFLOW ........... ...............................

FLUID OUTFLOW ...... ....................... .. .......
CHANGE IN FLUID IN REGION ................................
RESIDUAL IMBALANCE .....................................
FRACTIONAL IM8AIAJCE .....................................

HEAT INFLOW ........................... ..................
HEAT OUTFLOW ...........................................
CHAWGE IN HEAT IN REGION ..............................
RESIDUAL IMBALANCE ........................................
FRACTIONAL IMBALANCE .......................................

2.022665E+02
2.015999E+02
6.675322E-O1

-5.618930E-05

1.685565E+O0
3.154910E+01

-1.469188E+O0
1.570947E+03

(KG/S)
(KG/S)
(KG/S)
(KG/S)

J/S)
J/S)
J/S)

( J/S)

5.242148E+07
5.225444E+07
1.730243Et05

-1.456427E+01
0.0000

4.368984E+12
8.177527E+12

-3.808136E+12
4.071895E+08
0.0000

(KG)
(KG)
(KG)
(KG)

w
w
%o I

J)
J)
.)
J)

CUMULATIVE SIWARY
AMOUNTS

FLUID INFLOW ............... o.............................. 3.126293E+09
FWUIO OUTFLOW ....... ........ .... . 3.128713E+09
CHANGE IN FLUID IN REGION ...................... -2.415865E+06
FLUID IN REGION . ............................ ... 1.993776E+09
RESIDUAL IMBALANCE .. ......................... ........ 3.698014E+03
FRACTIONAL IMBALANCE ... ................................. 0.0000

HEAT INFLOW . ............................................ 5.206214E+14
HEAT OUTFLOW .. ........................................... 4.673636E+14
CHANGE IN HEAT IN REGION ................. .................. 5.326113E+13
HEAT IN REGION ............................................. 3.846566E+14
RESIDUAL IMBALANCE ......................................... 3.33?536E+09
FRACTIONAL IMBALANCE ........................................ 0.0000

(KG)
(KG)
(KG)
(KG)
(KG)

( J)
( J)
( .)
( J)
C .3)

CUMULATIVE SPECIFIED P CELL FLUID NET INFLOW ............... 2.131608E+06 (KG)
CUMULATIVE FLUX B.C. FLUID MET INFLOW .......... 0............ .OOOOOOE-01 (KG)



Table B..--Selections from the output file for example problem 2--Continued

CUMULATIVE LEAKAGE B.C. FLUID NET INFLOW ................... .OOOOOOE-01 (KG)
CUMW.ATIVE AQIFER INFLUENCE FLUID NET INFLOW ...... ........ 0.OOOOOOE-01 (KG)

CUNULATIVE SPECIFIED T CELL OR ASSOCIATED WITH
SPECIFIED P CELL HEAT NET INFLOW .......................-. 5.301546E+11 ( J)

CUlLULATIVE FLUX B.C. HEAT NET INFLOW ......... .............. O.OOOOOOE-01 ( J)
CUMULATIVE LEAKAGE B.C. HEAT NET INFLOW ............. ....... O.OOOOOE-OI J)
CUMULATIVE AQUIFER INFLUENCE HEAT NET INFLOW .... . ..... O.OOOOOOE-01 ( J)
CUMULATIVE HEAT CONDUCTION B.C. HEAT NET INFLOW . ..... 0 O.OOOIE-01 ( J)

*** WELL SUMMARY ***

FLOW RATES (POSITIVE IS INJECTION) CUMULATIVE PRODUCTION CUMULATIVE INJECTION
WELL LOCATION FLUID HEAT SOLUTE FLUID HEAT SOLUTE FLUID HEAT SOLUTE
NO. I J K (KC/S) ( J/S) (KG/S) (KG) ( J) (KG) (KG) ( J) (KG)

1 1 I 1-11 -202. -3.1SSEO07 1.56E+09 3.36E114 1.55Et09 3.90E*14

TOTAL - PRODUCTION 202. 3.155Ee07 1.56E+09 3.36E+14
o - INJECTION 0.000 0.000 1.55E*09 3.90E+14

THE FOLLOWING PARAMETERS WERE IN EFFECT DURING THE TIHE STEP JUST COMPLETED
WELL TOP C01MPLETION LAYER WELL DATUM WELL HEAD WELL DATUM WELL HEAD KASS
NO. CELL PRESSURE PRESSURE PRESSURE TEMPERATURE TEMPERA1URE FRACTION

( PA) ( PA) ( PA) (DEG.C) (DEG.C) (-)

1 -4.1870E.04 -4.3870E+04 38.4 0.0

PER LAYER FLUID PRODUCTION/INJECTION RATES- (KG/S) (INJECTION IS POSITIVE)

LAYER NO. WELL NUMBER
1

11 -10.5
10 -21.0
9 -20.9
8 -20.7
7 -20.4
6 -20.2
5 -19.9
4 -19.6
3 -19.4
2 -19.3

( ~~~~~~~~~C (.



C c C
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Table B.8.--Selections from the output file for example problem 2--Continued

1 -9.64

PER LAYER HEAT PROPIJCTION/INJECTION RATES- ( J/S) (INJECTION IS POSITIVE)

LAYER NO. WMJ. NUMBER
1-,

Ii -1.7391E06
10 -3.461E+06
9 -3.4141.06
8 -3.3401+06
7 -3.249E+06
6 -3.0SOE+06
5 -3.053E+06
4 -2.967E+06
3 -2.899+106
2 -2.8561+06
1 -1.421E1+06

------------------------------------------------------------------------------------------------------------------------w VERTICAL CROSS-SECTION OF SIMJLATION REGION - TEMPERATURES PAGE I

****2*2*22*2224222*2222*22222*222222
2222222222222222222222222222222222222
2222222222222222222222222222222222222
2222222222222222222222222222222222222
*22z22222222222222222222222222222222
2222.22.2222222222222?222222222?22222
222222222222222222222222222222222222
222222222222222222222222222222222222
*222222222222222222222222222222222
222222222222222222222222222222222
222222222222222222?22222222222222
*222222222Z222222222222222222222
2222222222 22222222222222222222
222222222222222222222222222222
22222222222222222222222222222
*222222222222222222222222222
222222222222222222222222222
22222222222222222222222222
*22222222222222222222222
22222222222222222222222
2222222222222222222222
222222222222222222222
*22222222222222222

* * *

-*~~~~

-.

--- ---- -- - - -- - - --------

---- -- - - - -- - -- - --------

---- --- - -- - -- -
. - - -- - - -- -- ----

.- --- -- - - --- -----

- --- -- -- -- -- -- -- -- -- -- -- - -

- -- -- -- -- -- - --- -- -- -- -- -- -

------ -- -- -- -- -- -- -- -- -- *

--- -- -- -- -- -- -- -- -- -- -- -- -

-- - - --- - -- -- -- -- - --

-- - -- -- - -- -- - - - -

- - - -- - -- -- - -- - - - -

-- - - - - - -------- - -

-- -- - - - - - - - - - - -

-- - - - - - - - - - - - -



Table 8.8.--Selections from the output file for example problem 2--Continued

222222222222222222
2222222272222222
2222222222222222
t2222222222222
2222222222222
222222222222
*2222222222
2222222222
222222222
22222222
*222222
2222222
2222222
****2** * * * * 0* * * *

…*------- -------- -----_ _
…a-- --_ _ _ _
…a_ _ _ _ _ _ _ _ _ _ _ _

_ _ _ _ _
--__-_ -__-_-__ _ -_-__ -- _-__-_

_____________ _ _ _ _----

_ _ _ _ _ _ _ _ --- ---

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _

_ _ _ _ ___ _ _ _ _ _ _ __ -

_ _ _ _ _ _ _ _ _ _ _ _ _ _-

________ _____ __ _ _ __--

___ ___ ______ __ __. _---

_ _ _ _ _ _ --- --- ---

_ ----_ - -_-_ --__--_ -_* *

HAP LEGEND
HORIZONTAL GRID NODE RANGE. FRON I TO 26
VERTICAL GRID KOM RANGE. FROM I TO 11
DEPENDENT VARIABLE RANGE NAP CHARACTER

2 .OOOE.Ol
2. SOOEe0I
3.OGOE*01
3. SOOE*01
4.ODOOEO1
4. 5OOE.OI
S .000E4O1
S.WUD+O1

2. 5O0E4O1
3.000E401
3. 500E*O1
4 .OOOE+01
4.5OQE+Ol
5. OOOE *01
5.5OOEiO1
6.0001+01

1

2

3

4

1.00
14.0
197.

GRID NODE
1.25
17.5
246.

LOCATIONS
1.55
21.8

ACROSS
1.94
27.2

THE PAGE
2.41
33.9

3.01
42.3

3.75 4.67 5.82
52.7 65.6 81.8

7.26 9.04
102. 127.

11.3
158.

GRID NODE LOCATIONS ALONG THE PAGE
AXIS IS POSITIVE UP THE PAGE

0.000 3.00 6.00 9.00 12.0 15.0 18.0 21.0 24.0 27.0 30.0

*"*** JOB COMPLETED **^**
LAST TINE PLANE CALCULATED ........................................
LAST T IE PLANE INDEX .............................................

1.56E+07
60

(S)

( (,
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9. NOTATION

I 9. 1 ROW

ai coefficients of the various uijk in the spatially discretized

equations.

ai coefficients of the various uik in the spatially discretized

equations for the cylindrical-coordinate system.

al implicit term for aquifer-influence-function or heat-conduction

boundary conditions (appropriate units).

a2 implicit term coefficient for aquifer-influence-function or

heat-conduction boundary conditions (appropriate units).

6 matrix of coefficients for the 6u vector for the finite-difference

equations (eq. 3.6.2.la).

hi Banded, sparse submatrices of the matrix A for the finite-
difference equations.

A capacitance coefficient (appropriate units).

A value of capacitance coefficient within subdomain s of cell m.Ms

b vector of known terms on the right-hand side for the finite-

difference equations.

e thickness of an outer-aquifer region (a).

bEC effective thickness of a heat-conducting medium exterior to the

region (In).

bL thickness of an aquitard layer (X).
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bR thickness of a riverbed sediment (m).

bi coefficient in the approximation to the transient aquifer-influence

function given by equation 3.4.4.2.5.

B coefficient of dispersion or diffusion (appropriate units).

BoB 1 parameters for the temperature-dependence of viscosity (C).

l tensor of diffusion or dispersion of rank 3 (appropriate units).

B.. tensor components of l.

c average heat capacity of the fluid phase at constant pressure

(J/kg-C).

cfo heat capacity of pure water at constant pressure (J/kg-OC)

Csheat capacity of the solid phase (porous matrix) at constant pressure

(J/kg- 0C).

cse heat capacity of the exterior heat-conducting medium at constant

pressure (J/kg-°C).

Cij coefficient in the capacitance matrix for the discretized equations

(appropriate units).

C vector of interstitial velocity (m/s).

Ci (mpq) vector components of £ in the ith direction, for the cell mn,

face p, in element q (m/s).

d input data item.

dpi coefficient in the series expansion for pressure (eq. 3.3.2.4c)

(Pa/m).
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dTi coefficient in the series expansion for temperature (eq. 3.3.2.4d)

TI (C/m)

d coefficient vector for series expansion (eq. 3.3.2.5b).

Ri submatrices on the diagonal of matrix .

Dm effective-molecular-diffusivity coefficient of the solute (m2/s).

DHrm thermal diffusivity of the medium surrounding a well riser (m2/s).

RXj thermo-mechanical dispersion tensor from flow mechanisms (W/m-0C).

DHe thermal diffusivity for an exterior medium at a heat-conduction

boundary (m2/s).

D thermo-mechanical-dispersion-tensor component (W/m-OC).liii

RS mechanical-dispersion-coefficient tensor (M2/s).

D mechanical-dispersion-tensor component (m2/s).sij

Dsij hydrodynamic-dispersion coefficient m2/s).

*
D thermo-hydrodynamic-dispersion coefficient (W/m-IC).Hij

D coefficient for a source proportional to the dependent variable

(appropriate units).

Dms value of D in cell m for subdomain s.

Ms
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Ei coefficient vector for a node; i = 1 for flow equation, i = 2 for

heat-transport equation, i = 3 for solute-transport equation.

E source-term intensity (appropriate units).

ES(m) source-term intensity for source s in cell m (appropriate units).

E value of source term in cell m.

fFS fraction of cell thickness that is saturated for a free-surface

boundary condition (-).

f head-loss friction factor for a well riser (-).

f head-loss friction factor.for a well bore (-).

fe angle-cf-influence factor for aquifer-influence-function boundary

condition (-).

FCi heat-flux function (Carslaw and Jaeger) to an infinite medium from

a constant-temperature cylindrical source (-).

F. vector component of the known terms at time level n in the three
3.

discretized system equations for a given node, i = 1,2,3.

F spatial finite-difference function.

Fn spatial finite-difference function evaluated at time level n.

F S approximation to F function for small dimensionless time.

F L approximation to F function for large dimensionless time.
Cf Ci

F function for the well-riser calculation (eq. 2.4.1.11).
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-I)
S

gp

G

h
r

H

HB

e

Hr

H
5

3

3.

. .

iq

k

kL

kL

gravitational constant (m/sz).

component of gravitational acceleration in the direction normal

to the face p.

function for the well-riser calculation (eq. 2.4.2.11).

heat-transfer coefficient from the fluid to a riser pipe (W/m2-°C).

specific enthalpy of the fluid phase-(J/kg).

specific enthalpy of fluid at a region boundary (J/kg).

specific enthalpy of fluid in an outer aquifer (J/kg).

specific enthalpy of fluid in a well riser (J/kg).

specific eathalpy of the solid phase (J/kg).

vector of specified total flux at a boundary (appropriate units).

component of specified flux at a boundary in the ith direction.

component of specified flux at a boundary in the ith direction in

element q.

porous-medium permeability tensor (C).

permeability of an outer-aquifer region (l2).

permeability of an aquitard layer (Cm).

permeability of a riverbed sediment (i).

mean permeability around a well between rw and re (X2)-

)
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kx permeability in the x-direction (m2).

ky permeability in the y-direction (m2).

kpq permeability in the direction normal to face p for subdomain q (m2 ).

k average radial permeability around the well in cell m at level £ (M2 ).'W'MM

kmpq permeability for cell m, face p, subdomain q (m2).

Kd equilibrium-distribution coefficient (m 3/kg).

Ke thermal conductivity of a medium exterior to the simulation region

(W/im- 0 C).

Kf thermal conductivity of the fluid (W/m-OC).

Kr thermal conductivity of a riser pipe (W/m-OC).

Kre thermal conductivity of the medium surrounding a riser pipe (W/m-OC).

Ks thermal conductivity of the solid phase (porous matrix) (W/m-0C).

K Augmented porosity factor for subdomain s (eq. 3.1.4.4k) (-).
S

£ distance along the well bore or well riser (a).

IL lower end of a well-screen interval (a).

L index of the bottom level of a well screen.

X upper end of a well-screen interval (a).

AU index of the top level of a well screen.
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Lr

Lt1

L12

Li

m

mti-1)

MM

MA

M

WIIMw

Nm

length of a well riser (m).

length of a well bore in the lower half of cell * at level I (m).

length of a well bore in the upper half of cell m at level I (m).

submatrices below the diagonal of matrix .

cell number with coordinate indices i,j,k.

cell number with coordinate indices i-l,jk.

cell number associated with well bore level A.

total number of nodes in the simulation region.

number of pot-aquifer boundary-condition cells.

well mobility per unit length of well bore (mW/s-m-Pa).

well mobility per unit length of well bore at level L (Om/s-m-Pa).

mass of fluid plus effective additional fluid mass from sorption

in cell m (kg).

data repeat factor.

vector in the outward normal direction to the boundary.

number of grid points in the r-direction.

number of grid points in the rx-direction.

number of grid points in the y-direction.

1.
t

n

n

Nr

Nx

N
y
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Nz number of grid points in the z-direction.

Ns number of line sources in the region.

p fluid pressure relative to atmospheric pressure (Pa).

p absolute pressure (Pa).

Pav average pressure around a well between rw and ra (Pa).

.pB pressure at a boundary (Pa).

P B dimensionless pressure at an aquifer-influence-function boundary (-)

(eq. 2.5.4.2.6b).

Pe pressure in the outer-aquifer region (Pa).

Pe initial specified pressure in an outer-aquifer region (Pa).

pinj pressure of injected fluid (Pa).

Pm pressure at node a (Pa).

pO pressure at a reference state for density (Pa).

PoH pressure at a reference state for enthalpy (Pa).

PoH abso1ute pressure at a reference state for enthalpy (Pa).
pr

Pr pressure averaged across a riser cross section (Pa).

pressure averaged across a riser cross section at location ak
(Pa).
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Pr intermediate value of pressure averaged over a riser cross section

(Pa).

Psat absolute pressure of saturated water at zero degrees Celsius (Pa).

w pressure at the well bore (Pa).

p~d pressure at a well datum (Pa).

Pwj pressure in the well bore at level I (Pa).

p0 initial pressure distribution (Pa).

P U dimensionless pressure response to a umit-step withdrawal flow rate

H-.

q fluid-source, flow-rate intensity (m0/m0-s).

BK>i specified fluid-flux-vector components ( 3/m0-s).

qFn normal component of fluid flux (aO/mt-s).

qfw fluid flux from a well (m3/mt-s)

qK heat-source-rate intensity (WI.3 ).

qC bheat flux at the heat-conduction boundary (W/a2).
HC~~r

B
q i specified heat-flux-vector components (W/I).

qHL heat flux across a leakage boundary (Wu).

q~n normal component of heat flux W/W2).
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qL, fluid flux across a leakage boundary (m3/D2-s)*

qR fluid flux across a river-leakage boundary (m3/m2-S).

Rmax limit on the fluid flux from a river to the aquifer (M3/m2-s).

qi specified solute-flux-vector components (kg/m2-s).

qSL_ solute flux across a leakage boundary (kg/M2-s).

qSn normal component of solute flux (kg/m2-s).

qw volumetric flow rate per unit length of well bore; (positive

is from the well to the aquifer) (M3/M-s)

Q fluid-mass-source flow rate (kg/s).

V^A dimensionless flow rate per unit thickness at an aquifer-influence-

function boundary (-).

QA constant specified flow rate at an aquifer-influence-function

boundary (m3/S).

QAm volumetric flow rate across the boundary for cell m between the inner-

and outer-aquifer regions; (positive is into the inner region)

( 3/s).

QB specified flow rate per unit thickness at the aquifer-influence-

function boundary of the region (m3/M-s).

QFr mass flow rate in a well riser (kg/s).

QHCm heat-flow rate across a heat-conduction boundary at cell a (W).
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QHr heat transfered per unit mass per unit length to the fluid in a

riser (J/kg-m).

Qm volumetric-flow rate across a leakage boundary at cell (O3/s).

Q volumetric-flow rate of a source term for cell m at time level n

including specified-flux boundary condition and line sources (m3 /s).

Q U dimensionless flow-rate response to a unit step change of pressure.

QRm volumetric-flow rate across a river-leakage boundary at cell m

vol/s)t r

Qw volumetric-flow rate from a well to the aquifer (m3ae)b

Qw e volumetric-flow rate from a well to the aquifer at well bare

level A (W3 /s).

K...I .1 r distance along the r-coordinate direction (X).

r radius of influence of a well ().

rE exterior radius of an outer-aquifer region (m).

r, interior radius of the region, cylindrical coordinates (m).

raid radius of the cell boundary between the node at r and the node at

r (m).i~l.

r interior radius of outer-aquifer region (a).

rN exterior radius of the region, cylindrical coordinates (m).

rr inner radius of a well-riser pipe (m).

)~~~~~

353



r well-bore radius (m).

R ratio of exterior to interior radius for an outer-aquifer region

for the aquifer-influence-function boundary condition (-).

Rfs transfer of solute from fluid to solid phase per unit mass of

solid phase (kg/s-kg).

Ri right-hand side terms for the ith equation, i = 1,2,3 for pressure,
temperature, and mass fraction respectively.

R rational-function vector that approximates the right-hand-side of

equation 3.3.2.6.

R(LI) spectral radius of the Gauss-Seidel iteration matrix.

SO specific storage for a confined aquifer (eq. 2.2.5.5) (m-1).

SAIpq area of the aquifer-influence-function boundary face for cell Q,

face p, element q (mu).

Sm boundary surface of cell m (o2).

S part of the boundary surface of cell D that belongs to face p (m2).mnp

Smpq part of the boundary surface of cell m that belongs to face p in

element q (ml).

SAmpq part of the boundary surface of cell m that is an aquifer-influence
function boundary (ml).

S BL part of the boundary surface of cell m that is a leakage boundary
Cm).
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SBHC part of the boundary surface of cell m that is a heat-conduction

boundary (mZ)

SI parts of the region boundary where specified-value boundary
U

conditions are applied (Dirchlet boundary conditions);

u = p, T, or w.

S2 parts of the region boundary where specified-flux boundary

conditions are applied (Neumann boundary conditions);

u = p, T, or w.

S3 part of the boundary that is an aquifer-leakage boundary.

S4 part of the boundary that is a river-leakage boundary.

SS part of the region boundary that is a heat-conduction boundary.

S6 part of the region boundary that is a free-surface boundary.

t time (s).

tn time at level n (6).

t dimensionless time defined by equation 2.5.4.2.5c (-)

T. temperature of the fluid and porous medium (IC).

T ambient temperature of the medium adjacent to a well riser (IC).
a

TB temperature at a boundary (OC).

Te temperature in the medium exterior to a heat-conduction boundary
e e)

To temperature at a reference state for density (C).

)
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ToH temperature at a reference state for enthalpy (OC).

Tov temperature at a reference state for fluid viscosity (0C).

Tr temperature of the fluid averaged across a riser cross section (0C).

T1 temperature solution to the first heat-conduction problem

(eq. 2.5.5.3a-d) ( 0 C).

T2 temperature solution to the second heat-conduction problem

(eq. 2.5.5.4a-d) (°C).

T* temperature of a fluid source (OC).

T0 initial-temperature distribution (OC).

T0 initial-temperature profile in the exterior medium (C).

Tinj temperature of injected fluid (OC).

TU unit-step temperature-response solution to heat-conduction problem

(eq. 2.5.5.6b) (C).

Twd temperature of the fluid at a well datum (OC).

t absolute temperature (K).

*Fi conductance for flow (kg/s-Pa) or (M-s).

T1i conductance for heat transport (W/*C).

*Ti conductance for solute transport (kg/s).

TWF conductance for flow at a well bore in the cylindrical coordinate

system (m-s).
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u generic dependent variable (appropriate units).

UB boundary-condition distribution of u.

0

u° initial-condition distribution of u.

U n value of u at xi, yjt z at time tnijk jY Zkatie

uik value of u at xi, zk in cylindrical-coordinate system at time t

UT overall heat-transfer coefficient for the fluid, riser-pipe, and

surrounding medium (W/m2-C).

submatrices of matrix f above the diagonal.

v interstitial-velocity vector (m/s).

v magnitude of the interstitial velocity (m/s).

V. interstitial-velocity component in the ith direction (m/s).

yr velocity averaged across a riser cross section at a given z-level

(M/s).

vw velocity averaged across a well-bore cross section at a given z-level

(rn/u).

V region of the aquifer for simulation.

Vb bulk or total volume of a fixed mass of porous medium (i 3 ).

V volume of an outer-aquifer region (m3).
e
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V volume of an outer-aquifer region that influences boundary cell .

tm3).

V volume of cell m (i 3 ).

VMs volume of subdomain s in cell m (m3).

w mass fraction of solute in the fluid phase (-).

WB mass fraction of solute at a boundary (-).

We mass fraction of solute in an outer aquifer outside a leakage

boundary (-).

wmini minimum solute-mass fraction for scaling (-).

wmax maximum solute-mass fraction for scaling (-).

w0 mass fraction of solute at a reference state for density C-).

w' scaled-mass fraction of solute defined by equation 2.2.1.2 C-).

w0 mass fraction of solute initial distribution (-).

w* mass fraction of solute in the fluid source (-).

w mass fraction of solute on the solid phase C-).

W cumulative net flow from an outer- to an inner-aquifer region (23).

WI well index per unit length of well bore defined by equation 2.4.1.2
(M2).

xm position vector of node point m (a).
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x distance

x vector of

(3).

x-s() location

y distance

Y Pressure

z distance

along the

E position

x-coordinate direction (o).

in the simulation region including the boundary

vector of line source s in cell m (m).

along the y-coordinate direction (mi).

and temperature vector in a well riser.

along the z-coordinate or vertical direction (o).

ZB

z
C

-z,

ZR

LS

ZRFS

elevation of the region boundary (o).

elevation of the top of an aquitard layer (o).

elevation of the node in a well at level I (i).

elevation of the land surface o).

elevation of the node of cell i ().

coordinate in the outward-normal direction to the boundary (t).

elevation of a river bottom (o).

elevation of the water surface of a river (o).

elevation of a well datum (a).
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9.2 GREEK

a bulk compressibility of the porous medium (Pa -)

abe bulk compressibility of the porous medium in an outer region (Pa ).

aL dispersivity longitudinal to the flow direction (m).

•T dispersivity transverse to the flow direction (D).

a rock compressibility (Pa 1).
r

yAm apportionment factor for aquifer-influence-function flow rate (-).

YR fraction of riverbed area per unit area of aquifer boundary C-).

U fluid compressibility (Pa-1).
p

PT fluid coefficient of thermal expansion (C 1).

PW slope of fluid density as a function of mass fraction divided by

the reference fluid density C-).

fipe fluid compressibility in an outer region (Pa ).

6 slope of fluid density as a function of scaled-mass fraction divided
V

by-the reference fluid density (-).

£ effective porosity (-).

e effective porosity of an outer-aquifer region (-).

A linear decay constant (s I).
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Amin minimum estimate of spectral radius or maximum eigenvalue

(eq. 3.7.2.6a).

Xmax maximum estimate of spectral radius or maximum eigenvalue

(eq. 3.7.2.6b).

p viscosity of the fluid (kg/m-s).

P viscosity of the fluid in an outer-aquifer region (kg/r-s).

pL viscosity of fluid in an aquitard layer (kg/r-s).

p(T ov ) viscosity at the reference temperature (kg/m-s).

pR viscosity of the fluid in a riverbed (kg/m-s).

pn average viscosity at cell face p at time tn (kg/m-s).

pa viscosity at the minimum mass fraction (kg/r-s).

p, viscosity at the maximum mass fraction (kg/n-s).

Pr viscosity of the fluid in a riser pipe (kg/rn-s).

v counter index for successive-overrelaxation iteration.

e poteatial energy per unit mass of fluid in the aquifer outside

a leakage boundary (Nt-rn/kg).

p fluid density (kg/r3).

Pb bulk density of the porous medium (mass/unit volume of dry porous

medium) (kg/rn).

K>I
361



pe fluid density at the region boundary (kg/M3).

fluid density outside a leakage boundary (kg//3).

PO fluid density at a reference pressure, temperature, and mass

fraction (kg/m 3).

p fluid density averaged across a well-riser cross section (kg/m 3).

PR fluid density of the river (kg/m3).

Ps density of the solid phase of the porous matrix (n.ass/unit volume of
solid phase) (kg/m3).

density of the solid phase of the porous matrix exterior to the
simulation region (mass/unit volume of solid phase) (kg/r3).

PW average fluid density in a well bore (kg/mr).

Pp average density at cell face p at time t" (kg/M3).

p* density of a fluid source (kg/m3).

a spatial weighting coefficient (eq. 3.1.4.4).

z dimensionless time for heat transfer from a defined well riser by

equation 2.4.2.6c (-).

a factor for time differencing (eq. 3.1.3.4).

8r angle between the well riser and the z-coordinate (deg).

O angle between the well bore and the z-coordinate (deg).
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w overrelaxation factor (eq. 3.7.2.2).

WoPt optimum overrelaxation factor (eq. 3.7.2.7).

9.3 MATHEMATICAL OPERATORS AND SPECIAL FUNCTIONS

6u vector of dependent variables for the finite-difference equations.

6u temporal change in u.

Au spatial change in u.

6uma maximum temporal change in u.

6u S specified maximum temporal change in u.max

u average value of u.

Ar wall thickness of a well-riser pipe (m).r

6t current time-step length.

6t0 previous time-step length.

V del operator; e L + -L + L in cartesian coordinates;xex ey y z ZZ

er Ar~r + e6r L + e L in cylindrical coordinates.

I I absolute value.
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a derivative in the outward-normal direction at a boundary.
an

.ij Kronecker delta function; =1 for i=j, = 0 for i*j.

6(x-x ) delta function for the point source in a cell at x .

; identity matrix of rank 3.

Jn Bessel function of the first kind, order n.

Yn Bessel function of the second kind, order n.

y Euler's constant 5 0.577.

a b spatial average of the rate of pressure change at the aquifer-
~t_ influence-function boundary (Pa/s).

ate spatial average of the rate of pressure change in an outer-
aquifer region (Pa/s)

atb average rate of pressure change at the boundary of an inner
region (Pa/s)

*aQm (/-a)
ap implicit term for fluid line sources at the nth time level
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11. SUPPLEMENTAL DATA

Because of the excessive length (about 12,000 lines), no program listing

is provided for the HST3D code. However, listings of the major program

variables and a cross-reference table are provided to aid the user in error

tracing and program modification.

11.1 HST3D PROGRAM VARIABLE LIST WITH DEFINITIONS

The following program-variable list (table 11.1) contains all of the

major variable names with brief definitions. Minor variables including loop

indices, array subscripts, and temporary results, have not been included.

Most temporary variables begin with the letter U with the remainder of the

name based on the corresponding major variable. Variably partitioned array

pointers begin with the letter I.
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Table 11.1.--Deflnition list for selected 11ST3D program variables

C

AIHC
A211C
A3HC
A4
AAIF
ABOAR
ABSP
ALOC
ALPHL
ALPUT
AMAX
AMIN
ANGOAR
APLOT
APRNT
ARGRID
ARRAY
ARWO
ARI
ARXBC
ARXFBC
ARY
ARYDC
ARYF8C
ARZ
ARZBC
ARZFBC
AST
AUTOTS
8AIF
BOLBC
BLANK
BLANKL
BLBC
BOAR
BP
BT
8V
C
Coo
Cll
C12
C13
C21
C22

HEAT CONDUCTION B.C. GEOMETRIC FACTOR
HEAT CONDUCTION B.C. GEOMETRIC FACTOR
HEAT CONDUCTION B.C., GEOMETRIC FACTOR
SUB-MATRIX OF SYSTEM EQUATIONS FOR 04 SOLVER
AQUIFER INFLUENCE FUNCTION B.C. CONSTANT TERM
POROUS MEDIUM COMPRESSIBILITY FOR OUTER AQUIFER REGION
POROUS MEDIUM COMPRESSIBILITY
LEAKAGE B.C. CONSTANT TERM
LONGITUDINAL DISPERSIVITY
TRANSVERSE DISPERSIVITY
UPPER LIMIT OF VARIABLE FOR CONTOUR HAP
LOWER LIMIT OF VARIABLE FOR CONTOUR MAP
ANGLE OF IMFLUENCE FOR CARTER-TRACY AQUIFER INFLUENCE I
OUTPUT ARRAY FOR COPI1R MAP
OUTPUT LINE FOR ARRAY PRINTING
TRUE IF AUTOMATIC RADIAL MODE LOCATIONS TO BE SET
OUTPUT ARRAY FOR PRINTED TABLES
CROSS-SECTIONAL AREA OF WELL BORE
CELL-FACE AREA IN T-1 PLANE
CELL-FACE AREA IN YH Z PLANE FOR BOUNDARY CONDITIONS
CELL-FACE AREA IN Y-Z PLANE FOR FLUX B.C
CELL-FACE AREA IN X-Z PLANE
CELL-FACE AREA IN X-Z PLANE FOR BOUNDARY CONDITIONS
CELL-FACE AREA IN X-Z PLANE FOR FLUX B.C
CELL-fACE AREA IN X-Y PLANE
CELL-FACE AREA IN X-Y PLANE FOR BOUNDARY CONDITIONS
CELL-FACE AREA IN X-Y PLANE FOR FLUX B.C
g*e

TRUE IF AUTOMATIC TIME STEPPING IS DESIRED
AQUIFER INFLUENCE FUNCTION B.C. TEMPORAL COEFFICIENT
THICKNESS OF CONFINING LAYER OR RIVER BED
a I

FUNCTION B.C.

-

- LEAKAGE B.C. TEMPORAL COEFFICIENT
- THICKNESS OF OUTER AQUIFER REGION FOR A.I.F.B.C.
- FLUID COMtPRESSIBILITY
- FLUID COEFFICIENT OF THERMAL EXPANSION
- VISCOSITY FUNCTION THERMAL PARAMETER
- SOLUTE MASS FRACTIONI
- SOLUTE CONCENTRATION AT THE EMn OF A WELL RISER, INITIAL VALUE
- CII THROUGH C33 ARE COEFFICIENTS IN THE CAPACITANCE MATRIX
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Table ll.l.--Definition list for selected HST3D program variables--Continued

C23
C24 - C24.C34 AND C35 ARE COEFFICIENTS OF THE TRANSPORT TERMS
C31
C32
C33
C34
C35
CAtF - SOLUTE MASS FRACTION IN OUTER AQUIFER REGION
CC24 - CC24.CC34.CC35 ARE CONDUCTANCE COFACTOR ARRAYS
CC34
CC35
CCLBL - LABEL FOR SOLUTE MASS FRACTION IN A WELL FOR TEMPORAL PLOTS
CCW - CALCUIATEO SOLUTE MASS FRACTION IN A WELL
CFLX - SOLUTE MASS FRACTION FOR INFLOW AT A SPECIFIED FLUX B.C.
CHAPRT - CHARACTER ARRAY FOR PRINTOUT
CHARC - C
CHARS - NUMERIC CHARACTERS THAT ILLUSTPATE THE CONTOUR-NAP ZONES
CHKPTD - TRUE IF CHECK POINT DUMPS ARE DESIRED
Cl - NODAL CONNECTION INDEX FOR 04 NUMBERING SCHEME
CIBC - CHARACTER REPRESENTATION OF IGC
CICALL - CHARACTER REPRESENTATION Of ICALL
CLBC - SOLUTE MASS FRACTION FOR INFLOW AT LEAKAGE B.C.
CLINE - CHARACTER LINE FOR CONTOUR MAP
CMX - SOLUTE CONCENTRATION AT CELL FACE BETWEEN X(I-l) AND X(I)
CMY - SOLUTE CONCENTRATION AT CELL FACE BETWEEN Y(J-1) AND Y(J)
CMZ - SOLUTE CONCENTRATION AT CELL FACE BETWEEN Z(K-1) AND Z(K)
CNP - SOLUTE MASS FRACTION FOR SPECIFIED VALUE D.C.
CNV - CONVERSION FACTOR
ChVD - CONVERSION FACTOR FOR DENSITY (ENGLISH TO METRIC)
CNVOfl - CONVERSION FACTOR FOR DIFFUSIVITY (METRIC TO ENGLISH)
CNVDI - CONVECTOR FOR DENSITY (METRIC TO ENGLISH)
CNVE - CONVERSION FACTOR FOR ENERGY (ENGLISH TO METRIC)
CNVEPI - CONVERSION FACTOR FOR PRESSURE ENERGY (METRIC TO ENGLISH)
CNVFF - CONVERSION FACTOR FOR FLUID FLUX (ENGLISH TO METRIC)
CNVGZ - CONVERSION FACTOR FOR GRAVITY TIMES ELEVATION (ENGLISH TO METRIC)
CNVH1C - CONVERSION FACTOR FOR HEAT CAPACITY (ENGLISH TO METRIC)
CNVHCI - CONVERSION FACTOR FOR BEAT CAPACITY (METRIC TO ENGLISH)
CNVHF - CONVERSION FACTOR FOR HEAT FLUX (ENGLISH TO METRIC)
CNVHFl - CONVERSION FACTOR FOR HEAT FlUX (METRIC TO ENGLISH)
CNVIII - CONVERISON FACTOR FOR THERMAL ENERGY (METRIC TO ENGLISH)
CNVIITC - CONVERSION FACTOR FOR HEAT TRANSFER COEFFICIENT (ENGLISH TO METRIC)
CNVHTI - CONVERSION FACTOR FOR HEAT TRANSFER COEFFICIENT (METRIC TO ENGLISH)
CNVL - CONVERSION FAClOR FOR LENGTH (ENGLISH TO METRIC)
CNVL2 - CONVERSION FACTOR FOR LENGTH SQUARED (ENGLISH TO METRIC)
CNVL21 - CONVERSION FACTOR fOR LENGTH SQUARED (METRIC 10 ENGLISH)
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Table 11.1.-Definition list for selected HST3D program variables--Continued

CHVL3 - CONVERISoN FACTOR FOR LENGTH CURED (ENGLISH TO METRIC)
CNVL31 - CONVERSION FACTOR FOR LENGTH CUBED (METRIC TO ENGLISH)
CNVLI - CONVERSION FACTOR FOR LENGTH (METRIC TO ENGLISH)
CRYMFI - CONVERSION FACTOR FOR M ,S FLOW RATE (METRIC TO ENGLISH)
CNVMI - CONVERSION FACTOR FOR SASS (METRIC TO ENGLISH)
CRVP - CONVERSION FACTOR FOR PRESSURE (ENGLISH TO METRIC)
CNYPI - CONVERSION FACTOR FOR PRESSURE (METRIC TO ENGLISH)
CNVSF - CONVERSION FACTOR FOR SOLUTE FLUX (ENGLISH TO METRIC)
CHVTI - FIRST CONVERSION FACTOR FOR TEMPERATURE (ENGLISH TO METRIC)
CHVTII - FIRST CONVERSION FACTOR FOR TEMPERATURE (METRIC TO ENGLISH)
CNVT2 - SECOND CONVERSION FACTOR FOR TEMPERATURE (ENGLISH TO METRIC)
CHVT21 - SECOND CONVERSION FACTOR FOR TEMPERATURE (METRIC TO ENGLISII)
CNVTC - CONVERSION FACTOR FOR THERMAL CONDUCTIVITY (ENGLISH TO METRIC)
CtVTCI-- CONVERSION FACTOR FOR THERMAL CONDUCTIVITY (METRIC TO ENGLISH)
CNVTM - CONVERSION FACTOR FOR TIME (DAYS TO SEtONDS)
CRYTNI - CONVERSION FACTOR FOR TIME (SECONDS TO DAYS)
CNVUUI - CONVERSION FACTOR FOR FLUID CONDUCTANCE (METRIC TO ENGLISH)
CNVVF - CONVERSION FACTOR FOR VOLURETRIC FLOW RATE (ENGLISH TO METRIC)
CNVVLI - CONVERSION FACTOR FOR VELOCITY (METRIC TO ENGLISH)

*w "CYVSI - CONVERSION FACTOR FOR VISCOSITY (KGIM-S TO CP)
ZA !COLS - NUMBER OF COLUMNS REQUIRED FOR CONTOUR MAPS

COMOPT - TRUE IF COMPUTATION OF AN OPTIMUM OVER-RELAXATION FACTOR IS TO BE DONE
CONLBL - LABEL FOR SOLUTE CONCENTRATION PRINTOUT
CONVC - TRUE IF SOLUTE CALCULATION HAS CONVERGED FOR A GIVEN TIME STEP
CONVP - TRUE IF PRESSURE CALCULATION HAS CONVERGED FOR A GIVEN TIME STEP
CONVRM - TRUE IF WELL-RISER CALCULATION HAS CONVERGED
CONYT - TRUE IF TEMPERATURE CALCULATION HAS CONVERGED FOR A GIVEN TIME STEP
COW - SOLUTE PASS FRACTION OBSERVED VALUES IN A WELL
CPAR - CHARACTER REPRESENTATION OF INPUT PARAMETER
-CPARI - INITIAL CHARACTER REPRESENTATION OF INPUT PARAMETER
CPF - HEAT CAPACITY OF FLUID AT MINIMUM SOLUTE CONCENTRATION
CPX - SOLUTE CONCENTRATION AT CELL FACE BETWEEN X(l) AND X(1*1)
CPY - SOLUTE CONCENTRATION AT CELL FACE BETWEEN Y(J) AND Y(J+I)
CPZ - SOLUTE CONCENTRATION AT CELL FACE BETWEEN Z(K) AND Z(K+I)
CSBC - SOLUTE MASS FRACTION FOR INFLOW Al A SPECIFIED PRESSURE B.C.
CVIS - SOLUTE CONCENTRATION DATA FOR CONCENTRATION-VISCOSITY TABLE
CWKT - SOLUTE MASS FRACTION AT WELL DATUM LEVEL
CYLIND - TRUE IF A CYLINDRICAL COORDINATE SYSTEM IS BEING USED
O - DIAGONAL ELEMENTS OF THE SYSTEM EQUATION MATRIX
DAMWRC - DAMPING FACTOR FOR WELL RISER CALCULATION
DASHES - ------------------------------------
DOKD - POROUS MEDIUM BULK DENSITY TIMES LINEAR EQUII BRIUM SORPTION COEFFICIENT
DC - CHANGE IN SOLUTE MASS FRACTION
DCMAX - MAXIMUM CJANGE IN SOlUTE MASS FRACTION
OCIAS - SPECIFIED MAXIMUM CHANGE IN SOLUTE MASS FRACtION FOR AUlOMAIIC TIME STEP ADJUSTMENT



Table ll.l.--Definition list for selected IIST3D program variables--Continued

DOIMAX - MAXIMUM CHANGE IN DENSITY
DOV - CHANGE IN DEPENDENT VARIABLE FOR FLOW AT SPECIFIED VALUE B.C.
DECLAM - SOLUTE DECAY FACTOR
DEHIR - C1ANGE IN ENTHALPY IN THEkEGION
OELTII - CURRENT TIME STEP
DELX - M SPACING IN X-DIRECTION
DELY - MODE SPACING IN Y-DIRECTION
DELZ - NODE SPACING IN Z-DIRECTION
DEN - FLUID DENSITY
DEMO - FLUID DENSITY AT EFERENCE CONDITIONS
DENC - COEFFICIENT FOR FLUID DENSITY VARIATION WITH SOLUTE MASS FRACTION
DEINCHC - DENSITY CHANGE DUE TO SOLUTE CONCENIRATON CHANGES
DENCHT - DENSITY CHANGE DUE TO TEMPERATURE CHAMS
DENFO - FLUID DENSITY AT MINIMU SOLUTE MASS FRACTION
DENFI - FLUID DENSITY AT MAXIMUM SOLUTE MASS FRACTION
DENFOC - FLUID DENSITY FOR INFLOW AT SPECIFIED FLUX B.C.
DENGL - CHANGE IN PRESSURE ESTIMATE OVER WILL RISER LENGTH
DENLBC - FLUID DENSITY FOR INFLOW AT LEAKAGE B.C.
OENO - FLUID DENSITY AT TINE LEVEL N
DENIP - FLUID DENSITY AT TIME LEVEL N*l
DEMOAR - FLUID DENSITY IN OUTER AQUIFER REGION FOR A.I.F.B.C.
DENP - COEFFICIENT FOR FLUID DENSITY VARIATION WITH PRESSURE
DENT - COEFFICIENT FOR FLUID DENSITY VARIATION WITH TEMPERATURE
DENW - FLUID DENSITY IN A WELL BORE
DENWT - FLUID DENSITY IN A WELL BORE AT THE WELL DATUM
0E£R - FLUID DENSITY 1 A WELL RISER AT LEVEL K
OET - DETERMINANT OF THE WELL RISER EQUATIONS
DFIR - CHANGE IN FLUID IN THE REGION
014 - MOLECUIAR OIFFUSIVITY OF THE SOLUTE
DOTS - O..
DP - CHANGE IN PRESSURE
oPAX - AXIMIM CHANGE IN PRESSURE
DPTAS - SPECIFIED MAXIMUM CHANGE IN PRESSURE FOR AUTOMATIC TIME STEP ADJUSTMENT
OPUOT - DERIVATIVE OF THE TRANSIENT AQUIFER INFLUENCE FUNCTION WITH TIME
OPWKT - CHANGE IN PRESSURE AT A WELL DATUM
DQOFP - DERIVATIVE OF FLOW RATE WITH PRESSURE
ODBC -CHANGE IN HEAT FLOW FO ANY B.C.
DQHCDT - DERIVATIVE OF HEAT FLOW RATE WITH TEMPERATURE FOR HEAT CONDUCTION B.C.
DQHDP - DERIVATIVE OF HEAT FLOW WITH PRESSURE
DQHOT - DERIVATIVE OF HEAT FLOW WITH TENPERAoJRE
DQWOP - DERIVATIVE OF WELL HEAT FLOW WITH PRESSURE
ODIWOT - DERIVATIVE OF WELL HEAT FLOW WITH TEMPERATURE
DQSBC - CHANCE IN SOLUTE FLOW RATE FOR ANY B.C.
DQSDC - DERIVATIVE OF SOLUTE FLOW RATE WITH CONCENTRATION
DQSDP - DERIVATIVE OF SOLUTE FLOW RATE WITH PRESSURE
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Table ll.l.--Definition list for selected 1Sr3D program variables--Continued

DQSWDC - DERIVATIVE OF WELL SOLUTE FLOW WITH CONCENTRATION
DQSWDP - DERIVATIVE OF WELL SOLUTE FLOW WITH PRESSURE
DQWDP - DERIVATIVE OF WELL FLOW RATE WITH PRESSURE
DQWDPL - DERIVATIVE OF WELL FLOW RATE AT A LAYER WITH PRLSSURE
DQWLYR - CHANGE IN WELL FLOW RATE AT A LAYER
DSIR - CHANGE IN SOLUTE IN THE REGION
DT - CHANCE IN TEMPERATURE
DTADZW - DERIVATIVE OF AMBIENT TEMPERATURE AT A WELL RISER WITH DISTANCE IN THE Z-DIRECTION
DTHAWR - THERMAL OIFFUSIVItY OF THE MEDIUM SURROVHDING A WELL RISER
DTHUC - THERMAL DIFFUSIVETY OF THE EXTERNAL MEDIUM AT A HEAT CONDUCTION BOUNDARY
DTIMMN - SPECIFIED MINIMUM TIME STEP FOR AUTOMATIC TIME STEP ADJUSTMENT
DTIWMX - SPECIFIED MAXIMUM TIME STEP FOR AUTOMATIC TIME STEP ADJUSTMENT
OTMAX - MAXIMUM CHANGE IN TEMPERATURE
OTTAS - SPECIFIED MAXIMUM CHANGE IN TEMPERATURE FOR AUTOMATIC TIME STEP ADJUSTMENT
DX - X-COORDIHATE SPACING FOR PLOT OF POROUS MEDIA ZONES
DY - Y-COORDINATE SPACING FOR PLOT OF POROtS MEDIA ZONES
DYY- - CHANGE IN DEPENDENT VARIABLE VECTOR FOR WELL RISER INTEGRATION
OZ - CHANGE IN Z-COORDINATE VALUE
DZMIN - SPECIFIED MINIMUM CHANGE IN Z-COORDINATE FOR WELL RISER INTEGRATION
EEUNIT - TRUE IF ENGLISH ENGINEERING UNITS ARE BEING USED FOR DATA INPUT AND OUTPUT
EHf - FLUID ENTHALPY

'4 EllO - FLUID ERTHALPY AT REFERENCE CONDITIONS
EHOD - ENTHALPY AT THE ENO OF A WELL RISER, INITIAL VALUE
[HOT - FLUID ENTHALPY TABLE FOR DEVIATIONS FROM SATURATED CONDITIONS WITH PRESSURE AND TEMPERATURE
EHIR - ENTHALPY IN THE REGION
EHIRO - INITIAL ENTHALPY IN THE REGION
EHIRN - ENTHALPY IN THE REGION AT TIME LEVEL N
EHMX - ENTHALPY AT CELL FACE BETWEEN X(l-I) AND X(I)
EHMY - ENTHALPY AT CELL FACE BETWEEN Y(J-1) AND Y(J)
EHMZ - ENTHALPY AT CELL FACE BETWEEN Z(K-1) AND Z(K)
EHPX - ENTHALPY AT CELL FACE BETWEEN X(I) AND X(llI)
EHPY - ENTHALPY AT CELL FACE BETWEEN Y(J) AND Y(J+I)
EHPZ - ENT"ALPY AT CELL FACE BETWEEN Z(K) AND Z(K+I)
EHST - FLUID ENTHALPY TABLE AT SATURATION AS A FUNCTION Of TEMPERATURE
EHWEND - ENTHALPY AT THE END OF THE WELL RISER
EHWKT - ENTHALPY IN A WELL AT THE WELL DATUM
EHWSUR - ENTHALPY IN A WELL AT THE LAND SURFACE
EOO - WELL-RISER PIPE ROUGHNESS DIVIDED BY PIPE INSIDE DIAMETER
EPS - TOLERANCE FACTOR FOR TEMPERATURE CALCULATED FROM ENTHALPY AND PRESSURE
EPSFAC - TOLERANCE FACTOR FOR TWO-LINE SUCCESSIVE OVERRELAXATION CALCULATION
EPSOM6 - TOLERANCE FACTOR FOR CONVERGENCE OF OPTIMUM OVER-RELAXATION PARAMETER CALCULATION
EPSSOR - TOLERANCE FOR CONVERGENCE OF TWO-LINE SUCCESSIVE-OVER-RELAXATION EQUATION SOLVER
EPSWR - TOLERANCE FOR CONVERGENCE OF WELL RISER CALCULATION
ERREX - TRUE IF PROGRAM ABORT DUE TO ERROR CONDITIONS
ERREXE - TRUE IF PROGRAM ABORT DUE TO EXECUTION ERRORS



Table l.l.--Definition list for selected IIST3D program variables--Continued

ERREXI - TRUE IF PROGRAM A BORT DUE TO INPUT ERRORS
EVMAX - MAXIMU EIGENVALUE ESTIMATE
EVHIN - MINIMUM EICENVALUE ESTIMATE
EX - %X
EXTRAP - EXTRAPOLATED RESULTS OF THE WELL-RISER INTEGRATION
FlAIF - FACTOR FOR AQUIFER INFLUENCE FUNCTION B.C.
F2AIF - FACTOR FOR AQUIFER INFLUENCE FUCT1ION B.C.
FCJ - FUNCTION FOR WELL RISER HEAT TRANSFER USING CARSLAW-JEGER SOLUTION
fIOP - FRACTIONL CHANGE IK WELL-DATUM PRESSURE
FOSMIH - FACTOR FOR SPATIAL OIFFERENCING METHD
FUTHTI - FACTOR FOR TEMPORAL DIFFERENCING METHOD
ffPIL - FRICTIONAL HEAD LOSS IN WELL RISER
FIR - FLUID IN THE REGION
FIRO - INITIAL FLUID IN THE REGION
FIRN - FLUID IN THE REGION AT TIME LEVEL N
FIRVO - INITIAL VOLUMETRIC AMOUNT OF FLUID IN THE REGION
FLOREV - TRUE IF FLOW REVERSAL OCCURS AT A GIVEN LEVEL IN A WELL
FLOW - TRUE IF A WELL IS PRODUCING OR INJECTING AT AT LEAST ONE LEVEL
FHI - CUARACTER STRING FOR PRINT FORMAT
FPR3 - 4*PI*R**3
FRAC - FRACTION OF CELL THAT IS FILLED FOR UNCFIKED FLOW
FRACN - FRACTION OF CELL FILLED AT TIME LEVEL N
FRACNP - FRACTION OF CELL FILLED AT TIME LEVEL Ntl
FRESUR - TRUE IF A FREE SURFACE BOUNDARY IS ALLOWED
FRFAC - FRICTION FACTOR FOR FLOW IN A WELL RISER PIPE
FRFLH - FRICTION FACTOR IN WELL BORE AT BOUNDARY BETWEEN LEVEL L-1 AND L
FRFLP - FRICTION FACTOR IN WELL OE AT BOUNDARY BETWEEN LEVEL L AND L#I
FS - FUNCTION TABLE FOR INTERPOLATION
FSClt - TRUE IF A FREE SURFACE RISES ABOVE THE TOP Of A CELL AND CONVERTS TO COFINED CONDITIONS
FSLOW - TRUE IF FREE SURfACE FALLS BELOW BOTTOM OF CELL
FlOAIF - FACTOR FOR DIMENSIONLESS TIME FOR A.I.F.B.C.
GCOSTH - COMPONENT OF GRAVITY ALONG A WELL RISER
GRAV - GRAVITATIONAL CONSTANT
CX - COMPONENT OF GRAVITY IN THE 1-DIRECTION
GY - COMPENT OF GRAVITY IN THE Y-DIRECTION
C7 - COtMPOENT OF GRAVITY IN THE Z-DIRECTION
HIPRNT - POTENTIONEFRIC HEAD FOR PRINTOUT
HEAT - TRUE IF HEAT TRANSPORT IS BEING SIMULATED
HICU - OVERALL HEAT TRANSFER COEFFICIENT FOR WELL RISER CALCUIATON
IIiCWR - HEAT TRANSFER COEFFICIENT FROM THE FLUID TO A WILL RISER PIPE
HWT - ELEVATION OF THE WATER TABLE

TIHE UNDEFINED 'I' VARIABLES ARE POINTERS FOR TIIE LARGE VARIABLY PARTITIONED ARRAYS
11X - 12'X FORMAT
III - 7ONr INDEX
121 - ZONE INUIX
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Table ll.l.--Deflnition list for selected IIST3D program variables--Continued

IUC - INDEX OF BOUNDARY CONDITION TYPE FOR A CELL
IRCKAP - INDEX OF BOUNDARY CONDITION TYPE FOR CONTOUR MAP
ICALL - INDEX OF CALL TO ARRAY-INP0j ROUTINE
ICC - TRUE IF INITIAL CONDWORltSOLUTE MASS FRACTION VALUES TO BE READ
ICHWT - TRUE IF'INITIAL CONDITtON'VATER-TABLE ELEVATION TO BE READ
ICHYPW - TRUE IF INITIAL CONDITION OF HYDROSTATIC PRESSURE DISTRIBUTION
ICKAX - INDEX IN X-DIRECTION OF CELL WITH MAXIMUM CHANGE IN SOLUTE CONCENTRATION
ICON - INDEX OF CONNECTED NODES
ICT - TRUE IF INITIAL CONDITION TEMPERATURE DISTRIBUTION TO BE READ
ICtXE - INDEX FOR VA ARRAY OF CONNECTING NODE IN NEGATIVE X-DIRECTION
ICXP - INDEX FOR VA ARRAY OF CONNECTING NODE IN POSITIVE X-OIRECTION
ICTY INDEX FOR VA ARRAY OF CONNECTING MODE IN NEGATIVE Y-DIRECTION
ICYP - INDEX FOR VA ARRAY OF CONNECTING NODE IN POSITIVE Y-DIRECTION
ICIN - INDEX FOR VA ARRAY OF CONNECTING NMOD IN NEGATIVE t-OIRECTION
ICZP INDEX FOR VA ARRAY OF CONNECTING NODE IN POSITIVE Z-DIRECTION
104 - INDEX FOR 04 NOE RENUMBERING
ID4CON - INDEX OF CONNECTED NODES;FOR D4 ND RENUMBERING
ID4N0 - INDEX OF NEW ND NUMBERS FOR D4 RENUMBERING SCHEME
IDIAG - INDEX OF DIAGONAL ELEMENTS IN ThE A4 MATRIX

iW IDIR - INDEX OF DIRECTION FOR TWO-LINE-SOR SOLVER
< 1011111 - IDENTIFICATION NUMBER FOR TEMPORAL PLOT

IDRCOt - INDEX OF DIRECTION TO NEIGHBORING CONNECTED NODE
IE - INDEX OF ERROR NUMBER
IEI - INDEX LIMIT OF ERROR NUMBER
It2 - INDEX LIMIT OF ERROR NUMBER
IENDIV - INDEX OF LAST LOCATION IN ThE IVPA ARRAY
IENHW - INDEX OF LAST LOCATION IN THE VPA ARRAY
IEQ - INDEX OF EQUATION BEING SOLVED
IER - INDEX OF ERROR NUMBER
IERR - LOGICAL FLAGS FOR ERROR MESSAGES
IF12 - 'F12' FORMAT
IFACE - INDEX OF FACE OF APPLIED B.C.
IFMT - INDEX OF FORMAT TYPE
IFORN - CHACTER STRING CONTAINING FORMAT STATEMENT
IG12 - 'G12' FORMAT
1112 - '112 FORMAT
115 - '15' FORMAT
ILAVFL - TOTAL LENGTH OF ALL LABELED COMM BLOCKS
ILOL - INDEX OF LABEL CHARACTERS FOR TEMPORAL PLOT
ILH - INDEX OF ELEMENT IN EQUATION MATRIX FOR 04 SOLVER
ILIVPA - LENGTH OF IVPA ARRAY AS DIMENSIONED
ILNXI - (LOG(XI))^*-1
ILVPA - LENGTH OF VPA ARRAY AS DIMENSIONED
IMAPI - IMAPI. IMAP2, JKAPI, JKAP2. KAPI, KMAP2 ARE NODE RANGES FOR MAP OUTPUT
IMAP2



Table 11.l.--Definltlon list for selected IIST3D program variables--Continued

11D - INDEX OF NOn! rICATION FOR ARRAY INPUT
IkPPIC - INDEX FOR CONJOUR MAP QF ',EPKNDENT VARIABLE ARRAYS
IwP4w - TRUE IF SEMI-IMPLICIT WELL FLOW CALCULATION IS DESIRED
INZONE - TRUE IF A CELL IS CONTAINED WITHIN A DEFINED POROUS MEDIA ZONE
IPAGE - PAGE NUMBER FOR CONTOUR MAP
IPAR - INTEGER PARAMETER VALUE FOR ARRY INPUT
IPARI - INITIAL INTEGER PARAMETER VALUE FOR ARRAY INPUT
IPLOT - INDEX ARRAY IOENTIFYING EXCLUDED CELLS FOR CONTOUR MAPS
IPMAX - INDEX IN X-DIRECTION OF CELL WITH 1MAXIMU CHANGE IN PRESSURE
IPMz - INDEX OF POROUS MEDIUM ZONE
IPIZI - INDEX Of FIRST ZONE FOR ZONE PLOT
IP9Z2 - INDEX OF LAST ZONE FOR ZONE PLOT
IPRPTC - INDEX OF PRINTING PRESSURE. TEMPERATURE. OR SOLU[E CONCENTRAION ARRAYS
IROW - INDEX OF EQUATION NUMBER FOR 04 SOLVER
ISIGN - INDEX OF DIRECTION FOR THE WELL RISER CALCULATION. POSITIVE IS UPWARDS.
ISORD - INDEX OF OPTIMUM DIRECTION FOR TWO-LINE SOR SOLVER
ISUW - SUM Of l.J. AND K INDICES FORMING A DIAGONAL PLANE
ITIME - TIME STEP NUMBER
ITNAX - INDEX IN X-DIRECTION OF CELL WITH MAXIMUM CHANGE IN TEMPERATURE

'W ITNO - ITERATION NUMBER IN TWO-LINE SOR SOLVER
o ~INOC - ITERATIONS USED FOR SOLUTE CALCULATION BY TWO-LINE SOR SOLVER

ITNOP - ITERATIONS USED FOR PRESSURE CALCULATION BY TWO-LINE SOR SOLVER
ITNOT - ITERATIONS USED FOR TEMPERATURE CALCULATION BY TWO-LINE-SOR SOLVER
ITRN - ITERATION COUNT FOR SEQUENCE OF P.T AND C EQUATION SOLUTION CYCLES
ITRNI - ITERATION COUNT FOR WELLBORE CALCULATION
ITRN2 - ITERATION COUNT FOR WELLBORE CALCULATION
ITRN - ITERATION COUNT FOR WELLBORL DENSITY CALCULATION
ITRNI - ITERATION COUNT FOR P.T OR P.C SOLUTION CYCLE
ITRNP - ITERATION COUNT FOR P AND WELL BORE SOLUTION CYCLE
UHi - INDEX OF EQUATION IN UPPER HALF OF MATRIX FOR 04 SOLVER

IVPA - INTEGER VARIABLY PARTITIONED ARRAY
1w - INDEX OF CELL NUMBER IN X-DIRECTION FOR A WELL
IWEL - INDEX OF WELL NUMBER
J1Z - ZONE INDEX
J2Z - ZONE INDEX
JCMAX - INDEX IN Y-DIRECTION OF CELL WITH MAXIMUM CHANGE IN SOLUTE CONCENTRATION

MAPI
JMAP2
JPMAX - INDEX IN V-DIRECTION OF CELL WITH MAXIMUM CHANGE IN PRESSURE
JIMAX - INDEX IN Y-DIRECTION OF CELL WITH MAXIMUM CHANGE IN TEMPERATURE
Jw - INDEX OF CELL NUMBER IN V-DIRECTION FOR A WELL
K11 - ZONE INDEX
K2Z - ZONE INDEX
KARHC - THERMAL CONDUCTANCE FACTOR FOR HEAT CONDUCTION B.C.
KCMAX - INDEX IN Z-OIRECTION Of CELL W1ITi MAXIMUM CHANGE IN SOLUFE CONCENTRATION
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C

KLBC - CONDUCTANCE FACTOR FOR IEAKAGE B.C.
KNAPI
KIAP2'
KD _ WELL NUMBER INDEX FOR OBSERVED DATA
KOAR - PERMEABILITY OF OUTER AQUIFER REGION FOR A.I.F.B.C.
XPRAX - INDEX IN Z-OIRECTION OF CELL WITH MAXIMUM CHANGE IN PRESSURE
KTHAWR - THERMAL CONDUCTIVITY OF AMBIENT MEDIUM AT WELL RISER
KTHF - THERMAL CONDUCTIVITY OF FLUID
KTHWR - THERMAL CONDUCTIVITY OF WELL RISER PIPE
KTHX - THERMAL'CONDUCTIVITY OF FLUID AND POROUS MEDIUM IN X-DIRECTION
KTHXPM - THERMAL CONDUCTIVITY OF POROUS MEDIUM IN X-DIRECTION
KTHY - THERMAL CONDUCTIVITY OF FLUID AND POROUS MEDIUM IN Y-DIRECTION
KTHYPM - THERMAL CONDUCTIVITY OF POROUS MEDIUM IN V-DIRECTION
KTHZ - THERMAL CONDUCTIVITY OF FLUID AND POROUS MEDIUM IN Z-DIRECTION
KTHZPM - THERMAL CONDUCTIVITY OF POROUS MEDIUM IN Z-DIR!CTION
KTMAX - INDEX IN Z-DIRECTION OF CELL MITH MAXIMUM CHANGE IN TEMPERATURE
KXX - PERMEABILITY IN X-DIRECT10N
KVY - PERMEABILITY IN V-DIRECTION
KZU - PERMEABILITY IN Z-DIRECTION
LABEL - CHARACTER STRING FOR LABEL

oo LOLDIR - LABEL FOR OPTIMUM DIRECTION FOR TWO-LINE SOR SOLVER
LBLEQ - LABEL FOR SYSTEM EQUATION NUMBER
LOW - LEFT SIDE BAND WIDTH OF A4 ARRAY FOR EACH EQUATION
LCBOTW - INDEX OF BOTTOM LAYER OF COMPLETION OF A WELL
LCROSO - TRUE IF THE CROSS-DERIVATIVE DISPERSION COEFFICIENTS ARE TO BE LUMPED INTO TNE DIAGONAL TERMS
LCTOPW - INDEX OF TOP LAYER OF COMPLETION OF A WELL
LDASH ----------
LOOTS -.. ...... ............. ........ '
LENAX - LENGTH OF THE X-AXIS FOR A CONTOUR MAP
LENAY - LENGTH OF THE V-AXIS FOR A CONTOUR MAP
LENAZ - LENGTH OF THE Z-AXIS FOR A CONTOUR MAP
LGREN - LOGARITHM OF THE REYNOLDS NUMBER
LINAGE - LINE IMAGE FOR DATA INPUT
LIMIT - LABEL FOR WELL-BORE CALCULATION CONSTRAINTS
LINE - CHARACTER STRING FOR TEMPORAL PLOT
LINLIM - LIMIT 10 THE NUMBER OF PRINTER LINES FOR TEMPORAL PLOT
LOCAIF - INDEX FOR LOCATION OF THE AQUIFER INFLUENCE FUNCTION B.C.
LPRNT - INDEX FOR INCLUSION OF A NODE IN AN ARRAY PRINTOUT
LTD - LOGARITHM OF DIMENSIONLESS TIME FOR A.I.F.
N - CELL NUMBER
MA - CELL NUMBER FOR ASSEMBLY
MAIFC - CELL NUMBERS FOR AQUIFER INFLUENCE FUNCTION B.C.
MAPPTC - INDEX FOR OUTPUT Of ZONED CONTOUR MAPS OF PRESSURE, TEMPERATURE. OR SOLUTE CONCENTRATION
MAXIT - MAXIMUM NUMBER OF ITERATONS FOR TWO-LINE SOR SOLVER
MAXITI - MAXIMUM NUMBER OF ITERATIONS ALLOWED FOR CALCULATION OF OPTIMUM OVER-RELAXATION FACTOR

..
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Table 1l.1.--Definition list for selected HST3D program variables--Continued

MAXIT2 - MAXIMUM NUMBER OF ITERATIONS ALLOWED FOR TWO-LINE SOR SOLUTION
MAXITH - HAXIMUM NUMBER OF ITERATIOUS. £LOWED FOR THE SOLUTION CYCLE OF THE THREE SYSIEM EQUATIONS
MAXORD - 4AXIMUI ORDER OF POLYNOMIAL ALLOWED FOR INTEGRATION OF TIIE WELL-RISER EQUAIIONS
MAXPTS - MAXIMUM NUMBER OF SPATIAL STEPS ALLOWED FOR WELL-RISER CALCULATION
MLTH - INDEX FOR EXTRAPOLATION METHOD SELECTION FOR WELL-RISER CALCULATION
NF8C - CELL NUMBERS FOR SPECIFIED FLUX D.C.
MFLBL - LABEL FOR MASS FRACTION OR SCALED MASS FRACTION
M1 CC - CELL NUMBERS FOR HEAT CONDUCTION B.C.
NIJKM-- CELL NUMBER AT I.J.K-I
MIJKP - CELL NUMBER AT I.J.K*I
MIJMK - CELL NUMBER Ar I.J-IK
NIJMKI4 - CELL NUMBER AT l,J-IK-I
MIJMKP - CELL NUMBER AT IJ-1,K+l
MIJPK - CELL NUMBER AT I.J+I,K
NIJPKN - CELL NUMBER AT 1,J+I.K-1
MIJPKP - CELL NUMBER AT I.J*I.K.I
NIMJK - CELL NUMBER AT I-I,J.K
MIMJKN - CELL NUMBER AT 1-),J.K-I
MIMJKP - CELL NUMBER AT 1-10.JK+I
MIMJMK - CELL NUMBER AT I-I.J-I,K
MI4JPK - CELL NUMBER Ar 1-lJ#I,K
MINUS -
MIPJK - CELL NUMBER AT I+I*JK
MIPJKM - CELL NUMBER AT I+IJK-1
MIPJKP - CELL NUMBER AT I*I,J,K+1
MIPJ4K - CELL NUMBER AT I*IJ-IK
NIPJPK - CELL NUMBER AT IlI,J l,K
HKT - CELL NUMBER AT A WELL-DATUN LEVEL
MLaC - CELL NUMBERS FOR LEAKAGE B.C.
NOBW - MOBILITY FOR AN AQUIFER LAVER AT A WELL BONE
MSBC - CELL NUMBERS FOR SPECIFIED VALUE B.C.
MT -CELL NUMBER AT TOP OF REGION
MTJPI - CELL NUMBER AT TOP OF REGION AT IJ+I
MXITQW - MAXIMUM NUMBER OF ITERATIONS ALLOWED FOR WELL FLOW RATE CALCULATION
MAC - COUNT OF ACTIVE CELLS
AIFt - NUMBER OF AQUIFER INFLUENCE FUNCTION D.C. CELLS

NCHARS - NUMBER OF CHARACTERS
kCPR - NUMBER OF CHARACTERS TO BE PRINTED FOR ZONE PLOT
NDIM - NUMBER OF DIMENSIONS FOR TABULAR INTERPOLATION
NEHST - NUMBER OF ENTRIES IN THE SATURATED ENtHALPY VS. TEMPERATURE TABLE
NFBC - NUMBER OF SPECIFIED FLUX B.C. CELLS
NFC - COUNT OF SPECIFIED FLUX CELLS
NGRIDX - COLUMN NUMBER CORRESPONDING TO X-GRID POINT
NGRIDY - LINE NUMBER CORRESPONDING TO Y-GRID POINT
NIC - COUNT OF HEAT CONDUCTION BOUNDARY CELLS

( ( C



C C (7
Iu-S I4

Table ll.l.--Definition list for selected IIST3D program variables--Continued

NHCBC - NUMBER OF HEAT CONDUCTION B.C. CELLS
NCHN - NUMBER OF NODES EXTERNAL To TIlE REGION FOR THE HEAT CONDUCTION B.C. CALCULATION
RLDC - NUMBER OF LEAKAGE R.C. CELLS
NLC - COUNT OF LEAKAGE B.C. CELLS

*N1APR. - NUMBER OF MAP RECORDS WRITTEN TO DISC
NPZON - NUMBER OF ZONES FOR CONTOUR MAPS

INOPPR - NUMBER OF MODES TO BE PRINTED FOR ARRAY OUTPUT
MNPR - NUMBER OF NODES TO "AVE PRINTED VALUES
NO - NUMBER OF OBSERVED DATA POINTS
NMOC - NUMBER OF DATA POINTS FOR VISCOSITY VS. SOLUTE CONCENTRATION
NOTY - NUMBER OF DATA POINTS FOR VISCOSITY VS. TEMPERATURE
NTVO - NUMBER OF DATA POINTS FOR VISCOSITY VS. TEMPERATURE AT MINIMUM SOLUTE CONCENTRATION

NOTYI - NUMBER OF DATA POINTS FOR VISCOSITY VS. TEMPERATURE AT MAXIMUM SOLUTE CONCENTRATION
NPAGES - NUMBER OF PAGES FOR A CONTOUR MAP
NPEffDT - NUMBER OF POINTS IN THE ENTHALPY DEVIATION TABLE ALONG THE PRESSURE COORDINATE
NPMZ - NUMBER OF ZONES OF POROUS MEDIA PROPERTIES
NPOSRS - NUMBER OF CHARACTER POSITIONS IN THE X-DIRECTION FOR A CONTOUR NAP ELEMENT
NPTAIF - NUMBER OF POINTS IN THE TABLE OF TRANSIENT AQUIFER INFLUENCE FUNCTION VS. TIME
NPTCRC - NUMBER OF SPECIFIED VALUE B.C. CELLS

W..i NPTSA4 - NUMBER OF POINTS IN THE A4 MATRIX FOR THE 04 SOLVER
w NPTSD4 - NUMBER OF POINTS FOR THE 04 SOLVER

NPTSUIH - NUMBER OF POINtS IN ThE UPPER HALF OF THE EQUATION MATRIX FOR THE 04 SOLVER
NR - NUMBER OF NODES IN THE R-OIRECTION
NRSTTP - NUMBER OF RESTART RECORD TIME PLANES WRITTEN TO DISC
NSC - NUMBER OF SPECIFIED VALUE B.C. CELLS
NSHUT - NUMBER OF WELLS SHUT IN
NSTD4 - NUMBER OF STORAGE LOCATIONS REQUIRED BY THE D4 SOLVER
NSTSOR - NUMBER Of STORAGE LOCATIONS REQUIRED BY THE TWO-LINE SOR SOLVER
NTEHDT NUMBER OF POINTS ALONG THE TEMPERATURE COORDINATE IN THE ENTHALPY DEVIATION TABLE
NT1PTC - INDEX FOR SPECIFYING THAT EVERY NIH CALCULATED P. T OR C POINT IS TO BE PLOTTED
NTHPTO - INDEX FOR SPECIFYING THAT EVERY NTH OBSERVED P. T OR C POINT IS TO BE PLOTTED
NTSCHK - NUMBER OF TIE STEPS BETWEEN CHECKPOINT DUMPS
HTSOPT NUMBER Of TIME STEPS BETWEEN RECALCULATION OF THE OPTIMUM OVER-RELAXATION PARAMETER
MVST - NUMBER OF POINTS IN THE TABLE OF GENERALIZED VISCOSITY VS. TEMPERATURE
lNEL - NUMBER OF WELLS IN THE REGION

NX - NUM ER OF NOE S IN THE X-OIRECTION
NXPR NUMBER OF VALUES IN X-OIRECTION FOR ARRAY PRINTOUT
X - NUMBER OF NODES IN AN X-Y PLANE

NXYZ - NUMBER OF NOES IN THE SIMULATION REGION. NX*N'YNZ
NY - NIMER OF NODES IN THE Y-DIRECTION
HYPR - UMBER OF VALUES IN Y-DIRECTION FOR ARRAY PRINTOUT
NZ - NUMBER OF NODES IN THE Z-OIRECTION
N7PR - NUMBER OF VALUES IN Z-DIRECTION FOR ARRAY PRINTOUT
NlIPHC - NUMBER OF NODES FOR THE INITIAL CONDITION TEMPERATURE PROFILE OUTSIDE THE REGION FOR HEAT CONDUCTION B.C.
NHLPRO - NUMBER Of NODES FOR THE INITIAL CONDITION TEMPERATURE PROFILE IN THE 1Z-DIRECTION



Table ll.l.--Deffnition list for selecLed US53D program variablcs--Continued

OCPLOT - TRUE IF PLOTS Of OBSERVED AND CALCULATED VALUES OF THE DEPENDENT VARIABLES ARE DESIRED
Oki - 'O'
OMEGA - OVER-RELAXATION FACTOR FOR TWO-LINE SOR SOLVER
ONOPT - OPTIMIU OVER-RELAXATION fACTOR FOR TWO-LINE SOR SOLVER
ORENPR - ORIENTATION OF THE ARRAY PRINTOIITS. MEAL OR VERTICAL SLICE
ORFR - ORIENTATION Of THE ARRAY PRINTOUIS FOR SATURATED FRACTION Of CELL
P - PRESSURE
PO - REFERENCE PRESSURE FOR DENSITY
POO - PRESSURE AT THE END Of A WELL RISER. INITIAL VALUE
PON - REFERENCE PRESSURE FOR ENTtlALPY
P1 - .11 FORMAT
P2 - .20 FORMAT
P4 - .4s FORMAT
P5 -. Se FORMAT
PAATI - ATMOSPHERIC PRESSURE IN ABSOLUTE UNITS
PAEfiDT - PRESSURE VALUES (ABSOLUTE) FOR ENTHALPY DEVIATION TABLE
PAIF - PRESSURE OUTSIDE THE REGION FOR A.I.F.B.C.
PAR - PARAMETER VALUE FOR ARRAY INPUT
PARA - PARAME1ER VALUE FOR ARRAY INPUT
PARB - PARAMETER VALUE FOR ARRAY INPUT

b PARC - PARAMETER VALUE FOR ARRAY INPUT
> PCS - PRESSURE CALCULATED IN A WELL AT LAND SURFACE FOR TEMPORAL PLOT

PCW - PRESSURE CALCULATED AT A WELL DATUM FOR TEMPORAL PLOT
PFSLOI - TRUE IF A MESSAGE IS TO BE PRINTED WHEN THE FREE SURFACE FALLS BELOW A CELL BOUNDARY
PHILBC - POTENTIOMETRIC HEAD ON THE OTHER SIDE OF AN AQUITARD FOR A LEAKAGE B.C.
Pi - 3.14159 ...
PINIT - PRESSURE INITIAL CONDITION AT A GIVEN ELEVATION
PLBL - LABEL FOR PRESSURE ARRAY PRIMNOUTS
PLOTWC - TRUE IF TEMPORAL PLOTS Of SOLUTE CONCENTRATIONS IN WELLS ARE DESIRED
PLOTWP - TRUE IF TEMPORAL PLOTS OF PRESSURES IN WELLS ARE DESIRED
PLOTWT - TRUE If TEMPORAL PLOTS Of TEMPERATURES IN WELLS ARE DESIRED
PLTZON - TRUE IF A PLOt OF THE POROUS MEDIA ZONES IS DESIRED
PLUS -'+'
PMCHV - POROUS MEDIUM COMPRESSIBILITY COEFFICIENT IN MEAT EQUATION
PMCV - POROUS MEDIUM COMPRESSIBILITY COEFFICIENT IN FLOW EQUATION
PHNV - POROUS MEDIUM THERMAL COEFFICIENT IN MEAT EQUATION. CURRENT VALUE
PhP - PRESSURE FOR SPECIFIED VALUE B.C.
POROAR - POROSITY Of THE OUTER AQUIFER REGION FOR A.I.F.B.C.
POAOS - POROSITY
POS - PRESSURE OBSERVED IN A WELL AT THE LAND SURFACE FOR TEMPORAL PLOT
POSUP - TRUE If TIIE VERTICAL AXIS OF TlHE CONTOUR HAP IS POSITIVE UPWARD
POW - PRESSURES OBSERVED IN A WELL AT THE WELL DATUM FOR TEMPORAL PLOT
PRBCF - TRUE IF PRINTOUT OF BOUNDARY CONDITION FLOW RAFES IS DESIRED
PRDV - TRUE IF PRINTOUTS OF DENSITY AND VISCOSITY FIELDS ARE DESIRED
PRGFB - TRUE IF PRINTOUT OF GL08AL FLOW BALANCE IS DESIRED
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Table 11.1.--Definition list for selected NST3D program variables--Continued

PRIBCF - PRINTOUT INTERVAL FOR BOUNDARY CONDITION FLOW RATES
PRIOV - PRINTOUT INTERVAL FOR DENSITY AND VISCOSITY FIELDS
PRIGFO - PRINTOUT INTERVAL'fOR GLOBAL FLOW BALANCE
PRIKO - PRINTOUT INTERVAL fOR CONDUCTANCES AND DISPERSION COEFFICIENTS
PRIMAP - PRINTOUT INTERVAL FOR ZONED CONTOUR MAPS
PRIPTC - PRINTOUT INTERVAL FOR PRESSURE. TEMPERATURE. AND SOLUTE KASS FRACTION FIELDS
PRISLM - PRINTOUT INTERVAL FOR SOLUTION METHOD INFORMATION
PRIVEL - PRINTOUT INTERVAL FOR VELOCITY FIELD
PRIWEL - PRINTOUT INTERVAL FOR WELL INFORMATION
PRXD - TRUE IF PRINTOUTS OF CONDUCTANCES AND DISPERSION COEFFICIENTS ARE DESIRED
PRPTC - TRUE IF PRINtOUTS Of DEPENDENT VARIABLES P.T OR C ARE DESIRED
PRSLN - TRUE IF PRINTOUT OF SOLUTION METHOD INFORMATION IS DESIRED
PRTBC - TRUE IF PRINTOUT OF BOUNDARY CONDITION FLOW RATES IS DESIRED
PRTCCN - TRUE IF PRINTOUT OF MESSAGE OF FREE-SURFACE B.C. BECOMING CONFINED IS DESIRED
PRtCHR - CHARACTER STRING FOR PRINTOUT OF CONTOUR NAPS
PRTOV - TRUE IF PRINTOUT OF DENSITY AND VISCOSITY FIELDS IS DESIRED
PRTFP - TRUE IF PRINTOUT OF FLUID PARAMETERS IS DESIRED
PRTIC - TRUE IF PRINTOUT OF INITIAL CONDITIONS IS DESIRED
PRTMPD - TRUE IF PRINTOUT Of CONTOUR MAP PARAMETERS IS DESIRED
PRTPNP - TRUE IF PRINTOUT OF POROUS MEDIA PROPERTIES IS DESIRED
PRtRE - TRUE IF PRINTOUT OF READ ECHO FOR ARRAY INPUT IS DESIRED
PRTSLM - TRUE IF PRINTOUT OF SOLUTION METHOD PARAMETERS IS DESIRED
PRTWEL - TRUE IF PRINTOUT OF WELL BORE INFORMATION IS DESIRED
PRVEL - TRUE If PRINTOUT OF VELOCITY FIELD IS DESIRED
PRWEL - TRUE OF PRINTOUT OF WELL SORE INFORMATION IS DESIRED
PSKC - PRESSURE FOR SPECIFIED VALUE B.C.
PSLBL - LABEL FOR WELL PRESSURE AT LAHD SURFACE FOR TEMPORAL PLOTS
PSMAX . MAXIMUM PRESSURE AT LARD SURFACE FOR SCALING TEMPORAL PLOTS
PSNIN - MINIMUM PRESSURE AT LAND SURFACE FOR SCALING TEMPORAL PLOTS
PU - TRANSIENT AQUIFER INFLUENCE FUNCTION DIMENSIONLESS PRESSURE RESPONSE TO A UNIT DIMENSIONLESS WITHDRAWAL FLOW-RATE CHANGE
PV - PORE VOLUME, CURRENT VALUE
PVK - PORE VOLUME WEIGHTED SORPTION PARAMETER, CURRENT VALUE
PWCELL - PRESSURE IN THE CELL AT THE UPPERMOST COMPLETION LEVEL OF A WELL
PWKT - PRESSURE IN A WELL AT THE WELL DATUM
PWKTS - SPECIFIED LIMITING PRESSURE IN A WELL AT THE WELL DATUM
PULBL - LABEL FOR WELL PRESSURE AT WELL DATUM FOR TEMPORAL PLOTS
PWMAX - MAXIMUM PRESSURE AT WELL DATUM FOR SCALING TEMPORAL PLOTS
PWHMIN - MINIMUM PRESSURE AT WELL DATUM FOR SCALING TEMPORAL PLOT
PWREND - PRESSURE AT THE END Of A WELL RISER PIPE
PWRK - PRESSURE IN A WELL RISER AT A GIVEN LEVEL
PWSUR - PRESSURE IN A WELL AT THE LAND SURFACE
PWSURS - SPECIFIED LIMITING PRESSURE IN A WELL AT THE LAND SURFACE
QOYSBC - FLOW RATE FOR THE DEPENDENT VARIABLE AT A SECIFIED VALUE B.C. CELL
QFAC - O1-LINEAR INTERPOLATION FACTOR FOR CONTOUR NAPS
QFAIF - VOLUMETRIC FLOW RATE FOR A.I.F.B.C.



Table ll.l.--Definitlon list for selected HST3D program variables--Continued

Qf BC
QfBCV
OFFI
OfFF
OfFZ
Qf LBC
Of SOC
QHAIf
W BC

QHCBC
QISFAC

QFX

QHfy

OHLBC
QILYR
0ISBC

oHW

QL 14
Qu
VP
QSAIF
QSBC
QSFBC
QSFX
QSFV
QSFL
QSLBC
QSLYR
QSSUC
QSW
QWAV
QWLYR
QWN
QWN

QWR
QWV
Raw
RCPP4
RDAI F
RlCALC

FLUID FLOW RATE Ar ANY B.C. CELL
VOLUMETRIC FLUID FLOW RATE FOR SPECIFIED FLUX B.C.
FLUID FLUX IN X-DIRECTII
FLUID FLUX IN V-DIRECTION
FLUID FLUX IN I-DIRECTION
FLUID MASS FLOW RATE FOR LEAKAGE B.C.
VOLUMETRIC FLUID FLOW RATE FOR SPECIFIED VALUE B.C.
HEAT FLOW RATE FOR A.I.F.B.C.
HEAT FLOW RATE AT ANY B.C. CELL
HEAT FLOW RATE FOR HEAT CONDUCTION B.C.
HEAT FLOW RATE FACTOR FOR IELL RISER
HEAT FLOW RATE FOR SPECIFIED FLUX B.C.
SPECIFIED HEAT FLUX IN THE X-DIRECTION
SPECIFIED HEAT FLUX IN THE V-DIRECTION
SPECIFIED NEAT FLUX IN TUE Z-OIRECTION
HEAT FLOW RATE AT LEAKAGE B.C.
HEAT FLOW RATE FROM A WELL TO AN AQUIFER LAYER
HEAT FLOW RATE AT A SPECIFIED VALUE B.C.
HEAT FLOW RATE AT A SPECIFIED PRESSURE B.C.
HEAT FLOW RATE FROM A WELL TO THE AQUIFER
NEAT FLOW RATE [i A HELL RISER AT A GIVEN LEVEL
LIMITING FLOW RATE FOR RIVER LEAKAGE
FLOW RATE AT TIME LEVEL I
FLOW RATE AT TIME LEVEL N+l
SOLUTE FLOW RATE AT AN A.I.F.B.C.
SOLUTE FLOW RATE AT ANY B.C. CELL
SOLUTE FLOW RATE AT A SPECIFIED FLUX B.C.
SPECIFIED SOLUTE FLUX IN THE X-DIRECTION
SPECIFIED SOLUTE FLUX IN THE V-DIRECTION
SPECIFIED SOLUTE FLUX IN THE Z-DIRECTION
SOLUTE FLOW RATE AT A LEAKAGE B.C.
SOLUTE FLOW RATE FROM A WELL TO AN AQUIFER LAYER
SOLUTE FLOW RATE FOR A SPECIFIED VALUE B.C.
SOLUTE FLOW RATE FROM A WELL TO THE AQUIFER
AVERAGE FLOW RATE FROM A WELL TO AN AQUIFER LAYER OVER A TIME STEP
FLUID FLOW RATE FROM A WELL TO AN AQUIFER LAVER
FLUID MASS FLOW RATE FROM A WELL TO THE AQUIFER
FLUID FLOW RATE FROM A WELL TO THE AQUIFER AT TIME LEVEL N
FLUID FLOW RATE OF A WELL AT TIME LEVEL N*I
FLUID FLOW RATE IN A WELL RISER
VOLUMETRIC FLUID FLOW RATE FROM A WELL TO THE AQUIFER
RIGHT-HAND BAND WIDTH FOR EACH EQUATION OF THE A4 MATRIX
hEAT CAPACITY OF THE POROUS MEDIUM PER UNIT VOLUMF
lRUE IF AQUIFER INFLUENCE B.C. INFORMATION IS TO BE READ
TRUE IF CALCULATION INFORMATION IS TO BE READ
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Table ll.l.--Definition list for selected HST3D program variables--Continued

ROECHO - TRUE IF A READ-ECHO FILE IS TO BE WRITTEN
RDFLXH -.TRUE IF HEAT FLUX DATA ARE TO BE READ
RDFLXQ - TRUE IF FLUID FLUX DATA ARE TO BE READ
RDfLXS - TRUE IF SOLUTE FLUX DAtA ARE TO BE READ
ROLOC - TRUE IF LEAKAGE B.C. DATA ARE TO BE READ
ROMPOT - TRUE IF CONTOUR MAP INFORMATION IS TO BE READ
RDPLTP - TRUE IF INFORMATION FOR PRESSURE PLOTS IS TO BE READ
ROSCOC - TRUE IF SPECIFIEO SOLUTE CONCENTRATION B.C. DATA ARE TO BE READ
RDSP8C - TRUE IF SPECIFIED PRESSURE B.C. DATA ARE TO BE READ
ROSTOC - TRUE IF SPECIFIED TEMPERATURE B.C. DATA ARE TO BE READ
ROVAIF - TRUE If A.I.F.B.C. GEOMETRIC FACTORS ARE TO BE READ
ROWDEF - TRUE If UELL DEFINITION INFORMATION IS TO BE READ
RDWFLO -:TRUE IF WELL FLOW RATE DATA AREJtO BE READ
ROWOD - TRUE IF WELL-KEAD DATA AT LAND SURFACE MAE TO BE READ
RE" - REYNOLDS NUMBER FOR FLOW IN A WELL RISER OR WELL BORE
RESTRT - TRUE IF THIS IS A RESTART RUN
RF - RIGHT-HAND-SIDE VECTOR FOR THE FLOW EQUATION
RH - RIGHT-BAND-SIDE VECTOR FOR THE HFAT EQUATION
RHI - RIGHT-HAND-SIDE VECTOR AUGMENTED WITH CROSS-DISPERSIVE FLUX TERMS
RHS - RIGHT-HAND-SIDE VECTOR FOR THE SYSTEM EQUATIONS
RHSSBC - RIGHT-HAND-SIDE VECTOR FOR THE SPECIFIED VALUE B.C. NODES
RHSW - RIGHT-HAND-SIDE VECTOR FOR THE WELL-BORE NODES FOR CYLINDRICAL COORDINATE SYSTEM
RIOAR - RADIUS OF THE APPROXIMATE BOUNDARY BETWEEN THE INNER AND OUTER AQUIFER REGIONS FOR A.I.F.B.C.
RN - RADII OF CELL BOUNDARIES IN THE R-DIRECTION FOR THE CYLINDRICAL COORDINATE SYSTEM
RORW2 - EQUIVALENT CELL RADIUS DIVIDED BY THE WELL RADIUS. QUANTITY SQUARED
RPRI -'('
RS - RIGHT-HAND-SIDE VECTOR FOR THE SOLUTE EQUATION
RS) - RIGHT-HAND-SIDE VECTOR AUGMENTED WITH CROSS-DISPERSIVE FLUX TERMS
SAVLOO - TRUE IF ONLY THE LAST RESTART OR CHECKPOINT DUMP IS TO BE SAVED
SCALMF -- TRUE If A SCALED MASS FRACTION IS TO BE USED FOR INPUT AND OUTPUT
SOECAY -'AMOUNT OF SOLUTE DECAYED DURING A TIME STEP
SHRES - RESIDUAL ERROR IN THE HEAT EQUATION FOR CURRENT TINE STEP
SHRESF - FRACTIONAL RESIDUAL ERROR INTHE HEAT EQUATION FOR THE CURENT TIME STEP
SIR - SOLUTE IN THE REGION
SIRO - INITIAL SOLUTE IN THE REGION
SIRN - SOLUTE IN THE REGION AT TIME LEVEL N
SLMETH- INDEX FOR SELECTION OF EQUATION SOLUTION METHOD
SIICALC - TRUE IF AN ABBREVIATED CAPACITANCE-COEFFICIENT CALCULATION IS TO BE DONE
SOLUTE - TRUE IF SOLUTE TRANSPORT IS BEING SIMULATED
SOLVE - TRUE IF THE TWO-LINE-SOR SOLVER IS TO SOLVE THE EQUATIONS
SPRAO - SPECTRAL RADIUS OF THE EQUATION COEFFICIENT MATRIX
SRES - RESIDUAL ERROR IN THE FLOW EQUATION FOR THE CURRENT TINE STEP
SRESF - FRACTIONAL RESIDUAL ERROR IN THE FLOW EQUATION FOR THE CURRENT TINE STEP*
SSRES - RESIDUAL ERROR IN THE SOLUTE EQUATION FOR THE CURRENT TIME STEP
SSRESF - FRACTIONAL RESIDUAL ERROR IN THE SOLUTE EQUATION FOR TIIE CURRENT TIME STEP



Table ll.l.--Definition hist for selected HST3D program variables--Continued

STOTFI - FLUID INPUT TO THE REGION DURING TlE CURRENT TIME STEP
STOTFP - FLUID PRODUCED FROM THE REGION DURING THE CURRENT TIME STEP
STOTHI - HEAT INPUT TO THE REGION DURING THE CURRENT TIME STEP
STOTIIP - HEAT PRODUCED FROM THE REGION DURING TIIE CURRENT TIME STEP
STOTSI - SOLUTE INPUT TO THE REGION DURING TIHE CURRENT TIME STEP
SIOTSP - SOLUTE PRODUCED FROM THE REGION DURING THE CURRENT TIME STEP
SUMMOB - SUM OF ALL WELL MOBILITIES FOR A GIVEN NELL
SUMWI - SUM Of ALL WELL INDICES FOR A GIVEN WELL
SWC -- TRUE IF A SPECIFIED VALUE B.C. IS AT THIS CELL
SXX - FLUID MASS FLOW RATE IN THE X-DIRECTION
SXXW - FLUID MASS FLOW RATE IN X-DIRECTION BETWEEN CELL AT X(I-1) AD X(l)
SXXP - FLUID MASS FLOW RATE IN X-DIRECTION BETWEEN CELL AT X(l) AND X(1*1)
SYIID - CHARACTER SYMBOL FOR CONTOUR NAP BOUNDARIES AND MODES
SYY - FLUID MASS FLOW RATE IN THE V-DIRECTION
SYYM - FLUID MASS FLOW RATE IN Y-DIRECTION BETWEEN CELL AT Y(J-t) AND Y(J)
SYVP - FLUID KASS FLOW RATE IN Y-DIRECTION BETWEEN CELL AT Y(J) AD Y(J+I)
SZZ - FLUID MASS FLOW RATE IN THE Z-DIRECTION
SZZl - FLUID MASS FLOW RATE IN t-DIRECTION BETWEEN CELL AT Z(K-1) AND Z(K)
SZIP - FLUID MASS FLOW RATE IN Z-DIRECTION BETWEEN CELL AT Z(K) AND Z(K*I)
SZZW - FLUID MASS FLOW RATE UP THE WELL BORE
T - TEMPERATURE
TO - REFERENCE TEMPERATURE FOR DENSITY
TO - REFERENCE TEMPERATURE AT WHICH DENSITY DATA ARE GIVEN
TOO - TEMPERATURE AT THE END OF A WELL RISER. INITIAL VALUE
TON - REFERENCE TEMPERATURE FOR ENTHALPV AND VISCOSITY
TABWR - TEMPERATURE IN THE AMBIENT MEDIUM AT THE BOTTOM OF A NELL RISER
lAIF - TEMPERATURE IN THE OUTER AQUIFER REGION FOR A.I.F.B.C.
TAM8K - TEMPERAtURE IN THE AMBIENT MEDIUM AT A GIVEN LEVEL ALONG THE WELL RISER
TATNR - TEMPERATURE IN THE AMBIENT MEDIUM AT THE TOP OF A WELL RISER
TC - TIME VALUES FOR CALCULATED VARIABLES AT A WELL
TCS - TEMPERATURE CALCULATED IN A WELL AT LAND SURFACE FOR TEMPORAL PLOT
TCW - TEMPERATURE CALCULATED AT A WELL DATUM FOR TEMPORAL PLOT
TOEHIR - CUMULATIVE CHANGE IN ENTHALPY IN THE REGION
TOFIR - CUMULATIVE CHANGE IN FLUID IN THE REGION
TDSIR - CUMULATIVE CHANGE IN SOLUTE IN THE REGION
TUX - DISPERSIVE CONDUCTANCE IN X-DIRECTION
TOXY - CROSS-DISPERSIVE CONDUCTANCE
TOXZ - CROSS-DISPERSIVE CONDUCTANCE
TOY - DISPERSIVE CONDUCTANCE IN Y-DIRECTION
TDYX - CROSS-DISPERSIVE CONDUCTANCE
TDYZ - CROSS-DISPERSIVE CONDUCTANCE
TOZ - DISPERSIVE CONDUCTANCE IN I-DIRECTION
TOZX - CROSS-DISPERSIVE CONDUCTANCE
TOZY - CROSS-DISPERSIVE CONDUCTANCE
TEHDT - TEMPERATURE VALUES FOR lilE TABLE Of ENTHALPY DEVIATION
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Table ll.l.--Detfnition list for selected HST3D program variables--Continued

TEHST - TEMPERATURE VALUES FOR THE TABLE OF ENTHALPY AT SATURATION
TFLX - TEMPERATURE FOR INFLOW AT A SPECIFIED FLUX B.C.
TFRES - CUMULATIVE RESIOUALfMRROR IN THE FLOW EQUATION
TFRESF - FRACTIONAL CUMULATIVE RESIDUAL ERROR IN THE FLOW EQUATION
TFW - CONDUCTANCE IN WELL-BORE FOR CYLINDRICAL SYSTEM
TFX - FLUID CONDUCTANCE IN X-DIRECTION
TFY - FLUID CONDUCTANCE IN V-DIRECTION
TFZ - FLUID CONDUCTANCE IN Z-DIRECTION
THCBC - TEMPERATURE PROFILE FOR FIRST PROBLEM FOR "EAT CONDUCTION B.C.
THETXM - ANGLE BETWEEN X-AXIS AND GRAVITATIONAL VECTOR
THETYZ - ANGLE BETWEEN V-AXIS AND GRAVITATIONAL VECTOR
THETtt - ANGLE BETWEEN Z-AXIS AND GRAVITATIONAL VECTOR
THRES - CUMULATIVE RESIDUAL ERROR IN THE "EAT EQUATION
THRESF - FRACTIONAL CUMULATIVE RESIDUAL ERROR IN THE HEAT EQUATION
*THRU - TRUE IF THIS IS THE END OF THE SIMULATION
THX - THERMAL CONDUCTANCE IN X-DIRECTION
THXY - CROSS-DISPERSIVE THERMAL CONDUCTANCE
THXZ - CROSS-OISPERSIVE THERMAL CONDUCTANCE
THY - THERMAL CONDUCTANCE IN Y-DIRECTION
THYX - CROSS-DISPERSIVE THERMAL CONDUCTANCE

0, THYt - CROSS-DISPERSIVE THERMAL CONDUCTANCE
THl - THERHAL CONDUCTANCE IN t-DIRECTION
THZX - CROSS-DISPERSIVE THERMAL CONDUCTANCE
THZY - CROSS-DISPERSIVE THERMAL CONDUCTANCE
TILT - TRUE IF THE COORDINATE SYSTEM IS TILTED SO THAT THE GRAVITATIONAL VECTOR DOES NOT POINT IN THE NEGATIVE t-DIRECTION
TINCHG - TIME AT WHICH NEW TRANSIENT DATA ARE TO BE READ
TINDAY - TIME IN DAYS
TINE - TINE VALUE
TIMED - DIMENSIONLESS TIME

-TIMEDN - DIMENSIONLESS TINE AT TIME LEVEL N
TIMRST - TINE AT WHICH A RESTART RECORD IS TO BE WRITTEN
TITLE - TITLE FOR THE SIMULATION RUN
TITLED - TITLE FOR THE ORIGINAL SIMULATION THAT IS BEING RESTARTED
TLBC - TEMPERATURE AT THE OTHER SIDE OF AN CONFINING LAYER FOR A LEAKAGE B.C.
TLBL - LABEL FOR TEMPERATURE FOR ARRAY PRINTOUTS
TMl - CONDUCTANCE COEFFICIENT VECTOR FOR TWO-LINE SOR SOLVER
TN2 - CONDUCTANCE COEFFICIENT VECTOR FOR TWO-LINE SOR SOLVER
TMLRL - LABEL FOR TIME FOR TEMPORAL PLOTS
TNP - TEMPERATURE FOR SPECIFIED VALUE B.C.
TO - TIME VALUES FOR OBSERVED VARIABLES IN A WELL FOR TEMPORAL PLOTS
TOL - TOLERANCE FOR AN ITERATIVE CALCULATION
TOLIl.N - TOLERANCE ON DENSITY CHANGES FOR CONVERGENCE OF THE SOLUTION CYCLE OF THE THREE SYSTEM EQUATIONS
1OLDNC - TOLERANCE ON DENSITY CHANGES DUE TO SOLUTE CONCENTRATION CHANGES FOR THE SOLUTION CYCLE Of THE FLOW AND SOLUTE EQUATIONS
IOLONT - TOLERANCE ON DENSITY CHANGES DUE TO TEMPERATURE CHANGES FOR THE SOLUTION CYCLE OF THE fLOW AND HEAT EQUATIONS
TOLDPW - TOLERANCE ON PRESSURE CHANGES FOR THiE WELL BORE CALCULATION



Table ll.l.--Definition 1ist for selected HST3D program variables--Continued

TOLFPW - TOLERANCE ON FRACTIONAL PRESSURE CHANGES FOR THE WELL-BORE CALCULATION
TOLQW - TOLERANCE ON FLOW RATf CHANGES FOR THE WELL-BORE CALCULATION
TOS - TEMPERATURES OBSERVED IN A WELL AT THE LAND SURFACE FOR TEMPORAL PLOT
TOIFI - CUMULATIVE FLUID INPUT TO TIHE REGION
TOTFP -CUHULATIVE FLUID PRODUCED FROM TIHE REGION
TOTHI - CUMULATIVE HEAT INPUT TO THE REGION
TOTHP - CUMULATIVE HEAT PRODUCED FROM THE REGION
TOTSI - CUMULATIVE SOWTE INPUT TO THE REGION
TOISP - CUMULATIVE SOLUTE PRODUCED FROM THE REGION
TOTWFI - CUMULATIVE FLUID INJECTED BY THE WELLS
TOTWFP - CUMULATIVE FLUID PRODUCED BY THE WELLS
TOTJIII - CUMULATIVE HEAT INJECTED BY iHE WELLS
TOIWIP - CUMULATIVE HEAT PRODUCED BY [HE WELLS
TO1WSI - CUMULATIVE SOLUTE INJECTED BY THE WELLS
TOTWSP - CUMULATIVE SOLUTE PRODUCED BY THE WELLS
TOW - TEMPERATURES OBSERVED IN A WELL AT THE WELL DATUM FOR TEMPORAL PLOT
TPI - CONDUCTANCE COEFFICIENT VECTOR FOR TWO-LIKE SOR SOLVER
TP2 - CONDUCTANCE COEFFICIENT VECTOR FOR TWO-LINE SOR SOLVER
TPHCBC - TEMPERATURE PROFILE FOR SECOND PROBLEM FOR HEAT CONDUCTION B.C.
TQFAIF - CUMULATIVE FLUID INPUT FROM A.I.F.B.C.

'0 TQFFBC - CUMULATIVE FLUID INPUT FROM SPECIFIED FLUX B.C.
0 TTQFIJ - TOTAL FLUID iNJCTION RATE FOR ALL WELLS

TQFLBC - CUMULATIVE FLUID INPUT FROM LEAKAGE B.C.
TQFPRO - TOTAL FLUID PRODUCTION RATE FROM ALL WELLS
TQFSBC - CUMULATIVE FLUID INPUT FROM SPECIFIED VALUE B.C.
TOHAIF - CUMULATIVE HEAT INPUT FROM A.I.F.B.C.
TOHFBC - CUMULATIVE HEAT INPUT FROM SPECIFIED FLUX B.C.
TOHHBC - CUMULATIVE HEAT INPUT FROM HEAT CONDUCTION B.C.
TQIINJ - TOTAL HEAT INJECTION RATE FROM ALL WELLS
TQHLBC - CUMULATIVE HEAT INPUT FROM LEAKAGE B.C.
TWHPRO - TOTAL HEAT PRODUCTION RATE FROM ALL WELLS
TQHSBC - CUMULATIVE MEAT INPUT FROM SPECIFIED VALUE B.C.
TQSAIF - CUMULATIVE SOLUTE INPUT FROM A.I.F.B.C.
TQSFBC - CUMULATIVE SOLUTE INPUT FROM SPECIFIED FLUX B.C.
TQSINJ - TOTAL SOLUTE INJECTION RATE FROM ALL WELLS
TQSLBC - CUMULATIVE SOLUTE INPUT FRM LEAKAGE B.C.
TQSPRO - TOTAL SOLUTE PRODUCTION RATE FROM ALL WELLS
TQSSBC - CUMULATIVE SOLUTE INPUT FROM SPECIFIED VALUE B.C.
TRVIS - REFERENCE TEMPERATURE AT WHICII VISCOSITY DATA ARE GIVEN
TSBC - TEMPERATURE FOR INFLOW AT A SPECIFIED PRESSURE B.C.
TSLBL - LABEL FOR WELL TEMPERATURE AT LAND SURFACE FOR TEMPORAL PLOTS
ISMAX - MAXIMUM TEMPERATURE AT LAND SURMACE FOR SCALING TEMPORAL PLOTS
ISMIN - MINIMUM TEMPERATURE AT LAND SURFACE FOR SCALING TEHPORAL PLOTS
TSRIS - CUMULATIVE RESIDUAL LRROR IN 1HE SOLU1E EQUA1ION
TSRLSF - FRACTIONAL CUMULATIVE ERROR IN THE SOLUTE EQUATION
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Table ll.l.--Definitiop list for selected HST3D program variables--Continued

TSX - SOLUTE CONDUCTANCE IN X-DIRECTION
TSXY - CROSS-OISPERSIVE SOIUTE CONDUCTANCE
TSXZ - CROSS-DISPERSIVE SOI~tzCONDUCTANCE
TSY - SOLUTE CONDUCTANCE INY-DIRECTION
TSYX - CROSS-DISPERSIVE SOLUTE CONDUCTANCE
tsrz - CROSS-DISPERSIVE SOLUTE CONDUCTANCE
TSZ - SOLUTE CONOUCTANCE IN Z-DIRECTION
TSZX - CROSS-DISPERSIVE SOLUTE CONDUCTANCE
TSZY - CROSS-DISPERSIVE SOLUTE CONDUCTANCE
TVD - TEMPERATURE VS. DEPTH VALUES FOR INITIAL CONDITION
TVFO - TEMPERATURE VALUES FOR VISCOSITY VS. TEMPERATURE DATA AT MINIMUM SOLUTE CONCENTRATION
TVFI - TEMPERATURE VALUES FOR VISCOSITY VS. TEMPERATURE DATA AT MAXIMUM SOLUTE Cl1ICENTRATION
TVYZC - TEMPERATURE VS. DISTANCE OUTWARD FROM HEAT CONDUCTION B.C. FOR INITIAL CONDITION
TWKT - TEMPERATURE IN A WELL AT TIIE WELL DATUM
TWIRL - LABEL FOR WELL TEMPERATURE AT WELL DATUM FOR TEMPORAL PLOTS
TWMAX - MAXIMUM TEMPERATURE AT WELL OATUM FOR SCALING TEMPORAL PLOTS
TWMIN - MINIMUM TEMPERATURE AT WELL DATUM FOR SCALING TEMPORAL PLOTS
lWOPI -'6.22...'
TWREND - TEMPERATURE AT THE END OF A WELL RISER PIPE
TRK - TEMPERATURE IN A WELL RISER AT A GIVEN LEVEL
TWSRKT - TEMPERATURE AT LARD SURFACE OR AT WELL DATUM
TWSUR - TEMPERATURE IN A WELL AT THE LAND SURFACE
TX - FLUID CONDUCTANCE FACTOR IN THE X-DIRECTION
TY - FLUID CONDUCTANCE FACTOR IN THE V-OIRECTION
TZ - FLUID CONDUCTANCE FACTOR IN THE Z-DIRECTION

THE UNDEFINED U VARIABLES ARE USED FOR TEMPORARY STORAGE
UCROSC - CROSS-DISPERSIVE SOLUTE FLUX
UCROST - CROSS-DISPERSIVE HEAT FLUX
UNIGRX - TRUE IF A UNIFORM GRID IN THE X-DIRECTION IS DESIRED
UNIGRY - TRUE IF A UNIFORM GRID IN THE V-DIRECTION IS DESIRED
UNIGRZ - TRUE IF A UNIFORM GRID IN THE Z-DIRECTION IS DESIRED
UNITEP - UNIT FOR ENERGY PER UNIT KASS
UN4ITH - UNIT FOR HEAT
UNITt1F - UNIT FOR HEAT FLOW RATE
UNITL - UNIT FOR LENGTH
UNITH - UNIT FOR MASS
UNITP - UNIT FOR PRESSURE
UNITT. - UNIT FOR TEMPERATURE
UNITTH - UNIT FOR TIME
UNITVS -UNIT FOR VISCOSITY
VA - SYSTEM EQUATION COEFFICIENT MATRIX
VAIFC - GEOMETRIC FACTOR FOR A.I.F.B.C.
VAR - VARIABLE FOR ARRAY INPUT
VASBC - SYSTEM EQUATION COEFFICIENT MATRIX FOR NODES WITH SPECIFIED B.C.
VAN - SYSTEM EQUATION COEFFICIENT MATRIX FOR NOOES ALONG WELL BORE IN CYLINDRICAL COORDINATES



Table ll.l.--Definition list for selected ILST3D program variablcs--Continued

VDATA
VELWRI
VIS
VISCTR
VISLBC
VISUAR
VISTFO
VISTF1
VPA
VREF
VSTLOG
VXX
VVY
V1i
IdO
WI
WOOD
WCAIF
WCf

w UCLSLI
WCLBL2
IJFICUN
WFPCUM
WHICUM
WHPCUW
WI
WIOLBL
WOETH
WRANGL
WRCALC
WRID
IRIOT
WRISL
WRRUF
"SICUM
WSPCW4
NT

XcXC

XLBL

XX
XXN
V

VISCOSITY DATA
VELOCITY Of FLOW IN A WELL RISER AT A GIVEN LEVEL
VISCOSITY
VISCOSITY VS. SOLUTE CONCENTRATION DATA AT REFERENCE TEMPERATURE
VISCOSITY AT OTHER SIDE OF CONFINING LAYER FOR LEAKAGE B.C.
VISCOSITY IN OUTER AQUIFER REGION FOR A.I.F.B.C.
VISCOSITY VS. TEMPERATURE DATA AT MINIMW4 SOLUTE CONCENTRATION
VISCOSITY VS. TEMPERATURE DATA AT MAXIMUM SOLUTE CONCENTRATION
VARLABLY PARTITIONED ARAY
REFERENCE VISCOSITY
LOGARITHM Of VISCOSITY
INTERSTITIAL VELOCITY IN THE X-DIRECTION
INTERSTITIAL VELOCITY IN THE V-DIRECTION
INTERSTITIAL VELOCITY IN THE i-DIRECTION
MINIMU MASS FRACTION FOR SCALING
MAXIMUM MASS FRACTION FOR SCALING
WELL-BR OUTER DIAMETER
CUWUATIVE INFLOW AT AQUIFER INFLUENCE FUNCTION B.C.
WELL COMPLETION FACTOR FOR A GIVEN LAYER
LABEL DESCRIBING WELL CALCULATION TYPE
LABEL DESCRIBING WELL-FLOW ALLOCATION METHOD
CUMULATIVE FLUID INJECTED BY A WELL
CUMULATIVE FLUID PRODUCEO BY A WELL
CUMIULATIVE HEAT INJECTED BY A WELL
CUMULATIVE HEAT PRODUCED BY A WELL
WELL INDEX
WELL IDENTIFICATION LABEL FOR TEMPORAL PLOT
INDEX OF WELL-FLOW CALCULATION METHOD
WELL-RISER ANGLE WITH THE GRAVITATIONAL VECTOR
TRUE IF WELL-RISER CALCULATIONS ARE TO BE PERFORMED
WELL-RISER PIPE INSIDE DIAMETER
WELL-RISER PIPE INSIDE DIAMETER FOR A GIVEN WELL
WELL-RISER PIPE LENGTH
WELL-RISER PIPE ROUGHNESS PARAMETER
CUMULATIVE SOLUTE INJECTED BY A WELL
CUMULATIVE SOLUTE PRODUCED BY A WELL
WEIGHT FACTOR FOR SPATIAL DISCRETIZATION
X-COORDINATE NODE LOCATIONS
X-COORDINAIE LOCATION OF CALCULATED DATA FOR TEMPORAL PLOT
DIMENSIONLESS TIME PARAMETER FOR HEAT TRANSFER FROM WELL RISER
LABEL FOR X-AXIS FOR TEMPORAL PLOTS
X-COORDINATE LOCATION OF OBSERVED DATA FOR TEMPORAL PLOTS
SOLUTION VECTOR FROM TWO-LINE SOR SOLVER
NEW SOLUTION VECTOR FROM TWO-LINE SOR SOLVER
Y-COOROINATE NOOE LOCATIONS
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Table ll.l.--Definition list for selected H52r3D program variables--Continued

VC - Y-COORDINATE LOCATIONS OF CALCULATED DATA FOR TEMPORAL PLOTS
YLRL - LABEL FOR Y-AXIS FOR TEMPORAL PLOTS
YO - Y-COORDINATE LOCATION OF OBSERVED DATA FOR TEMPORAL PLOTS
YPOSUP - TRUE IF THE Y-AXIS IS POSinvTE UPWARD FOR MAPS
YY - DEPENDENT VARIABLE VECTOR FOR WELL RISER INTEGRATION
Z - t-COOROINATE MODE LOCATIONS
ZCHARS - CHARACTER ARRAY FOR ZEBRA-STRIPED CONTOUR MAPS
ZEBRA - TRUE IF ZONED CONTOUR NAPS ARE TO BE ZEBRA STRIPED WITH ALTERNATING SYMBOL AND BLANK ZONES
ZELOC - ELEVATION OF THE OUTER SURFACE OF A CONFINING LATER FOR A LEAKAGE B.C.
ZHCBC - NODE LOCATIONS OUTSIDE THE REGION IN A NORMAL DIRECTION TO A HEAT CONDUCTION BOUNDARY FACE FOR HEAT CONDUCTION B.C.
ZPINIT - Z-COORDINATE LOCATION OF SPECIFIED INITIAL PRESSURE FOR HYDROSTATIC INITIAL CONDITIONS
ZPOSUP - TRUE IF THE Z-AXIS IS POSITIVE UPWARD FOR MAPS
IT - I-COORDINATE LOCATIONS OF TEMPERATURE PROFILE DATA FOR INITIAL CONDITIONS
ZItHC - LOCATIONS ALONG THE OUTWARD NORMAL TO HEAT-CONOUCTIOf BOUNDARY FACES OF TEMPERATURE PROFILE DATA FOR INITIAL CONDITIONS
ZWK - LOCATION ALONG A WELL-RISER PIPE
ZtKT - t-COOROINATE LOCATION OF A WELL DATUM

w
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I11.2 CROSS-REFERENCE LIST OF VARIABLES

The following cross-reference list (table 11.2) shows in which sub-
programs each variable appears. Actual line numbers within each subprogram
are not provided; however, every FORTRAN compiler can provide a local cross-
reference map for a given subprogram. The first column contains the variable
names and the second column lists the subprograms that employ each variable.
The third column gives the variable type and the dimension, if an array.
Some variables are scalars in some subprograms and arrays in others; however,
the definitions are the same.
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Table 11.2--Cross-reference list of variables

C.

Refer-
Variable encing

name programs
Variable

type

Refer-
Variable encing

name programs
Variable

type

A

AO

HAP21) REAL*8 DHIENSION(,* AAIF APLYI3C
ASE1IBL
S1JKCAL

REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMIENSION(*)
DIIIENSION(*)MAP2D REAL*8

Al

AINC

A2

BSODE
INTERP
MAP21)

REAL*8
REAL*8
REAL*8

ABOAR

APLYBC REAL*8 DIMIENSION(*)
JNIT2 REAL*S DIMENSION(*)

HST3D
APLYRC
DUIMP
ETOMI
INIT2
READI
READ2
WRITE2

ETOMI
INIT2
READ2
WRITE2

REAL*8
REAM*
REAM*
REAL*8
REAL*8
REAL*8
REAM*
REAL*8

w
%0

A2JIC

BSODE REALAB
INTERP REAL*8

APLYB3C REAL*8 DIMENSIOW()
INIT2 REAL*8 DIMENSION(*)

APLYBC' REAL*8 DIMENSION(*
INIT2 REAL*8 DIMENSION(*)

A3IfC

A4

AMl

AA2

AA3

AA4

ABPM

ACHR

ALBC

REAL*$
REAM*
REAL*8
RE.AM*

DIMENSION(*)
DIflENSION(*)
DIMENSION(*
DI1IEHS JON )

flAP21) REAM*

DODES

APLYBC

REAL*8 DIMENSION(*) APLYIIC
ASElIBL
SUtICAL

REAL*8
REAL*8
REAM*

DIMENS ION (*)
DIIIENSION(*)
DIMENSIONM*REAL*8 DIMENISION(*)

APLYIJC REAM* DIMENSION(*)

APLYBC REAL*8 DIIIENSION(*)

ALLOUT ERROR2 LOGICAL*4

ALPHL

APLYBC REAL*8 DIKENSION(*)

COEFF
ETOMI1
READ2
WRITE2

REAL*8
REAL*8
REAM*
REAL*8

DIMENSIOW()
DIMENSION(*)
DIIIENS ION (*)
DIMENSION(*)



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

AMIAX

AIIAXN

AMI!N

AllINN

AJIN

AllX

AJ4GOAR

IIST3D
ETOll2
IN 1T3
HAP2D
READ3
WR ITE3
WRITES

IIAP2D

HST3D
ETOM2
INIT3
MAP21)
READ3
WRITE-3
WRITES

HAP2D

KAP2D

HAP21)

HST3D
APLYBC
DUMlP
ETOMI)
INIT2
READI1
READ2
WRITE2

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REA*8
REAL*8

REAL*-8

REAL*8
REAL*8
KEAM*
REAL*$
REAL*8
REAL*8
REAL*8

REAL*8

REAL*8

REALIQ8

REAM*
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

DIIIENSION(O)
DIIIENS IONO()
DIIIENSION(3)

DIMiENSION(3)
DIKENSION(O)
DIHIENSION(3

DIKENSION(3
DIKIENSION(O)
DIKENS ION (3

DIHIENSION(3
DIHENSION (3
DIHENSION(3

APLOT HAP2D

APLOTI MAP2D

APLOT2 HAP2D

APLOT3 KAP2D

APLOT4 HAP2D

APRNT PRNTAR
WRITE2
WRITE3
WRITES

ARGRID IIST3D
INIT2
READ2
WRITE2

ARRAY PRNTAR

ARWB WELLSS

ARX COEFF
INIT2

ARXBC INIT2

ARXFBC INIT2
INIT3

REAL*-8 DIHENSIOH(* .*

REAL*8

REAL*8

REAL*8

REAL*8

REAL*8 DIllENSION(io)
REAL*8 DIMIENSION(*)
REAL*8 DIMlENSION(*)
REAL*8 DIKIENSION(*)

LOG!ICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

REAL*8 DIKENSIOk4(*)

REAL*8

REAL*8 DIIIENSION(*)
REAL*8 DIMENSION(*)

REAL*8 DIMIENSION(*)

REAL*8 DIIIENSION(*)
REAL*8 DIMIENSION(*)

)
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Table 11.2--Cross-reference list of variables--Continued

C''

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

ARY

ARYBC

ARYFBC

ARZ

ARZBC

COEFF
IN 1T2

!NIT2

INIT2
!INIT3

REAM* DItIENSION(*)
REAM* DIlIENSION(*)

REAL*8 DIMENSION(*)

REAM* DItIENS!ON(*)
REAM* DIMENSION(*)

BAIF

DBAIF

APLYBC
ASE1IBL
SUlICAL

HST3D
APLYDC
BLOCKDATA
DUMP?
READI1
READ2
WRITE2

REALM
REAL*8
REAL*8

REAL*8
REAL*8
REAM*
REAL*8
REAL*8
REAL*8
REAM*

DIMENSION(*)
DIIIENSION(*
DIIIENSION(*)

DIKENSION(0: 3)
DItIENSION(0: 3)
DIflENSION(0:3)
DIMENSION(0:3)
DIIIENSION(0: 3)
DIMENSION(0:3)
DItIENSION(0:3)

COEFF REAL*8 DIMENSION(*)
INIT2 REAL*8 DIMENSION(*)

INIT2 REAL*8 DIMENSION(*)

BBLDC

-J

ARZFBC IN!T2 _.REAL*8 DIMIENSION(*)
INIT3 REAM* DIMENSION(*)

APLYBC
ASEt¶BL
INIT2
SUIICAL
WRITE2

REAL*8
REAM*
REAM*
REAM*
.REAL*8

DItIENSION(*)
DIMENSION(*)
DfIMENS ION (*)
DIIIENSION(*)
DIIIENSION(*)AST PLOT CHARACTER*1

ZONPLT CHARACTER*1

AUTOTS HST3D
C~OE"F
ERROR3
ETO12'

READ3
WRITE3

BETALOGICAL*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4
LOGICAL*I4
LOGICAL*4
LOGICAL*4

APLYDC REAL*8 DIHENSION(1O)

BLANK MAP2D
PLOT
PRNTAR
WRITE3
ZONPLT

BLANKL PLOT

CXHARACTER*l1
CHARACTER*1
CHARACTER*1
CHIARACTER* 11
CHARACTER* I

no BSODE. REAL*8 CJIARACTER*5 1

D1 BSODE REAL*8 BLBC
WFDYDZ REAL*8

APLYBC
ASEHBL
SUHCAL

REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)

B2 WFDYDZ REAL*8



Table 11.2--Cross-rpforenco list of variables--Continued

Refer- Refer-

Variable encing Variable Variable encing Variable

name programs type name programs type

BOAR

BP

BT

HST3D
APLYUC
DUMP
ETOMIl
IN 112
READI
RE.AD2
WRITE2

IIST3D
DUMP?
ETOilI
1N1T2
READI
READ2
WRITE2

HST3D
DUM?
ETOMI
111112
READI
READ!
WRITE2

REAL*8
REAL*8
REAL*8

REAL*8
REAL*$
REAL*8
REAL*

REAL*8

REAL*8
REAL*8
REAJ*8
REAL*8
REAL*8
REAL*8

REAL*8

REAL'k8
REAM*
REAL*8
REAL*8
REAL*8
REAL*8

aVI

C

coo

11ST3D
DUMP
JINlT2
READI
VISCOS

APLYBC
ASEIIBL
CALCC
COEFF
CRSDISP
JNl12
ITER
READ2
SUIICAL
VIScOS
WBBAL
WRLLSS
WRITE2
WRITE5
ZONPLI

)IST3D
WJBBAL
WELLSS
WELRI S
WFDYDZ

REAL*8
REALA8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*$
REAL*8
HEAL*8

DIMIENS ION (*)
DIHENdSION(*)

DIHENSION(*)
DIHENSION(*)
DIMiENSION(*)
DIgIENSIOu(*)
DIIIENSION(*)
DItIEJS ION (*)

DIHENSION (*)
DIMENSION (*)
D1IMENSION(*)
DIHENS ION (*)

DV VSINIT REAL*8

REAL*8
REALAB
REAL*8
REAL*8
REAL*8

BVO HST3D
DUMP
IIT2
READI
VISCOS

REAL*8
REAL*8
REAL*8
RIEAL*8
REALA*8

Cl ZOUPLI REALA8

( C (,.
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs . type name programs type

C11

C12

C13

C2

HST3D
ASEFIRL
CALCC
WFDYDZ

IISt3D
ASEMBL
CALCC
WFDYDZ

HST3D
ASEHBL
CALCC
ZONPLT

IIST3D
ASEHOL
CALCC
WFDYDZ

REWLS
REAM*
REAL*8
RE.AL*8

REAL*8
REAL*8
REAL*8 .
REAM*

C31

C32

w
%o
o0

REAM*
REAM*
REAM*
REAL*8

REAL*8
REAL*8'
REAM*
REAL*8

C33

C34

C35

I1ST3D
ASEIBL
CALCC

HST3D
.ASE1IBL
CALCC

HST3D
ASEMBL
CALCC

IIST3D
ASEMBL
CALCC

HST3D

CALCC

REAL*8
REAL*8
REAL*$

REAL*8
REAL*8.
REAL*8

REALA8
REAL*8
REAL*8

REAL*8
IREAM*
REAM*

REAL*8
REAL*8
REAL*8

C21

C22

C23

C24

IIST31)
..ASElIBL
CALCC
VFDYDZ

UST3D
ASEIIRL
CALCC

HST3D
ASEHBL
CALCC

REAL*3
REAM*
REAM*
REAM*

CAIF APLYBC
ASEtIEL
INIT3
SUJICAL

REAL*8
REAM*
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIKENSION(*)
DIMENSION(*)

REAL*8
REAM*
REAL*8

CC24

CC34

ASEtIEL REAL*8 DIMENSION(*)

ASEHIDL REIAL*8 DIMENSION(*

ASEtIBL REAL*8 DIlIENSION(*REAL*8
REAL*8
REAM*

CC35



Variable
name

CCLBL

CCW

CFLX

CHAPRT

CUARC

CHARS

CHKI

CHKPTD

CHU3

CHU4

CHU5

CHU6

CI

Refer-
encinj

progras

PLOTOC

PLOTOC

APLYBC
IN1T3
SU1MCAL
WRITE3
WRITES

WRITES

READI

MAP2D

WRITES

HST3D
CLOSE
DUMP
READ3

WRITES

WRITES

WRITES

WRITES

D4DES
ORDER

Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable Variable encing V.

Is : .ype name programs

CHARNCTERm*SO CIBC APLYBC CHUAI
ASEMBL CHUUU

REAL*8 DIMENSION(*) ERROR2 CUARU
ERROR3 CHAI

REAL*8 DIBENSION(*) ETNOl CHAIL
REAL*8 DIMENSION(*) INIT2 C1UUU
REAL*8 DIMENSION(*) INIT3 CHARU
REAL*8 DIMENSION(*) SBCFLO CHUAI
REAL*8 DIMEN SION(*) SUMCAL CHAR

WBCFLO CHAW
CUARACTER*12 DIHENSION(10) WRITE2 CHAJ

WRITE3 CHAM
CHARACTER*l WRITES CHAR

CRARACTER*l DIMENSION(0:31) CIBC1 SOR2L CHAIL

CHARACTER*2 CIBC2 SOR2L CHAR

LOCICAL*4 CICALL IREWI CHAR
LOCICAL*4
LOCICAL*4 CLBC APLYBC REAL'
LOGICAL*4 ASEHBL REAL,

INIT3 REAL,
CHARACTER*12 SUNCAL REAL'

WRITE3 REAL,

CHARACTER*8
CLINE HAP2D REALI

CHARACTER*8
CHAX PLOTOC REAL

CHARACTER*8
CHIN PLOTOC REAL'

INTEGER*4 DIMENSION(6,*)
TNTECERR*L wHNI9TnNtfi)*i CHX ASEHBL REAL…

ariable
type

%CTER*9
%CTER*9
%CTER*9
UCTER*9
%CTER*9
kCTER*9
kCTER*9
kCTER*9
kCTER*9
UCTER*9
ACTER*9
UCTER*9
UCTER*9

&CTER*9

UCTER*9

&CTER*1

k8 DIKENSION(*)
k8 DIMENSION(*)
k8 DIMENSION(*)
.8 DIMENSION(*)
k8 DIMENSION(*)

k3

.*8

_ w __ s _ O Vl w \ V t #
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Table 11.2--Cross-reference list of variables--Continued

(.

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

re nmr..w arisen rnnm. Been a Jo
Lii I AlWnvUL I(BALWA -"VVU'

CMz

CR3

CHP

CNV

ASEtIEL REAM*

PRRTAR CH M CTER*2

Ia I JU
DUMP
INITI
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

AZAL*8
REAL*8
REAL*8
REAM*
REAL*8
REAL*8
REAL*8
REAL*$

CALCC
READ3

ETOtI)
PRNTAR
WRITE2
WRITE3
WRITES

ETORI
ET0t2
READ3

REAL*8
REAML* DIIIENSION(*)

REAM*
REAL*8
REAM*
REAM*
REAL*8

CNVE ET0112

0

CNVEPI HST3D
DUtMP
INITI
READI
WRITE3

CNVD REAM*
REAL*8
REAL*8

REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAM*

RKAL*8

REAL*8

REAL*8

REAL*8
REAL*8

CNVFF ETO?12
READ3CNVDFI HST3D

INITI.
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

REAL*8
REAL*8
REAL*8
REAM*
REAL*8
REAM*
REAL*8
REAL*8
REAL*8

CRV`GZ

CNVRfC

READ3

ETOtSI
ET0fl2



Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable encing

name programs
Variable

type

Refer-
Variable encing

name programs
Variable

type
REAL*8

CNVIICI 11ST3D
OWIP
INITI
PLOTOC
READI
WRITF.2
WRITE3
WRITE4
WRITES

CNVIITC ETOMI
ETOk2

IIFAL*8
jIEA*8
IlMA*8
REAL*8
REAL*8
RAUjr8
REAL*8

CNVMTfI WHIME

CNVL ETOMI1
READ3

ETOI1
ETOM2
READ3

CNVL2

CNVHF ETON2
READ3

REAL*8
REAL*8 CNVL21 11ST3D

9%
0 CNVIIFI IIST3D

DUHP
INITI
PLOTOC
READ)
WRITE2
WRITE3
WRITE4
WRITE5

REAL*8
REAL*8
JlEL*8
REAL*8
REAL*8
pEAL*8
REAL*8
REAM*
REAL*8

DUMP
INITI
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

ETO141
ETOM2

REAL*8

REAL*8

REAL*8

REAL*8
REAL*8

REAL*8

REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAL*B
REAL*8

REAL*8

REAL*8
REAL*8

REAL*$
REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
R4EAL*8

CNVL3

CNVHI HST3D
DWIP
JNITI
PLOTOC
RWADI
WRITE2
WRITE3
WRITE4
WRITES

REAL*8
BEAL*8
REAL*8
REAM*
JiEAL*8
REAL*8
REAM*
REAL*8
REAL*-8

CNVL3I HST3D
DUMP
INITI
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITE5

(. (.
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

CNVLI 11ST3D ; REAL*8 CNVP ETOMI REALM5
DUMP REAL*8 ETOM2 REAL*8
INITI REAL*8 READ3 REAL*8
PLOTOC REAL*8
READ1 REAL*8 CNVPI 11ST3D REAL*8
WRITE2 REAL*8 DUMP REAL*8
WRITE3 REAL*8 INITI REAL*8
WRITE4 REAL*8 PLOTOC REAL*8
WRITES REAL*8 READI REAL*8

WRITE2 REAL*8
CNVYFI IlST3D REAL*8 WRITE3 REAL*8

DUMP REAL*8 WRITE4 REAL*8
INITI REAL*8 WRITES REAL*8

o PLOTOC REAL*8
READ1 REAL*8 CNVSF ETOM2 REAL*8
WRITE2 REAL*8 READ3 REAL*M
WRITE3 REAL*8
WRITE4 REAL*8 CNVTI ETOtI REAL*M
WRITE5 REAL*8 ETOM2 REAL*8

READ3 REAL*8
CNVHI HST3D REAL*8

DU"P. REAL*M CNVTII HST3D REAL*8
INITI REAL*8 DUMWP REAL*8
PLOTOC REAL*8 INITI REAL*8
READI REAL*8 PLOTOC REAL*8
WRITE2 REAL*8 READ1 REAL*8
WIRITE3 REAL*8 WRITE2 REAL*8
WRITE4 REAL*8 WRITE3 REAL*8
WRITES REAL*8 WRITE4 REAL*8

WRITES REAL*8

I



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name program type name programs type

en na - ..,a.A4 nl Argu V'fl Altu V nAW i.Oftl" fl, .Ln
LNMvI M.aunaI

ETOIS2
READ3

M1du'-o

REAL*8
RZAL*8

0-

CNVT21 HST3D
DUMP
fINITI
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

CNVTCI HST3D
DUMP
INITI
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

REAL*8
REAL*8
REAJ*8

REAL*8
REAI*8
REAL*8
REAL*B

wMv Inaj 5Igo5JU

DUMP
INITI
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

CNVUUI WRITE4 REAL*8

CHVV`F ETOtII
READ3

JiAJ*8
REAL*8

REAL*8

REAL*8
REAj*8

RMJ*8

PA101.A

REAL*8
REAL*B
REA*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

CHVTHC ETOMI REAL*8
ETOkI2 REAL*8

CNVVLI HST3D
DURP
INITI
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

CNVVSI HST3D
DUMP
INITI
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

(

REAL*8
REAL*8

REAL*8

REAL*8
REAJL*8
REAJ*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*

REAL*8
REAL*8
REWL8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8

ETOM1
ETOM2
READI

REAL*8
REAL*8
REAL*8

( c
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

COLS HAP2D I REAL*8 CPF HST3D REAL*8

COtOPT ITER
L2SOR

CONLBL WRITE5

CONVC HST3D
ITER

CONVP HST3D
ITER

CONVRG BSODE.

CONVT 1IST3D
11, ITER

COW PLOTOC

CPAR IREWI

CPARI IREWI

LOG!ICAL*4

LOGICAL*4

CJIARACTER*20

LOGICAL*4

LOGICAL*4.

LOGICAL*4

LOG ICAL*4

LOGICAL*4

LOGICAL*4

REAM* DIlIENSION(*

CILARACTER*9

CHARACTER*6

APLYBC
ASENRL
CALCC
COEFF
CRSDSP
DUMlP
ETOMI1
INIT2
READ I
READ2
SIJHCAL
WELLSS
WELRIS
WFDYDZ
WRITE2
WRITES

ASEMBL

ASEIIBL

ASEHIBL

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAM*
REAL*8
REAL*8
REAL*8
REAM*
REAL*8
REAL*8

REAL*8

REAL*8

REAL*8

S.0
LA

CPX

CPy

CPZ



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

CSOC

CVIS

ASEMUIL
UJIT3
SUlICAL
WRITE3

IIST3D
DUMP
ETOtI1
INIT2
READI
READ2
VISCOS
WRITE2

ASEHBL
READ3
WBBAL
WELLSS
WRITE3
WRITES

REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
RIEA*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

DJIIENSION(*)
D IttNSIS ON (*)
DIIIENSION(*)
DItIENSION(*)

DIHENSION(10)
DIKENSION(10)
DIKENSION(0)
DIKENSION(10)
DItIENSION(10)
DItENSION(10)
DItENSIOU(10)
DIMENSION(10)

DIMENSION(*)
DIKENSION(*)
DIHENSION(*)
DIkENSIOW(*)
DIKENSION(*)
DIMENSION(*)

o
CWKT

CYLIND IHST3D
ASEHBL
CLOSE
COEFF
OWIP
ERROR2
ERROR3
ETOH 1
INITI
INIT2
INIT3
I REWI
ITER
L2SOR.
PLOTOC
READI
READ2
READ3
REW1
REWI3
SUHICAL
WBBAL
WELLSS
WRITEI
WRITE2
WRITE3
WRITE4
WRITES
ZOMI'LT

LOG ICAL*4
LOGJICAL*-"4
LOGICAL*4
LOGICALI*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4
LOGICAL*4
LOGI CAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOG ICAL*4
LOG ICAL*4
LOGICAL*4
LOGICAL*4

LOGI CAL*4

( (. (
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

n~~~~~~~~~~- -^e ----- FA. W%*'-P As| + _ Q Uwesftn DVAli1

C

U DUKAL 'l-REALwa DIREFISIONM U. a A;>

DAKWRC ?IST3D
DUHP
INIT2

.READI1
READ2
WELLSS
WRITE2

REAL*$
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAM*

ilO3A JI

COEFF
ERROR3
ETOtI2
INIT3
READ3
WRITE3

an.EJIL"

REAL*8
REAL*
REAL*8
REAL*8
REAL*8
REAL*8q'

DDNMAX HST3D
SUtCAL
WRITES

REAL*8
REAL*8
REAL*8DASHES WRITES CHARACTER*50

DBKD

0

DC

DCMlAX

INIT2
READ2
WRITE2

ASEMBL
CALCC
CRSDSP
ITER
SUMCAL

HST3D
COEFF
ITER
SUtMCAL
WRITE5

REAL*8
REAL*8
REAL*8

REAM*
REAL*8
REAL*8
REAM*
REAL*8

DIlIENSION (*)
DIIIENSION(*)
DItIENSION(*

DItIENSION(*)

DIMlENS ION (*)
DIMENS ION (*)
DIflENSIONM*

DDV

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

DECLAH HST3D
ASEHBL
CALCC
COEFF
DUMP
ETOHI
INIT2
INIT3
READI
READ2
READ3
SUMCAL
VISCOS
WBBAL
WELLSS
WRITE2
WRITE3
WRITES

SBCFIAO REAL*8 DIMIENSION(*)
WHCFL0 REAL*8 DIlIENSION(*)

REAL*8
REAL*8
REAM*
REAL*8
REALAS
REAL*8
REAL*8
REAL*
REAL*8
REAL*8
REAL*8
REAM*
REAL*8
REAL*8
REAL--8
REAL*8
REAL*-8
REAL*8'-



Table 11.2--Cross-rpference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs ,type name programs type

DEIHIR

DELA

DELAN

DELAP

11ST3D
SWICAL
WRITES

REAL*8
REAL*8
REJ,*8

DEN

HIAM2 REAL*8

KAP21) REAL*8

MAP2D REAL*8

APLYBC
ASEM4BL
COEFF
INIT2
SUHCAL
WBHAL
WELLSS
WRITE2
WRITES

REAL*8
REALA-8
REAL*
REAL*8
REAL*8
REAM*
REAL*8
REAM*
REAL*8

DIMENSIOIJ(*)
DJI*NSION(*)
JfIBENSION(*
DIMIENSION(*)
DIMENSION(*
DIKENSION(*)
DItIENSION(*)
DIKENSION(*)
DIMENS ION (*)

DELTIII 11ST3D
APLYBJC
CALCC
COEFF
DUMP
ETON2
IN 1T2
INIT3
READI
READ3
SUtICAL
WELLSS
WRITE3
WRITE4
WRITES

REAL*8
RtEAM*
REAL*8
REAM*
REAM*
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
RE.AL*8
REAL*8
REAL*8

DENO IIST3D
CALCC
DUMP'
IN 1T2
ITER.
READI
SUMCAL
WBHAL
WELL$S
WFDYDZ

IIST3D
CALCC
DUMP
I NIT2
ITER
READI
SUIICAL
WBBAL
WELLSS
WJFDYDZ

DENC

REAL*B
REAL*8
REAL*8
REAL*8
REAL*8
R(EAL*B
REAL*8
REAL*$
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAM*
REAL*8
REAL*8

REAL*8

DELX

DELY

DELZ

INIT2 REAL*8

INIT2 REAL*8
PLOT REAL*8

INIT2 REAL*B
DENC11C ITER

( (



C C C
table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

DENCHT ,ITER I tEAL*8 DENMAX StRICAL REAL*8

DENFO

DENFI

HST3D
DUHP
ETOMI
INIT2
READI
READ2
WRITE2

IIST31)
DUMPi
ETOMI
IN!T2
READI
READ2
WRITE2

REAL*8
REAL*8
REAM*
REAL*8
REAM*
REAL*8
REAL*8

DEWN

DENNP

CALCC REAM*

CALCC .REAL*8

DENOAR APLYJIC
ASEIIBL
ETOMI
INIT3
SUICAL

REAM*
REAL*8
REAM*
REAM*
REAL*8

DIMENSION(*)
DIIIENSION(*)

DIMENSION(*
DItIENSION(*

0-

REAL*8
REAM*
REAL*8
REAL*8
REAM*
REAL*8

DENP

DENT

DENFBC APLYDC
INIT3
SUtICAL
WRITFh3
WRITES

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

DIMENSION(*
DIMENSION(*
DIlIENS ION (*)
DtIMENSION(*)
DJIMENSION(*)

HST3D
CALCC
DUMP
INIT2
ITER
READI
SUNCAL
WBBAL
WELLSS
WFDYDZ

HST3D
CALCC
DUMP
INIT2
ITER
READI
SUMCAL
WBBAL
WELLSS
WFDYDZ

REAL*8
REAL*8
REAM*
REAJI*8
REAL*8
REAL*8
REAL*8

REAM*
REAL*8

REAM*

REAM*
REAL*8
REAM*
REAL*8
REAL*8
REAL*8
REAL*8
REAM*
REAL*8

DENGL WELLSS REAL*M

DENLBC APLYBC
ASEtIBL

- INJT3
SUuICAL
WRITE3

REAL*8
REAL*8
REAL*8
REAM*
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIKENSION(*)
DIMENSION(*)



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

DENW WELLSS REAM* DIKENSIOI(*) DOTS

DENIWUC ASEHIBL
WBBAL
WELLSS

DEN4WRKC IST3D
WELRIS
WFDYDZ

RiEA*8
REAL*8

REAL*8
RWEAL*8
REAL*8

CLOSE
REWI
REW13
WRITE2
WRITE3
WRITES

ASEHBL
CALCC
ITER
SUHCAL
WBUL
WRITES

CUARACTER*50
CIIARACTER*50
CHiAIACTER*50
CHARACTER*50
CILARACTER*50
CHIARACTER*50

DP REAL*8

REAL*8

REAL*8
REAL*8
REAL*8

DIIIENS ION (*)

DIIIENSION(*)
DIMENESION (*)
DIMiENSION(*)
DIMENSIOW()

DET

DFIR

WFDYDZ RlEAL*8

'S

DM

-ITEST

HST3D
SUJMCAL
WRITES

1IST3D
ASERIBL
COEFF
DUMIP
ETONIl
INIT2
INIT3
READI
READ2
READ3
SUJICAL
VISCOS
WHBAL
WELLSS
WRITE2
WRITE3
WRITES

REZL*8
REAL*8

REAM*
RIEAL*8
REAL*8

RIEAL*8
RIEAL*8
REAL*8
REA.L*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAM*
REAL*8
REAL*8

DPH"A HST3D
COEFF
ITER
SUflCAL
WHITES

DPTAS IIST3D
Cox"
ERROR3
ETOII2
INIT3
IIEAD3
WRITE3

RE.AL*8
RIEAM*
REAL*8
REAL*8

REAL*8

IREA*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

DPUDT APLYIBC REAL*8

DPWKT ASEHBL
;TER
WBBAL

C WRITES

REAL*8
REAL*8
.REAVL*8
RF.AL*8

DIMENSION(*
DIMENlSION(*
DItIENSION(*
DIMENSIONO(),WELLSS REALIA81 (
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Table 11.2--Cross-reference

Refer-
Variable encing

name programs

DQFDP ASEMBL,

DQ1T3C ASEHBL
SUflCAL

DQHCDT APLYBC
ASEM81L
ITER
SUMCAL

DQHDP ASEMBL

DQHDT ASEMBIL

DQHWDP ASEMBL

DQHWDT ASEMBL

DQSBC ASEMBL
SUMCAL

DQSDC ASEMBL

DQSDP ASEMBL

DQSWDC ASEn L

DQSWDP ASEMBL

DQWDP ASEMBL

DQWDPL ASEMBL
ITER
WBBAL
WELLSS

Variable
type

REAL*8

REAL*8
REAL*8

REAL*8
REAM*
REAM*
REAL*8

REAL*8

REAL*8

REAL*8

REAL*8

REAL*8
REAL*8

REAL*8

REAL*8

REAL*8

REAL*8

REAL*8

REAL*8
REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

DIMENSIOW(*)
DIHENSION (*)
DIMENSION(*)
DIMENSION(*)

list of variables--Continued

Refer-
Variable encing Va

name programs

DQWLYR ASEHBL REAL*8

DSIR HST3D REAL*8
SUMCAL REAL*8
WRITES REAL*8

DSXXH ASEMBL REAL*8

DSXXP ASEMIBL REAL*8

DSYYH ASEHBL REAL*8

DSYYP ASEMBL REAL*8

DSZZH ASEHBL REAL*8

DSZZP ASEMBL REAL*8

DT ASEMIBL REAL*8
CALCC REAL*8
CRSDSP REAL*8
ITER REAL*8
SUMCAL REAL*8

DTADZW HST3D REAL*8
WELRIS REAL*8
WFDYDZ REAL*8

DTHAWR ETOHI REAL*8
READ2 REAL*B
WELRIS REAL*8
WRITE2 REAL*8

DTIHC APLYBC REAL*8
INIT2 REAL*8

'riable
type.

DIMENSION(*)

DIIENSION(*)
DIMENSION(*)
DIMENSION(*)

DIMENSION(*)
DIMENSION(*)

DIMENSION(*)

DIMENSION(*)
DIMENSION(*)



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs , type name programs type

DTIHM UST3D
COEFF
ERROR3
£10112
111113
REAM3
WRITE3

RZAL*8
REAM*
RMA*8
REAL*8
REtJL*8
REAL*8
REAL*8

DX

DXHIU1

ZONPLT REAL*

PLOT REAL*8

REAL*8DXPRNT PLAT

DY ZOMPLT REAL*8

DTItDU URS=3
COEFn
ERROR3
£10112
111113
READM
WRITE3

REAL*8
RWEAL*8

IEL~*8

REAL*8
IlEA±*8

DYY

DYYN

DZ

BSODE
WJELRIS
WFDYDZ

BSODE

ASER1BI

CALCC

JZEAL*8
IZEAL*8

REAL*8 DIHENSION(2)

REAM*
IIEA*8
REAL*8

DIMENSION(2)
DI1ENSION(2)
DIHENSION(2)

D~THAX lIST3D
COEFF
ITER
SUWCAL
WRITES

DTTAS UST3D
COEFF
EIIROR3
ETOkI2
111113
READM
WRITE3

RtEAJ*8

REAL*8
REAL*8

REAL*8

REAL*8
REA.L*8
REAL*8

REAL*8
REAL*8

DZCHNG BSODE R.EAL*8

DZHINI UST3D
BSODE
DUMP
ETOMII
111112
READI
READ2
WELI'S

REAL*$

REAL*8
RIEAL*8
REAL*8
REAL*8

REAL*8

DZW WELRIS

c (
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

EEUNIT NST3D .)
ABEHUL
CLOSE
COEFF
DUMP
ERROR2
ETOMI
INITI
INIT2
INIT3
IREWI
PLOTOC
READI
READ2
READ3
REWI
REW13
SU"CAL
WELLSS
WRITE1
WRITE2
WRITE3
WRITE4
WRITES

',LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOCICAL*4.
LOOICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4
LOGICAL*4
LOG ICAL*4
LWGICAL*4
LOGICAL*4

EHO HST3D
APLYBC
ASEMBL
DUWP
INIS2
READI
SUtCAL
WBBAL
WELLSS
WRITE2
WRITES

REAL*8
REAM*
REAL*8
REAM*
REAM*
REAL*8
REAL*8
.REAL*8
REAL*8
REAL*8
REAL*8

ER00

EHDT

NST3D
WOBAL
WELLSS
WELRIS

RST3D
BLOCKDATA
DUMP
INIT2
READI
TOFEP

REAL*8
REAL*8
REAL*B
REAL*8

REALM
REAL*8
REAM*
REAL*8'
REAL*8
REAL*8

DIKENSION(l4,10)
DIKENSION(14,10)
DIMENSION(14,10)
DIMENSION(14,10)
DIMENSION(14,10)
DIMENSION(14,10)

APLYBC
ASEMBL
COEFF
INIS2
SUMCAL
TOFEP
WBBAL
WELLSS
WRITE2
WRITES

REAL*8
REAL*8
REAM*
REAM*
REAL*8
REAL*8
REAM*
REAM*
REAL*8
REAL*8

DIIIENSION(*
DIIIENSION(*)
DIIIENSION(*
DIflENS ION (*)
DIMENSION(*)

EHI

EHIR

TOFEP REAL*8

HST3D
SUMCAL
WRITES

REAL*8
REAL*8
REAL*8

DIMENISION(*)
DItfENSION(*)
DIlIENSION(*)
DIMENSION(*)



\

Refer-
lariable encinj
name prograa

EIJIRO IIST3D
APLYUC
DUMP
IN 1T2
READI
SUIICAL
WRITE2
WRITES

EIIIRN SUlICAL

EJ=H ASEIIBL

EHIHY ASEHBL

EI1tZ ASEkIBL

EIIPX ASEMBL

EU1PY ASEIIBL

E11PZ ASE11BL

EUST HST3D
BLOCKD
DUMP
INIT2
READI
TO'EP

EIBJEND 11ST3D
W8HAL
WELLSS
WELRI S

Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable Variable encing Va

as type name programs

BEAL*8 E11WKT ASEMBL REAL*8
REAS*8 WBUAL REAL*8
REAL*8 WELLSS REAL*8
REAL*8 WRITE5 REAL*8
REAL*8
REAL*8 E1WSUR WHRiAL REAL*8
REAL*8 WELLSS REALI8
REAL*8 WRITES REAL*8

REAL*8 ELUL PLOT C1LARAC1

REAL*8 ELO TOFEP REAL*8

REAL*8 ENTU TOFEP REAL*8

REAL*8 EOD HST3D REAL*8
WELLSS REAL*8

REAL*8 WELRIS REAL*8
WFDYDZ REAL*8

REAL*8
EODF WELLSS REAL*8

REAL*8 WFDYDZ REAL*8

REAL*8 DIKEHSION(32) EPS TOFEP REAL*8
ATA REAL*8 DIMENSION(32)

REAL*8 DIHENSION(32) EPSFAC SOR2L REAL*8
REAL*8 DIKENSION(32)
REAL*8 DIMENSION(32) EPSOHG I1ST3D REAL*8
REAL*8 DIHENSION(32) DUMP REAL*8

INIT2 REAL*8
REAL*8 READI REAL*8
REAL*8 READ2 REAL*8
REAL*8 SOR2L RE.AL:8

ariable
type

DIMIENSION(*
DIMtENS I OH(*)
DIBENSION(*)
DIBENSIOI4(*)

DIMENSION (*
DIMIENS ION (*
DIiIENSION(*)

rER* i

. _

; REAL*8

( ( (C



( C C
l

Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

EPSSOR HST3D
DUMP
JNIT2
READI
READ2
SOR2
WJRITE2

EPSWR S3
BSODE
DMM
1NIT2

_READI
P. ~~~~READ2

6-.
k^f WELRIS

RkAL*8
RZAL*8
REAL*8

REAM*
REAL*S8

REAL*S

ERREXI HST3D
CLOSE
INIT2
WRITE2

LOG ICAL*4.
LOCJCAL*1
LOG!ICAL*4
LOCICAL*4

EVEN SOM2 LOGICAL*4

EVHAX SOR2 REAM*

REAM*
REAM*
REAL*8

REAL*8
REAL*8
REAL*8

EVNIN SOR2L REAL*8

EX PLOT

EXTRAP BSODE

Flo ZONPL

CHlARACTR1

REAL*8 DIHlENSXON(2,11)

r CHARACTER*20

ERREX ERRORI
ERROR2
ERROR3
INTERP
L2SOR
REMI
SOR2L
VISCOS
VSINIT

ERREXE RST3D
CLOSE
ITER
SUMCAL
TOFEP
WBBAL
WELLSS
WELRIS
WFDYDZ
WRITE5

LOGICAL*4.
LOGCcAJ.*4
LOGICALMf
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICA*4

F12 ZONPLT CHlARCTER*20

FIAIF 1MT3D
AI'LYBC
DUMP
INIT2
READ!

F2AIF HST3D
APLYBC
DI1t?
INIT2
READI

REAL*8
REAM*
REAM*
REAL*S
REAL*8

REAM*
REAM*
REAJ*8
RE.AL*8
REAL*8

CHARACTER*20

LOGICAL*4
LOCICAL*4
LOICcAL*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4
LOGICAL*4
LOG!ICAL*4
LOGICAL*4
LOGICAL*4

F6

F?

FS

ZONPLT

ZONPLT CH RACTER*20

ZONPLT CHIARACTER*20



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

FCJ

FDDP

WELRIS jZA*8 FIR UST3D
SU8CAL
WHITES

REAL*8
pEAJ*8
REAL*8ITER REAL*8

FDSNTH UST3D REAL*8
APLYBC RKEAL*8
ASEIIBL REAL*B
COE"F REAL*8
DUIIP REAL*8
READI REAL*8
READ2 REAL*8
SBCFLO REAL*8
SUIICAL REAL*8
WJBCFLO REAL*8
WELLSS REAL*8
WRITE2 REAL*8
WRITES REAL*8

FIRO 1JST3D
APLYBC
DUM4P
IN112
READI
swimC
WRITE2
WRITES

REAL*8

RZEAL*8
REAL*8
REAL*8
REA*8
REAL*8
REAL*8

0-

FDTHTU UST3D RA
APLYBC REAL*8
ASEISBL REAM*
CALMC RlEAML*
DUHW REAL*8
READI1 REAM*
READ2 REAL*8
SBCFLO REAL*8
SUHCAL REAL*8
WBCFLO REA.*8
WELLSS RE.AL*8
WRITE2 REALJ*8
WRITES REA~L*8

FIRM

FIRVO

FLO

FLI

FL2

FL3

HST3D
APLYBC
DUMtP
1NIT2
READI
SUflCAL
WRITE2
WRITES

REAL*8
RiEAL*8
REAL*B
REAM*
REAi*8
REAL*8

REAL*8

SUIICAL RlEAL*8

ZONPLT REAL*8

ZOMPLT 1lEAL*8

ZONPLT REAML

ZONPLT REAL*8

FFPIIL WFDYDZ REAM*

(
FL

Q
ZONPLT REAL*8
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Table 11.2--Cross-reforence list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

--- arc.^n - ': ae~ . . itV.l *.aa - - - - -

C

Fl b zurnPr IMAL-0

FL6 ZONPLT REAL*8

FLOREV WBBAL LOGICAL*4
WELLSS LOGICAL*4

FLOW

FMAX

RFH

FflTL

FPR3

FRAC

FRACH

WELLSS LOGICAL*4

DSODE REAM*

ZONPLT CHARACTER*20

ZONPLT CHIARACTER*20

WELLSS REAL*8

COEFF REAL*$ DIIIENSION(*)
INIT2 REALAB DIMENSIONI(*)
SUtICAT. REAM* DJIMENSION(*)
WELLSS REAL*8 DIMIENSIONI(*)
WRITE2 REAM* DIflEtSION(*)
WRITE5 REAL*8 DItIENSION(*)

CALCC REAM*

ASEMBL
CALCC
CLOSE
COEFF
DUMP
ERROR2
ETOMI
INIT2
INIT3
IREWI
PLOTOC
READI
READ2
READ3
REWI
SUMCAL
WELLSS
WRITEI
WRITE2
WRITE3
WRITE5

FRFAC WFDYDZ

UJUICALF4
LOGI CAL*4
LOGICAL*4
LOCXCAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*-4
LOGICAL*4

REAL*8

FRFLM WELLSS REAM*
FRACHP CALCC REAL*8

FRFLP WELLSS RA*REAM*



t.

Refer-
Variable encial

name program

FS INTERP

FSCON IWdIT2

SUkICAL

FSLO)W 1111T2

SUIICAL

FTDAIF IIST3D
APLYBC
DUMIP
INIT2
READI

FTXYDMI CRSDSP

FTXYDI' CRSDSP

FTXZDH CRSDSP

mTzDP CwSDSP

FTYXDkI CRSDSP

FTYXUW CRSDSP

FTZDH CRSDSP

MTZDP CRSDSP

FFZXDN CMSUSP

FTZXDP CRSDSP

Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable Variable encing Va

as type name programs

REAL*8 DIHENSION(*,*) FTZYDN CRSDSP REAL*8

LOCICAL*4 FTZYDP CRSDSP REAL*8
LOGICAL*4

GAKMA APLYBC REAL*8
LOGICAL*4
LOGICAL*4 GCOSTI IfST3D REAL*8

WELRIS REAL*8
REAL*8 WFDYDZ REAL*8
REAL*8
REAL*8 GRAV INIT2 REAL*8
REAL*8
REA"*8 CX HST3D REAL*8

APLYBC REAL*8
REAL*8 ASEHBL REAL*8

CALCC REAL*8
REAL*8 COEFF REAL*8

DUMP REAL*8
REAL*B ERROR3 REAL*8

INIT2 REAL*8
REAL*8 READI REAL*8

READ3 REALM8
REAL*8 SUWCAL REAL*8

WELLSS REAL*8
REAL*8 WELRIS REAL*8

ariable
type

DIfEMSION(10)

REAL*8

REAL*8

REAL*8

REAL*8

C (
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

CY IIST3D
APLYBC
ASEflBL
CALCC
COE"F
DUMlP
ERROR3
INIT2
READI1
READ3
SUKIIAL
WELLSS
WELRIS

HST3D)
APLYBC
ASEtITL
ICALCC
COEFF
DUMP
ERROR3
INIT2
READ
.READ3
SUIICAL
WELLSS
WELRIS

hEAL*B
REAM*
REAL*8
REAL*8
REAM*
REAL*8
'REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

HEAT

.v.I-.-
%0

HST3D
APLYBC
ASEMBL
CALCC
COEFF
CRSDSP
DUMP
ERROR2
ERROR3
ETOM1t
ETOM12
INITI
INIT2
INIT3
ITER
PLOTOC
READ)
READ2
READ3
SUNCAL
VISCOS
WEBAL
WELLSS
WRITEI
WRITE2
WRITE3
WRITE4
WRITES

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4.
LOG ICAL*4
LOGICAL*4
LOGICAL*4
LOGI CAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOG1CAL*4
LOGICAL*4
LOGICAL*4
LOGI CAL*4

GZ REAL*8
REAL*8
.REAL*8
'REAL*B
REAL*8
..RE.AL*8
REAL*8
REAL*8
REAL*8
REAM*
REAL*8'
REAL*8
REAL*8

HDPRNT INIT2
SUMCAL
WRITE2
WRITES

REAL*8
REAL*8
REAM*
REALAB

DTIMENSION (*)
DIMENSION(*
DIMENSION(*)
DlIMENSION(*)

HTCU WELRIS REAL*8



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

1ITCWR

uWT

ETOHI
READ2
WELRIS
WRITE2

ERROR2
ETO"I)
JNIT2
READ2

REAL*8
REAM*
REAL*8
RIEAM*

BEAL*8
R~EAL*
REAL*B
REAL*8

DtIMENSION(*)
DIKENS ION (*

I

DItIENSION(*)

DIBENSION(*)
DItIENSION(*)
DIMENSION(*
DItIENSION(*)

11ST3D
APLYBC
ASEMBL
BSODE
COEFF
CRSDSP
D4DES
DUIP
ERRORI1
ERIIOR2
ERROR3
ETOMII
INITI
I NIT2
INIT3
INTERP
IREWI
tSAP2D
ORDER
PLOT
PLOTOC
PRUTAR
READI
READ2
READ3
REWI
REW13
SU*4CAL
TOFEP
VSINIT
WELLSS
WRITE2
WPIITE3
WRITES
ZONPLT

INTEGWR4
INITEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
I NTEGER*4
I NTEGER*4
INTEGER*4
I NTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGE.R*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
I NTEGER*4
I NTEGER*4
I NTEGER*4
INTEGER*4
I NTEGER*44

c ( (
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Table 11.2--Crossureference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

- . ram k fll Va* -* sla.s. EXD .... ,n..SI mntS Vuean. t

C(

11 IYUNP
IREWI
KAP2D
ORDER
READI
READ2
READ3
REWI
RKW13
SOR2L
ZONPLT

INTEGER-4
INTEGER*4
tINTEGER*4

IKTECRR*4
INTECER*4
JITEGER*4
INTECER*4
I ITEGER*4
INTEGERkI4
INTEGER*4

I Z II. .NPrL IflAIDGIV'9 DIfHflNS fI."J

122Z

12Z

13

ZONPLT INTEGER*4 DIIENlSIOW()

COEFF
ERROR2
INIT2
READ2
WRITE2

ORDER
SOR2L
ZONPLT

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

DIMENSIOW()
DJIMENSION(*
DIMENfSION(*
DItIENSION(*
DIMENSIONM(*

ZONPLT INTEGEM4 DIIENSION(*)

INTEGER*4
INTECER*4.
INTjEGER*4111Z

A..

I12X PRWTAR CWARCTER*4 131Z ZONPLT INTECER*4 DIMENSION(*)

ZONPLT INTEGER*4 DIMENSION(*)I12Z ZOKPLT INTEGER'4 DItIENSION(* 132Z

liZ

12

COEFF
ERROR2
INIT2
REAV2
WRITh2

DUMW
IREWI
?IAI2D
ORDER
READI
READ2
READ3
REWI
REVI3
SOR2L
ZONPLT

INTEGER*4
!HTECER*4
INITEGER*4
IHTEGER*4
INTEGW4*

DIIENSIOR(*
DIIENSION(*)
DIMENSION (*)
DIHIENSIOR(*
DItIENSION(*)

IAIHC RST30
DUMP
INITI
READI

IA2rC
IWTECER*4
INTEon*4
INTEGMR4
INTECER*4
INTEGER*4
INTECER*4.
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4

HMTD
DUMP
INITI
READI

IXTEGER*4
INTECER4
THTEGER*4
INTEGER*4.

.IWTEGER*4
INTECERI4
INTEGEM4
INTEcER4

INiTECER*4
INTEGER*4
INTEGER*4
INTECER*4

IA3H1C. UST3D
DUKP
INITI
READI

t



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name progra - type name programs type

IA4

IA4B

IA~l

1MA2

IAA3

IAM4

-L

IIST3D
DMW
INITI
ITER.
READI

DODES

IIST3D
DURP
INITI
READI

UIST3D
DUtIP
IZEJTI
READI

IIST3D
DUllP
INIITI
READI

HST3D
DUMP?
INITI
READI

INTECER*4
IMTCER*4
INTEGER*4
INTEGER*4
IMTGE.R*4

IAIF
INTECER*4

INTEGER*4
INTEGER*4
INTECER*4
INTECGER*4

IABN IIST3D
DUMP?
INITI
READI

IIST3D
APLYBC
DUMP
ERROR2
ETOMIS
INIT2
READI
READ2
WIJRTE2INTEGE.R*4

INTEGER*4
INTEGER*4
INTECER*4

IALBC IIST3D
D~llP
INdITI
ITER
READI

I NTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

I NTEGER*4
INTEGER*4
INTEGER*4
I NTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGEII*4

INTEGEH*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
I NTEGER*"4
I NTEGER*4
I NTEGER*4
INTEGER*4

INTECER*4
INTEGER*4
INTECER*4
INTEGER*4 IALFL

INTEGER*4
lINTEGER*4
INTEGER*4
INTEGERA4

HST3D
DUMP
INITI
INIT2
READI

HST3D
DUMP
INITI
INIT2
READI

IALFT
IAMIF IIST3D

DUMP
INITI
ITER
READ I

INTEGER*4
INTEGER*4
I NTEGER*'4
INITEGER*4
I NTEGER*4

( (I- (
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

JAHAP 11ST3D INTEGER*4 IAYFBC HST3D
DUMP
INITI
READI

IAPRT OST3D

IARHC DUMP
INITI
READ1

IARX NIST3D
DUMP
INITI
RSADI

IARXBC HST3D

JARY 11ST3D
DUMP
INIT1
RFADI

IARYBC NST3D

IARZ "ST3D
jnMP
INITI
READI

INTEGER*4

INTEGER*4
INTEGER*4
IKTECER*4

INTECER*4
INTEGER*4
INTECER*4
INTECER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

IAZFBC UST3D
DUMP
INITI
READ1

IB SOR2L INTEGER*4

INTEGER*4

INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4

INTEGER*4
INTECER*4
INTECER*4
INTEGER*4

IBAIF HST3D
DUMP
INITI
ITER
READI

IBDLBC HST3D
DUlP
INITI
ITER
READ1

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTECER*4

INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTEGER*4

IARZBC 1IST3D

IAXFBC NST3D
DUMP
INITI
READI

IMTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable enciog Variable Variable encing Variable

smame programs type name programs type

InC APLYBC
ASEKSL
COEFF
ERROR2
ERROR3
ETOI
INIT2
INIT3
ITER
ORDER
REA2
SBCFLO
SOR2L
SUHCAL
WBBAL
WELLSS
WRITE2
WRITE3
WRITE4
WRITE5

INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER*4
INTEGER*4
IHTEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4

DIHENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIHENSION(*)
DItENSION(*)
DIMENSION(*)
DIHE.NSION(*)
DIMENSION(*)
DIKENSION(*)
DIMENSION(*)
DIMENSION(*)
DIIENSION(*)
DIMENSION(*)
DIKENSION(*)
DIKENSION(*)
DIMENSION(*)
DIKENSION(*)
DIKENSION(*)

IC

ICAIF

ICALL

V.J

4-I

UIST3D
ASEHBL
DUmP
ERROR2
ERROR3
ETOHI
INITI
INIT2
INIT3
READI
SOR2L
WRITE3
WRITE5
ZONPLT

JIST3D
DUMP

INITI
ITER
READI

IREWI
REWI
REW13

NST3D
DUMP
ERROR2
ETONI
INIT2
READi
READ2
WRITE2

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
TNTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTECER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4

INT&GER*4
INTEGER*4
INTEGER*4

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

IBCHAP WRITE5 INTECER*4 DIHENSION(*)

IBLBC NST3D
DUMP
INITI
ITER
READI

lNTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4

ICC

C (
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Table 11.2--Cross-reference list of Variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

C_

ICC24 HST3D
DU?!P
INITI
ITER
READI

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

lCHYDP HST3D
DUMP'
ERROR2
EMOI
INIT2
READI
READ2
WRITE2

ICC34

ICC35
a.,
LN

HST3D
DUNP
INITI
ITER
READI

HST3D
DUMP
INITI
ITER
READI

HST3D

HST3D
DUMP
INITi
ITER
READI

INTEGER*4
.INTEOKR*

IINTZGER*4
INTEGER*4
INTEGER*4

JNTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

ICI

ICLBC

HST3D
DuHP
INITI
ITER
READI

RST3D
DUMP
INIT!
ITER
READI

HST3D
SUNCAL
WRITES

HST3D

LOGICAL*4.
LOGICAL*4
LOGICA*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4
LOG!ICAL*4
LOGICAL*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4

ICCw

lCFLX

INTEGER*4

INTEGER*4
INTEGWR4
INTEGER*4
INTEGER*4
INTEGER*4

IClIAX

ICNP
ICJI ZONPLT
JCHWT MMT3

DUMP'
ERROR2
ETOMI
INIT2
READI
READ2
WRITE2

INTZGER*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOG!ICAL*4
LOGICAL*4
LOG!ICAL*4
LOG ICA L*4

ICON

ICOW

DODES INTEGER*4

HST3D I NTEGER*4

ICQFLX HST3D INTEGER*4



Table 11.2--Cross-reference list of variables--Coutinued

Refer-
Variable encing

name programs
Variable

type

Refer-
Variable encing

name programs
Variable

type

ICSBC IIST3D

INIT1
ITER
READI

.7 - -,

AITEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4

ID UST3D
DUHP
INITI
L2SOR
RADI

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

ICT

0'

llST3D
DUMP
ERROR2
ETOlI
INIT2
READI
READ2
WRITE2

HST3D
DWUP
INITI
ITER
READI
SUMCAL

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4

ID4 ORDER

ID4CON D4DES

ID4NO ASEMBL
D4DES
ORDER
SHCFLO
WBCFLO

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

DIHENSION(*)
DIHENSION(*)
DIKENSION(*)
DIHENSION(*)
DIKIENSION(*)

INTEGER*4

INTEGER*4 DIKENSION(6)

ICWKT INTECER*4
INTEGEKI4
INTEGER*4
INTfGER*4
INTEGER*4
INTEGER*4

IDBKD lST3D
DUWP
INITI
ITER
READI

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTECER*4

I CxI

'CX?

ICY?)

ICYP

1czH

I CZP

ASEMBL INTECER*4 IDC

ASENBL INTECER*4

ASEHBL INTEGER*4
IDEN

HST3D
DUMM
INITI
READI

IIST3D
DUMP
INITI
1TER
READI'

llST3D

INTECER*4
INTEGER*4
INTEGER*4
INTEGr.R*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4

ASEMBL INTEGER*4

ASEIUL INTEGER*4

ASEHBL INTEGER*4

C
I:EN

(
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

IDIAG D4'DES
ORDER

IWTEGKHR';4 DIMENSION(t)
INTEGER*4 DIMENSION(*)

IDIR L2SOR
ORDER
SOR2L

INTEGER*4
INTEGER*4
INTEGER*4

IDPWKT HST3u
DUMP
INITI
ITER
READI
SUHCAL

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4

IDNFBC RST3D
DUNrP
INITI
ITER
READ1

INTEGER*4
INTEGER*4
INTEGER*4
INtEGER*4
INTEGER*4

IDQHDT HST3D
DUMP
INITI
READ1

INTEGER*4
INTECER*4
INTEGER*4
1NTECER*4

l.1 IDNLBC HST3D
*DUMP

INITI
ITER
READ1

INTEGER*4
INTEGER*M
INTEGER*4
INTEGER*4
INTEGER*4

IDQWDP HST3D
DUMP
INITI
ITER
READ1
SUMCAL

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

IDNOAR HST3D
DUHP
INItl
ITER
READ1

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4

INTEGER*4

IDRCON D4DES

IDT HST3D
DUNP
INIT1
READI

INTEGER*4 DItENSION(6)

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

IDNUt

IDP

PLOT

HST3D
DUMP
INITI
READI

INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4

IDTWIC 1IST3D
DUHP
INITI
READI



Table 11.2--Cross-reforence list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs , type name programs type

IDTIIWR HST3D
DWWP
INITI
INIT2
READI
WJBBAL
WELLSS

INTEGER*4
INTEGER*4
JINTEGER*4
INTEGER*4
IkJGEER*4
INTEGER*4
INTEGER*4

IENDIV IIST3D
DUMP
ERROR)
INITI
READI
WRITE)

IENDVV 1ST3D
DUMP
ERRORI
INITI
READI
WRITEI

IE1

ERRPRT INTEGER*4

ERRPRT INTEGER*4

ERRPRT INTECER*4IE2

INTEGER*4
11lTEGWR4
I NTEGER*4
INTEGER*4
INTEGWM4
INTEGE.R*4

I NTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
.1 NTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
I NTEGER*4

SNJ

IEII IIST31)
DUll?
INITI
ITER
READI

INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INITEGER*4

INTEGER*4
INTEGER*4
IN4TEGER*4
I NTEGER*4
INTEGER*4
I NTEGEIV-4

IEQ

TER

IIST31)
ASEIIBL
CALCC
ITER
L2SOR
SJBCFWO
SOR2L

IRE WI
REWI
REWI13

IEHSUR IIST3D
DUMP
INITI
ITER
READI
SUIICAL

IEUIWKT JIST3D
DI~tP
INITI
ITER
READI
SUMCAL

INTEGER*4
INTEGER*4
I NTEGER'*4
INTEGER*4
INTEGERA*4
INTEGER*4

( (. c
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It Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

IERR HST3D
ERROR1
ERROR2
ERROR3
ERRPRT
INIT2
IREWI
ITER
READI
READ2
READ3
REWI
REWI3
SOR2L
SUNCAL

* LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4'
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

DIMENSION(200)
DIKENSION(200)
DIMENSION(200)
DIMENSION(200)
DIKENSION(200)
DIMENSION(200)
DIMENSION(200)
DIMENSION(200)
DIMENSION(200)
DIMENSION(200)
DIMENSION(200)
DIMENSION(200)
DIMENSION(200)
DItIENSION(200)
DIMENSION(200)

IIITCR HST3D
DUMP
INITI
INIT2
READI
WBBAL
WELLSS

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4

INTEGER*4
INTEGER*4

INTEGSR*4

JiST3D

II ASEMBL
HAP2D

S- III

1112

SOR2L

PRNTAR CNARACTER*4
IF12

IFACE

IFHT

PRNTAR CHARACTER*4
IIIPI

IREVI

PRNTAR
WRITE2

INTEGER*4
H1UIZ

INTEGER*4
INTEGER*4

SOR2L

HST3D
DWMP
INIT1
READI

HST3D
DUtmP
INITI
READI

INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

IFORW PRNTAR CUIARACTER*84
II2Z

IFRAC NST3D INTEGER*4

IG12 PRNTAR CfARACTER*6

IHDPRT RST3D INTEGER*4 113 SOR2L INTEGER*4

1132 ZONPLT

PRNTAR

INTEGER*4

IIS CIURACTER*6



Table 11.2--Cross-reference list of variables--Continued

Refer- Rcfer-
Variable encing Variable Variable encing Variable

name programs type name programs type

llBC HST3D
DUHP
INITI
L2SOR
READI

INTEGER*4
INTEGER*4
INTE"SR*4
INTEGER*4
INTECER*4

IJ2Z

IJw

0

IIBCMP HST3D

IID4 HST3D
DWMP
INITI
ITER
READI

IIDAG NST3D
DUNP
INITI
ITER
READI

I IFHT PRNTAR

IINZON NST3D

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTECER*4

IJWEL

lKIZ

IIST3D
DUWP
INITI
READI

IIST3D
DUMP
INITI
ITER
READI
SUtiCAL

NST3D

HST3D
DUHP
INITI
READI

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTECER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4

INTECER*4

INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTECER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4

INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4

INTEGER*4

12Z HST3D
DUNP
INITI
READ1

IKARHC UST3D
IIR2

IIW

PRNTAR INTECER*4
IKLBC

NST3D
DUMP
INITI
ITER
READI
SUMCAL

INTECER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

NST3D
DUMP
INITI
ITER
READI

IJIZ IIST3D
DUMP
INIT1
READI

INTEGER*4
INTECER*4
INTEGER*'4
INTEGER*4 C.
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer- .
Variable encing Variable Variable encing Variable

name programs type name programs type

S."

JKTAWR R5T3D
DUMP
INITI
INIT2
READI
WBBAL
WELLSS

1THX RST3D
MINP
INITI
READ1

IKTNY RSST3D
MINI
INITI
RF.AM1

IKTHZ HST3D
DUtP
INIS1
READI

IKTWR HST3D
DUMP
INITS
INIT2

' READI
WBDAL

INMCER*4
INTECGt*4
JNTCER*4
IMCER*4
INTECER*4
TINMER*4
INTECER*4

Ixx

IKXY
INMCER*4
INTEGER*4
INTEGER*4
INTEGER*4

RST3D
DUMP
INITI
READI

HST3D
DUMP
INITI
READI

IlST3D
DUnP
INIT1
READI

IKZZ

IKTZPH HST3D

INTEGER*4
INTEGER*4
INTEGER*4
NTEF.G.R*4

INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4

TNTECER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INKEGER*4

INTEGCER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER*4
INTEGER*4

INTECER*4

INTECER*4

INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

I1TEGER*4
INTEGER*4
IMTECER*4
INTEGER*4
INTEGER*4
lNTECER*4

ILAVFL HST3D
Du"P
ERRORI
INITI
READI
WRITEI

ILBL

ILBU

PLAt

INITI

WELLSS INMEGER*4
ILCHW HST3D

DUMP
INITI
ITER
READI

t SUtCAL

IKTXP11 HST3D

IKTYPN IIST3D

INTEGER*4

INTEGER*4



Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable encing

name programs
Variable

type

Refer-
Variable encing

name programs
Variable

type

1LCTIJ

ILHA

UST3D,
DUMP
INITI
ITER,
READ!
SUNCAL

DODES

ANTEGER*4
INTECER*4
IMTECER*4
INTEGER*4
IMTEGER*4
INTEGER*4

IHAP

IHAPI

INTEGER*4

READ3

UST3D
ERROR3
ETGM2
1NIT3
READ)
WRITE3
WRITE5

HST3D
ERROR.3
ETOM2
INIT3
READ)
WRITE3
WRITES

ILI VPA HST3D
DUMP
ERROR!
hINITI
READI
WRITE!

INTECCR*4
INTECER*4
INTECER'4
XNTECER*4
INTECER*4
INTEGER*4

INTEGER*4

INTFGER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INdTEGOER*4
INTEGER*4

INTECER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER'4

DIMENSION ( )
DIMENSIONO()
DIMENSION (3
DIMENSION(3)
DI.MESION(3)
DIMENSIONI(3)
DIHMSIONd(3

DIHENSION(3
DIHEdS IOM (3)
DIMESION (3)
DIMENSION(3
DIHENSION(3)
DJHENSIONM3
DIHENSION(3)

IMAP2

w

IL.NXI WELHIS RZAL*8

ILPRT UST3D
DUMP
INITI
READ!

INTECER*4
INTECER*4
INTZCER*4
INTEGER*4

IMAx ORDER XNTECER*4

IMFEc IIST3D
DUMPA
INITI
ITER
READI

ILVPA UST3D
DUMiP
ERRORI
INIT1
READI
WRITE

INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INJTECER*4
INTEGER*4

IM1ICBC IIST3D
DUMP
INITI
ITER
READ!

1MIN ORDER

INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER*4

INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INTEGER*4

INTEGER*4

IMAIFC IIST3D
DUMP
INITI
ITER
READI

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4

C C (
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Table 11.2--Cross-reforence list of variables--Continued

w

Refer-
Variable encing

name programs

INLUC HST3W
DUMP
IWITI

READ I

110H !N1T2

11101W HST3D

IIIOD REUX

REV13

IMPPTC WRITE3
WRITE5

J)IQW HST3D

ETOMI
IWZT2
ITER
READI
READ2

VIWBAL
WELLS S

VERISZ
WRITE5

IMSBC IIST3D
DimP
INITI
ITER
READI

-

Variable
type

INTEGER*4
INTSCER*4.
INTEGER*4
INTECER*4

XBT MER 4

INMEER*4

IMTCER*4

INTEGER*4
INTECER*4 DI MESION (3

IRT!CER*4
INTZGER*4

-LOGICAL*4
LOGICAL*4
LOGICAL*4
LOOICAL*4
LOGICAL*4.
.LOCICAL*4
LOGICAL*4
LOGICAL*4.
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

INTEGER*4
INTECER*4
INTEGERAI4
INTEGMR4
INTECER*4.

Refer-
Variable encing

name programs

IMCI READ2
READ3

INCJ READ2
RMAD3

INCJI SOR2L

INCJ2 SOR2L

ICJ3 SOR2L

INZONE ERROR2

IOR PRNTAR

IOUT MAP2D

IP UST3D
DULP
INITI
READI
WRITE5

IPACE MAP2D

IPAIF HST3D
DUMP
INITI
ITER
READI

Variable
type

INTEGER*4
INTECER*4

XIMTCER*4.
ILNTECER*4

INTEGER*4

INTEGER*4

INTECER*4

DIMNSION(*) IAOGICALA!4

INWTEGER 4

INTECER4

INTEGER04
INTEGER*4.
INTECER*4

INTECER*4

INTECER*4

INTECER*4

INTEGEt*4
INTECEt*4

INTECER*4

Fi
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Refer-
Variable encial

aame program

lIAR IREVI

IPAhRI IMEVI

flC$ IJST3D

IcU UST3D

IPUILB UST3D
DUMP
'MITI
READI

MOT? MA2D

UKMA UST3D
SLWIAL
WRITZ5

I1'HcV HST3D
ASWVL
DtWU
IMITI
RZADI

IIMcV I3ST3D
ASDKBL
DUMP
IldITI
READI

IP~tCVK UST3D
ASEMBL
DUMP
INITI
READI

Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable Variable encing V

as type name programs

INTEGY.R*4 DII4ESION(* 1110EV UST3D fINTEGE~
ASEMBL Ik4TEGEJ

IMTKGER*4 DUMP INTEGEI
INITI INTECEI

1MTEM9a4 RAD I INTECEJ

IMTEGEI*4 lPkIZ COUP IRTECEJ
ERROR2 INUTECEE

INMTER*4 STOHI IWTEcEI
IIITEGER*4 1N1T2 IIITEME
IaiTncaR4 READ2 INTGECE
INEGE*4 ZDNPLT INTECE

INTEGE*4 DUMMSION(* ,*) 111Z1 ZOMILT INTEGEI

IMKTCRM*4 IPUZZ ZONFLT INTlECEI
INTE10U4
INUCEM*4 JIM? HST3D INTECEE

INTECER4 I10R UST3D INTECES
INTIME*4 DUMIP INTCEE
IMTEME*4 IN!?TI INTICE
IMTEGu"4 READ I IHTECE
INTEGEE'4

INS$ UST3D INTECGE
xN=WER4
INTEGER*4 IIOW UST3D INTECE

triable
type

L"4

j*4
L*4

1*4

1*4

1*4

1*4
1*4
t*4
1*4

1*4

L*4

INTECER*4
IMTZGER*4
INTEGER*4

INT EGER*4
INTECER*4
INTECER*4
INTECER*4
I NTECER*4

( c (C
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

IPRPTC HST3D
DUMP
INIT2
READI
READ2
READ3
SUCDAL
VRITE2
4RITE3
WRITE4
WRITE5

.INTECER*4
INTMCER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INTEGER*4
INTEGER*4
INTECER*4

IPWKT HST3D INTEGER*4
DUMP INTECER*4
INITI INTECER*4
ITER INTEGER*4
READ1 INTECER*4
SUMCAL INTECER*4

IPWKTS IST3D INTEGER*4
DUMP INTECER*4
INITI INTEGER*4
ITER INTEGER*4
READ1 INTEGER*4
SUMCAL INTEGER*4

&I-n

IPSBC HST3D
DUMP
INITI
ITER
RUADI

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
1NTECER*4

IPT

IPV

IPVK

PLOTOC IMTECER*4

RST3D INTEGER*4
ASEMBL INTEGER*4
DUMP INTECER*4
INITI INTEGER*4
READI INTECER*4

HST3D INTECER*4
ASEMBL INTEGER*4
DUMP lNTECER*4
INITI INTEGER*4
READI INTEGER*4

IPWSRS IIST3D INTECER*4
DUMP INTECER*4
INITI INTECER*4
ITER INTECER*4
READ1 INTECER*4
SUMCAL INTECER*4

IPWSUR HST3D INTECER*4
DUMP INTECER*4
INITI INTEGERA4
ITER INTECER*4
READI INTEGER*4
SUMCAL INTEGER*4

IQFAIF HST3D
DUMP
INITI
ITER
READI

INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable , Variable encing Variable

name programs type name programs type

IQPBCV HST3D
DUMP
INJITI
READ I

1NTECER*4
1WT9P9R*4
fIMTgcEI4
XMTF.6ER*4

IQIiFX

IQHFY

IQliFZ

IIST3D

HST3D

UST3D
IQPFX IIST3D INTECER*4

IQFFY HST3D INTEG.cR*4

IHTEGE.R*4

IQULBC IIST3D
DUll?
IHITt
READIIQFFZ HST3D

IQELBC IIST3D
DUMP
INITI
READI

1QFSBC UST3D
DUMP
IMITI
ITER
READ1

IQUAIF l1ST3D
DUMP
INITI
READI

IQIACBC HST3D
DUMP
IIIITI
RLLD 1

IQIIFBC 1IST3D
DUMP
INIITI
ITER
READI1

INTECER*4
INTECER*4
INTEGcER4
INTEM0R4

IQULYR HST3D
DUMP
INITI
ITER
READI
SUWCALINTECER04

INTECER*4
INTEGER*4
INTECER4
IHTEGER*4

xMTgEM*4
INTECER*4
IRTEGER*4
IMTZGER*4

INTEGER*4

INTEGER*4

INTECER*4

INTECER*4
INTECER*4
INTECER*4
lINTECER*4

INTEGER*4
INTEGER*4
INITECSR*4
INTECER*4
INTEGER*4
INTEGCER*4

INTECER*4
INJTEGCER*4
INTEGER'4
INTEGER*4
INTEcER*4

INTEGER'4
INTEGERC4
INTEGER*4
INTECER*4
INTECER*4
INTEGER*4

INTEGER*4
INTEGER*4
INTEGER* 4
IIJTEGER*4

IQUSBC HiST3D
DUMP
INIlTI
ITER'
READI

IQUW HST3D
DtWP
INITI
ITER
READ1
SUMCAL

INTEGER*4
INTECERA4
INTECER*4
INTECER*4

INJTECER*4
INTECER*4
INTECER*4
INTECER*4
IIJTECER*4

IQSAIP IIST3D
DUMP
'INITI.
READI

c (
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Table 11.2--Cross-reference list of variables--Continued

Refer- . Refer-
Variable encing Variable Variable encing Variable

name . programs type name programs type

IQSFBC HST3D:;' 4fINTEGER*4.
.DUM "INTEGER' 4
INITI INTECER*4
ITER IKTEGER*4
READI IMMECER*4

IQWLYR HST3D
DUMP
INITI
ITER
READM

-SUNCL
IQSFX

IQSFY

IQSFZ

HST3D

RST3D

IIST3D

INTECER*4
xQM

INTECER*4

1NTEGER*4

PJ

IQSLBC IRST3D
DUMP
INITI
READI1

INTEGER*4
INTECER*4
INTEGER*4
INTEGER' 4

INMEER'A
INTECER*4
INTEGER*4
INTEGER' 4
INTEGER*4

HST3D
DUMP
INITI
ITER

SUNCAL

HST3D
DUMP
INITI
ITER
READI
SUMCAL

INTECER'4
INTEGIR*4
INTEGER' 4
INTECERt'4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER'4
INTECER*4
INTECER*4
INTZGER'4
INTECER'4

INTECER'
INTEER' 4
INTEGER*4.
INTECER*4
INTECER*4
INTZCER*4

IQSLYR BST3D
DUMP
INITI
ITER
READI

IQWV

IR2
SUMCAL INTECER*4

PRNTAR INTEGER*4

PRNTAR INTEGER*4IR3
IQSSBIC II .ST3D

DUKP

ITER
11REDI

INTEGER'!4

INTEGER'!4
INTEGER'!4
INTEGER'!4

IR3LBL PRNTAR CRARACTER*l

lR3P

1RMW

PRNTAR INTEGER'!4

IQSW HST3D
DUMP
INITI
ITER
READ1
SUMCAL

INTEGER*4
INTEGERt*
INTECER*4
INTEGER*4
INTEGER*4
INTEMER04

HST3D
DUMP
INITI
ITiER
READI

INTECER*4.
INTECER*4
INTECER*4
INTECER'!.
INTEGER'!.



Table 11.2--Cross-refereice list of variables--Continiued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

S_

IRCPPH 11ST3D
DUMP
INITI
RFADI

IRF HST3D
DUMP
INITI
READI

11W HIST3D-
DW04P
INITI
READI

IRHI HST3II
DUMP
INITI
ITER
READIA

IRUIS HST3D
DUMP
INITI
READI

IRHSBC UST3D
DUMP
INITI
ITER
READI

1N IH9GER*4
1tNTEC*4
INTECER*4
INTEGER*4

IAITEGE1'4
INTEGER*4
INTEGcER*4
IN4TZME*4

1R

IMTECER'4
INTEGER*4
INTEGER*4
INTEGER*4

IRIISW

'ROW

IRS

IIST3D
DUMP
INITI
ITER
READI
SUMCAL

UST3D
DUMP
INITI
READI

D4DES

HST3D
DUMP
INITI
RLADI

HST3D
DUMP
INITI
ITEm
READ!

I NTEGER*4
INTEGER*4
I NTEGER*4
INTEGER* 4
INTEGER*4
INTEGER* 4

I NTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

INTEGER*4

INTECER'4
HITEGER*4
INTECER*4
INTrECER*4

INTECER*4
INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4

INTECERlA4
INTEGER*4
I NTEGER*4
INTEGER*4

INTECER*4
INTEGEIR*4
INTEGERL*4
INTECER*4
INTECER*4 IRSI

INTECER*4
INTECER*4
II4TEGER*4
INTEGER*4

IIITEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

ISICII HST3D
WBBAL
WELLSS
WELRIS

ISORD HST3D
DUMP
L2SOR
READI
WRITE5

INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

DIHENSION(3)
DIHENSION(3)
DIHENSION(3)
DIKENSION(3)
DIHENSION(3)

c C
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

ISII?

1SxI

ISYT

LaI%) ISzz

ORDER

HST3D
DUMP,
INITI
ITER
READI1

HST3D
DUMP
IMITI
ITER
READ I

1NST3D
DUMP
INITI
ITER

HST3D
DUMP
INITI
READI

11ST3D
DUMP
INITI
ITER
READ I

IMTECER*4
INTECER*4
INTECER*4
INTEGER*4
INTEOER*4

ITC

ITCS

ITCV

'INTECER*4.

IRTECER*4
IWTECER*4
INTEGER*4.

ITEWR

IT

ITAIP

INTECER*4
INTECEl*4
INTECER*4
INTECERA4
INTRCER*4

INTrEGER*4
INTECER0A
ZNTECERA4

INTECU'A

INTFCER*4
INTECER*4
INTECER*4
INTEGER*4
INTECER*4

ITFLX

ITFU

ITPX

HST3D
DUMP
INITI
TNIT2

READI
WUBAL
WELLSS

HST3D

HST3D

HST3D

UST3D
DU"P
INITI
ITER
READI

IIST3D
DUMP
INXTI
ITER
READI
SUNCAL

HST3D
ASEMDL
DUMP
INITI

READ 1

INTECER*4
INTECER04
INTECERA4
INTECER*4
INTECER*4.
INTEGER*4
INTECER*4

INTECER*4

INTECER*4

INTECZR*4

INTECER*4
INTECfLPR4
INTECER*4
INTECER*4
INTECER*4

IMTECER*4
INTECER.'4
INT1FCER*4
INTECER*4
INTZCER*4
INTECER*4

INTECER*4
INTECER*4
INTECER*4
INTEGER*4
INTEGERC!4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

ITFY

ITFZ

HST3D IMTKCER*4
ASEMBL IMT&GB*4
DUMP XUTECER*4
INITI INTKWER*4
READI ITBCEB*4

ITHY HST3D INTECERA4
ASEMBL INTEWER*4
DUMP lNTECER*4
INITI INTECER*4
READI INTECEK*4

MST3D INTEGER*4
ASEMML INTEGER*4
DUHP INTEC E*4
INITI INTECER*4
DEADI INTEGER*4

HST3D INTECER*4
ASEMBL NTEGCEI*4
DUMP INTECER*4
INITI INTMCER*4
READI INTECER*4

ITHYX

ITHCBC UST3D
DUMP
INITI
READI

INTEGER*4
INTBCER*4
INTEGER*4
INTECER*4

ITHYZ

ITVZ
ITHX

ITHXY

ITHXZ

IST3D INTECER*4
ASEML INTECER*4
DUMP INTEGER*4
INITI INTECER*4
DEADI INTZEER*4

UST3D INTGCER*4
ASEbL INTEGR*4
DUMP INTECER*4
INITI INTGwER*4
REALDI INTEGER*4

UST3D INTECER*4
ASEMBL INTEGER*4
DUMP iNTWER*4
INITI INTEGER*4
READI INTEGER*4

HST3D INTECER*4
ASEZBL INTECER*4
DUIP INTECER*4
INITI INyTECE*4
READI INTECER*4

HST3D INTECER*4
ASEDML INTEGER*4
DUlQP IFEECER*4
INITI INZGER*4
READI INMTU;1*4

ITHZX HST3D INTECER*4
ASEMBL INTECEl*4
DUMP INTFCER*4
INITI INTECER*4
READI INTECER*4

ITHZY HST3D INTEGER*4
ASEMBL lNTEGER*4
DUMP INTEGER*4
INlT1 INTEGER*4
READI INTEGER*4

(
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

(7

ITIME RST3D
APLT8C
CALCC
CLOSE
COZFF
DUHP
ERROR3
ETOM2
INIT2
INIT3
ITER
READI
READ3
SUMCAL

ILLSS
WRITE2
WRITE3
WRITE4
WRITES

INTECER*4
INTEGER*4
INTEGER*4
ITEGER*4
INTECER*4
INTEGER*4
INTtGER*4
IWTEGER*4
1IWTECER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTDGER*4
INTEGER*4

IIITECER*I.
INTECER*4
INTEGER*4
INTEGER*4

ITM2

ITMAX

HST3D
DUMP
INITI
L2SOR
READI

INTEGER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4

HST3D
SUMCAL
TOFEP
WRITR5

SOULITNO

0D.

ITNOC HST3D
SOU L
WRITE5

ITNOP RST3D
SOR2L
WRITE5

ITNOT HST3D
SOUL
WRITES

INTECER*4
INTECER*4
INTECER*4
INTEGER*4

INTEGER*4

INTECER*4
INTECER*4
INTECER*4

INTEGER*4
INTEGER*4
INTEGER*4

INTIEGER*4
INTEGER*4
INTEGER*4

ITLBC RST3D
DUMP
INITI
ITER
READI

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4 ITNP

ITHI NST3D
DUMP
INITI
L2SOR
READI

INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4

ITO

ITOS

ITOW

HST3D INTECER*4

HST3D INTEGER*4

HST3D INTECER*4

IHST3D INTECER*4

I



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

ITPI HST3D
DWP
INITI
L2SOR
READI

IMTECER64
UITZGER*4
INTMER*4
1MTBCEB*4
IMTEGU&*4

lTSBC HST3D
DUMP
INITI
ITER
READI

INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTECER*4

ITP2 HST3D
DUMP
INITI
L2SOR
READI

INtETZM*4
INTECC 4
INTAGER*4
IMNIEG *4
INTER*4

INTEMR*4
IMTECEM*4.
lUTEGER4
INTEGER*4

ITSX

ITSXYITPEBC IST3D
DUMP
IMITI
READI

ITQPLY UST3D M=GR 4

NST3D
ASE&WL
DUMP
INITI
READI

UST3D
ASEMBL
DUMP
INITI
REAnI

UST3D
ASEMXL
DUMP
INITI
READI

HST3D
ASEKBU
DUMP
INITI
READI

ITSXZ
ITRN

ITRNI

ITRN2

MST3D
ASEMIL
ITER
WRITES

UMEGERc4
IMTECER*4
INTSGWR*4
INTECGR*4

INTEGER*4
IMTEGcR*4
INT U a*4
INTEGER 4
INTECER*4

INTECER*4
INTECER*4
INTECER*4
INTEGU*4
INTECER*4

INTECER*4
INTECE'*4
IMTEGER*4
INTGERU*4
IHTECER*4

INTECER*4
INTECER*4
INTEERE*4
INTECER*4
INTECER*4

INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4

WELLSS INTECEM04 ITSY

WELLSS INTECER*4

ITRNDN WELLSS INTECER'4

ITRNi

ITRNP

ITER

ITER

INTECER*4

INTECER*4

ITSYX HST3D
ASEIML
DUMP
INITI
READI

(
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

.._., - ta .. -

AID11.
ASEML1
DUMP
INIT)
RZADI1

IN AnknUMA-4

;INTEQER*4
INTECER*4
INTEGER*4
INTEGER*4

AlINKI UbTiD

DUMP
INITI
ITER
READ1
SUMCAL

INTEKGERR'4
1NTZCER*4.
INTRGER*4
INTEGER*4
INTEGER*4
INrEGER*4

ITSZ HST3D
ASEMBL
DUMP
INITI
READI

INTEGEU*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4

ITWSUR HST3D
DUMP
INISI
ITER
READI
SUMCAL

w

ITSZX HST3D
ASEMBL
DUMP
lNITl
READI

ITSZY HST3D
ASEMBL
DUMP
SNITI
READ)

ITUWR HST3D
DUMP
INITI
INIT2
READI
WBBAL
WELLSS

INTE ER*4
INTEGER*4
IRTRGE*4
INTEGER*4
INTEGER*4.

INTECERCI4
INTECER'4
INTEGER*4
INTECER*4
INTEGER*4.

INTEGERI*4
INTIEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4

ITX

ITT

ITZ

HST3D
DUMP
INITI
READI

HST3D
DUMP
INITI
READI

NST3D
DUMP
INITI
READI

IMTEGER*4
INTZGER*4
INTZ'EER*4
INTEGER*4
INTEGER*4
INTEGER*4

KNTEGER*4
INTECER*4
INTECER*4
1NTEGER*4

IMTECER*4
INTEGER*4
JWECER*4
INTECER*4

INTECER*4
INTEGERC4
INTEGER*4
INTECER*4.

INTECER".IUBBLB HST3D



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

oame progran type name programs type

~~~- - - -- - - - - -_ - -.....a
lurwbc 3T3D 1TEGg34

IUDNBC

IUDHLB

IUDrBC

'IU

IUKHIBC

IUKLB

IUPHIL

IUTBC

IUVAIF

IUVISL

IUZELB

IV

IVA

115T3D

HST3D

MST3D

DODES

IIST3D

1=3TD

HWT3D

HST3D

HST3D

HST3D

li8T3D

REW13

HST3D
DUMP
INITI
L2SOR
READI1

ZINTEGEa*4

INTECU*04

INTZGER04

INTEGER*4

INrEGIa4

INTECER4

INTEGER*4

UITEMER4

INTEGER*4

INTEGE.R*4

INTECER*4

IVAIV UST30

IWITI
RELDI

IVAfBC liST3D

INITI
ITER
READI

IVAWD UST3D
DUMP
INITI
ITER
READ!
SUWCAL

IVIS UST3D
DUMP
INITI
READI

iVPA HST3D
DU"P
INITI
ITER
L2SOR
READ!
SU4CAL

INTZG'Eaau
INTECZRA4
INTEGER64
INTECEB'4

INTECER*04
1NTEME*4
IINTEGER*4
INTZGER*4
INdTEGER*4

ZUTEGER*4~
INTEGERA4
lMTECEft04
INTECGER*4
INTEGER64
IMTECERA4

INTEGER*4
I.NTECER*4
INTEGER*4
INTEGER*4

INTZGER*4
INTECER*4
INTEGER*4
INdTEGER*4
INTEGER*4
INdTEGER*4
INTEGER*4

DIMENSION(*)
DIMENSION(*)
DINENSION(*)
DIMENSION(*)
DlMENSION(*)
DIMENSION(*)
DIMENSION(*)

( C
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programts . type name programs type

IVSLBC HST3D
DUMP
INITI
READ I

INTECER*4
INlTECER*4
INTECKR*4
INTECER*4

IWEL

IVX1x

Ivry

lVzz

IV

HST3D INTECER*4.

HST3D

flST.3D

INTECER*4

INTECER~4

ASEMBL
ERROR2
ERROR3
ETOMHI
INIT2
ITER
PLOTOC
READ2
READ3
SUMCAL
WBDAL
IJPLISS
WELRIS
WRIT12
URITE3
WRITE5

INTECERRA
INTECER*4
INTECER*4
INTECERA4
INTECER*4
INTECER*4
INTECER*4
INMEER*4
IRTECER*4
INTECER*4
INTECER*4.
INTEGERa!4
INTECER*4
INTECER*4
INTECER*4
INTECLR*4

IIRTECER*4
XN7TECfl*4
INTEGER164
INTECER*4

ASEMBL
WROR2
IRIT2
XTER
READ2
tUBAL
WEI.LSS
WRITE2

INTECER*4
INTLEOU*4
INTECER*4
INTCMER'4
XNTECER*4
INTCRM*4
INTECER*4
INTEOER*4

DIMENSION(*)
DIMENSION(*)
DIMENSION(M)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

IVFICU IIST3D
DUMP?
INITI
READI1

WRITZ5 INTECLER*4
ZOWPLT INTEGER*4

1W 1P

1W2P

WRITE5 INTECER*4

WRITE5 INTECER*4

IWFPCUJ 11ST3D
DU"P
INITI
READI

IIRTEME*4
INTECER*4
INTECER*4
IMTCER*4

WAIF IRST3D
DUMP
INITI
READI

INTECZ1R4
INTECER*4
INTECER*4
INTECER*4.

IWHICU HST3D
DUMP
INITI
READI

INTECERA!4
INTECER*4
INTEGER*4.
INTECER*4

IVCF RST3D INTEGER*4



Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable encing

name programs
Variable

type

Refer-
Variable encing

name programs
Variable

type

IWHPCU HST3D
DUMP
INITI
READI

WFA{EK*4
IHT9GER*4
INTECER*4
1NTECER*4

IWI

IWID

IWOD

IWPP

HST3D 1NTECER*4
DUMP 1NTECER*4
lNITI INTEGER*4
ITER INTEGER*4
READI INTEWER*4
SU)CAL INTECER*4

HST3D INTECER*4
DUMP lNTECER*4
INITI INTECER*4
1NlT2 INTECER*4
READI INTEGER*4
WBBAL INTEGER*4
WELLSS INTECER*4

HST3D 1NTEhCR*4
DUMP INTEGER*4
INlTI INTECER*4
1NIT2 INTECEB*4
RELADI INTECEU*4
WBBAL INTIGER*4
WELLSS INTECER*4

WRITE5 INTECER*4

IWQMTH UST3D INTEGER*4
DUMP INTECER*4
INITI INTEGER*4
ITER INTEGER*4
READI INTECER*4
SUMCAL INTEGER*4

IWRANG HST3D INTEGER*4
DUMP INTECER*4
INITI INTEGER*4
INIT2 INTEGER*4
READI INTEGER*4
WBBAL INTEGER*4
WELLSS INTEGER*4

IWRSL HST3D
DUMP
INlTI
IN1T2
READI
WBBAL

INTECER*4
INTECER*4
1NTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

IWRUF HST3D INTEGER*4
DUHP INTEGER*4
INITI INTECER*4
INIT2 INTF.GER*4
READI INTFCER*4
WBBAL INTECER*4
WELLSS INTECER*4

lWQ I

IWQ2

WRITE2 INTECER*4

WRITE2 INTEGER*4

IWSICU UST3D
DUMP.
lNITI
1READ

INTECER*4
INTEGER*4
INTFGER*4
INTEGER*4

f



C C C
I

Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing I Variable Variable encing Variable

name programs type name programs type

IWSPCU HST3D
DUfP
INITI
READI

! ' l 4NTEOER*4
'!NTECERP4
IWTEGER*4
INTEGER*4

Iy H1ST3D
DUHP
INITI
RUDI

INTECER*4
INTECER*4
INTECER*4
INTECER*4

Ix

iXIN

HST3D
DUMP
JIITI
READI
SOR2L

INTEGER*4
INTCIER*4
INTECER*4
INTEGR*4
INTEOER*4

Iz HST3D
DUMP
INITI
ITER
READI

INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
ITEGER*4

"'IP

urnM

1X2P

IX3)f

IX3P

lxxx

IXXN

SOR2L INTEMER*4

SOR2L

SORL

SOUL

SORL

HST3D
DU"P
INITI
L2SOR
READI

HST3D
DUMP
INITI
L2SOR
READI

INTECER*4

IRClER*4

IZELBC HST3D
DUMP
INITI
ITER
READI

INTECER*4
INTECER04
INTEGER*4
INTECER*4
INTEM*4

INTECER*4
INTECER*4
J.CTEGER*4
IRTEGER*4

INTCER*4 IZHICBC IIST3D
DUMP
INIIM
READI

INTECER*4

INTCZ*4

INTECER*4
INtCR*4INTECER*4

INTEGR*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

J

SP.
S.
Go

ASEMBL
BSOUK
COEYK
CRSDSP
D4DES
DUMP
E1R0R2
ETOMI
INIT2
INTURP
IREWV
MkP2D

READ!
READ2
READ3
RUX1REIJI

REV3
StW(CL
VSINIT
WRITES
ZONPLT

D4DKS
I"EWl
KAP2D
READ2
READ3
REW1
REUI3
ZOWPLT

!MTBRCER'4
IMUGEIR*4

INTGCER*4
IdrTCER*4INTAEC *4

INTEGER*4
INTECERB*4
INTZCER*4
INTEWER14

INTEGU*4
INTZGER*4
INTEGER*4
INTECER*4INTZGER*4

INTECER*4INTECGF-*4

INTECERB4
IHTECER*4
INTGEC *4
INT&CEB*4

JlZ

J2

J2Z

J4

COEFF
ERROR2
INIS2
READ2
WRITE2

A4DES
IREW1
HA2D
READ2
READ3
Mt

REW13
ZOWPLT

COEPP
ERROR2
INIS2
READ2
WUITU2

D4DES

MAP2D

ERROR2
INIT2
MHP2D

INTEGER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4

INTEGER*4
INTECER64
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTMECE4
INTW ER*4

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DINENSION(*)

INTECER*4
IM1ECER*4
INT1CER*4
INTeGER*4
INrTcER#'4

DIMENSION(*)
DIMENSION(*)
DIMENSIONM()
DIMENSION(M)
DIMENSION(*)

J1 INTICER'4
INTZC R&4
INTECER*4
IITECER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4

JBOT

JC

INTZGER*4

INTEGER*4

INTEGER*4
INTEGER*4
INTECER*4

INTECER*4
INTEGER*4
INTECER*4

UST3D
SUMCAL
WRITES

(. ( C



C (7 C

Table 11.2--Cross-reforence list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs * type

JHVSV BSODE "'iXNTECER*4 JPRPTC WRIT22 INTECER04
WRITES INTEGER*4

JUVSVI D SODE INTEGER*4
JPT PLOTOC INTEGER*4

JI

JIFMT

ERROR2 INTEGZR*4

PRWTAR INTEGER*4
JSTART BSODE INTECER*4

- ELRIS INTECER*4

JINC

JJ

MAP2D IXTECER'4 JTIME HST3D
COE"F
INIT3

INTECER*4
INTEGER*4
INTECER*4DODES INTECER*4

JJ2 D4DES INTEGER*4 JTMAX RST3D
SUMCAL
WRITES

INTEGER*4
INTECER*4
IXTEGER*4'0 JL PLOT INTEGER*4

JMIAPl

JMAP2

UST3D
ERROR3
ETOM2
INIT3
READ3
WRITE3
WRITE5

NST3D
ZRROR3
ETOM2
lNIT3
READ3
WRITE3
WRITES

IMTCER*4
INTEGER*4
INTECER*4
U=~eER*4
rITECER*4
INRTtER*4
INTEGER*4

INTECER*4
INTZGER*4
INTECER*4
INTECER*4
INTEGER*4
1NTECER*4
INTECER*4

DIDENSION(3)
DIMENSION(3)
DIMENSIONO3)
DIMENSION(3)
DIKENSION(3)
DIEMNSION(3)
DIMENSION(3)

DIMENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)

JTOP

JWELL

MAP2D INTEGER*4

ASEMEL
ERROR2
1NIT2
ITER
READ2
WBBAL
WELLSS
WRITE2
WRITES

INTECER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEWER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4

DIMENSION(*)
DIMENSION(A)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(A)
DIHENSION(*)
DIMENSION(*)
DIMENSION(M)

WELLSS INTECER04 DIMENSIONCA)

JODD BSODE

JPMAX HST3D
SUMCAL
WRITES

INTECER*4

INTEGER*4
INTEGER04
INTEGERA4



Table 11.2--Cross-reforence list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

K

KI

(

APLYBC
ASEMBL
BSODE
CALCC
COEFF
CRSDSP
DUMP
ERHORI

INIT2
IREW1
ITER
HAP2D
ORDEk
READI
READ2
mE4I
REWI3
SU ICL
VStNIT
WIBBAL
WBCFLO
UELLSS
UEIRIS

WRITE2
WiRIT5

INIT2
IREWI
MAP2D
REWI
REWI3
WRITE5

IMITECER*4
IIITECER*4
IMTECER*4
INTEGER*4
INTEGER*4
INTEER'4
INTEGU*4
INTEGER*4
INTCEC*4
INTEGER*4
INTECER*4
INTECPR*4
INTEGEa*4
INTECER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER*4

INTEGER*4
ItThCER*4

INTECER*4

KI1Z

K2

K2Z

COEFF
ERROR2
INIT2
READ2
WRITE2

IREWJI
HAP2D
'EU'
REWI3REW13

COEFF
ERROR2
INIT2
READ2
WRITE2

INTECER*4
INTECEK*4
INTECER*4
INTEWER*4
INTECER*4

DIMENSION(*)
DIMENSION(*)
DIMENSIONM*)
DIMENSION(*)
DIMENSION(*)

INTEGER*4
INTECER*4
INTEGER*4
INTZGER*4

INTEGER*4
INTEWER*4
INTECER*4
INTECER*4
INTECER*4

DIMENSION(M)
DIMENSION(*)
DIMENSION(*)
DIMENSION()
DIMENSION(*)

KARHC APLYBC REAL*8 DIHENSION(*)
INIT2 REAL*8 DIMENSIONCA)

ICC

ICcMAX

PLOT

HST3D
SUMCUL
WRITE5

INIT2

INTECER*4

INTECER*4
INTECER*4
INTECER*4

INTEGER*4IF
INTECER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4

KYLAC BSODE INTEGER*4
WELRIS INTEGER*4

lNlT2 INTECER*4KINC

KK

C
MhAP2D INTEGER*4

(



C C C,
Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

KL

JCLDC

KKtAPI

lNIT2 ZHTEGERA4

APLYBC
INIT2
WRITE2

HST3D
ERROR3
ETOM2
lNIT3
READ3
WRITE3
WRITES

RST=
ERROR3
ZTO2
IWIT3
READ3
WRITE3
WRITE5

REAL*8 DIMENSION(*)
REAL'8 DI MEN SION(*)
REAL*8 DIMENSION(*)

KPNAX HST3D
SUHCAL
WRITES

KTHAWR ETOHI
READ2
WIELRISINTEGER*4

INTECER'4
INTEGER*4
INTECER'A
INTECER*4
INTEGERA4
INTEGER*4

INTECER*4
INTEGRR*4
INTEGER'4
INTEGER4
iNTECER*4
INTECER*4
INTECER*4

4S
OU,

DIMENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)

DIMENSION(3)
DIMENSIONM(3)
DIMENSIONM(3)
DIPENSION(3)
DIMENSION(3)
DIMENSION(3)
DIMENSION(3)

KTHF HST3D
DUMP
ETOHI
INIT2
READI
READ2
WRKTE2

INTECER*4
INTECER*4
INTECER*4

INTECER'4 DIMENSION(*)
REAL*8 DIMENSION()
REAL*8

REAL*8
REAL' S
REAL'8
REAL'8
REAL' 8
REAL' 8
REAL' 8KMAP2

KTHWR ETCH I
:READ2
WELRIS

REAL'8 DIMENSION(*)
REAL'8 DI MEN SION('
REAL'8,

REAL*8 DIHENSION('
REAL*8 DIMENSIOW()
RRALOB DIMENSION('

KTHX COEFF
XMOI
1N1T2KKAX WELRIS INTECERA4

KO

KOAR

PLOT

HST3D
APLTBC
DUMP
ETHMI
INIT2
READI
READ2
WRITE2

INTECER'4

REALOB
REAL*8
REAL'8
REAL*8
REAL'8
REAL*8
REAL' 8
REAL*8

KTHXPM IWIT2
READ2
WRITE2

REAL*8
REAL'8
REAL'8

REAL'8
REAL0%8
REAL*$

DIMENSION(M)
DIMENSION(*)
DIMENSION(*)

DTMENSION(*)
DIMENSION(*)
DIMENSION(*)

KTHY COEF"

INIT2

)



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

KMh'1h 1M1T2
READ2
WRXTE2

KTHZ COE"F
E1OX1
INIT2

KTHZPM INIT2
RZAD2
WIT9fl2

RXAL*8
RNtAL*8
RXAL*8

REAL08
REAL*8
REAM~

REAL*8
REAL*8
REAL*8

DIMENSIONM(

DI.MENSIONO()

L

DIMMSIGN(*)

DIMEMHSLDM(*

DIMENSION(*)
DIMENSION C )
DIMENSIWI(*)

KTHAX
P.
VI

UST3D INTEGER04
SUMCAL INTECER*4
WRITES INTECER&4

PLOTOC INTEGER*4

ALYBC
ASEKBL
BSODE

HRROR2
ERROR3
lNIT2
INIT3
ORDER
PLOT
READ 1
READ2
SBCFL0
SUMCAL
WBCYLO
WRITE2
WRITE3
WRITES
ZONFLT

EUHOB2
INIT2
ZONPLT

ERROR3
INIT2
SOR2L
ZONPLT

DODES

INTECEaA4
INTECER*4
INTEGER*4
INTECER'4
INTECER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INYECER*4
INTECER*4
INTEGER*4
INTECEII*4
INTECER*4
fINTEGER*4
INTECEI*4
INTECEE*4
XMTECER*4
INdTECER*4

INTECER*4
INTECEk*4
1INTECER*4

INTECER*4
INTECER'4
UITECEa*4
INTKCER*4

INTECER*4

KWEL

KYT

KZZ

ETOXI
1NIT2
READ2
WRITE2

ETOMI
INIT2
READ2
WRITE2

ETON!
INIT2
READ2
WRITE2

RZAL*8
REALA8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8

REAL*8

REAL*8
REAL*B
REAL*8

DIMENSION(*)
DIMENSIONM(
DIRENSIONO()
DIMESSIOHM(

DIMENSION(*
DII4ENSIOM(*)
DIKENSIHON()
DIMENSIONM(

DIMENSION (C
DIMENSION (C
DII4ENSION(*)
DIMENSIONM*

LI

L2

L3

( ( c
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Table 11.2--Cross-refarence list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

LABEL REWI
REW13
WRIT22
ZONPLT

CRIARACTER*13 DIMENSION(S
CHARACTER*10 DIMENSION(3
CRARACTER*20
CHARACTER*4.

LCROSD

LBLDIR SOR2L CHARACTER*! DIHENSION(3)
WRITE5 CRARACTER*I DIMENSION(3)

LBLEQ L2SOR CRAIACTER*I0 DIMENSION(3)
SOML CRARACTER*10 DIMENSIO(3)

LBW ORDER INTECER*4 DDIENSION(*)

HST3D
ASEMEL
COEFF
DUMP
ERRORI
INITI-
INIT2
ITER
READI
READ2
SBCFLO
WBCFLO
WRITE1
URITE2
WRITE4
WRITES

LOGICAL*4
LOCICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4.
LOCICAL*4
LOGICAL*4
LOCICAL*4.
LOGICAL*4
LOCICAL*4
LOCICAL*4
LOCICAL*4
LOGICAL*4.
LOCICAL*4
LOGICAL*4
LOGICAL04

0.
LCBOTW ASEMBL

READ2
VBUBAL
IJUCYLO
WELSS
V RrTE
'WRITES

XXTEOER4
INTECER*4
1TrEOE*4
INTEOU*4
INTECU'4
INTZOER4
INTECER04.
INTEM*R4
1NTEME*4
1NT3ER*4

DIMESION(A)
DDMESICN(*)
DIMESION(*
DIMESIOU()
DDIMENIOU()
DDIhSION(a)
DINE sto N )
DINEISION(*)
DIIESIOR(*
DIMESION()

LCTOPW ASEfUL
EmOU
IMIT2
ITER
IEAD2
WBRAL
VUCFL0
WELLSS
URITE2
WRITE5

INTEICERP4

INTECER*4
INTECER*4.
IMTCER*4
INTEM*R4
INTECER*4
INTECER04
INTECLER*4

DIMESION(*)
DIHESION(*)
DIMESION(*)
DMES ION (*)
DIMNSiON (*)
DIMESION(*)
DIHESION(*)
DIMESION(ft)
DIMESIORM(
DIMENSION (*)



Table 11.2--Cross-raterencelist of variables--Continued

Refer-
Variable encing

name programs
Variable

type

Refer-
Variable encing

name programs
Variable

type

LDASH WRITE5 CUAR4CTER*150 LINLIH PLOT lNTEGER*4

LDOTS CLOSE
REWI
REW13
W1R1T92
WR1T23
WRITE5

CUARACTER*130
CUARACTER*130
CihRACTER*120
CHARACTER*130
CUARACTER*130
CIARACTER*150

LL APLYBC INTEGER*4.
INIT2 INTEGER*4

APLYBC INTEGER*4LLL

LN MAP2D

LEI4AX

LERAY

HST3D
HAP2D
READ3
WRIT93
WRITE5
ZOHPLT

11ST3D
MAP211
READ3
WRITh.3
WRIT95

REAM*
REAL*8
REAM*
REAL*8
REAL*6
RE.AL*8

LOCAIF UST3D
APLYBC
DUMl?
ERROR2
ETOMII
1141T2
READI
RZAD2
WRZTE2

lINTEGER*4

INTEGER*4
INTEGER*4
INJTEGER*4
INITEGER*4
INTECER*4
INdTEGER*4
INITEGER&4
INTEGER*4
INTECER*4

RFAL*8
REAL*8
REAL*8

REAL*8
LPRUT PEUTAR

WRITE2
WRITE3
WRITE4
WRITES

INTECER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4

DIMIENSION(')
DIMENSIOZ4(*
DlIMENSION4(*)
DIMIENSION(*)
DINIENSIONM*

LENAZ IIST3D
REW3
WRITE3
WRITES5

REAL*8
REAL*8
REAL*8
REAL*8 LRBC ETOH IMTECER*4

LGREN WZ1LLSS REAL*6
WVDYDZ REAL*8

LTD APLYBC REAL*8

LXL HAP20 INTEGER*4
LIMAGE READI CHARACTER680

LIMIT

LINE

Q

WRITE3 CUARACTER*4

PLOT CUARACTER*101

c (.
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

C

LIR

H

MAP2D 1TGER*4 ml

la

APLYIC
ASEMBI,
350DE
coXn
CRSDS?
MDES
DUMP
ERROR.2
ERROR3
ETOMI
ETOH2
!NTT2
ZR!?)
IREW!
ITER
L2SOR
ORDER
PRNTAR
RZADI
RZAD2
READ3
ama1
REV!3
SBCFLO
SOML
SUMCAL
WBBAL
VBcnLo
VELLSS
WRIT82
WRITZ3
WRITE4
WRITES

I WTECER*4
IXTEGER*4
INMEGR*4
IRTEGER*4
INqThEfE4
INTEGER*4
INMEER*4
!RTEGEP4
IWTE9E*4
IH4TEGERA4
1RTERU'4
INTECER*4
11T1 ER*I4
!INTEGER*4
!NTEGER*4
xmTzOER4
INMEER*4
INTEGER*4
INTEGER*4
INTECER*4
INTECER*4
JNTECER*4
JINTEGER*4
INTECER' 4
INTECER*4
INTECER*4
INTEGER*4
INTECER*4
iNTECER*4
INTECER4'4
INTEGER*4
iNTECER'4
INTECER*4

HZ

M0

MA

BSODE
REW1
REV2L
SOU2L

IHTEER'I4
INTEGER*4
IXTECER*4.
INTEGER'!4

SUNCAL. INTEGER'!4

ASEMBL INTEGER'!4
SBCPLO INTECER'!4
VICYLO INTEGER'!4

ORDER INTEGER*4
REV! INTECER*4
REVI3 INTEGER*4
SO2UL IPTEGER*4
WELLSS INTECER*4

MAIFC APLY3C INTECER*4 DIMENSION(*)
ASEMBL INTECER*4 DDIENSION(*)
ERROR3 INTECER*4 DIMENSION(W)
INIT2 INTECER*4 DIMENSION(*)
INIT3 ZINTEGER*4 DIMENSION(*)
SUMCAL INTECER*4 DIMENSION(*)
WRITE2 INTEGER*4 DIMENSION(*)
WRITES INTEGER*4 DIMENSION(*)

MAPPTC HST3D INTEGER*4
ERROR3 INTEGER*4.
READ3 INTECER*4
WRITE3 INTEGER*4
WRITES INTEGER*4

MHUDXX SORL REAML8

MAXIT SOR2L INTECER*4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable enciog Variable

name programs type name programs type

HAXITI HST3D
DUMW
1NTT2
READL
READ2
SOR2L

MAXIT2 HST3D
DUMP
INIT2
READI
READ2
S0R2L

MAXITH BST3D
DUMP
INIT2
IT'
READI
READ2
WRUTE2

MAXORD IST3D
BSODE
WELRIS

IqTEGER*4
U4TzGER*4
INTEGER*4
INTEGER*4
INTEGER*4
IUTECER*4

UST3D
BSODE
WELAIS

INTEGER*4
INTECER*4
INTEGER*4

MFBC

UNTEGER*4
INTECER*4
IUTEGER*4
INTECER*4
INTECRB*4
INTECER04

APLYBC
ASEMBL
ERROR3
INIT2
INIT3
SUICAL
WRITE2
WRITE3
WRITE5

INTEGER*4
INTECEM*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
lMTECER*4
INTECER*4
1NkTECER*4

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMEUSION(*)
DIMENSION(*)
DIXENSION(*)
DUIENSIOI(t)
DIMENSION(*)
DIMENSION(*)

Cn
Q' 1NTECER*4

INTECER*4
InIUER*4
INTEGER*4
INTECER*4
INTECER*4
INTWEC*4

NFLBL PLOTOC
WRIT22
URUTE3
1RIT5

CHARACTER*12
CHARACTER*12
CHAIACTER*12
CHARACTER*12

INTECER*4
imTEGER*4
INTECER*4

MKCBC APLYBC
ASEHBL

141T2
SUMCAL
WITE2
WRITE5

INTECEP*4
INTECER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECEK*4

DIMENSIONM()
DIENSION(*)
DIMENSION(*)
DIMENSION(*)
DIKENSION(*)
DIMENSION(M)

MJXPTS HST3D
BSODE
UELRIS

MAXXX SOR2L

1NTECGE2*4
INTECER*4
1NTECER*4
REAL*8

HD4 D4DES
ORDER

INTEGER*4
INTEGE51*4

MIJKK MST3D
ASEMBL
COEFP
CISDSP
INIT2
SBCFLO
WBBAL
WBCFLO
WELLSS

INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INTEGER*4
INTECER*4
lNTEGER*4

( C



C C
'p a,

C(
I

Refer-
Variable encini

name program

MlJKP IST3D;
ASEHBL
CQOFF
CRSDSP
SBCFLO
WBDAL
WBCFLO
VELLSS

MIJHK RST3D
ASEKEL
COEFF
CRSDSP
lNlT2
SBCFLO
wBCnLO

HIJKXH CRSDSP

HIJMXP CRSDSP

HIJPK HST3D
ASENEL
COEFF
CRSDSP
SBCFLO
VDCFLO

MlJPKl CRSDSP

MIJPKP CRSDSP

Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable Variable encing VO

as type name programs

INTECER*4 MIMJK RST3D INTECKI
INTEGELR*4 ASEMEL INTECKI
INTECER*4 CRSDSP IRTEGEI
INTECER*4 SDCFLO INTECKI
ZNTECER*4 W~cFLO INTECKE

RTEWER*4
INT!CER*4 MIMJKM CRSDSP INTECEK
XNTR7ER*4

DIUJKP CRSDSP INTECG
INTECER*4
INTEGER*4 -IMJNK CRSDSP INTEC8F
INTECER*4
INTECtR*4 MtIJPK CRSDSP JNTECMI
INTECER*4
INTECER*4 MINUS PLOT CNARAC
INTECER*4

MIPJK HST3D INT=EC
INTEGER*4 ASEHBL ItNTECE

CRSDSP INTEEI
INTECER*4 SBCFLO INTEGEI

WBCFLO INTECEI
INTECER*4
INTEGER*4 MIPJKM CRSDSP INTECKE
INTECER*4
INTEGER*4 MIPJKP CRSDSP INTECE
INTECER*4
INTEGER*4 MIPJMK CRSDSP INTECE!

INTECER*4 HIPJPK CRSDSP INTEZC

INTEGER*4

ariable
type

R*4
0*4
R*4
R*4
t*4

t*4

t*4

R*4

R*4

MER* I

R*4
0*4
t*4
'*4
R*4

R*4

t*4

1*4

.

SS

1.1



Table 11.2--Cross-reference list of variables--Coultinued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

YST

ML

1UIT2

,1. .

WBBL4iS;t
TI'i

Dlt$ I

INTECEB*4 MT COEYP
1NIT2
SUMCAL

INTECEK*4
INTECER*4
INTECER*47:I' :MTZCER*4

'- IUTeEG.*4
tNTEC B*4 MIJPI

HnTO

COEFY lNIECEB*4

1NT&MC~*4 BSODE INTEGERA4

APLYBC
AS1ML
ERRO
INIT2
NT3

SUMCL
WRTE2
WUT93
WRITE5

u.

INTECER*4
INT&EGE*4
INTECZR*4
INTECER*4
INTEGER*4
INT W ER64
INTECER*4
LST&CER*4
INTE4

UCECEs*4
INTECGx*4
lNTEWER*4
INTECER*4
INTECBR*4
INTECER*4

DIMENSION(*)
DIMEN5IGHM*
DIMNDSIOW()
DIMENSIONM*
DIMENSION(*)
DIMENSIONM*
DIMENSIOW()

DIMENSIONM*

DIMENSION(8)

MWEL

MXITQW UST3D
DU W
ETIM
1NIT2
RED
REDZ
WUSS
WRITE2

INTECBR*4
INTEGU*4
INTCE*4
INTECEB*4
IN1TECBI*4
INTGR*4
INITE1*4

4~EE*

1NIT2 INTECZR*4

lNlT2
ITER
WBBAL
WELLSS
WRITE5

N

Nl

M P2D INTEGER*4

PRUTAR INTEGER*4
ZONPLT INTECEB*4

PRNTAR INTECE.R*4
ZOHPLT INTEGER*4

N2
HNEXT BSODE INTEGPR*4

HOBW

MSBC

WELLSS REAL*8 DIMENSION(*

hSEMBL
INIT2
INIT3
SBCFLO
SUNChL
WRITE2
WRITE3
WRITE5

INTECER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTEGE*4
INTEGER*4
INTECER*4

DIMENSION(*)
DIMENSION(*)
DIMENS1ON(*)
DIMENSION(*)
DIMENSION(*)
DlMENSION(*)
DIMENSIONM*
DIMENSION(*)

N3

NA

NAl

NA2

NAC

PRUTAR INTECER*4
ZONPLT INTECElt*4

MAP2D INIECER*4

PRUTAR CHARACTER*6

PRNTiAB C1WUACTER*2

ERRDB2 lNTECER*4

( (.
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type
. k

NAIFC HST3D
APLYBC
ASEHL
DUMP
ERRORI
ERROR2
ERROR3
ETOHI
ETOM2
lINITI
INIT2
INIT3
ITER
READI
READ2
REA3
SUMCAL
WRITEI
WRITE2
WRITU3
WRITES

INTEGER*4
INTECER*4
IlTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
IRTECER*4
11TECER*4
INTECER*4

NTECER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INTECER*4
IffECER*4
INTECER*4
INTECER*4

NDELA MAP2D 1NTEGER*4

NDIM INTERP INTEGER*4
PRNTAR INTEGER*4

NEHST HST3D INTEGER*4
BLOCKDATA INTECER*4
DUMP INTECER*4
INIT2 INTECER*4
READI IMTECER*4
TOFEPn INTECER*4

NFBC

U'CA

NC PLOT IMTECER*4
PLOTOC INTECER*4

MST3D INTECER*4
APLYBC INTECERA4
ASEMBL INTECER*4
DUMP INTECER04
ERRORI INTECER*4
ERROR2 INTEGER*4
ERROR3 INTEGER*4
ETOMI IMTECER*4
ETOM2 INTECER*4
INITI INTEGER*4
INIT2 INTECER*4
INIT3 INTECER*4
ITER INTECER*4
READI INTECER*4
READ2 INTECER*4
READ3 INTEGER*4
SUMCAL INTECER*4
WRITEI INTECER*4
WRITE2 INTECER*4
WRITE3 INTECER*4
WRITES INTECER*4

NCMARS MAP2D INTECER*4

NCHP HAP2D INTEGER*4
ZONPLT INTECER*4

NCHPL MAP2D

NC11PR MAP2D

INTEGER*4

INTEGER*4

NCPR, ZONPLT INTEGER*4 NFC ERROR2 INTEGER*4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable .

name programs type name programs type

NGRIDX HAP2D

NGRIDY HAP2D

IUTECER*4 DIMENSION(50) NMCH

INTEGER*4 DDMEMSION(50)

NHC ERIOR2 lMTEGER*4

0'
0

NMCBC UST3D
APLYBC
ASEHBL
DUMP
ERRoR2
ERk0R3
NMI
EThM2
INITI
INIT2
INIT3
ITu
READI
READ2
READ3
SWICAL
WRITEI
WRITE2
WRITE3
WRITES

IMTECER*4
11TECER*4
lNTAWER*4
INTECER*4
INTECEM*4
INTECER*4
INTEcER*4
INTEC8a*4
INTECER*4
INTECER*4
INTEME0*4
INTEGE'*4
INTUECER*4
INTEMeR*4
INTECER*4
INTECEG*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4

HST3D
APLYBC
DURP
ERRORI
ERROR2
ETOII
INITI
INIT2
REDI
READ2
WRITEI
WRITE2

NL ZONPLT INTECER*4

INTECER*4
INTECER04
INTECER*4
INTECER*4
lNTECER*4
INTECER*4
INTECER*4
INTEcER*4
INTEGER'4
INTEGER*4
INTECEB*4
INTECER*4

I
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Table 11.2--Cross-reference list of variables--Continued.

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

NLBC

PI
0%

HST3D
APLYBC
ASEMBL
DUMP
ERRORI
ERROR2
ERROR3
ETOMI
ETOH2
INITI
INIT2
INIT3
ITER
READI
READ2
READ3
SUMCAL
WRlTZl
WRITE2
URITE3
VRITE5

ERROR2

PLOT
ZONPLT

HST3D
CLOSE
DUMP
INIT2
READI

XITEGER*4
INTEGER*4
INTECER*4
INTEZCER*4
INTECER*4
INTEGER*4
I1TEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGIR*4
1NTEGER04
INTEGER*4
INTRCER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECLR*4
INTECER*4
INTEGER*4

NN3

NNC

ZONPLT INTECER*4

D4DES INTECER*4

NNOPPR PRNTAR INTEGER*4

NNOUT MAP2D INTEGER*4

NMPZON HST3D INTEGER*4 DIMENSION(3)
lNIT3 INTEGER*4 DIMENSION(3)
HAP2D INTEGER*4
READ3 INTECER*4 DIMENSION(3)
WRITE3 INTEGER*4 DIMENSION(3)
WRITE5 INTECER*4 DIHENSION(3)

NNPR

NO

NOCV

NLC

NLP

NMAPR

INTECER*4

INTEGER*4
INTECER*4

PRNTAR INTEGER*4

PLOT INTECER*4
PLOTOC INTEGER*4

HST3D INTEGER*4
DUMP INTEGER*4
ERROR2 INTEGER*4
ETOHI INTEGER*4
INIT2 INTECER*4
READI INTEGER*4
READ2 INTEGER*4
VISCOS INTECER*4
WRITE2 INTEGER*4

VSINlT INTEGER*4

INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4

NOTV

I



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

NOTVO HST3D
DUMP
E8oI2
ETOMI
INIT2
READI
READ2
VISCOS
WRITE2

IUTEGER*4
IUN1CER*4
1MTECEr*4
INTECER*4
INTWERB*4
INTEGER*4
INTEGER*4
IITECER*4
JNTECER*4

1NTECER*4
INTECER*4
INTF.GER*4
INTW ER'*4
INTEGER*4
INTEGER*4
INTECER*4
1NTECER*4
INTECER*4

NPMZ HST3D
COEFY
DUWP
ERROK!
ERaoa2
ETOWI
INITI
INIT2
READI
kEAD2
WRITE1
WRITE2
ZOMPLT

I'ITEGER*4
JNTEGER*4
1NTEGER*4.
INTEGER*4
INTEGFR*4
INTEGEB*4
UNrEGER*4

INTEGER*4
INTECERK4
INTEGER*4
INTEGER*4
INTECER*4
INTECEH*4

INTECER*4

NOTVI

NP

HST3D
DUMP
ERROR2
ETOHI
1N1T2
READI
READ2
VISCS

RIUTE2

NPOSNS HAP2D

NPR2

MPR3

PRNTbR lNTEGER*4

PRNTAR INTEGER*4

ZONPLT INTECER*4

HAP2D INTECER*4NPAGES

NPTAIF HST3D
DWMP
ERROR2
ETOWI
INIT2
READI
READ2
WRITE2

INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4

NPAIF APLYBC INTECER*4

NPCX

NPCY

ZONPLT INTEGER*4

ZONl'LT INTECER*4

NPEHDT HST3D INTEGER*4
BLOCKDATA INTECER*4
DMRIP INTEGER*4
INIT2 INTECER*4
READl INTE(:ER*4
TOFEP I;.aEGER*4

( ( (
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

0%

NtMBC IST3D
APLYBC
ASEMBL
DUMP
ERRORI
ERROR2
ERROR3
ETOKI

INITI
IWIT2
1NIT3
IT.R
READI
RKAD2
READ3
SBCFLO
SUMCAL
WRITEI
WRITE2
WRITE3
IIRITZ5

=PTSA4 HST3D
DODES
DUMP
IRITI
ORDER
READI
WRITEI

XHTECER*4
IKTECER04
IMMCER*4
ITECER*4
ICTEGER*4
INTECER*4
IRTECER*4
INTECER*4
ITECER*4
IKTEcER*4
ITECER*4
IqTECER*4
INTECERM
IfNTECER*4
INTEGER*4
INTECER*4
IMTECER*4
IRTCER*4
INTECER*4
INTEGERM*4
INTECER*4
INTEGER*4

INTECER04
InTEGER*4
INTEGER*4
INTECER*4
IRTECER*4
INTECER*4
INTECtR*4

NPTSD4 HST3D INTEGER*4
D4DES lNTECER*4
DUMP INTEGER*4
INITI INTEGER*4
ORDER INTECER*4
READI INTEGER*4
WRITEI INTECER*4

nPTSUl RST3D INTECER*4
ASEMUL INTECER*4
D4DES INTECER*4
DUMP INTECER*4
INITI IMTEGER*4
ORDER INTECER*4
READI INTECER*4
SBCFLO INTECnR*4
wBCFLO INTECER*4
WRITEI INTECER*4

-V1

RM

KROWS

NRP

NRPR

ERROR2 INIECER*4
INIT2 INTECER*4
READ2 INTEGER*4
WRITE2 INMECER*4

NAP2D IXTZER*4

ZOPLT INTEGCER*4

ZONPLT INTEGER*4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

NRSTTP MST30
CLOSE
DUMP
1NlT2
READI

ZMTEWER*4
IMTBCER*4
INTECER*4
INTECER*4
IMTEW R*4

HTUPTO PLOTOC INTECER*4

NTSCHK UST3D
CLOSE
DUMP
RZAD3

IMTECER'4
1MTECER*4
INTEGER*4
INTECE&*4

NS

NSC

NSHUT

MSTD4

ZWNPLT INTEWEBR*4

ER1012 INTECER*4

WELLSS I.TCER*4

UST3D IWTECU*4
DUMP INTECER*4
IWITI INTEClR'4
READI JMUMGE0a4
WRITe! INTICE*4

NTSOPT UST3D lITECER*4
DUMP INTECE*4
INIT2 ITECER*4
TUE IMTEGEI*4

READ! INTECER*4
READ2 INTECER*4
SOR2L ITECER*4
WRITE2 INTECE*40o

NVST VSIHIT INTECER*4

NSTSOR UST3D UITECER*4
DUMP IMTEC E*4
INITI INTEGEI*4
READ! INTEGER04
WRITE! INTBCER*4

NTEWDT IST3V INTEGER*4
BLOC DATA INTZGER*4
DUMP INTEGER*4
INIT2 INTEGER*4
READI INTEGEA*4
TOFEP INTECEI*4

NIIIPTC PLOTOC INTEGER*4

( ( C
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

NWEL HST3D
ASEM8L
DUMP
ERROR2
ERROR3
ETOMI
ETOM2
lNITl
INIT2
INIT3
ITER
READB
READ2
READ3
SU=CAL
UBBAL
WELLSS
URlTEI
WRITE2
WRITE3
WRITE5

INTECER*4
INTECER*4
INTEGER*4
INTECER*4
1NTEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INTEGER*4
INTECER*4
INTE8ER*4
INTERCR*4
INTECER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4

NX

Ss

HST3D INTECER*4
APLYDC INTEGER*4
ASEMEL INTECER*4
COEFF INTZGER*4
CRSDSP INTECER*4
D4DLE INTEGER*4
DUMP INTEGER*4
8RRORl 1NTECER*4
ERROR2 INTECER*4
ETOMI INTECER*4.
ETOM2 INTEGER*4
INITI INTEGER*4
INIT2 INTECER*4
INIT3 IMC!GER*4
INTERP INTECER*4
IRE WI INTECER*4
ITER INrTECER*4
HAP2D INT1CER*4
ORDER INTECER*4
PLOTOC INTECER*4
PR)lTAR INTECER*4
READI INTECER*4
READ2 INTZCER*4
READ3 INTECER*4
REWI INTECER*4
RE1I3 INTECER*4
SBcno INTECER*4
SOR2L. NtECER*4
SUNCAL INTECER*4
WMAL INTEGER*4
WBCFLO INTECER*4
WELLSS 1NTEGER*4
WRITEI INTECER*4
WRITE2 INTECER*4
WRITE3 INTECER*4
WRITE4 INTEGER*4
WRITE5 INTECER*4
ZONPLT INTECER*4

la



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable enciag Variable

name programs type name programs type

NXI

NX2

NX3

NXPR

NXX

ORDER
SOR2L
ZONPLT

ORDER
SOR2L
ZOMPLT

ORDER
SOR2L

INflGER*4
IMTECER*4
ITECWE*4

NXY

INTZCE*4
INITEGC*4
INTECER*4

INTECER*4
INTEWER*4

PRIUM INTZWER*4

INIT2
TOMP
VIcS

INTECER*4
INTEGER*4
INTECER*4

UST3D
APLYBC
ASEMBL
COEYF
CRSDSP
D4DES
DUMP
ERRORI
ERROR2
ETOhI
ETOM2

INIT2
INIT3
IREWI
ITER
ORDER
PLOTOC
PRUTAR
READ!
READ2
READ3

REWI3
SEC LO
SOR2L
SWUCAL
WBBAL.
WBCFLO
WELLS
WRaTEl
JRITE2

WRXTE3
WRITE4
WRITE5

INTECR'*4
lNTEGER*4
INTECER*4
IMTECER*4
INTEGER'*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INTECE*4
INTECER*4
ITEGCER*4
iNTEGER*4
INTEWER*4
tNTECER*4
INTEGER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
IMTEER*'4
INTEGER*4
1NTEWER*4
INTECZR*4
INTEGER*4
INTECER*4
INTEUER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER' 4

C ( C.
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

NXYZ

-J

HST3D
M'LYBC
ASEMBL
COEFF
D4DES
DUMP
ERRORI
ERROR2
ETOHi
ETOM2
INITI
INIT2
INIT3
IREWI
ITER
L2SOR
ORDER
PLOTOC
PRWTAR
READI
READ2
READ3
REWI
REMI3
SOR2L
SUMCAL
UBBAL

WELLSS
WRITEI
WRITE2
WRITE3
WRITE4
WRITE5

INTECER*4
IMNtCER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
INTECGR*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER*4
INTECER*4
INTECER*4
IXTECER*4
INTECER*4
lNTECER*4
IMTECER*4

NIIECER*4
INTEGER*4
1NTEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTECER*4
:NTEGER*4
lNTECER*4
INTEGER*4

NY

NY1

HST3D
APLYBC
ASEMBL
COEFF
DUMP
ERRORI
ERROR2
ETMOHI
INITI
INIT2
INIT3
INTERP
IREWI
ITER

AMP2D
ORDER
PRNTAR
READI
READ2
READ3
REWI
REW13
SOR2L
SUMCAL
WPBAL
WELLSS
WRITEI
WRITE2
WRITE5
ZONPLT

ZONPLT

ZONPLT

INTEGER*4
INTECER'4
lNTEGER*4
INTEGER*4
INTEGER*4
I!TP.CER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER*4
INTECER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
1NTECER*4
lTEGEFR*4
INTECER*4
'.ITEGER*4
INTEGER'*4
INTESER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4

INTEGER*4

NYZ INTECERA4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable enciug Variable Variable encing Variable

name programs type name programs type

NYPK P!BTAR INTEGER'4 NZTPHC HST3D INTEGER*4

HZ

4ZPR.

HST3D
APLYBC
ASEM3L
CALMCC
COAFF
DLUKP
ERRORI1
ERROR2
ETOMI
INITI
IMIT2
INIT3
IREWI
ITER
ORDER
PRNTAR
READI
READ2
READ3
REWI
REW113
SOR2L
SIJMCAL
WBBAL
WELLSS
WRITEI
WRITE2
WRITE5

INTEGER*4
N~TEGER*4
INTEGER*4
INTEGER'4
INTEGER'4
lINTEGE2*4
INTEGER*4
INTEGEE'4
INTECER*4
INTEGER'4
INTEGZR*4
INTEGER*4
INTEGER*4
INTEGE11*4
INTEGER'4
INTEGER'4
INTEGER*4
IMdTEGER*4
INdTEGER*4
INTEGER' 4
INTEGER*4
INTEGER' 4
INTEGER'4
INTEGER'4
IN4TEGER*4
INTEGER*4
INTEGER*4
lINTEGER* 4

DUMP
ETOMI
1NIT2
READ I
READ2
WRITE2

NZTPRO If 53D
DUMP
ETOHI
INIT2
READI
READ2
WRITE2

OCPLOT HST31)
CLOSE
DUMP
MROR3
READI
READ2
READ 3
SOR2L
WJELLSS
WELAIS
WRITE2
WRITE3
WRITE5

INTEGER*4
INTEGER' 4
INTEGER'4
INJTEGER'4
INTEGER*4
INTEGER*4

INTEGER*4
INTEGER' 4
INTEGER*4
INTEGER*4
INTEGER*4
INTEGER'4
INTEGER*4

LOGIlCAL*4
LOGICAL*4
LOGICAL'4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOG ICAL'4
LOGICAL*4
LOG ICAL*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4
LOGICAL*4

LOGICAL*4

CHARACTER' I

ODD
PRNTAR INITEGER*4

ORDER

PLOTOil

C - (
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

'OMECA L2SOR
SOR2L RkAL*8

p

OMCMAX SOR2L RRAL*8

'0

ONCHIN SOR2L

OMOPT RST3D
DUMP
L2SOR
READ1

ORENPR RST3D
DUMP
INIT2
PRNTAR
READI
IRAD2
WRITE2
WRITE3
URITE4
WRMS

REAL*8
REAL*8
R£AL*8
REAL*8

DIHENSION(
DIMENSION(3)
DIMENSION(3)
DIKENSION(3)

INTECER*4
INTGER*4
INTEGRR*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4

REAL*8

APLYBC
ASEMBL
CALCC
COEFF
ETOMI
INIT2
ITER
READ2
SUMCAL
TOFEP
WBBAL
WELLSS
WRITE2
WRITE5
ZONPLT

RST3D
DUKP
ETOMI
INIT2
READl
READ2
SUMCAL
WBBAL
WELLSS
WFDYDZ
WRITE2
WRITZ5

REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8
REAL*8 DIMENSION(*)
REAL*8 DIKENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIHENSION(*)
CJARACTER*10000

PO REAL*8
REAL*
RZAL*S
REALO8
REAL*8
REAL*8
REAL*8
REAL*8
REALM8
REALPS
REAL*8
REALM8

ORFR WRITES INTECER*4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable enciug Variable

name programs type name programs type

POO HST3D
WBBAL
WELLSS
WELXIS

POU HST3D
APLYBC
ASEMIL
DUMP
ETOHI
1NIT2
READ1
READ2
SLICAL

iELLSS
WELRIS
WRITE2

REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAJL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8

PMTH HST3D
APLY8C
ASEMBL
DUMP
ETCHI
INIT2
READI
READ2
SWMCAL
TOFEP
WBBAL
WELLSS
UELRIS
WRITE2
WRTEn5

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*B
REAL*8$.

0

Pl

P2

P4

PS

PRUTAR CUARACTER*2

PRUTAR CIL&LCTER*2

PRUTAR CUARACTER*2

PAEHDT IIST3D
BLOC)DATA
DUIlP
INIT2
READI
.TOFEP

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

DJIENSION(10)
DIHENSION(10)
DIMENSION(10)
DIMANSION(10)
DIMENSION(10)
DIENSION(10)

PAIF
PRUTAR CAMACTER*2

APLYBC REAL*8 DItMENSION(M)
lNlT2 REAL*8 DIMENSION(*)

PAR REIWI REAL*8 DIIIENSION(*)

( ( (
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Refer-
Variable encing

name progran

PARA REWI3

PARB REW13

PARC REWI3

PCL WELLSS

rCR WELLSS

PCs PLOTOC

PCW PLOTOC

PFAC HAP2D

PFSLOW SUNCAL

PIILBC APLYSC

INIT3
WRITZ3

P1 APLYBC
INIT2
WELLSS
WELKIS
WFDYDZ

PINIT HST3D
DUMP
ETOMI
INIT2
READI
READ2
WRITE2

Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable Variable encing V4

as type name programs

REAL*8 DIMENSION(*) PLBL WRITE5 CHARAC

RZAL*8 DIMENSION(*) PLOTWC HST3D LOCICA1
KRROR3 LOGICAI

REAL*8 DIMENSION(*) PLOTOC LOCICAI
READ3 LOGICAI

REAL*8
PLOTWP RST3D LOGICAI

REAL*8 ERROR3 LOGICAJ
PLOTOC LOGICAI

REAL*8 DIMENSION(*) READ3 LOGICAU

REAL*8 DIMEWSION(*) PLOTWT HST3D LOGICA1
ERROR3 LOGICA

REAL*8 PLOTOC LOGICAI
READ3 LOGICA]

LOCICAL*4
PLTZON HST3D LOGICA1

REAL*8 DIMENSION(*) DUMP LOGICA
REAL*8 DIMENSION(*) READI LOGICAI
RZAL*8 DIMENSION(*) READ2 LOGICA]
REAL*8 DIMENSION(*) VRIrT2 LOGICAI

WRITE3 LOGICAJ
REAL*8
REAL*8 PLUS PLOT CHARAC
REAL*8
REALM8 PHCHDT CALCC REAL*8
REAL*8

PHCHV CALCC REAL*8
REAL*8 INIT2 REAL*8
REAL*8 SUMCAL REAL*8
REAL*8
R8AL*8 PMCV CALCC REAL*8
REAL*8 IN}T2 REAL*8
REAL*8 SUNCAL REAL*8

ariable
type

rER*20

L*4
L*4
L*4
L*4

0L4.
I."4
L*4

4i.

L'I4
L*4
0L*4
L4

0L4
04

iL*4
0*4

L*4

rER*1

DIMENSION(A)
DIMENSION(*)

DIMENSION(*)
DIMENSION(*)

REAL*8



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

PMCVDT CALCC RUAL*8 PPCR WELLSS REAL*8

PHUV CALCC
IN1T2
SUMCAL

.EAL*8
REAL*8 DIMENSION(*)
3EAL*8 DLHENSION(*)

PRBCF ILr73D
SUMCAL
WRITE5

LOGICAL*4
LOGCCAL*4
LOGICAL*4

PMHVDT CALCC

PNP C&LCC
ETOH2
INIT3
READ3

POROAR lST3D
APLYUC
DUMP
ETOHI
INIT2
READI
READ2
WRITE2

POROS COEFF
INIT2
READ2
WRITE2

REAL*8

REAL*8
REAL*8
REAL*8
REALV8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

PRDV

PESS

PRG B

HST3D
SUMCAL
WRITE5

LOGICAL*4
LOCICAL*4
LOGICAL*4

TOPEP REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*d
REAL*8
REAL*8
REAL*8

UST3D
SUMCAL
WRITE5

REAL*8
REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIHENSION(*)
DINENSION(*)

PRIBCF UST3D
READ3
WRITE$

PRUDV HST3D
READ3

SRITE5

PRIUCB UST3D
READ3
WRITE5

PUIKD UST3D
READ3
IRITE4
WRITE5

LOGICAL*4
LOGICAL*4
LOCICAL*4

INTECER*4
INTECER*4
INThCER*4

INTECER*4

I~dThEC*4
INTECERA4

INTEGEA*4

IMTECER*4

INTEGER*4
INTECER*4
INTEGER*4
INTECER*4

POS

POSUP

POw

PLOTOC REAL*8 DIMENSION(*)

M"P2D LOGICAL*4

PLOTOC REAL*8 DIMENSION(*)

PPCL UELLSS REAL*8 PRIHAP UST3D
READ3
WRITE3
WRITE5

INTEGER*4
INTEGER*4
INTEGER04
INTEGER*4

( C
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

(7

PRIMIC HSTID
READ3
WRITES

PRISLH HST3D
READ3
WRITES

PRIVEL HST3D
READ3
VRMTE4

WRITES

PRIVEM HST3D
READ3
WRITES

.IHTEGR0'
RIMM CER4
IMTECER4

INTECER*4
INTECER04I
INTZGZR*4

INTEGER*4
INTECER*4
INTEGE*4
INTEOER*4

PRTBC HST3D IA)GICAL*4
DUMP LOCICALCI4
READI LOGICAL*4

IREAD2 LOCICAL*4
READ3 LOCICAL*4

ISOR2L LOCICAL*4
WELLSS LOCICAL*4
WELRIS LOICcAL*4
WRITE2 LOGICAL*4
VRITE3 LOCICAL*4

-j
INTEGER*4.
INTEME*4
lRTEGER*4

?RTcCM? IST3D LOCICAL*4
DUMP LOIClAL*4.
READI LOCICAL*4
READ2 LOGICAL*4
SUMCAL LOCICAL*4

PRKD WRITE!. LOGICAI.*4 PRTC)IR HAN2D CHARACTER*125

PRNT WRITZ3 LOCICAL*4

PRPTC RST3D
SUNCAL
WRITE5

PBSLf - NST3D
' SU??CAL
WRITES

LOGICAL*4
LOGICAL*4.
LOGICAL*4

LOC1CAL*A
LOGICALC!4
LOGICAL'!4

PRTDV HST3D LOGICAL*4
DUMP LOGICAL*4
READI LOGICAL*4
READ2 LOGICAL*4
WRITE2 LOGICAL*4
WRITE3 LOGICAL*4



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

Dlliq!DD~. uet sn^ * n 0P- A DD " U2E".Ati w nrsrss LA
rur-r u)iJU

DWiP
READI
READ2
W1ITF2
WRITE3

LAAML%*w%
LOGICAL*4
LOCICAL*4
LOGICAL'4
LOGICAL'4
LOGICAL04

D W
READI
RRAD2
READ3
SOR2L
WELLSS
IJELAIS
WRITE
WIJTK2

aAM&%.AU--

LOCICAL*4
LOGICAL*4
LOCICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4
LOCICAL*4

PRTIC IST3D
DUMP

READ2
WRITE2

PRDAPD UST3D
READ3

3RT9

PRTP HST3D
DUMW
RUADI
31AD2

WRIT93

LOGICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL04

LOGICAL*4
LOGICAL04
LOGICAL*4
LOGICAL'4

LOGIC*L'4
LOGICAL*4
LOGICAL04
LOGICAL'4
LOGICAL04
LOGICAL04

PRTUEL UST3D
DLP
READ!
UZAD2
READ3
UELL;SS

SEM
IWERIS
1181T22

LOGICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL'4
LOGICAL*4
LOCICAL*4
LOCICAL*4
LOGICAL'4

PEVKL 1111e4 LOCICAL*4

PIWEL ILST3D
SUMCAL
WRITEs

LOGICAL*4
LOGICAL04
LOCICAL*4

?RTRE IST3D
DUMP
IREWI
READI
READ2
mI
REWI3
SUMCAL

LOGICAL04
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL04
LOGICAL*4
LOGICAL*4
LOGICAL*4

PSBC ASEKBL
INIT3
WRITE3

REAL*8 DI MESIOW(*)
REAL*8 DIMENSION(O)
RE L*8 DIMENSION(*)

CHARACTER*50PSLBL PLOTOC

(, (
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Table 11.2--Cross-reference

I

I

iI

S~.
U'

Refer-
Variable encing
name programs

PSHAX PLOTOC

PSMIN PLOTOC

PTOP WELLSS

PU APLYBC

PV CALCC
COEFF
1NIT2
SUMCAL
WR1TE2

PVDTN CALCC

PVK CALCC
COEFF
INIT2
SUMCAL

PVKDTN CALCC

PWCELL WRITES

PWKT ASEMBL
ERROR3
ITER
READ3
WIBAL
WELLSS
WRITE3
WRITES

PWKTS ITER
WBBAL
WELLSS

I REAL*8

REALAB

REALP8

REAL*8

REALMS
REAL*8
REAL*8
REAL*$
REAL*8

REAL*8

REAL*8
REAM*
REAL*8
REAL*8

REAL*8

REAL*8

RE:AL*B
RZAL*8
REAM*
RZAL*8
REAII*8
REAL*8
REALAS
REALIVS

REALA8
REAL*8
REAL*S

Variable
type

DIMENSION (A)
DIMESIOW()
DIMENSION ()
DIMESION(*)

DIMENSION(*
DIMENSIOW()
DIMENSIOW()

DIMENSION(*
DIMENSION(*
DIMENSION(*)
DIMENSION(*)
DIMENSION(M
DIMENSIOW()
DIMENSION(*)
DIMENSION(A

DIMENSIOW()
DIMENSION(*)
DIMENSION(*)

list of variables--Continued

Refer-
Variable encing

name programs

PWLBL PLOTOC CHARACI

PWMAX PLOTOC REAL*8

PWMIN PLOTOC REAL*8

PWREND RST3D REAL*8
WBBAL REAL*8
WELLSS REALV8
WELRIS REAL*8

PWRK WFDYDZ REAL*8

PWSUR WB8AL REAL*8
WELLSS REAL*8
WRITE5 REAL*8

PWSURS ERROR3 REAL*8
READ3 REAL*8
WELLSS REAL*B
WRITE3 REAL*8

QDVSBC SBCFLO REAL*8

QFAC MAP2D RZAL*8

QFAIF SUHCAL REAL*8
WRITES REAL*8

QFBC APLYBC REAL*8
ASEMBL REAL*8
SUMCAL REAL*8

ariable
type

rER*50

DIMENSI
DIMENSI
DIMENSI

DIMERNS
DIMERSI
DIDENSI
DIMENSI

DIMERS!

DIPENS1
DIMENS!

-

ON(*)
ON(A)
ON(*)

ON(*A
ON(*)
ON(*)
ON(*)

ON(*)

ON(*)
ON(*)



Table 11.2--Cross-raference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name program type

QFBCV APLYBC
ASEHBL

IT&R.
SUMCAL
1JRITE3
WRITE5

QFVX

QVFY
oAI

ETW42
111113
READ3

ETOM2
111113
READ3

2T0HZ
111113
READ3

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAM*
REAL*8
REAL*8

REAL*8
RW.L*8
RE.AL*8

REAL*8
RZAL*6
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMNSION(*)
DIMENSION(*)
DIMENSION(*)

DIMENSION(*)
DIMENSION(*)
DIMENSION (*

DIMENSION (*
DIMENSION (*
DIMENSION(*)DII4ENSION(*)

DIMENSION(*)
DIMENSION(*)

QFFZ

QFLIC

QFSBC

Q11AIF

QHBC

QKCBC

Q11EAC

QMFBC

QHFX

QHFZ

QHLBC

QHLYR

APLYBC
SUHCAL
WRITE5

U ST3D
WELRIS
WVDYDZ

APLYBC
ERROR3
111113
SUMCAL
WRITE3
WRITE5

210)42
111113
READ3

210112
111113
READ3

E10HZ
111113
R=A3

REAL*8
REALIR6
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8

REAL*8
R1EAL*8
REAL*8

REAL*8
REAL*8
REAL*8

REAL*8
HEAL*8
REAL*8

DIMENSION(*)
D1MENSION(*)
DIMENSION(*)

REAL*8
REAL*8
REAL*8

DIMENSION.(*)
DIMENSIONCA)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

DIHENSION(*)
DIMENSION(*)
DIMENSION(*)

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

DIHENSION(*)
DIMENSION(*)
DIMENSION(*)

SUMCAL REAL*8 DIMENSION(*
WRITE5 REWO* DIMENSIOW()

ASEMBL
ITE1
SUMCAL
WRITES

REAL*8
REAL*8
REAL*8
REAL*8

DIHENSION(*)
DlMESION(*
DIMENSION(*
DIMENSION(* SIJMCAL kEAL*8 DIMENSION(*

WRITE5 REAL*4 DIMIENSION(*
SUMCAL REAL*S DIMENSION(*
WRITES REAL*8 DI MEN SION(A

APLYBC REAL*8
ASEMBL REAL*8

WBBAL .
WELLSS
WRITE5

REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
D1MENSION(*)

(. c
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Table 11.2--Cross-reference list of variables--Continued

Refer- - Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

n11ssc RIMPAU 169A1_*st nimE NWSNqt*- OS I RMTO2 RRAL*A DIHNMfSIN(*1
WRITES REAi.A8 DIHENSION(*)

o_. ..
INIT3
READ3

REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)

QHW ASEMBL
SUMCAL
WERAL
WELLSS
WRITES

R"AL*8

REAL*8
REAL*8
REACL*

DIMENSION(*)
DIHENSION(*)
DIMENSION(*)
DIMENSION(*)

QSFY

QSFZ

QSLBC

ETOM2
INIT3
READ3

ETOM2
INIT3
READ3

REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIttElSION(*)
DIMENSION(*)

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

QHWRK WFDYDZ REAL*8

QLIM

*-1~-1

APLYBC
ASEMBL
SUMCAL

APLYBC
ASENUL
SUMCAL

REAL*8
REAL*8
REAL*8

SUMCAL REAL*8 DIMENSION(*)
WRITES REAL*8 DIMENSION(*)

QN REAL*8
REAL*8
REAL*8

QSLYR WDBAL
WELLSS
WRITES

REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

QNP ASEMBL REAL*8
SUNCAL REAMA -

QSAIF SUHCAL REAL*8 DIMENSION(*)
WRITES REALAS DlMENSIOW(*)

QSSBC SUMCAL REAL*8 DIHENSION(*)
WRITES REALM8 DIMENSION(*)

QSW ASEUL
SUMCAL
WBBAL
WELLSS
WRITES

REALVS
REAL*8
REAL*8
REALMS
REAL*S

DDMENSION(*)
DIMENSION(M)
DIMENSIONM()
DIMENSION(*)

QSBC APLYBC REALVS
ASEMBL . REAL*8

QSFBC APLYSC
ERROR3
lNIT3
SUMCAL
WRITE3
WRITES

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*).
D1MENSION(*)

QUOT BSODE

QUOTSV BSODE

QWAV ASEMBL

REAL*8 DIMENSION(11,2)

REAL*8

REAL*8



I . Table 11.2--Cross-reference list of variables--Continued
I~~~~~~~~~~~~~~~~~~~~~~

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

QWLYR

QWM

ASEHBL
ITER
WBBAL
WBCFLO
IJELLSS
WRITE5

ASEHBL
ITER
SUkICAL
WBIBAL
WELLSS
WELMIS
WHITE5

4EAL*8
REALM
REAL*8
REAL*8
REAL*8
REALM

REAL*8
REAL*8
REWL'
REAL*8
REAL' 8
REAL*8
REAL' B

DIM4ENSION(*)
DIMENSION (*)
DIMENiSION('
DIb4ENSION(*)
DIM4ENSIlONl(A)
DIMZNSION ('

DIMENSION('
DIMENS ION (*)
DIMENSION ('
DIMENSION('
DIM4ENSIOll('

RBW

RCPPM

RDAIF

D4DES
ORDER

ETOM1
INIT2
R.EAD2
WRITE2

11573D
ERROR3
ETOK2
111173
READ3
WRITE3

lINTEGER*4 DIMENSION(*)
INTEGER*4 DIM.ENSION(*)

REALM8
REALM8
REAL*8
REALM8

DIMENSION('
DIHENSION('
DIMENSION(*)
DIMENSIONO()

DIMEN4SIOI4()
-

QWN ASEMBL REAL'8

ASEMBL REAL'8QWNP

QwJR

QWV

UST3D,
IJELRIS
WVDYDZ

ASEMBL
ERROR3
RME3
SUMCAL
WBBIAL
WELLSS
WRITE3
WRITES

REAL*8
REAL*8
REAL*8

RDCALC 115730
ERROR.3
ERTQH2
111173
R EA 3
WRIT83

ROECHIO HST3D
CLOSE
DUMP
IREWI
PLOTOC
READI
READ2
MEAD3
REWI

LOG ICA L*4
LOGICAL*4
LOGICAL'4
LOG ICAL*4
LOGICAL*4
LOGICAL*4

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL'4
LOGICAL*4
LOG ICAL'4

LOGICALL4
LOGICAL*4
LOG1CAL*4
LOGICAL' 4
LOGICAL'4
LOG ICAL*4
LOGICAL*4
LOG ICAL*4
LOGICAL*4

IEAL*8
REAL*8
REAL* 8
REAL*8
REAL'8
REAL*8
REAL' 8
REAL'8

DIXENSION(')
DIMENSION ()
D[11EN410I1('
DIMENSION(*)
DIMENSION(')
DIMENSIONO()
DIMENSION ('
DIMENSION('

R. WELLSS REAL*8 DIM4ENSIOW()

MAP2D REAL'8RATIO

c (
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Table 11.2--Cross-reference list of variables--Continued

(7

Refer-
Variable encing

name pCgOSCO
Variable

type

Refer-
Variable encing

name programs
Variable

type

RDFLXH RIST3D
311033
E3112
IrT3
IZAD3
Wm3

RDILUQ BST3D
3113
ETOK2
INIT3
READ3
WRUTE3

LOCICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL04
LOGICAL*4

LOGICAL*4
LOGICAL"
LOCICAL*4
LOGICAL*4
LOCICAL*4
LOCICAL*4

RDnTP FLTOC

RDSCBC nST3D
ERROR3
ETO2.

READ3
WRITE3

RDSPBC RST3D
3110R3
310)2
IWIT3
R3AD3
WRIT3$.o

'0j
RDFYLS 1ST3D

ETH
IRIT3
READ3
WRI3

RDLBC PST3D
313033

lMIT3

WR1T23

RDKPDT HST3D
EnROR3

2TR
INIT3
READ3
WRITE3

LOGICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

LOGICAL*4

LOGICAL"4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

RDSSDC 8ST3D
0nR3

UEAD3
WRITE3LOGICAL*4

LOCICAL*4
LOGICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4

RDVAIF 8ST3D
APLYDC
DUm
31R032
310
INIT2
RCADI
RZAD2
WR11TZ2

LOGICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

C

RDWDEF ?IST3D
DUMP

1N1T2
ITER
READ I
READ2
VERAL
WELLSS
WEKLRIS
WRITE2
WRITZ5

RDWFLO HST3D
ERROR3
ET0142
INIT3
REA3
WRITE3

LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOGICALA!4
LOGICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOCICAL*4

RF APLYBC
ASENBL
COUPF
ITER
WELLSS

APLYBC
ASEKBL
COEFF
ITER
WELLSS

REAL*8
REALA8
REAL*8
REALA8
REAL*8

DIMfENSION(*
DIMENSIONM(A
DIMENSION(M
DIMNESION(A)
DIMENSIONMA

RNW REALAB
REAL*8
RE.AL*8
REAL*8
REAL*8

DIMIENSION (A)
DZMENSIONM*
DJIMENSION(*)
DIMENSION(A
DIMENSION()

RHI ASEMBL REALA8 DIMENSION(A)
P-

0

LOGICAL*4
LOGICALA!4
LOGICAL*4
LOGICAL*4
LOGICAL*4
LOG ICALA 4

RHS ASEMBL
DADES
ITER
L2SOR
SOR2L

REAL*8
REAL*8
REAL*8
REAL *8
RtEAL*8

DIMENSION(*)
DIMENSION(A)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

RDVHD

REM

HST30
ERROR3
ETOM2
INIT3
READ3
URITE3

LOCICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4
LOCICAL*4
LOCICAL*4

RHSSBC ASEMBL REAL*8 DIMENSION(A)
SBCFLO REAL*8 DIMENSIONCA)

RHSW ASEMBL REAL*8 DIMENSION(*)
UBCFLO REAL*8 DIMENSIONCA)

UELLSS REAL*8
WFDYDZ REAL*8

RIOAR HST3D
APLYBC
DUMP
ETMlI
1NIT2

.READ 1.
IREAD2
WRITE2

REAL*8
REAMA
REAL*8
REALA8
REALA8
REAL*8
REALA8
REAL*8

RESTRT HST3D
READI
WRITEI

LOGICAL*4
LOCICAL*4
LOG ICALA!4
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

Du TOT"l ' DvAi *R nrITbIwmcfNf*l QnfAT URIn RPA1 *Aa~ ~sa^ -axww. z.z

C

KX&

WRITR2 RKAL*8 DIMENSION(*)

RORW2

RPRN

RS

INIT2 REAL*8

PRNTAR C1ARACTER*1

SUMCAL
WRITRS

SURES HST3D
SUNCAL
WRITES

SHRESF HST3D
SUMCAL
WRITE5

REAL*8
REAL*B

APLYBC
ASEKBL
COE"
ITER
WELLSS

REALAS DIMENSION(*)
REAL*8 DIMERSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(A)

RSI ASEMBL REAL*8 DIMENSION(*)

a-

SAVLDO RST3D
CLOSE
DUt?
READ3

SCALHF HST3D
CLOSE
DUKP

KNZT2
INlT3
IDEUI
PLOTOC
READI
READ2
READ3
REWI
SUMCAL
WRITEI
WRITE2
WRITE3
WRITE5

LOGICAL*4
LOCICL*4
LOGICAL04
LOCICAL4

LOGICAL4
LOCICAL*4
LOGICAL04
LOCICAL*4
LOCICkL*4
LOCICAL4
LOGICALP4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4

SIR

SIRO

SlRN

BST3D
SUNCAL
WRITES

HST3D
APUBC
DUM{P
IIT2
READI
SUWCAL
WRITE2
IURIT2S

REAL*8
REAL*8
REAL*8

REAML'
REAL*8
REAL*S

REALVS
REALOB
REALOS

REAL*8
REALOS
REALVS
REALMS
REAL*8
REALPS
REALVS
REAL*8

SUNCAL REAL*8



Table 11.2--Cross-reforence list of variablqs--Continued

Refer- Refer-
Variable eacing Variable Variable encing Variable

name programs type name programs type

SLMETU US3D INTECER*4
A$SXKL IMEaZ*4
DUMP XNTECE'*4
IMUO91 IUTPGER*4
INITI INTEGER*4
1IIT2 Imoia*4
ITIR ZGERa*4
READI 1MNTE *4
READ2 IUTRCER*4
SacBLO ZNTECBR*4
WBCWLO INTWCER*4
WRITE! 1NTEC*4
WRITE2 INTECEE*4
WRXITE lNTEGER*4

SOLUTE HST3D LOCICAL*4
APLYLC LOCICAL*4
ASEMEL LOGICAL*4
CALCC LOGICAL*4
COB?? LOCICAL*4
CRSDSP LOCICAL*4
DUN? LOCICAL*4
E1OM2 LOOIC&L*4
RWROR3 LQGICAL*4
ETOM1 LOCICAL*4
INlTI LOCICAL*4
INIT2 LOGICAL*4
INIT3 LOGICAL*4
ITER LOGICAL*4
PLOTOC LOGICAL*4
READI LOCICAL*4
RA2 LOGICAL*4
READ3 LOGICAL*4
SUWCAL LOCICAL*4
VISCOS LOCICAL*4
WBRAL LOCICAL*4
WKLLSS LOGICAL*4
WRITE! LOGICAL*4
WRXTE2 LOCICAL*4
WBITE3 LOCICAL*4
WRITE4 LOGICAL*4
WRITES5 LOCICAL*4

oo

SNCALC CALCC LOCICAL*4

(. ( c
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing - Variable Variable encing Variable

name programs type name programs type

SOLVE L2SOR LOCICAL*4
SOR2L LOGICAL*4

SPR RIST3D REAL*8 DIMENSION(3)
L2SOR REAL*8 DUIENSION(3)

SPRO~ L2SOR REAL*B
SOR2L - REALAB

SRES HST3D REAL*8
SUflCAL REAL*8
WRITES REAL*8

STOTFP HST3D REAL*8
APLYBC REAL48
SUMCAL REAL*8
WRITE5 REAL*8

STOTHI HST3D REAL*B
APLYBC REAM*
SUNCAL REALAB
WRITE5 REAL*8

STOUP? HST30 REAL*8
APLYDC REAM*
SUMCAL REAL*8
WRITE5 REAM*

STOTSI HST3D REAL*8
APLYBC REAM~
SUNCAL REAL*8
WRITE5 REAM*

STOTSP HST3D REAM'
APLYBC RKAL*8
SUflCAL REAL*8
WRITE5 REAL*8

a.
Ca SRESF IIST3D REAL*8

SUMCAL REAL*8
IIRITE5 REAM*

SSRES HST3D REAL*8
SUMCAL REAL*8
WRITZ5 REAL*B

SSRESF I(ST3D REAL*8
SiJMCAL REAL*8
WRITZ5 REAL*8

STOTF HST3D REAL*8
APLYDC REAL*8
SlUMCAL REAL*B

-1WRITE5 REAL*8

SUH

siMI

INIT2 REAL*8

ITER REAL*8
W1ELLSS REAL*8



Variable
name

SUN2

SJMCWD

SUMOB~
SUHTWX

SUMWI

SW=svacI

SLBX

SYI

SXXP

SYMID

SWY

SY,'

SYYP

Szz

Refer-
eocin°

prograa

ITER

WELLSS

WELLSS

WELSS

WELLSS

VSINlT

VSINIT

ASEKBL

ASEMBL
COEYF

ASEMBL

ASEKBL

MAP2D

ASEHUL
COZFF

ASEMBL

ASEHBL

ASEMBL
COEFF

Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable Variable encing V.

is type name programs

RL*8 SUM ASEMBL REAL*8

MEAL*8 SZZP ASES!L REAL*

REAL*8 SZZW WELLSS REAL*8

REAL*8 T APLYBC REAL*8
ASEMBL REAL*8

REAL*8 CALCC REAL*8
COEFF REAL*8

REAL*8 CRSDSP REAL*8
E£1MI REAL*8

.REAL*8 INIT2 REAL*8
ITER REAL*8

LOGICAL*4 READ2 REAL*8
SUMCAL REAL*8

B.EAL*8 DL EMSION(*) TOFEP REAL*8
REALM8 DIMENSION(*) VISCOS REAL*8

WtLLSS BEAL*8
gEAL*8 WKITZ2 REAL*8

RITSE5 RKAL*M
KEAL*8

TO UST3D REAL*8
CIIAUACTER*I DIfENSION(5) DUHP REAL*8

ETOMI REAL*8
REAL*8 DIMENSION(*) lNIT2 REAL*8
KEAL*8 DJ.MENSION(*) READl REAL*8

READ2 REAL*8
REAL*8 SUMCAL REAL*8

WBBAL REAL*8
REAL*8 WELLSS REAL*8

WFDYDZ REAL*8
REAL*8 DIHENSION(*) WRITE2 REAL*8
REAL*8 DIMENSION(*) WRITE5 REAL*8

(

ariable
type

DIMENSION(*)
DIMENSION(*)

DIMENSION(*)
DIKMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(M)
DIMENSION(*)
DIMENSION(*)

DIMENSION(*)
DIMENSION(*)
DIMKNSION(*)

( C
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Variable
name

TOO

TOR

S.

Re fe r
encinj

prograv

HST31D
WIDAL
WELLSS
WELRIS

US=3
APLYBC
ASEMBL
DUMP
ETOMI
IN[T2
READI
READ2
SUMCAL
IJELLSS
WELRIS
1IRITR2
WRITES

BSODE

ETOMI
READ2
WELRIS
WRITK2

APLTBC
ASEMRL-
INIT3
SUNCAL

UST3D
WELRIS
WF'DYDZ

Table 11.2--Cross-reference list of variables--Continued

Refer-
g Variable Variable encing VI
M6. .E t ype name programs

REAL*8 TAHBK HST3D REAL*8
REWLaS WELRIS RFAL*8
REAL*8 WFDYDZ REAL*8
REAL*8

TATWR ETOMI REAL*8
REAL*8 READ2 REAL*8
REAL*S WELRIS REAL*8
REAL*8 WRITE2 REAL*8
REALO8
REAL*5 TC PLOTOC REAL*8
REALaS
REAL*8 TCS PLOTOC REAL*8
REAL*8
RAL*8 TCW PLOTOC JtEAL*8
REAL*8
REAL*8 TDATA VSINIT REAL*8
REALO8
REAL*8 TDEHIR WRITE5 REAL*8

REAL*8 TDFIR WRITES REAL*8

REAL*8 DIMENSION(*) TDSIR WRITES REAL*8
REAL*8 DIMENSION(*)
REAL*8 TDX COUFP REAL*8
REAL*8 DIMENSION(*)

TPXY COEF" REAL*8
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*) TDXZ COEFP REAL*8
REAL*8 DIMENSION(M)
R9AL*8 DIMENSION(') TDY COEFF REAL*8

REAL*8 TDYX COEFF REAL*8
REAL*8
REAL*8 TDYZ COEFF REAL*8

DIMENSION(*)
DIMENSION ('

DIMENSION(*)

DIMENSION(*)

DIMENSION(*)

DIMENSION(*)

DIMENSION(*)

'riable
type

TA

TABWR

TAIl

TAMIIR



Table 11.2--Crbss-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs . type name programs type

TDZ

TDZX

TDZY

TE0LDT

COUPF REAL'S TFRESF HST3D
SUMCAL
WRITES

REAL*8
REAL*8
REAL*8COEFV REAL*'

COEFF REAL*8 TFW

HST3D
BLOCKDATA
DUMP
1NIT2
READI
TOP&P

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
RAL*8
REAL*8

DIHENSIONH4)
DIKENSION(14)
DIMENSION(14)
DIHENSION(14)
DIMENSION(14)
DIMENSION(14)

DIMEUSION(32)
DIMENSION(32)
DIMENSION(32)
DIMENSION(32)
DIMENSION(32)
DIMENSION(32)

TFX

TFXM

TFXP

TFY
TEUST MST3D

BLOCKDATA
DUMP

READI
TOYEP

ASENBL REkL*8 DIMENSION(*)
WELLSS REAL*' DIMENSION(*)

COEFF REAL*8 DIMENSION(*)
WRLTE4 REAL*8 D1MENSION(*)

ASEOUL REAL*8

ASEMBL REAL*8

COEFY REAL*8 DIMEZNSION(*)
WRITE4 REAL*8 DIhENSION(')

ASEMBL REA8S

ASEMBL REAL08

COEFF REAL*8 DIMENSION(*)
WRITE4 REAL*8 DIMENSION(*)

ASEMBL REAL*8

ASEKBL REAL*8

TEHP

TFLX

TOEP REAL*8

APLWBC
INIT3
SUMCAL
WRITE3
WRITE5

TFZ

TFZ

TFZH

REAL*8
REAL*8
REAL*8
REAL*8
REWL'S

DIMENSION(H)
DIMENSION(M)
DlMENSION(*)
DINENSION(*)
DIMENSION(*)

TFRES UST3D
SUMCAL
WRITES

REAL*8
REAL*8
REAL*8

TUCBC APLYBC REAL*B DlkENSION(*)
IN1I2 REAL*8 DIMENSION(*)

(( (
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Table 11,2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type
I.

C.

TM5Z HST3D
DMW
WROR2
INIT2
READI
READ2
VRITR2

TRETYZ HST3D
DUMP
ERROR2
INT2
READI
ReAD2
WT82

RKAL*B
REAL*8
REAL*8
RZAL*8
REAL*8
REAL*8
REAL*8

THRU

THX

UST3D
COEF?
READ3
URITE4

LOCICAL*4
LOGICAL*4
LOGICAL*4
LOGICAL*4

COEFF RaAL*R DIMENSION(*)
RITE4 REAL*8 DDMENSION(*)

ASEHBL RZAL*8

ASEIBL REALO8

REAL*8
REKAL*8
REAL*8
RZAL*8
REALP8
REAL*8
REALOB

Tnn

THXP

S.
im
-J

COE"
CRSDSP
VRITE4

REAL*8
RUAL*8
RZAL*8

DIKENSION(*)
DUIENSION(')
DIMENSIOU)

THETZZ RST3D
.DUN
ERROR2
1N1T2

READI
READ2
URITE2

REAL*8
REAL*8
REAL*8
REALPS
RtAL*8
REALMS
REAL*8

THxz com"
CRTSDSP
WRIT84

'U'.',
REAL*8
REAL*8

DIMENSIXO(')
DIMENSIONRM)
DIMENSION(*)

TRY COtE" REAL*8 DIMEWSION(R)
WRITE4 REAL*8 DIMENSION(*)

ASEMPL REAL*S

ASEMBL REAL*8

STH
THI

THURS

TOFEP REAL*8
THYr

HST3D
SUHCAL
WRITE5

REAL*8
REAL*8
REAL*8

REALAS
REAL*8
REAL*8

THYX

THTZ
TURESF RSS3D

SUNCAL
WRITE5

COEFF
CRSDSp
URITE4

COUP
CRSDSP
WRITE4

RMAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8

DIMENSION(')
DIMENSION(*)
DLKENSION(*)

DIMENSION(*)
DIMENSION(*)
DIMENSION(A)



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type
COF .EL* DIEIIN*

TUZ

TUZM

THZP

THZX

TUZY

caBBF REA*8 DMES1ON(*
WRITE4 REAL*8 DIMENSION(*)

ASEMBL REAL*8

TIDAY WELLSS REAL*8

TIME

&SEMEL RUJ*8

co
co

COEFF
CRSDSP
WRITE4

COEFF
CRSDSP
WRITE4

HST3D
DUMP
ERROR2
INIT2
READI
READ2
WRITB2

REAL*8
REAL*8
REAL*8

REAL*8
BWAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIENSION(*)

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

HST3D
APLYBC
CALCC
CLOSE.
COEFF
DUMP

ETOH2
INIT2
lNIT3
ITED
RZADI
READ3
SUMCAL
WBBAL
WILLSS
WELRIS
WRITE2
WRITE3
WRITE4
WRITES

REAL*8
REbL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
DEAL*8
REAL*8
REAL*8
REAL*8
REAL'S
REAL'M
REAL*8
REAL*8
REAL'S
REAL*8
REAL*8
REAL*8
REAL*8

TILT LOCICAL*4
LOGICAL*4
LOGICAL*4
LOCICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4

TIHCHC HST3D
COEP
DUMP
E£R0R3
ETOM2
INIT3
READ3
SUMCAL
WRITEI
WR1TE3
WRITE4
WRITE5

RZAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

TIMED APLYBC REAL*8
WELRIS REAL*8

TIHEDN APLYBC REAL*8

TIHRST UST3D
READI
WRITEI

(.

REAL*8
REAL*8
REAL*8

( (
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Table 11.2--Cross-reference list of variablos--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

(7

TITLE HST3D
DUMP
HAP2D
READI
WRITEI
WRITES

TITLEO HST3D
READI
WRITEI

CRARACTER*160
CNARACTER*160
CRARACTER*80
CUARACTER*160
CHARACTER* 160
CRARACTER*80

CQURACTER*160
CUARACTER*160
CHARACTER*160

TLBC

00

APLYBC
ASEMBL
INIT3
SUMCAL
WRITE3

REAL*8
REAL*8
RZALCS
REAL'8
REAL*8

DIMENSIOR(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMEN4SION(*)

TOLDEN HST3D
PIMP
INIT2
ITER
READI
READ2
WRITE2

TOLDNC IST3D
DUMP
INIT2
ITER
READI
READ2

TOLDNT HST3D
DUMP
IN1T2
ITER
READI
READ2

TOLDPW RST3D
DUMP
ETOMI
INIT2
READI
READ2
WELLSS
WRITE2

REAL*8
REAL*8
REAL*8
REALAB
REAM*
REALAB
REAL*8

REAL*8
REAL*B
REAL*e
REALA8
REAL*8
REAM*

REAL*8
REALAS
RZAL*8
REAM~
REALA8
REAL*8

REAL*8
REAL*8
REAL*$
REAL*8
REAL*8
REAL*8
REAL*8
REAl.*8

TLBL

TLO

TMl

TM2

WRITES CHARACTER*20

TOYEP REAL*8

SOR2L REAL*8 DIMENSION(*)

SOUL REAL*8 DIMENSION(*)

THLBL PLOTOC CRARACTER*30

TNP CALCC REAL*8
READ3 REAL*8 DIMENSION(*)

TO PLOTOC . REAL*8 DIMENSION(*)

PLOT REAL*8TOL
l



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

TOLFPW HST31)
DUMP
ETOMI
INIT2
READI
RE&D2
WELLSS
IIRXTE2

TOLQW UST3D
DUMP
NTMI
IMIT2
READI
READ2
WELLSS
WJRIME

RELAM8
REAML8
REAL*8
REAL*8
REAL*8
REL*8
REAL8
REAL*8

TOTHI HST31)
APLYBC
DMW
IWIT2
RELDI
SUHCAL
WRITE5

RZAL'8
REAL' 8
REAL*8
RZAL'8
REAL*8
REAL' 8
RHAL*8
REAL*8

TOTHIP H8731)
APLYBC

IMIT2
READI
SWICAL
WRITESa

REAL*8
REAL*8
RHAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REWL*B
REAL*8
REAL*8
REAL*8
EUL*8

REAL*8
REAL*8
REAL*8
REALV8
REAL*8
REAL*8REAM'

REAL*8

REAL*8
REAL*8
REAL*8
REAL*8REAL' 8

TOTSI

erOS

TOM',

TOMF

PLOTO REAL'8 DIMEMSION('

UST3D
APLYBC
DUMP
'luT2
Rawl
SUWIAL
WRITE5

IIST31)
APLYBC
DUMP
1H1T2
READ!
SWICAL
WRITE5

REAL8
REAL*8
REAL8
REAL*8
REAL*8
REAL*'
REAL*8

UST31)
APLYBC
DUMP
1NIT2
READ!
SUHCAL
WRITE5

UST31)
APLYSC
DUMP
11d172
READ!
SUMCA
WRITES

TOTSP

REAL'8
REAL*8
R"^L*8

M*8
REAL*8
hEAL*8
REAL*8

( ( (,
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ITable 11L2--Cross-reference list of variables--Continued

(I

Refer-
Variable encing

name programs
Variable

type

Refer-
Variable encing

name programs
Variable

type
._

TOTWFI 11ST3D R~kL*8
ALTDC REAL*8
DUMP REAL*8
1N1T2 REAL*8
READM REAL*8
SUNCAL REAL*8
WRITES REALOB

TOT WFP flST3D REAL*8
APLYBC REAL*8
DUN? REAL*8
hKIT2 REALOB
READI REAL*8
SUMCAL REAL*8
VRITE5 REALaB

TOTUSI HST3D
APLYBC
DUMP
INIT2
READ1
SUHCAL
WRITES

TOTWSP HST3D
APLYBC
DUN?
INIT2
READI
SUNCAL
WRITES

REAL*8
REAL*8
RZALAS
RZAL*8
REAL*8
RZAL*8
RZAL*8

REAL*8
RZAL*8
REAL*8
REAL*8
REAJP*8
REAL*8
REAL*8

a-
%0

TOTWHI H!ST3D REAL*8
APLYBC ReAL*8
DUMP REALS8
INIT2 REAL*8
READI REAL*8
SUMCAL REAL*8
WRITE5 REAL*8

TOTWHP HST3D REAL*8
APLYBC REAL*8
DUMP RRAL*8
INIT2 REAL*8
READ1 REAL*8
SUMCAL REAL*8
WRITE5 REAL*8

TOW

TPI'

TP2

PLOTOC REAL*8 DINMENSIONCA)

SOR,2L

SOR2L

REAL*8 DIMENSION(*)

REAL*8 DIMENSION(*)

TPHCBC APLYRC REAL*8 DIHENSION(*)

TQFAIF HST3D REAL*8
APLYBC REAL*8
DUMP REAL*8
1NIT2 REAL*8
READI REAL*8
SUMCAL REAL*8
WRITES REAL*8



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name progra Lype name programs type

TQFFBC IST3D
APLYSC
DUMP
INIT2
READI
SUMAL
WRITE5

TQPNJ UST3D
SUHCAL
WLSS
IRITE5

TQPLBC HST3D
APLYBC
DUMP
1NIT2
READI
SUMCAL
W1T85

TQFPRO UST3D
SUMCAL
WELLSS
WRITE5

TQFSBC UST3D
APLYBC
DUMP
INIT2
READI
SUMCAL
WR1Th5

REAL*8
REAL*8
RUAL'8
RhL'*8
REAL'8
REAL*8
REAL*8

REAL*8
REAL'8
REAL'8
REAL*8

RUAL*8
REAL*8
RBAL*8
REALO8
RE.AL*8
REAL'8
REAVL8

TQHAIF UST3D
APLYBC
DUW
1NIT2
READI
SUMCAL
WRITE5

TQIFBC IiST3D
APLYBC
DUMP
INIT2
READI
SUNCAL
WRITE5

TQIWBC UST3D
APLYBC
DUMP
INII2
READ I
SUUCAL
WRITE5

REAL*8
REAL*8
REAL*8
REALM8
REAL*'
kKAL*B
REAL*8

REAL*8
REALM8
REAL*8
REALM8
REAL*8
REAL*8
REAL*8

REAL*8
REAL'8
REALL*8
REALM
REAM'
REAL*8
REALM8

RFAL*8
REAL*8
REAL*8
REAL*8

RUAL*8
REAL*8
REALV8
REAL*8 TQHINJ HST3D

SUMCAL
WELLSS
WRITE5

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*B
REAL*8

C C (.
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Table 11.2--Cross-reference list of variables--Continued

Cr

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

TQHLBC HST3D
APLYBC
DUMP
INIT2
READI
SUMCAL
WRITE5

TQHPRO HST3D
SUMCAL
WELS
WRITES

TQHSBC HST3D
APLYDC
DUMP
INIT2-
READI
SUMCAL
WRITES

TQSAIF R1ST3D
APLYBC
DUMP
1NIT2
READI
SUMCAL
WRITES

TQSPBC HST3D
APLYDC
DUMP
INIT2
READI
SUMCAL
WRITES

_AV =^ _AttS w "A__ _s_. . A

RKALFU
REAM~
REAL*8
REAL*8
REALOO
REAL*8
REALAS

I1451t1 HSTiD REALRO
SUJMCAL REAL*8
WELLS S RZALAO
WRITES REAL*8

RKAL*8
REAM*
REAL*8
REAL*8

TQSLBC HST3D REAL*8
APLYBC REALAB
DUMP REAL*8
INIT2 REAL*8
READ I REAL*8
SUMCAL REAL*8
WRITES REAL*8

REAM.*
REAL*8
REAL'8
REAL*8
RZAI.*B
REAL*8
REAL*8

TQSPRO NST3D REAL*8
SUMCAL REAL*8
WELLSS REAL*8
WRITES REAL*8

REAL*B
REALB
REAL*8
REAL*8
REAL*8
REAL*8
REAL*B

TQSSBC HST3D REAL*8
APLY8C REALM8
DUMP REAL*8
INIT2 REAL*8
READI REAL*8
SUMCAL REAL*8
WRITES REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*$
REAL*8
REAL*8

TRVIS HST3D REAL*8
DUMP REALM8
ETOMI REAM*
READI REAL*8
READ2 .,REAL*$
VISCOS REAL*8
VSIMIT REAL*8
WRITE2 REAL*8



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

TSBC ASEMBL
INIT3
SUMCAL
WuITe3

REAL*8

REAL*8
REAL*$

DIMENSION(R)
DIMENSION(*)
DINENSION(*)
DIMENSION(*)

TSYM

TSYP

TSYX

ASENBL REAL*8

ASEMBL REAL*8

TSLBL PLOTOC CHARACTER*50

TSHAX PLOTOC REWL*8

COEFF
CRSDSP
WRIT94

COEFF
CRSDSP
WRITE4

REAL*8
REAL*8
REAL*8

REiL*8
aEAL*8
REAL*8

DIMENSION(*)
DIMENSION (*)
DIMENSION(*)

DIMENSION(*)
DIMENSION(G)
DIMENSION(*)

TSYZ
TSHIN PLOTOC REAL*8

TSRES UST3D
SWMCAL
SRT25

REA*
REAL*8
REAL*8

TSZ

TSZH

TSZP

COEFP REAL&8 DIhENSION(*)
WRITE4 REAL*8 DIMENSION(*)

ASEMBL REAML8

ASEHBL REAL*8

TSRESF MST3D
SUMCAL
WR1TE5

REAL*8
REAL*8
REAL*8

TSX

TSXM

TSXP

TSXY

TSXZ

TSY

COEPF
WRITE4

ASEMBL

REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)

REAL*8

TSZX

TSZY

TVD

ASEHBL REAL*8

COElF
CRSDSP
WRITE4

COEFF
CRSDSP
WRITE4

REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*).

COEFF
CRSDSP
WRITE4

COEFF
CRSDSP
WRITE4

HST3D
DUMP

INIT2
READ1
READ2
WRITE2

REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*$

REAL*8
REAL*8
REAL*8
REAL*8
KEAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

DIMENSION(M)
DIMENSION(O)
DIMENSION(9)

DIMENSION(10)
DIMENSION(10)
DIMENSION(10)
DIMENSION(10)
DIMENSION(10)
DlHENSION(IO)
DIMENSION(00)

DIMENSION(M)
DIMENSION(*)
DIMENSION(*)

COEFF KEAL*8 DIHENSION(*)
WRITE4 REAL*8 DIMENSION(*)

( ( C
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

(

TVFO

TV?!

&0
%o

,'sba D,
DUMP
Eml,
INIT2
READI
READ2
viscos
VRITE2

lST3D
DUMP
ETONI
1N1T2
READ I
READ2
WRITE2

HST3D
DUMP
ETOMI
INIT2
READ1
READ2
WRITE2

ASEMEL
VIRAL
WMELSS
WRITE5

REAL*S
REAL*8
REAL*B
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*S
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*B
REAL*8
REAL*8
REAL*8

DIMENSION(10)
DIMENSION(10)
DIMENSION(l0)
DIMENSION(IO)
DIMENSION(10)
DIMENSION(10)
DIMENSION(IO)
DIMENSION(10)

DINENSION(10)
DIMENSION(10)
DIMENSION(lO)
DIMENSION(10)
DIMENSION(1O)
DIMENSION(10)
DIMENSION(IO)

DIHENSION(S)
DIMNSION(S)
DIMENSION(S)
DIMENSION(S)
DIMENSION(S)
DIMENSION(S)
DIMENSION(S)

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

TWOPI INIT2

TWREND RST3D
WVIAL
WELLSS
WELRIS

REAL*8

REAL*8
REAL*8
REAL*8
REAL*S

TWRK MFYDZ REAL'8

TWAKX PLOTOC REALAS

ThMIN PLOTOC REAL*8

TWSRKT READ3 REAL*8 DIMENSION(')
WRITE3 REAL*8 DIMENSION(*)

TVZU1C

TWKT

TWSUR

TX

TY

TZ

VBRAL
WELLSS
WRITES

COEF
INIT2
WRITE2

COEFF
INIT2
WRITE2

COEFF
INlT2
WRITE2

REAL*8
REAL*8
REAL*8

REAL*8
RCAL*8
REAL*8

REAL*8
REAL*8
REAL*8

REAL*8'
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(')

DIMENSION(*)
DIMENSION(')
DIMENSION(*)

DIMENSION(')
DIMENSION(')
DIMENSION(*)

DIMENSION(*)
DIMENSION(*)
DIMENSION(M)TWLBL PLOTOC OIARACTERA50



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name program *; type name programs type
I _t

UO BSODE
INlT2
SLMCAL

REAL*8
REA.*8
REAL'8

UBBLB ETOHI4
IkdIT2
REkD2

REAL*$ DIMENSIONM~'
REALA8 DIMEAISION(*
RE.AL*8 DIKENSIONO()

U'

lo
.0% U2

BSODE
coE,,
fldIT2
PLOT
SUMCAL
WELLSS
WRITE2
WRITES

cOEFF
SLUMCA
WRITE2
WRITES

COg,,
WRITE2
WRITES

WRITE2
WRITE5

REAL*8
REAL*8
REhL*8
INiTECER*4
RUML*
REAL*8
REAL*8
REAL*8

REAL08
REALOS
REAL*8
REAL*8

UBBRB

Uc

UCBC

UCUE

RELD2

IIIIT2
PLOTOC
READ3
SWICAL
WJBBAL
Ww.LSS
IJRITE3

REAL*8

REAL*8
REAL' 8
REAL'8
REAL*8
REAL'8
REALM
CHARACTEP11I

1111T3 REAL*8 DI MEN SION('
READ3 REAL*8 DIIIENSION('

WBRAL RELL'8
WELLSS REAL*8

WDBJIL RZEAL*8
WELLSS REAM*

U3

U4

US

REAL' 8
REAL*8
REkL'8 UCLP

RZAL*8
REAL'8 UCRBC READ3 REAL*8

WRITE2 REAL*8
WRITES REALU

UCROSC ASEMBL REAL*8
CRSDSP REAL*8

U6

UARBC

WRITE2 REAL*'
WRITES REAL*8

UCROST ASEMbL
CRSDSP

REAL*8
REAL*8

INIT2 REAL*8 UCTC COUP REAL*8

( ( (
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Table 11.2--Cross-reterence

%0

Refer-
Variable encing

name programs

UCWT COEFF

UDC INIT2
WELLSS

UDELY PLOT

IDEN COEFF
INIT2
SUMCAL
WIBAL

UDEN8C ETOH2
IN1T3
READ3

UDENLB ETOH2
INIT3
READ3

UDUtfC READ3

IDPWKT ITER

UDT INIT2
WELLSS

UDTHHC ETOMI
INIT2
READ2
WRITE2

UDSIM COEFF

Variable
type

REAL*8

REAL*B
REAL*8

REAL*8

REAL*B
REAL*8
REAL*8
REAL*8

REAL*8 DIMENSION(*)
RZAL*8 DIMENSION(*)
REAL*8 DIDENSION(*)

REAL*8 DIMEN SION(*)
REAL*B DIAENSIOW()
REAL*8 DIMENSION(M)

REAL*8

REAL*8

REAL*8
REAL*8

REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)
REAL*8 DIMENSION(*)

REAL*8

list of variables--Continued

Refer-
Variable encing V;

name programs

UDX COEFF REUL*8

UDXDY 1NIT2 REAL*8

UDXDYI 1NIT2 REAL*8

UDXDYO INIT2 REAL*8

UDXDZ INIT2 RUAL*8

UDXYZ INIT2 REAJP8

UDXYZI 1NIT2 REAL*8

UDXYZO INIT2 REAL*B

UDY COEFF REAL*8

UDTDZ lNIT2 REAL*B

UDZ COEFF REAL*8

UEH WBLAL REAL*8
WELLSS REAL*8

UEHLM VBBAL REAL*8
WELLSS REAL*8

UEHLP WSBAL REAL*8

UFRAC COEFF REAL*8

UFX COEFF REAL*8

ariable
type



Table 11.2--Cross-reference list of variables--ConLinued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

Un

UFZ

COEF?

COEF?

REAL*8

REAh*8

REAL*8

UNIGRZ MST3D
IMIT2
RELD2
URITE2

LOGICAL*4
LOGICAL*4
L4GICAL*4
LOGICAL*4

UGDEL 1NIT2

UCDELY INIT2
UNITEP REWV3 C1ARACTER*10

RE1L*8 WRITE3 CUALVACTER*10

UGDELZ 1NIT2

UHRBC

UHWT

WU

RBAD3

COFF

READ2

REALM8

REAL*8

REAL*8

INTIM*4
4w

UKIcBC ETOMI
IYIT2
*EAD2

UKLB ETWII
INfT2
READ2

REAL*8
IUAL*8
REAL*8

REAL*8
RKAL*8
REAL*8

DIKhMSION(*)
DUIKNSION(*)
DIMEUSION(*)

DIMEMSION(*)
DIMENSION(*)
DIMEMSION(*)

UNITH UST3D
DUMP
INITI
PLOTOC
RDI
REWI3
WRITE2

IRITE4
WRITE5

UNITUF UST3D
DUKP
INITI
PLOTOC
READI
REWI3
WRITE2
WRITe3
WRITE/i

JRIT85

CHARACTER'3
CHARACTER*3
CUARACTER*3
CUARACTER*3
CHARACTER*3
CHARACTER*3
CHARACTER*3
CMARACTER*3
CRAHACTER*3
CHARACTER*3

CHARACTER*7
CHARACTER*7
CHRACTER'*7
CHARACTER*7
CHARACTER*7
CHARACTER'7
CLARACTEI*7
CHARACTER*7
CHARACTER*7
CHARACTER*7

URB RvLD2

UWICRX UST3D
IMIT2
READ2
WRITE2

REAL*8

LOGICAL*4
LOCICAL*4
LOCICAL*4
LOCICAL*4

UNIGRY UST3D
INIT2
READ2
IJRITE2

LOCICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4

I

(
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Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

C

UNITL HST3D
DUMP
INITI
PLOTOC
READI
REW13
URITE2
*WRITE3
WRITE4
WRITES

CHARACTER*2
CRARACTERM2
CRARACER*2
CRARACTER*2
CRARACTER*2
CRMARACTER*2
CHARACTER*2
CRARACTERM2
CRA=ACTER*2
CHARACTER*2

UNITT HST3D
DUMP
INITI
PLOTOC
READI
REW13
WRITE2
WRITE3
WRITE4
WRITE5

CHARACTER*1
CHARACTER*1
CRARACTERMl
CHARACTER*I
CHARACTERMl
CHARACTRAR*l
CRARACTER*I
CHARACTERM
CHARACTER*I
CHARACTER*I

UNITH

P0
%0%O

RST3D
DUMP
IIEITI
PLOTOC
READI
REM1
WRITE2
WRITE3
WRITE4
WRITE5

RST3D
DUMP
INITI
PLOTOC
READ1
REWI3
WRITE2
WRITZ3
WRITE4
WRITE5

CHARACTER*2
CRARACTER*2
CHARACTERS2
CRARACTER*2
C1UAACTER*2
CRARACTER*2
CRARACTER*2
CRARACTERM2
CRARACTERM2
CRARACTER*2

CHARACTER*3
CHARACTER*3
CRARACTER*3
CHARACTER*3
CHARACTER*3
CHARACTER03
CRARACTER*3
CHARACTER*3
CHARACTER*3
CHARACTER*3

UNITTH HST3D
DUMP
INITI
PLOTOC
READ1
RRuq3
WRITE2
WRITE3
WRITE4
WRITZ5

UNITVS REW13
WRITE2
WRITE3

CHARACTER*3
CMARACTER*3
CHRAACTER*3
CRARACTER*3
CUUARCTER*3
CRARACTER*3
CHARACTER*3
CHURACTER*3
CHMRACTER*3
CUMRACTER*3

CHARACTERM9
CHARACTER'9
CHARACTER*9

INTEGER04

UNITP

UNLP

UP

UPI

PLOT

WELLSS REAML'

READ3 RCAL*8
WR1TE3 CHARACTER*ll .

I



Table 11.2--Cross-reference

Variable
name

UP2

UPABD

UPHILB

0
0

UPiHI

UPS

UPTC

UPW

UPWKT

Refer-
encing

programs

READ3
WRITE3

INIT2

ETOM2
INIT3
READ3

APLYBC

PLOTOC

COEFY

PLOTOC

ITER
WELLSS

WELLSS

INIT3
READ3
WRITE3

WBBAL
WELLSS

WBBAL
WELLSS

INIT3

WBBAL
WELLSS

Variable
type

1eAL*a

REAL*8

REAL*8 DI34USION(*)
REAL*8 DIMEMSION(*)
REAL*8 DIME SIGN(*)

REAL*8

REAL*8

REAL*8

REAL*8

REAL*8
REAL*8

REAL*8

REAL*8
REAL*8
CHARACTEM*l1

REAL*8
REAL*8

REAL*8
REAL*8

REAL*8

REAL*8
REAL*8

list of variables--Continued

Refer-
Variable encing V.

name programs

UQHLP WBBAL REALMU
WELLSS REAL*8

UQS INIT3 REAL*8

UQW WELLSS REAL*8

UQWL3 WBBAL REAL*8
WELLSS REAL*8

UQWLP WBBAL REAL*8
WELLSS REAL*8

UQWLYV WBBAL REAL*8

UQWM WBBAL REAL*8
WELLSS REAL*8

UQWV WBBAL REAL*8
WELLSS REAL*8

URI ASEMBL REAL*8

UR2 ASENBL REAL*8

URH ASEMBL REAL*8

URS ASEMBL REAL*8

UT INIT2 REAL*8
PLOTOC REAL*8
READ3 REAL*8
SUMCAL REAL*8
VSINIT REAL*8
WRITE3 CHARACI

ariable
type

'ER I 1

, _

UPWKITS

UQ

UQCIX

UQCLP

UQH

UQHLH

( ( C
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Table 11.2--Cross-reference

Variable
name

UTBC

TH ,

00~

UTLP

umaBc

UTS

UTTC

mmW

ULUl

UTX?

iTM

MP!

UTZH

UTZP

1JVAIFC

Refer-
encing

programs

ETOM2
INIT3
READ3

UfiML
WELLSS

W'LLSS

READ3

PLOTOC

COEFF

PLOTOC

ASEOML

ASEKBL

ASEMBL

ASEHBL

ASEHJL

-ASEMBL

ETOMI
INIT2
READ2
WRITE2

-

- Va

REAL*8
RKALA8
REAL*8

REALAS
REAL*8

REALA8

REAL' S

REAL'8

REAL*8

REAL'8

REALOB

REAL*8

REAL'8

REAM'

REAL*8

REAL' 8

REAL*8
REAL*8
REAL*8
REAL'8

friable
type

DIMENSION('
DIMENSION(*)
DIMENSION(*)

list of variables--Continued

Refer-
Variable encing V;

name programs

UVAR READ2 REAL*8

UVEL COEFF REAL*8

UVFLM WELLSS REAL*8

UVFLP WELLSS REAL*8

W IS COEFF REAL*8

UVISLB ETOM2 RRAL*8
1NIT3 REAL*8
READ3 REAL*8

UVSRBC READ3 RZAL*8

UVWUI WELLSS REAL*8

UVWLP VELLSS REALO8

UWI ZN1T2 REAL*8

UXx1 SOR2L REAL*8

UXX2 SOR2L REAL*8

U MfX PLOT REALV8

UYMIN PLOT REAL*8

UZELB ERROR2 REALM8
ETOMl REAL*8
INIT2 REAL*8
READ2 REAL*8

i

I

I

ariable
type

DIMENSION('
DUIENSION('
DIMENSION('

DIMENSION('
DIMENSION(*)
DIMENSION(*
DIMENSION(*)

DIMENSION(')
DIMENSION('
DIMENSION(*A)
DIMENSION(*)



Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

_ame progra" type name programs type

UZERB

VA

VA1FC

VAR

READ2

ASEMBL
D4DES
ITEM
SOM2L

REAL*8

REA*B
REAL*8
REAL*8
REAL*8

DIMEN4SION(7 ,*)
DIKE.NSION(7,*)
DIMENSION (7,*)
DIM4ENSION(7,*)

APLYBC REAM* DIMENSION(*)
1NIT2 REAL*8 DI.MENSION(*)

REWI REAL*8
REW13 REAL*8 DIMEZSISON(3)

ASOWL REAL*8 DIMENSION(7,*)
SBCFLO REAL*8 DIMENSIONI(7,*)

ASEM.BL REAL*8 DII4ENSION(7,*)
WBCLO REAL*8 DIMEIISION(79*)

L'
0 VASBC

VISCTR HST3D
DUMP
ET0141
1HIT2
READ I
READ2
VISCOS
1JRITE2

VISLBC APLYBC
INIT3
WJRITE3

VISOAR HST3D
APLYBC
DUMP
ETOMI
INIT2
READI
READ2

VISTFO UST3D
DUMP
ETON!
lNIT2
READI
READ2
VISCOS
WRITE2

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
KEAL*8

VAW

DIMENSION(lO)
DIIENSION(10)
DIMENSION(IO)
DIMENSION(10)
DIMENSION(10)
DIMENSION(10)
DIMENSION(UO)
DUIENSION(IO)

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

REAL*8
REAL*8
REAL*8
REAL08
REAL*8
REALS 8
REAL*8
REAL*8

VDATA VSIHIT REAL*8 DIMENSIONM(

VELWRIC WVDXDZ REAL*8

V'S APLYBC
COEFF
INIT2
SUMCAL
WJELLSS
WRITE2
IJRITE5

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*$

DIMENSION(*)
DIMENSION(*)
DIMENSlON(*)
DIMENSION(*)
DIMENSION(C)
DIHENSION(*)
DIMENSIONW()

RE4L*8
REAL*$
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

DIMENSION(10)
DIMENSION(10)
DIMENSION(10)
DIMENSION(10)
DIMENSION(10)
DIMENSION(10)
DIHENSION(10)
DIMENSION(10)

( ( C
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Table 11.2--Cross-reference list of variables--Continued

C

Refer-
Variable encing

name programs

VISTFI HST3D;
DUMP

xN1T2
READI
READ2
WRITE2

VPA RST3D
ASEMBL
DUM
INITI
INIT2
ILTER
L2SOR
READI
SUMCAL
WHBAL
WELLSS

Refer-
Variable Variable encing Variable

type name programs type

!REAL*8
RUAL*8
REALOS
REAL*8
REALOS
REAL*8
REAL*8

REAL'S
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL'S
REAL*8
REAL*8
REAL*8
REALOS

DtHENSION(10)
DIMENSION(IO)
DIMENSIO"(10)
DDMENSION(10)
DIDEMSION(10)
DIMENSION( 10)
DIMENSION (10)

10 IIST3D
DUMP
INIT2
1111T3
REA I
READ2
READ3
SUNCAL
VISCOS

WELLSS

WRITE3

VRITZ5

REAL*8
REAL*8
REAL*8
REAUL*
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAML'
REAL*8
REAL*8
RZAL*8
REALOBto0

wa

DIMESION(*)
DIMESION (')
DIMESION('
DUMESION(')
DIMESTON ( )
DIKENIOH(*)
DtMESION(*)
DIHENSIOUC'
DIMESION('
DIMMNIOW()
DIMESIONI(*)

WI

VRE? VSINIT

VSTLOG VSINT

REAL8 -

REAL*8 DIMENS ION(16)

HST3D
DUMP
IN1T2
1N1T3
Rawl
READ2
READ3
VISCOS
WRITE2
WRITE3
WRITE5

REAL*8
REAL*8
REAL*8
REAL*8
REAL*'
REAL'S
REAL'S
REAL'8
REAL*8
REAL*8
RZAL*8

'xx COE" PEAL'S DIMENSIOW()
WRITE4 REAL'S DIMESION(ft)

VT!

Vzz

COil?
WRITEI.

COIF?
WRITE4

REAL*8 DIMENSION(*)
REAL*8 DIHENSION(*)

WBOD ETOMI
INIT2
READ2
WELRIS
WRITE2

REAL'S
REAL*8
REAL*8
REAL*8
REAL*8

DIMENSION('
DIMENSION(')
DIMENSION(*)

DIMENSION(*)
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)



Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable encing

name programs
Variable

type

Refer-
Variable encing

name programs
Variable

*ypA

WCAIF

WCF

APLYBC
INIT2
SUMCAL

ERROk2
INIT2
READ2
WRITE2

REAL*8
REAL*8
RL*8

REAL*8
REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

DIMENSION(*)
DIHENSION(*)
D1KENSION(*)
DIMENSION(*)

WIDLBL PLOT CHARACTER*80
PLOTOC CIARACTEM*80

WCLBL1 WRITE2 CHARACTER*60 DIMENSION(O:5)

WCLBL2 WRIT82 CUARACTER*50 DIMENSION(0:2)

tA
0 WFICUM INIT2

SUMCCAL
WELLSS
WRITE5

WFPCUM INIT2
SUMCAL

UELLSS
WRITE5

WLICUM INIT2
SUMCAL
WUELLSS
WRITES

WHPCUW INIT2
SUMCAL
WELLSS
WRITE5

REAL*8
REAL*8
REAL*8
REALA8

REAL*8
REAL*8
REAL*8
REALV8

REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8

REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DKENSION(*)

DIMEMSION(*)
DItMENSION(*)
DIMENSION(*)
DIMENSION(*)

DINENSION(*)
DIMENSIONM(*)
DIMENSION(*)
DIMEUSION(*)

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

WQMETH ASEMBL
ERROR2
ERROR3
ITER
PLOTOC
READ2
READ3
SUHCAL
WB8AL
WELLSS
WRITE2
WRITE3
WRITE5

WRANCL READ2
WELRIS
WRITE2

WRCALC IST3D
DUWP
ETOMI
INIT2
READI
KEAD2
WBBAL
WELLSS
WELRIS
WRITE2
WRITE5

INTEGER*4
INTECER*4
INTEGER*4
INTEGER*4
INTEGER*4
1NTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTECER*4
INTEGER*4

DIMENSION(*)
DIMENSION(*)
DLHENSION(*)
DIMENSION(*)

DIMENSIONO)
DIMENSION(*)
DIMENSION(*)
DIMENSION(M)
DIMENSION(*)
DIJENSION(*)
DIMENSION(*)
DIMENSION(*)

REAL*8 DIMENSION(*)
REAL*8
REAL*8 DIMENSION(*)

LOGICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4
LOCICAL*4
LOGICAL*4
LOGICAL*4
LOCICAL*4
LOGICAL*4
LUGICAL*4
LOGICAL*4

WI INIT2
WELLSS
WRITE2

REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

( ( C



C (

Table 11.2--Cross-reference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable

name programs type name programs type

(7

.WRID ETOMi
READ2Z
MERIS

WRITE2

WRIDT IIST3D
WRIRIS
UFDYDZ

WRISL ETOHIl
READ2
IWELLSS
WELRIS
IWRITE2

WRRUF ZTOHI
READ2
WrELRIS
VRITE2

REAL*8
REAL*8
REAL*Bi
REAIA8

DIMENSION(*)

DIMENS ION (*)

ASEMBL REAL*8

WTMZ

WTPX
REAL*B
REAL*8
REAL*8

ASEMBL REALAS

ASEMBL REAL*8

ASEHBL RRAL*8

ASEHBL REAL*8

0
%A

REAL*8
REAL*8
REALV8
REAL*S
REAL*8

REAL*8
REAL*8
REM.*8
REAI.*8

DIMENSION(A)
DIMESIOW()
DPIENSIONM(

WTrZ

x

DIMENSION (*)

DJ.MENS ION (*)
DXMENSION(*)

DIMENSION(*)

COEFF
ERtROR2
ETOMI1
INIT2
HAP2D

PLOT
READ2
VRITZ2
WRITE5
ZONPLT

REAL*8
REAL*B
REAL*8
REAL*B
REAL*8
REALAB
RKAL*8
REAL*8
REAL*8
REAL*8

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

DIMENSION(M)
DIMENSION()
DXMENSXON(*)
DIMENSION(*)

.

WSICUM 1NIT2
SUMCAL
WELLSS
WRITES

WSPCUM INIT2
SUMCAL
WELLS
WRITES

RZAL*8
REAL*8
REAL*8
REALAB

REALAB
REAL*8
RRAL*8
REAL*8

DIMENSION (A

DIMENSION(*)
DIMENSION(*
DIMENSIONCA)

DIMIENSION(*
DIMENSION(*
DIMENSION(*
DIMENSIOW()

xO

xi

X2

ZARG

INIT2 REALAB

MAP2D REAL*8
ZONPLT REALAS

MAP2D REAM~
ZONPLT REAL*8

INTERP REALAB
WT COEFl RZAL*B

XC PLO REAL*8
ZOHTLT REAL*8

DIMENSION(*)
WTKX ASENaI. REALOS



Variable
name

XD

XI

XINC

XWL

XHAX

XMIN

%n
0
0'

Refer
encinA

prograc

ZOMPLT

WELIS

PLOT .

PLOT

PLOT
ZOZPLT

PLOT
ZONPLT

PLOT

PLOT

INTERP

HAP2D

INIT2
SOUL
TOPEP
VISCOS
VSINIT

S0a2L

ZONPLT

Table 11.2--Cross-reference list of variables--Continued

Refer-
Variable Variable encing V.

Is type name programs

REAL*8 Y COEFY REAL*8
ETOMI REAL*8

REAL*8 IUIT2 REAL*8
hAP2D REAL*8

RUALMB PLOT REAL*8
READ2 REAL*8

CWUAACTER*30 WRITE2 REAL*8
WRITS5 REAL*8

REAL*8 ZONPLT REAL*8
RE&L*8

YO INIT2 REAL*8
REAL*8
| REAL*8 Y1 MAP2D RFAL*8

WELLSS REAL*8
REAL*8 DIMENSION(*) WFDYDZ REAL*8

ZONPLT REAL*8
REAL*8

Y2 HAP2D REAL*8
yEAL*8 DUIENSION(*) ZOFPLT REAL*8

REAL*8 YARG INTEP REAL*8

REALM8 YC PLOT REAL'8
REAL*8 DIUENSIONi(*) ZONPLT REAL*8
REAL*8
REAL*8 YD ZONPLT REAL*8
REAL*8

YLBL PLOT CHARACT
REAL*8 DINENSION(*)

YTAX PLOT REAL*8
REAL*8 ZOtPLT REAL*B

'Iriabl
Lype

DIMENJ
DIMEN,
DIMEX
DIMEN
DIbEZ
DIMEN
DIMEN
DIMEMi
DIMEMJ

DIMEWi

ER*40

e

SION(*)
SISON(*)
SION(*)
SION(*)
SION(6)
SION(*)
SION(*)
SION(*)
ISION(*)

XO

XPRNT

Xs

XTOT

XX SION(*)

XXN

XYRAT

( ( C



(C. C,
4"-1

C.

Table 11.2--Cross-reference

U'
0
-.8

Refer-
Variable encing

name programs

YMAXHV BSSODE

YMIN PLOT
ZONPLT

YNIU BSODE

YNMIHV BSODE

YO PLOT
SILSS

WFDYDZ

YPOSUP HST3D
READ3
WRUTE3
WRITES

YREF VSINIT

IS INTERP

YTOT MAP2D

TI BSODE
VSINIT
WELRIS
UFDYDZ

lYERR BSODE
WELRIS

YYMAX BSODE
WELR1S

Varia
typ

I

REAL*8
REALAS
REAL*8
REAL*8

REAL*8

REAL*8
REAL*8

LOGICA1
LOGICA/
LOGICA1
LOGICA!

RzAL*8

RRAL*8

REAL*8

REAM~REAL*8
REA.
REAL*8

REAL*8
REAL*8

REAL*8
REAL*8

DIl

able
pe

MFNSION(2,12)

DIMENSION(2,12)

DIKENSION(2,12)

DIMFNSION(*)

.*4
L*4
'.*4
LA4

DIMENSION (*)

DIMENSION ()

DIMENSION(2)

DIHENSION(2)
DIMENSION(2)

DIMENSION(2)
DIMENSION(2)

DIMENSION(2)
DlMENSION(2)

list of variables--Continued

Refer-
Variable encing V;

name programs

YYKXSV BSODE REAL*8

YIN BSODE REAL*8

YYNMI BSODE REAL*8

TYSAVE BSODE REAL*8

z APLYBC REAL*8
ASEMBL REAL*8
BSODE RFALAS
COEFF REAL*8
ERROR2 REAL*8
ETOMI REAL*8
INIT2 REAL*8
READ2 REAL*8
SUMCAL REAL*8
WELLSS REAL*8
URITE2 REAL*8
WRITES REAL*8

ZO INIT2 REAL*8

Zi MAP2D *EAL*8

Z2 MAP2D REAL*8

ZA BSODE REALA8

ZCHARS MAP2D CHARAC

ZEBRA MAP2D LOGICA]
WRITE5 LOGICA1

ariable
type

D1MENSION(2)

DIMENSION(2)

DIMENSION(2)

DIMENSION(2)

DIMENSION(*)
DIMENSION(*)

DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)
DIMENSION(A)
DIMENSION(*)
DIMENSION(*)
DIMENSION(*)

rER*l DIMENSION(0:31)

L*4
0L4



Table 11.2--Cross-roference list of variables--Continued

Refer- Refer-
Variable encing Variable Variable encing Variable
nae prograa8 type name programs type

ZELBC APLYBC
ASEMBL
ERROR3
INIT2
SUMCAL
WRITE2

ZHCBC APLYBC
ETONI
INlT2
READ2
WRITE2

aEAL*8
REAL*8
1EAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
aeAL*8
RZAL*8
REAL*8
RL*8
REAL*8
REAL*8

DIKENSION(*)
DIKENSION(*)
DIMENSION(*)
DIMENSION(*)
DIKENSION(*)
DIMENSION(M)

DIHENSION(*)
DIMENSION(M)
DIHENSION(*)
DIMENSION(*)
DIMENSION(*)

ZT

ZTHC

Zu

ZWK

HST3D
DUMP
ETOCI
INIT2
READI
READ2
WRITE2

HST3D
DUMP
ETO)4
fNIT2
READI
READ2
WRITE2

BSODE

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
REAL*8

REAL*8
REAL*8
REAL*8
REAL*8
REAL*8
BEALM8
REAL*B

DIMENSION(10)
DIMENSION(IO)
DIMENSION(lD)
DjIENSION(10)
DIMENSION(1O)
DIIENSION(1O)
DIMENSION(10)

DIMENSIOU(S)
DJMENSION(S)
DIMENSION(5)
DUMENSION(S)
DIMENSION(S)
DIMENSION(S)
DIKENSION(S)

(A
0 ZPINIT UST3D

DUMP
ETOMI
INIT2
READI
READ2
WRITE2

REAM*8

WELRIS REAL*8
WFDYDZ REAL*8

ZPOSUP UST3D
READ3
WR1TE3
WRITES

LOQICAL*4
LOCICAL*4
LOGICAL*4
LOCICAL*4

ZWKT WELLSS REAL*8

( ( C1



11.3 CROSS-REFERENCE LIST OF COMMON BLOCKS

) .:
A cross-reference list of common blocks (table 11.3) shows in which

subprograms each named common block appears. Blank common is used only for

the two variably-partitioned arrays. Generally, the common block names relate

to the subprogram in which the variables of that common block are defined

first. All common blocks are contained in the main program.

509



Table 11.3--Cross-reference list of comon blocks

Common Common Common Common
block Referencing block Referencing block Referencing block Referencing
name programs name programs name programs name programs

ASA

CCC

ERI

0

MAIN
ASEOBL
CRSDSP

HAIN
ASEOBL
CALC

HAIN
ERRORI
ERROR2
ERROR3
ERRPRT
INIT2
IREWI
ITER
READI
READ2
READ3
REWI
REWI 3
SOR2L
SUMCAL

MAIN
DUMP
INITI
READI

INI

INIC

INID

INIE

INIF

MAIN
DUMP
ERRORI
llTI
READI
WRITEI

HAIN
DUkP
INITI
L2SOR
READI

HAIN
DUMP
INITI
1TER
READI

MAIN
ASENHL
DUHP
INITI
READI

INIG

INIH

INII

INIJ

INIL

HAIN
DUMP
INITI
ITER
READI

HAIN
DUMP
INITI
L2SOR
READI

HAIN
DUMP
INITI
READI

HAIN
ASEMBL
DUWP
INITI
READI

INIM

INIP

INIQ

INIS

tAIN
DUMP
INITI
ITER
READI
SUHCAL

MAIN
DUMP
INITI
READI

MA1N
DUMP
INITI
ITER
READI

HAIN
DuHP
INIT1
PLOTOC
READI
WRITE2
WRITE3
WRITE4
WRITES

INIA
tUAI N
DUHP
INITI
INIT2
READI

MAIN

INITI
INIT2
READ1
WBUAL
WELLSS

( ( (
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Table 11.3-Cross-reference list of common blocks--Continued

C

Common Common ' Common Coamon
block Referencing block Referencing block Referencing block Referencing
name programs name programs name programs name programs

INIT

IN2A

MAIN
DUMP
INITI
PLOTOC
READI
REVI3
WRITE2
WRITE3
WRITE4
WRITES

MAIN
APLYBC
ASEMBL
CALC
COEFF
DUMP
ERROR3
INIT2
INIT3
READI
READ3
SUMCAL
VELLSS
WELRIS

IN2BV MAIN
BLKDAT
DUMP
INIT2
READI
TOFEP

IN2F

IN2H
IN2C

IN2D

O-.

MAIN
APLYBC
ASEMBL
DUMP
INIT2
READI
SUMCAL
UBBAL
WELLSS
WRITE2
WRITES

MAIN
DUMP
INIT2
READI
VISCOS

MAIN
APLYBC

1W1T2
READI

MAIN
APLYBC
CALC
CLOSE
COEFF

ERROR3

INIT2
INIT3
ITER
READI
READ3
SUNCAL
WUDAL
WELLS S
WRITE2
WRITE 3
WRITE!.
WRITES

MAIN
APLYBC
DUMP
INIT2
READI
SUMCAL
WRITE2
WRITE5

IN2L

ITA

L2SAV

ORA

MAIN
CLOSE
DUMP
INIT2
READI

MAIN
ASEHOL
ITER
WRITES

MAIN
DUMP
L2SOR
READI
WRITES

MA1N
ASEMRL
D4DES
DUMP
INITI
ORDER
READI
SDCFLO
WRITEIIN2E

IN2B MAIN
BLKDAT
DUMP
INIT2
READI
TOFEP

MAIN
CALC
DUMP
INIT2
ITER
READI
SUMCAL
UBBAL
WELLSS
WFDYDZ

IN21



Table 11.3--Cross-reference list of comon blocks--Continued

Common Comon Common Common
block Referencing block Referencing block Referencing block Referencing
name programs name programs name programs name programs

RDIA RAIN
APLYBC
ASEKBL
CALC
COEFF
CRSDSP
DUIP
ERlOR2
ERROR3
ET70I
ETOQ2
INITI
INIT2
INIT3
ITER
PLOTOC
READI
READ2
READ3
SUICAL
VISCOS
WBBAL
WELLSS
WRITEI
WRITE2
WRITE3
WRITE4
WRITES

RDIB

RDIC

I-

HAIN
READI
WRITEI

hAIN
APLYBC
ASEIBL
COEFF
CRSDSP
U4DES
DUMP
ERMORI
ERROR2
ETOhI
ETOH2
INITI
INIT2
INIT3
IREWI
ITER
ORDER
PLOTOC
PRNTAR
READI
READ2
READ3
REWI
REWI 3
SBCFLO
SOR2L
SUHCAL
WBBAL
WELLSS
WRITEI
WRITE2
WRITE3
WRITE4
WRITES

RDID MAIN
ASEHBL
CLOSE
COEFF
DUNP
ERROR2
ERROR3
ETOHI
INITI
INIT2
INIT3
IREW1
ITER
L2SOR
PLOTOC
READI
READ2
READ3
REWI
REWI3
SUMCAL

MBBAL
WELLSS
WRITEI
WRITE2
WRITE3
WRITE4
WRITES
ZONPLT

RDIE

RDIF

MA IN
APLYBC
ASF.HIL
DUMP
ERROR I
ERROR2
ERROR3
ETOJII
ETOtl2
INITI
INIT3
INIT3
ITER
READI
READ2
READ3
SBCFLO
SUNCAL
WRITEI
WRITE2
WRITE3
WRITES

MIA IN
COEFF
DUNP
ERROR I
ERROR2
ETOHI
INITI
INIT2
READI
READ2
WRITEI
WRITE2
ZCNPLT

RDIAC HAIN
DUMIP
READI
WRITE I

I

Q ( (
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Table 11.3--Cross-reference list of common blocks--Continued

Common Com'on Common Common
block Referencing block Referencing block Referencing block Referencing
name programs nane programs name programs name programs

RDIG

RDIH

HAIN
APLYBC
MUMP
ERRORI
ERROR2
ETOHI
INITI
INIT2
READI
READ2
WRITE1
WRITE2

MAIN
ASEMUL
COEFF
DUMP
ERROR1
INITI
INIT2
ITER
READI
READ2
SBCFLO
WRITEI
WRITE2
WRITE4
WRITE5

RD2B

RD2C

RD2D

MAIN
APLYBC
ASEMBL
CALC
COEFF
CRSDSP
DUMP
ETOtI
INIT2
READ!
READ2
SUMCAL
WELLSS
WELRIS
WFDYDZ
WRITE2
WRITES

MAIN
DUMP
ETonl
INIT2
READI
READ2
WRITE2

RD2E

RD2F

MAIN
ASEHlHL
COEFF
DUMP
FToMH
INIT2
INIT3
PLOTOC
READI
READ2
READ3
SUNCAL
VISCOS
WDBAL
WELLSS
WRITE2
WRITE3
WRITES

MAIN
DUMP
ETOhI
INIT2
READI
READ2
WRITE2

RD2G

RD2GV

RD2II

LA

w

MAIN
DUMP
ERROR2
ETOMI
INIT2
READM
READ2
VI SCOS
WRITE2

HAIN
DUMP
ETCOI
INIT2
READI
READ2
VISCOS
WRITE2

HAIN
APLYfC
DUMP
ERROR2
ETOC I
INIT2
READ1
READ2
WRITE2

MAIN
APLYBC
BLKDAT
DUMP
READI
READ2
WRITE2

MAIN
INIT2
READ2
WRITE2RD2A AIN

DUMP
ERROR2
INIT2
READI
READ2
WRITE2

RD21V



Table 11.3--Cross-reference list of common blocks--Continued

Common Commou Common Common
block Referencing block Referencing block Referencing block Referencing
name programs name programs name programs name programs

RD2J

RD2K

HAIN
APLYBC
ASEIHOL
DUMP
ETOH I
INIT2
READI
READ2
SUHCAL
TOFEP
WUBAL
WELLSS
WELRIS
WFDYDZ
WRITE2
WRITES

HAIN
DUMP
ER MOR2
ETOHI
INIT2
READI
READ2
WRITE2

RD2L

RD2H

R02N

HAIN
DUIMP
INIT2
ITER
READI
READ2
WRITE2

HAIN
CLOSE
UUMP
READI
READ2
READ3
WELLSS
WELRIS
WRITE2
WRITE3
WRITES

HAIN
DUHP
ETOtI
INIT2
ITER
READI
READ2
WUUAL
WELLSS
WELRIS
WRITE2
WRITES

RU2P

RD2Q

RD2S

RD2T

U'
a-..

HAIN
DUHP
ETOH I
INIT2
READI
READ2
WELLSS
WRITE2

HAIN
DUMP
INIT2
ITER
READI
READ2
WRITE2

HAIN
APLYBC
ASEHBL
COEFF
DUMP
READI
READ2
SBCFLO
SUMCAL
WELLSS
WRITE2
WRITES

HAIN
DUiP
INIT2
ITER
READ)
READ2
SGR2L
WRITE2

RD2U

RD2V

RD2W

RD3A

RD3B

MAIN
DUMP
IREWI

REAI)I
READ2
REW1
REWI3
SUMCAL

HAIN
DUMP
INIT2
READI
READ2
RFEAD3
SUMCAL
WRITE2
WRITE3
WRITE4
WRITES

ETOHI

HAIN
ERROR3
ETOM2
INIT3
READ3
WRITE3

HAIN
COEFF
ERROR3
ETON2
INIT3
READ3
WR I TE3

RD2KV RAIN
DUMP
ETOMI
INIT2
READI
READ2
WRITE2

( (. (
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Table 11.3--Cross-reference list of common blocks--Continued

Cv~

Common Common Common Common
block Referencing block Referencing block Referencing block Referencing
name programs name programs name programs name programs

RD3C

RD3D

RD3E

MAlN
READ3
WRITE4
WRITES

RD31

BAIN
ERROR3
READ3
WRITE3
WRITES

MAIN
CLOSE
DUMP .
READ3

HMlN
CLOSE
COEFF
DUMP
ERROR3
ETOt2
INIT3
READ3
SUMCAL
WRITEI
WRITE3
WRITE4
WRITES

SCA

SCB

SCC

HAIN
COEFF
ITER
SU"CAL
WRITES

hAIN
APLYBC
SUMCAL
WRITES

BAIN
SUMCAL
WELLSS
WRITE5

SORA

WRA

WRB

WRC

HAIN
SOR2L
WRITES

MAIN
WELRIS
WFDYDZ

hAIN
BSODE
WELRIS

BAIN
WELRIS
WFDYDZ

MAIN
WRBAL
WELLSS
WELRIS
WFDYDZ

P-

RD3EV

RD3F

RD3G

HAIN WSSA
ERROR3
ETOtn2
INIT3
READ3
WRITE3
WRITE5.

IAIN
READ3

BAIN
COEFF
READ3
WRITE4
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11.4 COMNENT FORM AND KAILING-LIST REQUEST

If you wish to be placed on a mailing list for revisions of the program

documentation and announcements of new releases of this program, please return

this page to:

HST3D Code Custodian

U.S. Geological Survey

Water Resources Division

Box 25046, Hail Stop 413

Denver Federal Center

Denver, Colorado 80225

Any comments on the program or documentation will be appreciated.

Name Date

A Organization

Street

City State

Zip code or Country

Telephone Number ( )

517


