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6 Does Anticipated Aggregate
Demand Policy Matter?

6.1 Introduction

Recent theorizing has focused on business cycle models that incorpo
rate features of the natural rate model of Friedman (1968) and Phelps
(1967) with the assumption that expectations are rational in the sense of
Muth (1961). An important neutrality result from this research (Lucas
1973; Sargent and Wallace 1975) is that anticipated changes in aggregate
demand policy will have been taken into account already in the behavior
of economic agents and will evoke no further output or employment
response. Therefore, deterministic, feedback policy rules \\'ill have no
effect on output fluctuations in the economy. This policy ineffectiveness
proposition of what Modigliani (1977) has dubbed the Macro Rational
Expectations (MRE) hypothesis runs counter to much previous mac
roeconomic theorizing (and to views prevailing in policymaking circles).
This proposition is of such importance that it demands a wide range of
empirical research for verification or refutation.

This chapter applies the econometric methodology developed in Chap
ter 2 to the important question whether anticipated aggregate demand
policy matters to the business cycle. It begins with a brief review of the
methodology in Section 6.2, then follows with the empirical results in
Section 6.3, and ends with a section of concluding remarks.

6.2 A Review of the Methodology

The tests here are based on the MRE model of the form

(1)
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where

Yt == unemployment or real output at time t,
Yt == natural level of unemployment or real output at time t,

X t == aggregate demand policy variable, such as money growth, infla
tion, or nominal GNP growth,

X~ == anticipated X conditional on information at time t - 1,
~i == coefficients,
Et == error term.

A forecasting equation that can be used to generate these anticipations
of X t is

(2)

where

Zt - 1 == a vector of variables used to forecast X t available at time t - 1,
"I == a vector of coefficients,

U t == an error term which is assumed to be uncorrelated with any
information available at t-1 (which includes Zt-i or Ut-i for
all i ~ 1, and hence U t is serially uncorrelated).

A rational forecast for X t then involves sirnply taking expectations of
equation (2) conditional on information available at t - 1:

(3)

Substituting into equation (1), we have

(4)

The MRE hypothesis embodies two sets of constraints. The neutrality
proposition implies that deviations of output and unemployment from
their natural levels are not correlated with the anticipated movements in
aggregate demand policy. That is, 8i == 0 for all i in

(5)
N N

Yt== Y;+ L ~i(Xt-i- X~-i)'+ L 8iX~-i+ Et ·
i=O i=O

Rationality of expectations implies that (5) can be rewritten as

(6)

where "I == "1*.
The joint nonlinear estimation procedure outlined in Chapter 2 is used

here to estimate both the constrained (2) and (4) system and the uncon
strained (2) and (6) system where "I == "1* is not imposed. It corrects for
serial correlation with a fourth-order autoregressive (AR) specification
for the Et error term, and this is successful in reducing the residuals to



(7)
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white noise. l The conventional identifying assumption found in previous
research on this topic is made that the output or unemployment equation
is a true reduced form. The joint MRE hypothesis of rationality and
neutrality is then tested with a likelihood ratio statistic constructed from a
comparison of the two estimated systems. It is distributed asymptotically
as X2(q) under the null hypothesis where q is the number of constraints.

If the joint hypothesis of rationality and neutrality is rejected, we can
obtain information on how much the rationality versus the neutrality
constraints contributes to this rejection. The neutrality constraints are
tested under the maintained hypothesis of rational expectations by con
structing a likelihood ratio statistic as above where the constrained system
is (2) and (4), and the unconstrained system is (2) and (6) subject to
the rationality constraints, "I == "1*. A separate test for the rationality
constraints proceeds similarly: the constrained system is (2) and (6)
imposing "I == "1*, and the unconstrained system is (2) and (6) where "I ==

"1* is not imposed.
In the results to follow, rejections of the MRE hypothesis occur when

the number of lags (N) in the unemployment or output equation is large.
However, although many degrees of freedom are used up in these estima
tions, there is no allowance for the loss of degrees of freedom in the
likelihood ratio statistics. The danger thus arises that spurious rejections
of the null hypothesis may occur because the small sample distributions of
the test statistics differ substantially from the asymptotic distributions.

The nature of the problem here becomes more obvious if we look at the
following analogous example. In an OLS regression, a test of restrictions
can be carried out with a finite sample test, the F, or with an asymptotic
test, the likelihood ratio. Asymptotically, the test statistics have the same
distribution, but misleading inference with the likelihood ratio statistics
can easily result in small samples. The F statistic is calculated as

F(q,df) = [(SSR~;:"SRU)~]

while the likelihood ratio statistic is

(8) n [log (SSRc/SSRU)] ,

1. In the output and unemployment equations estimates here, the Durbin-Watson
statistics range from 1.82 to 2.26, and none indicates the presence of first-order serial
correlation. Furthermore, the Ljung and Box (1978) adjusted Q statistics for the first twelve
autocorrelations of the residuals cannot reject the null hypothesis that these autocorrela
tions are zero. The Q(12) statistics range from 5.84 to 15.0 for all the models except those in
Appendix 6.1, while the critical Q(12) at 5 percent is 15.5. For the models in Appendix 6.1,
the Q(12) statistics range from 8.26 to 15.90, while the critical Q(12) at 5 percent is 18.2.
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where

df = the degrees of freedom of the unconstrained model,
n = the number of observations,
q = the number of constraints.

For over 100 degrees of freedom qF(q,df) is nearly distributed as X2(q),
and for small percentage differences, (SSRC

- SSRU)/SSRU is approx
imately equal to log (SSRCISSRU). Inference \\rith the Fstatistic in the case
of over 100 degrees of freedom involves approximately the comparison of
df[log(SSRCISSRU

)] with the X2(q) distribution. Inference with the likeli
hood ratio statistic on the other hand involves the comparison of
n[log(SSRCISSRU)] with the X2(q) distribution. Even in the case where df
is large, if nldf is substantially greater than one, the likelihood ratio
statistic will reject the null hypothesis far morf~ often than will the F. In the
case of the freely estimated unemployment or output model in Appendix
6.3 and N = 20, the degrees of freedom of the unconstrained model for
the joint or rationality tests is 111, while the number of observations is
184. The nidi of 1.7 in this case demonstrates that there is a potentially
serious small sample bias in the likelihood ratio test when this many
degrees of freedom are used up.

To make certain that rejections are valid, the output and unemploy
ment models are estimated both with and without the smoothness restric
tion that the anticipated and unanticipated money growth coefficients (&i
and ~i) lie along a fourth-order polynomial "vith an endpoint constraint.
This particular polynomial distributed lag (PDL) specification was
chosen because it is rarely rejected by the data and it has the advantage of
using up few degrees of freedom. 2

The anticipated aggregate demand X variable is constructed so that it
will be serially uncorrelated, so that a smoothness restriction is not
required to make coefficients on unanticipated aggregate demand intel
ligible. However, anticipated aggregate de:mand variables are highly

2. The PDL constraints are not rejected in models where money growth or inflation are
the aggregate demand X variable. E.g., in model 2.1, X2(4) = 3.34, while the critical value
at 5 percent is 9.49; in model 4.1, X2(17) = 12.94, while the critical value at 5 percent is
27.59; and in model A9.1, X2(14) = 20.54, while the critical value at 5 percent is 23.7. The
PDL constraints receive somewhat less support in the models using nominal GNP as the X
variable. They are not rejected for the A5.1 output model at the 5 percent level, but are
nearly so: X2(17) = 26.95, while the critical X2(17) at 5 percent is 27.6. However, they are
rejected at the 1 percent level in the unemployment model: X2(17) = 34.91, while the critical
X2(17) at 1 percent is 33.4. I experimented with an eighth-order PDL to see if this would fit
the data substantially better, but it did not. Although this rejection of the PDL constraints is
bothersome, the fact that the unrestricted models in Appendix 6.3 yield results so similar to
those in tables 6.A.5 and 6.A.6 indicates that, imposing or not imposing, the PDL con
straints yields the same conclusions.
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serially correlated, and the use of PDLs has the advantage of providing
more intelligible and more easily interpretable estimates of the anti
cipated aggregate demand coefficients, 8i . The main results reported in
this chapter thus are based on a PDL restriction. Comparing the main
results with those in Appendix 6.3 obtained without a PDL restriction
demonstrates that estimating with or without the restriction yields similar
~ coefficients and similar statistical inference on the validity of the MRE
hypothesis. Therefore, we can be confident that any rejections of the
MRE hypothesis are not due to small sample bias.

The specifications of the forecasting equations needed to estimate the
MRE model are derived with the multivariate Granger (1969) procedure
outlined in Chapter 2. The policy variable, Xt, is regressed on its own four
lagged values (to insure white noise residuals) as well as on four lagged
values of the following set of macrovariables: the quarterly M1 and M2
growth rate, the inflation rate, nominal GNP growth, the unemployment
rate, the Treasury Bill rate, the growth rate of real government expendi
ture, the high employment surplus, the growth rate of the federal debt,
and the balance of payments on current account. The four lagged values
of each variable are retained in the equation only if they are jointly
significant at the 5 percent level. This results in a specification of the
money growth forecasting equation, for example, which is quite different
from that used by Barro (1977, 1978) and Barro and Rush (1980): in
addition to past money growth, past Treasury Bill rates and high employ
ment budget surpluses appear as explanatory variables. Weintraub
(1980) also finds significant explanatory power of short-term interest
rates in the money growth equation, and the magnitude of his coefficients
is similar to that found here. The specifications for the forecasting equa
tions can be found in Appendix 6.4 as well as the Fstatistics for significant
explanatory power of the four lagged values of each variable in these
specifications. 3

Earlier research on the MRE hypothesis (e.g., Barro 1977, 1978, 1979;
Barro and Rush 1980; Grossman 1979; Leiderman 1980) uses a fairly
short lag length-two years or less-on the anticipated and unanticipated
X variables. This chapter looks at longer lag lengths for two reasons.
Experimenting with plausible, less restrictive models that have longer lag
lengths is appropriate for analyzing the robustness of results because this
strategy has the disadvantage only of a potential decrease in the power of

3. Chow (1960) tests that split the sample into equal halves indicate that both the money
growth and nominal GNP growth equations have the desirable property that the stability of
the coefficients cannot be rejected. However, stability of the coefficients is rejected for the
inflation equation. For the M1 growth equation, F(13,66) = 1.37, while the critical Fat 5
percent is 1.88; for the nominal GNP equation, F(9,74) = .60, while the critical F at 5
percent is 2.0; and for the inflation equation, F(13,55) = 3.40, while the critical F at 5
percent is 1.9.
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tests, but not of incorrect test statistics. In addition, estimates in this
chapter and in Gordon (1979) find that unanticipated and anticipated
aggregate demand variables lagged as far back as twenty quarters are
significantly correlated with output and unemployment.

6.3 The Empirical Results

The tests of the MRE hypothesis in the text use seasonally adjusted,
postwar quarterly data over the 1954-1976 period. The sample starts with
1954-the earliest possible starting date if models with long lags are to be
estimated. 4 An advantage of excluding the e~arly postwar years from the
sample is that the potential change in policy regime occurring with the
Fed-Treasury Accord in 1951 is avoided. In pursuit of information on
robustness, both output and unemployment models are estimated, with
M1 growth, nominal GNP growth, and inflation as the aggregate demand
variable. The natural level of unemployment or output, Yr, is estimated as
a time trend here, as in Barro (1978). A more complicated Barro (1977)
specification has been avoided because, as Srnall (1979) and Barro (1979)
indicate, its validity is doubtful.

6.3.1 The Data

The definitions and the sources of data used in this chapter are as
follows:

M1 G = average growth rate (quarterly rate) of M1, calculated as the
change in the log of quarterly M1, from the NBER data
bank.

M2G = average growth rate (quarterly rate) of M2, calculated as the
change in the log of quarterly M2, from the NBER data
bank.

RTB = average treasury bill rate at an annual rate (in fractions),
from the MPS data bank.

'IT = inflation (quarterly rate), calculated as the changes in the log
of the GNP deflator, from the 1v1PS data bank.

GNP = real GNP ($billions 1972), from~ the MPS data bank.
UN = average quarterly unemployment rate, from the MPS data

bank.
NGNP = growth rate (quarterly) of nominal GNP, calculated as the

change in the log of nominal GNP, from the MPS data bank.

The other variables used in the search procedure for the forecasting
equations were obtained from the NBER data bank.

4. Quarterly data on such variables as SURP do not become available until 1947. With
twenty lags on anticipated or unanticipated Xt, the additional four lags in the forecasting
equation and another four lags due to the fourth-order A.R correction, the first twenty-eight
observations are used up. This leaves us with a 1954: 1 start date.
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6.3.2 Results with Money Growth as the
Aggregate Demand Variable

The text will focus its attention on results obtained when money growth
is the aggregate demand variable in the MRE model. However, results
with inflation and nominal GNP growth as the aggregate demand variable
are presented in Appendix 6.2 and they are consistent with the money
growth results. The money growth results deserve more attention for two
reasons. Research with money growth as the aggregate demand variable
(e.g., Barro 1977, 1978, 1979; Barro and Rush 1980; Leiderman 1980;
Germany and Srivastava 1979; Small 1979) is more common in the
literature and produces results most favorable to the MRE hypothesis.
The methodology employed in this research has been criticized, however,
and another look at the question of whether anticipated monetary policy
matters to the business cycle is called for. Furthermore, the identifying
assumption used to estimate the MRE model, that it is a true reduced
form, is on firmer ground when money growth is the aggregate demand
variable. Although the exogeneity of money growth in output or unem
ployment equations is still controversial, economists are more willing to
accept the exogeneity of money growth than the exogeneity of nominal
GNP growth or inflation.

Table 6.1 summarizes the major findings by presenting the likelihood
ratio tests of the MRE hypothesis with M1 growth as the aggregate
demand variable. It tells the following story: When the lag length on
unanticipated and anticipated money growth is only seven, the lag length
used by Barro and Rush (1980), the likelihood ratio tests are not unfavor
able to the MRE hypothesis. The joint hypothesis of neutrality and
rationality is not rejected at the 5 percent level in either the output or
unemployment models, 2.1 and 2.2. Separate tests of the rationality and
the neutrality hypotheses reject only in one case-neutrality in the em
ployment model 2.2-and even here the rejection is barely at the 5
percent level. However, when the lag length is allowed to be longer-up
to twenty lags in the other models of the table-strong rejections of the
MRE hypothesis occur. The output model displays especially strong
rejections of the joint hypothesis-the probability of finding that value of
the likelihood ratio statistic or higher under the null hypothesis is as low
as 1 in 10,000. Here, both sets of constraints contribute to this rejection,
with the neutrality and rationality hypothesis rejected at the 1 percent
level. The long lag, unemployment models are also unfavorable to the
joint MRE hypothesis, with the rejection at the 1 percent level. How
ever, here the neutrality constraints are rejected far more strongly than
the rationality constraints.

Excluding relevant variables from a model results in incorrect test
statistics, and including irrelevant variables will at worst only reduce the
power of tests and make rejections even more telling. The table 6.1
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results therefore raise questions about previous empirical evidence from
shorter lag models that supports the MRE hypothesis, neutrality in
particular. Indeed, it appears that the shorter lag models are more
favorable to the MRE hypothesis only because misspecification yields
incorrect test statistics.

A look at the estimates of unemployment and output equations from
these models leads to a deeper understanding of the test results. Table 6.2
contains the output, and unemployment equations with short lags, jointly
estimated from the (2) and (4) system which impose the cross-equation
rationality constraints. The resulting 'Y estimates for the models of table
6.2 and the following tables are in Appendix 6.4.

The table 6.2 models fit the data well, and the unanticipated money
growth variables have significant explanatory power: many of their coef
ficients' asymptotic t statistics are greater than four in absolute value. The
test results in table 1 become clearer when we study the estimated output
and unemployment equations where current and lagged anticipated
money growth are added as explanatory variables. The table 6.3 results
illustrate why the neutrality proposition is not rejected for the output
equation. The coefficients on anticipated money growth have no obvious
pattern, are never significantly different from zero, and, in seven out of
eight cases, are smaller in absolute value than their asymptotic standard
errors. However, in the unemployment equation some coefficients on
anticipated money growth are significantly different from zero at the 5
percent level, and this is enough to reject neutrality. Here, the last two
lag coefficients on anticipated money growth are the most significant,
with asymptotic t statistics exceeding 2.5. This creates the suspicion that
even longer lag lengths for unanticipated and anticipated money growth
may lead to strong rejections of the MRE hypothesis.

Table 6.4 contains estimates of the output and unemployment equa
tions in which longer lags (twenty) of unanticipated money growth are
used as explanatory variables. Tables 6.5 and 6.6 demonstrate why strong
rejections of the MRE hypothesis now occur. Many of the coefficients on
anticipated money growth are now significantly different from zero at the
1 percent level, with some asymptotic t statistics even exceeding four in
absolute value. Of course these coefficients may be statistically significant
and still unimportant from an economic viewpoint; but this is clearly not
the case. The unanticipated coefficients not only tend to be greater in
absolute value than their unanticipated counterparts, but generally they
have higher asymptotic t statistics as well. In fact, only one out of
twenty-one r3 coefficients is statistically significant, as opposed to nearly
half of the B coefficients. Contrary to what is implied by the MRE
hypothesis, anticipated monetary policy does not appear to be less impor
tant than unanticipated monetary policy. In fact, the opposite seems to be
the case.
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Interpreting the 8 coefficients of anticipated money growth poses some
difficulties. One natural tendency is to make inferences about long-run
neutrality by testing whether the sum of the 8 coefficients differs from
zero. The following implicit question is being asked: What will be the
output or unemployment response to a permanent increase of 1 percent
in the expected rate of money growth? Lucas (1976), Sargent (1971,
1977), and Mishkin (1979) show that this question cannot be answered
with reduced-form models, of which the MRE model is one example. The
parameters of the MRE model are not invariant to changes in the time
series process of money growth and thus cannot yield reliable inferences
about what will happen when the time-series process of money growth
differs from that in the sample period. As the money growth equations in
the appendices in this and in Chapter 5 indicate, the time-series process of
money growth is stationary and is quite different from a random walk.
Yet a permanent increase in expected money growth is consistent only
with a random walk time-series process. Trying to use the estimated
MRE model here to make inferences about the response to a permanent
increase in expected money growth is thus inappropriate.

Furthermore, most structural macroeconometric models in use do not
distinguish between anticipated and unanticipated monetary policy and
are incapable of interpreting the lag patterns of the 8' s versus the J3's in
tables 6.5 and 6.6. It is not obvious what form these lag patterns should
take in a model where expectations are rational, yet anticipated monetary
policy matters. Econometric models of this type are only now being
developed-Taylor (1979), for example-but to my knowledge simula
tion results displaying the reduced-form ~ and 8 coefficients are not yet
available.

Output and unemployment models were also estimated using M2
growth rather than Ml growth as the policy variable. Here the Granger
(1969) criterion generates a specification of the M2 equation that includes
only past M2 growth and Treasury Bill rates as explanatory variables. The
results are not reported here in the interests of brevity, but they indicate
that using M1 rather than M2 in the estimated models does not change the
conclusions. 5 However, using unanticipated M2 growth rather than M1
growth does lead to some deterioration in the fit of the equations as well
as lower asymptotic t statistics.

It does not seem to matter, either, whether seasonally adjusted or
seasonally unadjusted data are used in the empirical work here. Season-

5. E.g., the freely estimated A14.1 M2 model does not lead to rejection of the joint
hypothesis. The likelihood statistic is X2(15) = 18.1 with a marginal significance level of .26.
However, the M2 results for the longer lag models explored in this chapter are just as
negative to the MRE hypothesis. E.g., the freely estimated A15.1 model with M2 data leads
to a likelihood ratio statistic for the joint hypothesis of X2(28) = 58.90 with a marginal
significance level of .0006.
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ally unadjusted M1 data in output and unenlployment models give results
not appreciably different from seasonally adjusted data. 6 The empirical
work in Chapters 4 and 5 that use models resembling the one here also
find results not appreciably affected by the choice of seasonally adjusted
over unadjusted data.

The money growth results here are much less favorable to the MRE
hypothesis than previous work. Which of the several differences in the
analysis here from that of earlier work might explain the less favorable
results? As pointed out in Chapter 2, the joint nonlinear estimation
procedure used here is even more favorable to the null hypothesis than
the two-step procedure used in previous work, so this procedure cannot
be the cause of the rejections. Polynomial distributed lags have been used
in order to insure that rejections of the MRJE hypothesis are not spurious.
They have made very little difference to the results and do not appear to
be a factor in the rejections.

The money growth specifications yielded by the procedure used here is
substantially different from specifications in previous studies. In contrast
to those, neither real government expenditures nor unemployment are
explanatory variables in the money growth equation. Because so much of
the debate on the MRE hypothesis has focused on the specification of the
money growth equation (see Barro 1977; Small 1979; Germany and
Srivastava 1979; Blinder 1980; Weintraub 1980), we may wonder whether
this different specification is central to the :findings. A comparison of the
findings here with those from the other study that analyzes postwar
quarterly data, Barro and Rush (1980), should help answer this question.

The models of table 6.2 that have the same seven-quarter lag length
used in Barro and Rush yield results very similar to theirs, even though
they use a different specification for the mloney growth equation. As in
Barro and Rush, the models in this study fit the data well, the unantici
pated money growth variables have significant explanatory power, and
the tests of the rationality and neutrality constraints are not unfavorable
to the MRE hypothesis. Most striking is the similarity of the parameter
estimates. Not only do the table 6.2 models display the same pattern of
serial correlation in the residuals as the Barro and Rush results, but the
lag structure has the same humped pattern and peaks at identical lags.

6. Because a fourth-order autoregression is not sufficient to reduce the seasonally
unadjusted Ml growth to white noise, values of the unadjusted Ml growth for lags five
through eight replaced the SURP variables in the forecasting equation specification. The
coefficients and asymptotic standard errors of the fret~ly estimated A14.1 model estimated
with unadjusted data are close to those using the adjusted data. In this case the likelihood
ratio statistic of the joint hypothesis is X2(19) = 29.75 with a marginal significance level of
.0551. The unadjusted results for the long lag A15.l model are unfavorable to the MRE
hypothesis. So are the results using adjusted data: the likelihood ratio statistic for the joint
hypothesis is X2(32) = 62.65 with a marginal significance level of .0010.
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The close resemblance between the table 6.2 results and those of Barro
and Rush is an important finding. Although misspecification of the
money growth forecasting equation would lead to an error-in-variables
bias in the coefficients of the unemployment or output equation, the
preceding chapter has argued and found evidence that the bias should not
be severe. The similarity of the results in table 6.2 to those of Barro and
Rush lends support to this view, and further support comes from the
similarity of the M2 and M1 results where the specification of the money
growth forecasting equation also differs.

The similarity of the table 6.2 and Barro-Rush results certainly shows
that using a different sample period from Barro and Rush's is not what
caused the MRE hypothesis to be rejected. By a process of elimination,
we are left with the longer lag lengths as the key reason why this chapter
contains results so much more unfavorable to the MRE hypothesis.
However, there are three other minor differences between the models
here and those in Barro and Rush: (1) a fourth-order AR serial correla
tion correction rather than a second-order AR correction, (2) exclusion
of government expenditure variables from the output and employment
equations, and (3) a different definition of the unemployment variable.
Could these differences lead to the rejections found here? To ascertain
the effect of these differences, the long lag models were reestimated so
that the output and unemployment equations conformed to the Barro
and Rush specification. The resulting models are found in Appendix 6.1.

As Barro and Rush found, the coefficient on their government expend
iture variables do have the expected sign, indicating that a rise in govern
ment expenditure is associated with higher output and lower unemploy
ment. Although the government expenditure variable does not exhibit
significant additional explanatory power in the unemployment equation,
it does so in the output equation. There the coefficient on the log of
government expenditure is significantly different from zero at the 1
percent level: it is over three times its standard error. However, it is not
clear that actual government expenditure belongs in an output or unem
ployment equation consistent with the MRE hypothesis. Some distinc
tion between anticipated and unanticipated seems called for in this case.
An attempt was made to estimate models that make this distinction, but
the attempt was not very successful: the Granger criterion led to a
specification of the government expenditure forecasting equation where
the identification condition discussed in Chapter 2 was not satisfied: that
is, no other variables besides past government expenditure were found to
be significant explanatory variables in this equation. This is the reason
why, despite its use by Barro and Rush, no form of government expendi
ture was included as an explanatory variable in the models of tables
6.1-6.6.
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The basic finding in Appendix 6.1 is that the three changes in specifica
tion suggested by Barro and Rush (1980) clo not appreciably affect the
results. The test statistics are quite close to those found for the models in
tables 6.1-6.6. The strong rejections of the MRE hypothesis hold up.
Furthermore, contrary to the MRE hypothesis, anticipated monetary
policy continues to be more important than unanticipated monetary
policy in these results. As in tables 6.5 and 6.6, the coefficients on
anticipated money growth are larger and more statistically significant
than those of unanticipated money growth.

6.4 Conclusions

This chapter asks the question, "Does Anticipated Aggregate Demand
Policy Matter?" The reported findings answer this question with a strong
"yes": anticipated policy does seem to matter.

The most important results are those with money growth as the aggre
gate demand variable. These results strongly reject the neutrality prop
osition of the MRE hypothesis. Furthermore, contrary to the implica
tions of the MRE hypothesis, unanticipated movements in monetary
policy do not have a larger impact on output and unemployment than
anticipated movements. The other proposition embodied in the MRE
hypothesis, that expectations are rational, fares better in the empirical
tests here. When the MRE component hypotheses of rationality and
neutrality are tested jointly, strong rejections occur in both the output
and unemployment models. In one case, the probability of finding the
same or higher value of the likelihood ratio statistic under the null
hypothesis is only 1 in 10,000. The crucial factor in the unfavorable
findings on the MRE hypothesis appears to be the inclusion of long lags in
the output and unemployment equations. The results here thus give
further impetus to theoretical research (see Blinder's 1980 discussion)
that is currently exploring why long lags may exist in rational expectations
models of the business cycle.

Models with longer lags are less restrictive. The rejections in these
models are therefore very damaging to earlier evidence in support of the
MRE hypothesis obtained from models with shorter lags. As discussed in
Chapter 2, the only cost to estimating the models with longer lags is a
potential decrease in the power of the test statistics. Rejections in this
case are thus even more telling. The failure to reject the MRE hypothesis
in shorter lag models appears to be the result of an overly restrictive
specification that leads to inconsistent paranleter estimates and incorrect
test statistics.

There is one qualification of the results that warrants further discus
sion. The methodology used here follows previous research in this area
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by using the identifying assumption that the output and unemployment
equations are true reduced forms. It is not clear whether, if this assump
tion proved invalid, it might lead to rejections of the MRE hypothesis
even if the hypothesis was true. The money growth results here are then
by no means a definitive rejection of this hypothesis. However, this work
does cast doubt on the previous evidence, also of a reduced-form nature,
marshaled to support the view that only unanticipated monetary policy is
relevant to the business cycle.

The above qualification is even more important for the results in
Appendix 6.3 where the aggregate demand variables are nominal GNP
growth or inflation, both of which are less likely to be exogenous. How
ever, these results confirm the money growth results. Rejections of
neutrality are extremely strong. In one case, for example, the probability
of finding that value of the likelihood ratio statistic under the null hypoth
esis of neutrality is only 1 in 200,000. The hypothesis of rational ex
pectations fares much better in these tests. Although the rationality
hypothesis does not come out unscathed-there is one rejection at the 5
percent level, but just barely-it is not rejected in any other tests in this
appendix at the 5 percent level. 7 This result might encourage those who
are willing to assume rationality of expectations in constructing their
macro models, yet are unwilling to assert the short-run neutrality of
policy.

7. I do not cite the rationality test results in Appendix 6.3. In Chapter 2 I explain why
they may not be reliable because of small sample bias.
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Table 6.A.2 Likelihood Ratio Tests for the Models of Table 6.A.l

Model

Joint hypothesis:
Likelihood ratio statistic
Marginal significance level

Neutrality:
Likelihood ratio statistic
Marginal significance level

Rationality
Likelihood ratio statistic
Marginal significance level

*Significant at the 5 percent level.
**Significant at the 1 percent level.

ALl

X2(15) = 43.02**
.0002

X2
( 4) = 13.13*

.0106

X2(11) = 30.45**
.0013

A1.2

X2(15) = 31.26**
.0081

X2(4) = 13.78**
.0081

X2(11) = 18.80
.0648
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Appendix 6.2: Results with Nominal GNP Growth and Inflation
as the Aggregate Demand Variable

Nominal GNP Growth as the Aggregate Demand Variable

The models here follow Gordon (1979) and Grossman (1979) in using
nominal GNP growth as the aggregate demand variable in the output and
unemployment equations. We should be cautious in interpreting the
results because the assumptions that nominal GNP growth is exogenous
and that the models are reduced forms are questionable. Nevertheless,
these results will shed light on previous evidence on the MRE hypothesis
using nominal GNP growth as the X variable. Table 6.A.5 reports the
output and unemployment equations that have been estimated from the
(2) and (4) system, imposing the cross-equation constraints that the 'Yare
equal in both equations. Twenty lagged quarters of unanticipated nomi
nal GNP growth have been included in the models because coefficients on
lags as far back as this are significantly different from zero at the 5 percent
level-a result confirmed by Gordon (1979).8

The signs and shape of the A5.1 and A5.2 IIlodels are sensible, showing
an increase in unanticipated nominal GNP growth usually associated with
an increase in output or a decrease in unelIlployment. The fit of these
equations is good too-compare them, for example, with the results in
table 6.2 and table 6.A.9-and several of the coefficients on unantici
pated nominal GNP growth even exceed their asymptotic standard errors
by a factor of 10. The good fit is not surprising because we would expect
nominal GNP fluctuations to track short-run movements accurately in
real GNP or unemployment if price level movements are smooth.

Despite these attractive results, table 6.A..6 indicates that the MRE
hypothesis is not supported. Both the unemployment and output models
lead to strong rejections of the joint hypothesis. Rejection in the output
model is at the .00001 level; in the unemploylnent model it is at the .0009
leve1. 9 One reason for the stronger rejections here with nominal GNP
growth as the aggregate demand variable may be that the higher correla
tion of this aggregate demand variable with output or unemployment
leads to tests with greater power. The most interesting aspect of these
results is that the rationality constraints contribute very little to these
rejections. In both models, the data do not reject the rationality of
expectations. The culprit behind the rejections of the joint hypothesis is

8. See McCallum (1979b) for a critique of the Gordon (1979) study.
9. As in the money growth results, the long lags for the unanticipated and anticipated

nominal GNP variables are critical to the negative findings on the MRE hypothesis. E.g., an
output model with only seven lags of nominal GNP growth and the lag coefficients freely
estimated does not reject the joint hypothesis: X2(15) = 23.07 with a marginal significance
level of .0827.
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Table 6.A.6 Likelihood Ratio Tests for the Models of Table 6.A.5

Model

Model

Joint hypothesis:
Likelihood ratio statistic
Marginal significance level

Neutrality:
Likelihood ratio statistic
Marginal significance level

Rationality:
Likelihood ratio statistic
Marginal significance level

*Significant at the 5 percent level.
**Significant at the 1 percent level.

A5.1

X2(11) = 43.19**
1.01 x 10- 5

X2(4) = 30.22**
4.41 x 10- 6

X2(7) = 12.86
.0756

A5.2

X2(11) = 31.69**
.0009

X2(4) = 19.90**
.0005

X2(7) = 11.28
.1269

the neutrality proposition. These neutrality rejections are exceedingly
strong: the probability of finding the same or higher value of the likeli
hood ratio statistic under the null hypothesis of neutrality is 1 in 2,000 for
the unemployment model and 1 in 200,000 for the output model! Clearly,
in these models, anticipated nominal GNP growth does matter, and
rejection of the neutrality constraints cannot be blamed on the failure of
the maintained hypothesis of rationality. These results then lend some
support to modeling strategies in which expectations are assumed to be
rational.

Tables 6.A.7 and 6.A.8 contain the results from the (2) and (6) system
with rational expectations imposed. As we would expect from table
6.A.6, many of the coefficients on anticipated nominal GNP growth are
significantly different from zero at the 1 percent level, with some asymp
totic t statistics even exceeding 7 in absolute value. The coefficients on
anticipated nominal GNP growth are of a similar magnitude to the
coefficients on unanticipated nominal GNP growth. Contrary to what is
implied by the MRE hypothesis, anticipated aggregate demand policy as
represented by nominal GNP growth is not obviously less important than
unanticipated aggregate demand policy.

Inflation as the Aggregate Demand Variable

The next set of results explores tl Lucas (1973) supply function where
inflation is the aggregate demand variable. We should be cautious in
interpreting these results, not only because the assumption that inflation
is exogenous is tenuous, but also because the 'Y coefficients in the infla
tion-forecasting equation were not found to be stable. Table 6.A.9
presents the output and unemployment equations estimated from the
constrained (2) and (4) system. The seventeen-quarter lag length on
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unanticipated inflation has been included in the models again because
coefficients on lags as far back as this are significantly different from zero
at the 5 percent level.

The suprising result of table 6.A.9 is that the coefficients on unantici
pated inflation are often significantly different from zero and yet they
have the opposite sign to what we would expect from a Lucas supply
function. These results contradict Sargent's (1976a) finding of a negative
correlation between unanticipated inflation and employment, but are in
agreement with Fair (1979). Our results may contradict Sargent because
1973-1975 data are included in the sample period. Sargent takes unantici
pated inflation to be a response to aggregate demand shifts, possibly a
more reasonable assumption for the sample period he used in estimation.
However, it is plausible that the supply shock effect of a decreased supply
of food and energy-which would be linked to an unanticipated upward
movement in the U. S. inflation rate coupled with an output decline-is
dominating the aggregate demand effects on unanticipated inflation in
the data used here. Thus the estimated coefficients on unanticipated
inflation may not contradict the MRE hypothesis, but they certainly do
not support it.

The likelihood ratio tests in table 6.A.IO indicate that the MRE
hypothesis is not supported for the models with inflation as the aggregate
demand variable. The joint hypothesis is rejected for both models at the 5
percent significance level, with the neutrality hypothesis the major con
tributor to these rejections. The neutrality constraints are rejected at the
.001 marginal significance level for the output model and .01 for the
unemployment model. The rationality constraints again fare better with
the marginal significance levels equaling .51 for the output model and .04
for the unemployment model. The evidence, as before, seems to be

Table 6.A.I0 Likelihood Ratio Tests for Models of Table 6.A.9

Model

A9.1 A9.2

Joint hypothesis:
Likelihood ratio statistic
Marginal significance level

Neutrality:
Likelihood ratio statistic
Marginal significance level

Rationality:
Likelihood ratio statistic
Marginal significance level

*Significant at the 5 percent level.
**Significant at the 1 percent level.

X2(15) = 28.45*
.0189

X2(4) = 18.52**
.0010

X2(11) = 10.23
.5098

X2(15) = 32.34**
.0058

X2(4) = 13.20*
.0104

X2(11) = 20.16*
.0432
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negative on the neutrality implications of the MRE hypothesis, but far
less so on the rationality implication.

Tables 6.A.ll and 6.A.12 show that, contrary to the MRE hypothesis,
the effects from unanticipated inflation are not stronger than from antici
pated inflation. Not only are the coefficients on anticipated inflation
substantially larger than the unanticipated coefficients, but their asymp
totic t statistics are substantially larger as well. Overall, the Lucas supply
model estimated here is not successful. Its coefficients have the "wrong"
signs, it fits the data worse than a corresponding model with money
growth as the aggregate demand variable, and it strongly rejects neutral
ity, with anticipated inflation proving to be more significantly correlated
with output and unemployment than unanticipated inflation.



T
ab

le
6

.A
.l

l
N

on
li

ne
ar

E
st

im
at

es
of

O
ut

pu
t

E
qu

at
io

n
E

xp
la

na
to

ry
V

ar
ia

bl
es

:
U

na
nt

ic
ip

at
ed

an
d

A
nt

ic
ip

at
ed

In
fl

at
io

n,
S

ev
en

te
en

L
ag

s
(P

D
L

)
17

17

L
og

(G
N

P
t)

=
C

+
T

T
IM

E
+

I
~i

(7
Tt

-i
-

7T
~-

i)
+

I
8i

7T
~-

i+
PI

E.
t-

1
+

P2
E.

t-
2

+
P3

E.
t-

3
+

P4
E.

t-
4

+
TI

t
i=

O
i=

O

M
od

el
:

D
ep

en
de

nt
V

ar
ia

bl
e:

~
O

=
-

.0
82

(.
31

1)
f3I

=
.0

32
(.

46
6)

~
2

=
.1

92
(.

62
4)

~
3

=
.3

58
(.

73
0)

f34
=

.4
98

(.
80

0)
~
5

=
.5

89
(.

83
6)

~
6

=
.6

15
(.

86
1)

~
7

=
.5

66
(.

87
5)

~
8

=
.4

41
(.

87
9)

r39
=

-
.2

46
(.

86
9)

~
1
O

=
-

.0
06

(.
84

4)

A
11

.1
10

g(
G

N
P

t)

C
=

6.
08

9(
.0

68
)*

*

~
1
1

=
-

.2
93

(.
80

3)
f31

2
=

-
.5

89
(.

74
8)

~
1
3

=
-

.8
56

(.
68

0)
~
1
4

=
-1

.0
5

2
(.

60
0)

f3
15

=
-1

.1
2

6
(.

5
0

7
)*

~
1
6

=
-1

.0
2

1
(.

3
8

9
)*

*
~
1
7

=
-

.6
69

(.
22

8)
**

PI
=

1.
09

2(
.1

21
)*

*
P2

=
-

.3
12

(.
17

1)

T
=

.0
11

(.
00

1)

8 0
=

.1
28

(.
53

8)
8 1

=
-

.9
94

(.
39

7)
*

8 2
=

-1
.5

4
4

(.
3

9
0

)*
*

8 3
=

-1
.6

8
2

(.
3

9
1

)*
*

8 4
=

-1
.5

4
7

(.
3

7
8

)*
*

8 5
=

-1
.2

5
8

(.
3

6
9

)*
*

8 6
=

-
.9

12
(.

37
3)

*
8 7

=
-

.5
88

(.
38

6)
8 8

=
-

.3
42

(.
39

3)
8 9

=
-

.2
11

(.
38

4)
8 1

0
=

-
.2

10
(.

36
1)

P3
=

.2
02

(.
17

2)
P4

=
-

.0
67

(.
11

9)

8 1
1

=
-

.3
34

(.
34

3)
8 1

2=
-

.5
59

(.
35

4)
8 1

3
=

-
.8

38
(.

40
5)

*
8 1

4
=

-1
.1

0
4

(.
4

6
9

)*
8 1

5
=

-
1.

27
2(

.5
08

)*
8 1

6
=

-1
.2

3
3

(.
4

7
5

)*
*

8 1
7

=
-

.8
58

(.
32

3)
**

R
2

=
.9

98
8

S
E

=
.0

08
55

D
-W

=
1.

99

N
ot

e:
E

st
im

at
es

fr
om

th
e

(2
)

an
d

(6
)

sy
st

em
im

po
si

ng
~

=
~.

*
T

h
e

~
1

an
d

8 i
ar

e
co

ns
tr

ai
ne

d
to

lie
al

on
g

a
fo

ur
th

-o
rd

er
po

ly
no

m
ia

l
w

it
h

th
e

en
dp

oi
nt

co
ns

tr
ai

ne
d.

*S
ig

ni
fi

ca
nt

at
th

e
5

pe
rc

en
t

le
ve

l.

**
S

ig
ni

fi
ca

nt
at

th
e

1
pe

rc
en

t
le

ve
l.



T
ab

le
6.

A
.1

2
N

on
li

ne
ar

E
st

im
at

es
of

U
ne

m
pl

oy
m

en
t

E
qu

at
io

n
E

xp
la

na
to

ry
V

ar
ia

bl
es

:
U

na
nt

ic
ip

at
ed

an
d

A
nt

ic
ip

at
ed

In
fl

at
io

n,
S

ev
en

te
en

L
ag

s
(P

D
L

)
2

0
2

0

U
N

t=
C

+
T

T
IM

E
+

I
J3

i('
TT

t-
i
-

'T
T~

-i
)

+
I

8i
'T
T~
-i
+

P
1

E
t-

1
+

P
2

E
t-

2
+

P
3

E
t-

3
+

P
4

E
t-

4
+

TI
t

i=
O

i=
O

M
od

el
:

D
ep

en
de

nt
V

ar
ia

bl
e:

130
=

4.
54

(1
0.

27
)

J31
=

12
.6

5(
18

.5
0)

~
2

=
13

.1
5(

25
.0

1)
J33

=
8.

66
(2

8.
65

)
J34

=
1.

47
(3

0.
32

)
135

=
-

6.
55

(3
0.

89
)

J36
=

-1
3.

86
(3

1.
00

)
J37

=
-1

9.
32

(3
0.

96
)

J38
=

-
22

.1
4(

30
.8

3)
139

=
-

21
.9

1(
30

.4
7)

J3
10

=
-1

8.
61

(2
9.

73
)

A
12

.1
U

N
t

C
=

6.
98

1(
2.

68
7)

**

131
1=

-
12

.5
7(

28
.5

3)
13

12
=

-
4.

50
(2

6.
86

)
131

3=
4.

52
(2

4.
77

)
13

14
=

13
.0

4(
22

.2
7)

13
15

=
19

.2
3(

19
.1

9)
13

16
=

20
.8

9(
15

.0
5)

13
17

=
15

.4
6(

9.
04

)

PI
=

1.
41

0(
.1

22
)*

*
P2

=
-

.6
65

(.
20

3)
**

T
=

-
.0

68
(.

04
5)

8 0
=

-
42

.9
0(

26
.2

3)
8 1

=
11

.1
5(

16
.7

2)
8 2

=
43

.0
3(

15
.7

7)
**

8 3
=

58
.1

4(
15

.9
9)

**
8 4

=
61

.2
4(

15
.2

8)
*

*
8 5

=
56

.4
7(

14
.3

4)
**

8 6
=

47
.3

1(
14

.0
4)

*
*

8 7
=

36
.6

2(
14

.4
4)

*
8 8

=
26

.6
3(

14
.8

9)
8 9

=
18

.9
2(

14
.8

3)
8 1

0
=

14
.4

4(
14

.2
4)

P3
=

.0
16

(.
20

1)
P4

=
.1

61
(.

11
5)

8 1
1

=
13

.5
2(

13
.8

3)
8 1

2
=

15
.8

4(
14

.7
1)

8 1
3

=
20

.4
5(

17
.1

9)
8 1

4
=

25
.7

5(
20

.2
3)

8 1
5

=
29

.5
3(

22
.0

5)
8 1

6
=

28
.9

3(
20

.7
3)

8 1
7

=
20

.4
6(

14
.1

5)

N
ot

e:
S

ee
ta

bl
e

6
.A

.l
1

.
*S

ig
ni

fi
ca

nt
at

th
e

5
pe

rc
en

t
le

ve
l.

**
Si

gn
if

ic
an

t
at

th
e

1
pe

rc
en

t
le

ve
l.

R
2

=
.9

53
0

S
E

=
.3

02
55

D
-W

=
2.

10



A
pp

en
di

x
6.

3:
R

es
ul

ts
N

ot
U

si
ng

P
ol

yn
om

in
al

D
is

tr
ib

ut
ed

L
ag

s

T
ab

le
6.

A
.1

3
L

ik
el

ih
oo

d
R

at
io

T
es

ts
o

f
th

e
M

R
E

H
yp

ot
he

si
s

w
it

h
M

I
G

ro
w

th
as

th
e

A
gg

re
ga

te
D

em
an

d
V

ar
ia

bl
e

M
od

el

A
14

.1
A

14
.2

A
15

.1
A

15
.2

Jo
in

t
hy

po
th

es
is

:
L

ik
el

ih
oo

d
ra

ti
o

st
at

is
ti

c
X

2
(1

9)
=

22
.3

7
X

2
(1

9)
=

31
.5

5*
X

2
(3

2)
=

66
.9

0*
*

X
2
(3

2)
=

54
.0

6*
*

M
ar

gi
na

l
si

gn
if

ic
an

ce
le

ve
l

.2
66

2
.0

35
1

.0
00

3
.0

08
7

N
eu

tr
al

it
y:

L
ik

el
ih

oo
d

ra
ti

o
st

at
is

ti
c

X
2
(8

)
=

9.
53

X
2
(8

)
=

11
.9

7
X

2
(2

1)
=

45
.2

2*
*

X
2
(2

1)
=

36
.4

7
M

ar
gi

na
l

si
gn

if
ic

an
ce

le
ve

l
.2

99
6

.1
52

4
.0

01
6

.0
83

0
0

"
.;

"
..

...
"
1

;.
,,

.
J
.,

a
U

V
l
l
a
l
l
l
.J

'

L
ik

el
ih

oo
d

ra
ti

o
st

at
is

ti
c

X
2
(1

1)
=

12
.3

4
X

2
(1

1)
=

20
.1

4
*

X
2
(1

1)
=

27
.1

0*
*

X
2
(1

1)
=

27
.0

1
**

M
ar

gi
na

l
si

gn
if

ic
an

ce
le

ve
l

.3
38

6
.0

43
5

.0
04

4
.0

04
6

N
ot

e:
T

he
ta

bl
es

he
re

co
rr

es
po

nd
to

pr
ev

io
us

ta
bl

es
as

fo
llo

w
s:

6.
A

.1
3

to
6.

1,
6.

A
.1

4
to

6.
2,

6.
A

.1
5

to
6.

4,
6.

A
.1

6
to

6.
A

.5
,

6.
A

.1
7

to
6.

A
.6

,
6.

A
.1

8
to

6.
A

.9
,

6.
A

.1
9

to
6.

A
.1

0.



T
ab

le
6.

A
.1

4
N

on
li

ne
ar

E
st

im
at

es
of

O
ut

pu
t

an
d

U
ne

m
pl

oy
m

en
t

E
qu

at
io

ns
E

xp
la

na
to

ry
V

ar
ia

bl
es

:
U

na
nt

ic
ip

at
ed

M
on

ey
G

ro
w

th
,

Se
ve

n
L

ag
s,

F
re

el
y

E
st

im
at

ed
7

Yt
=

C
+

T
T

IM
E

+
I

~
i
(
M
1
G
t
-
i

-
M
1
G
~
_
;
)

+
P

IE
t-

1
+

P
2

E
t-

2
+

P
3

E
t-

3
+

P
4

E
t-

4
+

'Y
lt

i=
O

M
od

el
:

D
ep

en
de

nt
V

ar
ia

bl
e:

A
14

.1
lo

g
(G

N
P

t)

A
14

.2
U

N
t

C
=

6.
17

5(
.0

46
)*

*

~
o

=
.7

43
(.

24
7)

**
~
I

=
1.

61
6(

.3
75

)*
*

~
2

=
2.

06
5(

.4
44

)*
*

~
3

=
2.

45
0(

.4
84

)*
*

~
4

=
2.

24
4(

.5
01

)*
*

~
5

=
1.

81
2(

.4
84

)*
*

~
6

=
.9

96
(.

42
1)

*
~
7

=
.5

09
(.

26
9)

P
I

=
1.

13
8(

.1
19

)*
*

P
2

=
-

.3
79

(.
17

7)
*

T
=

.0
08

(.
00

05
)

P
3

=
.1

95
(.

17
7)

P
4

=
-

.0
27

(.
11

9)

C
=

3.
56

3(
1.

59
0)

*

~
o

=
-1

8
.7

3
(

9.
03

)*
~
I

=
-4

0.
73

(1
6.

05
)*

~
2

=
-

69
.0

1(
19

.3
3)

**
~
3

=
-

86
.4

1(
20

.4
0)

**
~
4

=
-

92
.7

9(
20

.8
5)

**
~
5

=
-7

2.
45

(2
0.

32
)*

*
~
6

=
-

42
.2

6(
16

.5
3)

*
~
7

=
-1

5
.1

4
(

9.
26

)

P
I

=
1.

47
4(

.1
14

)
P

2
=

-
.

77
7(

.2
06

)

T
=

.0
24

(.
01

8)

P
3

=
.0

72
(.

20
8)

P
4

=
.1

56
(.

11
8)

R
2

=
.9

98
9

S
E

=
.0

08
5

D
-W

=
1.

97
R

2
=

.9
51

4
S

E
=

.3
06

2
D

-W
=

2.
05

N
ot

e:
E

st
im

at
ed

fr
om

th
e

(2
)

an
d

(4
)

sy
st

em
,

im
po

si
ng

th
e

cr
os

s-
eq

ua
ti

on
co

ns
tr

ai
nt

s
th

at
~

is
eq

ua
li

n
(2

)
an

d
(4

).
N

ot
e

th
at

th
e

~i
ar

e
es

ti
m

at
ed

w
it

ho
ut

co
ns

tr
ai

nt
s.

*S
ig

ni
fi

ca
nt

at
th

e
5

pe
rc

en
t

le
ve

l.
**

S
ig

ni
fi

ca
nt

at
th

e
1

pe
rc

en
t

le
ve

l.



T
ab

le
6.

A
.1

5
N

on
li

ne
ar

E
st

im
at

es
o

f
O

u
tp

u
t

an
d

U
ne

m
pl

oy
m

en
t

G
ro

w
th

E
xp

la
na

to
ry

V
ar

ia
bl

es
:

U
na

nt
ic

ip
at

ed
M

on
ey

G
ro

w
th

,
T

w
en

ty
L

ag
s,

F
re

el
y

E
st

im
at

ed
2

0

Yt
=

C
+

T
T

IM
E

+
l

~
i
(
M
1
G
t
-
i
-
M
1
G
~
-
i
)

+
P

IE
t
-
l

+
P
2
E
t
~
2

+
P3
Et
~3

+
P

4
E
t-

4
+

TI
t

i=
O

M
od

el
:

D
ep

en
d

en
t

V
ar

ia
bl

e:
A

15
.1

lo
g

(G
N

P
t)

A
15

.2
U

N
t

C
=

6.
19

5(
.0

48
)*

*

~
o

=
.8

50
(.

27
5)

**
~
1

=
1.

78
4(

.4
30

)*
*

~
2

=
2.

32
0(

.5
23

)*
*

~
3

=
2.

93
5(

.6
14

)*
*

~
4

=
2.

98
9(

.7
22

)*
*

~
5

=
2.

60
5(

.7
96

)*
*

~
6

=
1.

63
7(

.8
22

)*
~
7

=
1.

10
3(

.8
02

)
~
8

=
.6

77
(.

76
4)

P9
=

.4
96

(.
71

9)
~
1
O

=
.1

66
(.

67
5)

P
I

=
1.

09
8(

.1
27

)*
*

P
2

=
-

.3
38

(.
18

4)

T
=

.0
08

(.
00

05
)

~
1
1

=
.2

00
(.

64
0)

~
1
2

=
.4

82
(.

62
0)

~
1
3

=
.6

25
(.

61
6)

~
1
4

=
.6

24
(.

63
1)

~
1
5

=
.7

51
(.

64
0)

~
1
6

=
.8

89
(.

61
6)

~
1
7

=
.8

82
(.

57
4)

~
1
8

=
.5

12
(.

53
4)

~
1
9

=
.3

00
(.

44
4)

P
2

0
=

.0
99

(.
27

7)

P
3

=
.1

84
(.

18
4)

P
4

=
-

.0
42

(.
12

9)

C
=

3.
37

5(
2.

06
4)

~
o

=
-1

1
.7

3
(

9.
92

)
~
1

=
-

21
.6

1(
18

.2
4)

~
2

=
-

52
.8

1(
22

.0
4)

*
~
3

=
-8

3.
72

(2
3.

14
)*

*
~
4

=
-1

03
.1

8(
25

.1
6)

**
~
5

=
-9

1.
00

(2
7.

33
)*

*
~
6

=
-7

2.
77

(2
8.

43
)*

~
7

=
-

50
.0

6(
28

.9
0)

~
8

=
-

25
.4

7(
29

.5
7)

P9
=

-
5.

44
(2

9.
28

)
~
1
O

=
3.

16
(2

4.
15

)

P
I

=
1.

46
3(

.1
17

)*
*

P
2

=
-

.7
08

(.
21

2)
**

T
=

.0
26

(.
02

3)

~
1
1

=
6.

66
(2

7.
18

)
~
1
2

=
10

.6
4(

26
.6

3)
~
I
3

=
10

.5
2(

26
.2

0)
~
1
4

=
4.

85
(2

5.
94

)
~
1
5

=
6.

02
(2

5.
22

)
~
I
6

=
1.

33
(2

4.
09

)
~

1
7

=
-

14
.1

3
(2

2.
76

)
~
1
8

=
-

24
.5

6(
21

.3
6)

~
1
9

=
-1

7
.2

2
(1

7
.0

7
)

P
2

0
=

-
2.

57
(

9.
49

)

P
3

=
-

.0
70

(.
21

7)
P

4
=

.2
49

(.
12

6)
*

R
2

=
.9

98
9

S
E

=
.0

08
6

D
-W

=
1.

97
R

2
=

.9
56

4
S

E
=

.3
02

7
D

-W
=

2.
09

N
ot

e:
S

ee
ta

bl
e

6.
A

.1
4.

*S
ig

ni
fi

ca
nt

at
th

e
5

pe
rc

en
t

le
ve

l.

**
S

ig
ni

fi
ca

nt
at

th
e

1
pe

rc
en

t
le

ve
l.



T
ab

le
6.

A
.1

6
N

on
li

ne
ar

E
st

im
at

es
of

O
ut

pu
t

an
d

U
ne

m
pl

oy
m

en
t

E
qu

at
io

ns
E

xp
la

na
to

ry
V

ar
ia

bl
es

:
U

na
nt

ic
ip

at
ed

N
om

in
al

G
N

P
G

ro
w

th
,

T
w

en
ty

L
ag

s,
F

re
el

y
E

st
im

at
ed

20
~

=
C

+
T

T
IM

E
+

~
J3

i(
N

G
N

P
t-

i-
N
G
N
~
-
i
)

+
P

1
E
t-

1
+

P
2

E
t
-
2

+
P

3
E
t-

3
+

P
4

E
t-

4
+

T
It

i=
O

M
od

el
:

D
ep

en
de

nt
V

ar
ia

bl
e:

A
16

.1
lo

g(
G

N
P

t)

A
16

.2
U

N
t

C
=

6.
17

6(
.0

34
)*

*

130
=

.8
93

(.
04

5)
**

131
=

1.
14

2(
.1

25
)*

*
132

=
1.

06
0(

.1
91

)*
*

133
=

.9
71

(.
23

4)
**

134
=

.7
04

(.
26

7)
**

135
=

.4
48

(.
28

3)
136

=
.2

6O
(.

28
2)

J37
=

.1
57

(.
27

5)
138

=
.0

43
(.

26
2)

J39
=

.0
14

(.
25

2)
J31

0=
.0

02
(.

24
5)

PI
=

1.
41

0(
.1

19
)*

*
P2

=
-

.1
50

(.
20

3)

T
=

.0
08

(.
00

04
)

131
1=

-
.0

35
(.

23
7)

131
2=

-
.0

28
(.

22
5)

13
13

=
-

.O
O

l(
.2

10
)

13
14

=
-

.0
26

(.
19

1)
13

15
=

-
.0

94
(.

16
8)

13
16

=
-

.1
01

(.
14

4)
131

7=
-

.0
34

(.
11

8)
J3

18
=

-
.0

71
(.

09
0)

13
19

=
-

.0
74

(.
06

7)
13

20
=

-
.0

15
(.

03
9)

P
3

=
-

.1
91

(.
20

4)
P

4
=

-
.1

10
(.

12
3)

C
=

-
20

8.
83

1(
35

01
.0

0)

130
=

-
24

.5
49

(
2.

61
4)

**
131

=
-

52
.0

80
(

5.
05

8)
**

132
=

-
63

.0
01

(
7.

88
1)

**
133

=
-

66
.1

26
(1

0.
21

5)
**

134
=

-5
9.

19
8(

11
.9

31
)*

*
J35

=
-

48
.0

80
(1

2.
76

3)
*

*
136

=
-4

3.
59

7(
12

.6
35

)*
*

137
=

-
39

.6
39

(1
1.

90
6)

**
138

=
-

31
.9

64
(1

0.
62

4)
**

139
=

-
26

.9
95

(
9.

2(
0)

**
131

0=
-

21
.8

45
(

8.
31

3)
**

PI
=

1.
35

7(
.1

19
)*

*
P2

=
-

.4
04

(.
19

7)
*

T
=

.6
82

(5
.8

28
)

131
1=

-1
5

.3
6

7
(

7.
71

3)
*

13
12

=
-1

2
.4

2
7

(
7.

04
6)

131
3=

-1
4

.2
6

3
(

6.
82

1)
*

J3
14

=
-1

4
.3

1
9

(
6.

52
3)

13
15

=
-1

2
.3

9
9

(
6.

00
9)

*
J3

16
=

-
7.

10
1(

5.
55

5)
13

17
=

-1
0

.1
6

6
(

4.
97

5)
*

13
18

=
-

9.
79

1(
4.

26
2)

*
13

19
=

-
7.

40
2(

3.
64

7)
*

13
20

=
-

5.
61

0(
2.

21
6)

*

P
3

=
.0

55
(.

19
4)

P
4

=
-

.0
10

(.
11

8)

R
2

=
.9

99
8

S
E

=
.0

03
40

D
-W

=
1.

82

N
ot

e:
S

ee
ta

bl
e

6.
A

.1
4.

*S
ig

ni
fi

ca
nt

at
th

e
5

pe
rc

en
t

le
ve

l.
**

Si
gn

if
ic

an
t

at
th

e
1

pe
rc

en
t

le
ve

l.

R
2

=
.9

81
6

S
E

=
.1

94
24

D
-W

=
1.

94



Table 6.A.17 Likelihood Ratio Tests for Models of Table 6.A.16

Model

A16.1 A16.2

Joint hypothesis:
Likelihood ratio statistic
Marginal significance level

Neutrality:
Likelihood ratio statistic
Marginal significance level

Rationality:
Likelihood ratio statistic
Marginal significance level

*Significant at the 5 percent level.
**Significant at the 1 percent level.

X2(28) = 57.89**
.0008

X2(21) = 56.11 **
4.86 x 10-- 5

X2(7) = 1.85
.9674

X2(28) = 71.21 **
1.25 X 10- 5

X2(21) = 64.04**
3.07 x 10- 6

X2(7) = 4.20
.7561
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Table 6.A.19 Likelihood Ratio Tests for Models of Table 6.A.18

Model

A18.1 A18.2

Joint hypothesis:
Likelihood ratio statistic
Marginal significance level

Neutrality:
Likelihood ratio statistic
Marginal significance level

Rationality:
Likelihood ratio statistic
Marginal significance level

*Significant at the 5 percent level.

**Significant at the 1 percent level.

X2(29) = 64.38* *
.0002

X2(18) = 43.51 **
.0007

X2(11) = 22.33*
.0219

X2(29) = 57.03**
.0014

X2(18) = 33.93*
.0129

X2(11) = 32.01 *
.0008



Appendix 6.4: Jointly Estimated Forecasting Equations

Table 6.A.20 Money Growth Equations Estimated Jointly with Output
and Unemployment Equations in Text

Model

2.1 2.2 3.1 3.2 4.1 4.2 5.1 6.1

Constant term .002 .003 .002 .002 .002 .002 .003 .003
(.001) (.001) (.001) (.001) (.001) (.001) (.001) (.001)

M1Gt - 1 .768 .712 .770 .730 .740 .676 .672 .690
(.110) (.111) (.113) ( .112) (.112) ( .112) ( .113) ( .112)

M1Gt - 2 -.018 -.052 -.006 .024 -.010 -.024 .039 .028
(.143) (.142) (.147) ( .138) (.143) (.142) (.143) (.142)

M1G t - 3 - .116 -.058 - .073 - .032 -.092 -.042 - .012 -.004
(.130) (.130) (.131) (.119) ( .130) (.129) (.129) (.132)

M1Gt - 4 - .161 - .133 - .149 - .116 - .055 -.065 -.016 -.026
(.101) (.105) (.102) (.098) (.106) (.108) (.107) ( .115)

RTBt - 1 - .319 - .379 -.265 - .350 -.273 - .349 -.408 - .425
(.089) (.092) (.088) (.093) (.093) (.094) (.099) (.101)

RTBt - 2 .628 .634 .558 .583 .560 .590 .541 .597
(.161) ( .162) (.166) (.159) (.163) ( .160) (.163) ( .163)

RTBt - 3 -.237 - .258 -.237 -.219 - .188 - .188 -.210 - .205
(.169) (.170) (.167) (.161) ( .171) (.169) (.170) (.171)

RTBt - 4 .002 .070 -.000 .031 -.057 -.030 .082 .036
(.098) (.102) (.091) (.094) (.104) (.105) (.104) (.109)

SURPt - 1 -.140 - .143 - .152 - .156 - .156 - .165 - .197 - .176
(.067) (.070) (.061) (.065) (.069) (.070) (.070) (.075)

SURPt - 2 .132 .099 .185 .153 .118 .093 .128 .072
(.082) (.082) (.080) (.079) (.082) (.081) (.082) (.083)

SURPt - 3 .042 .047 -.006 .021 .048 .062 .018 .046
(.086) (.086) (.085) (.083) (.086) (.085) (.086) (.087)

SURPt - 4 - .147 - .120 - .126 - .115 - .113 -.097 -.066 -.068
(.069) (.071) (.067) (.066) (.069) (.070) (.070) (.075)

R2 .6290 .6369 .6284 .6469 .6322 .6475 .6548 .6584
SE .00437 .00432 .00443 .00432 .00435 .00427 .00427 .00425
D-W 1.95 1.92 1.97 1.99 1.94 1.90 2.02 2.03

Note: Forecasting equations were estimated with the output or unemployment equation
imposing the cross-equation constraints that 'Y is equal in both equations. For purposes of
comparison, OLS column shows the estimate of the unconstrained forecasting equation.
Note that SE is the unbiased standard error and is calculated as described in the note to table
6.2.



Model

ALI A1.2 A3.1 A4.1 A14.1 A14.2 A15.1 A15.2 OLS

.002 .002 .003 .003 .002 .003 .002 .002 .003
(.001) (.001) (.001) (.001) (.001) (.001) (.001) (.601) (.001)
.741 .696 .699 .685 .755 .718 .810 .735 .673

(.111) (.111) (.114) (.110) (.111) (.113) (.118) (.119) (.113)
-.060 -.034 .056 .006 -.002 -.045 .022 -.007 .047
(.141) (.139) (.143) (.138) (.145) (.145) (.154) (.151) (.143)

- .095 -.005 .005 .017 - .131 - .078 - .108 -.091 - .035
(.130) (.127) (.130) (.129) (.130) (.132) (.138) (.136) (.136)

- .150 -.053 .064 -.080 - .154 - .124 -.232 - .115 -.039
(.105) (.106) (.107) (.112) (.102) (.107) (.110) (.113) (.118)

-.260 - .376 - .433 -.417 - .313 - .370 - .331 - .336 -.404
(.092) (.092) (.100) (.099) (.091) (.093) (.092) (.094) (.103)
.574 .597 .533 .605 .613 .613 .657 .572 .592

(.162) (.157) (.165) (.159) (.162) (.164) (.163) (.163) (.164)
-.216 -.236 -.206 -.220 -.229 - .231 - .247 - .165 - .190
(.170) (.166) (.170) (.167) (.170) (.173) (.172) (.173) (.173)

-.024 .052 .087 .054 .003 .055 - .013 -.013 .009
(.102) (.103) (.102) (.108) (.100) (.103) (.104) (.106) (.113)

- .147 -.134 -.190 - .168 - .157 - .152 - .164 - .137 -.206
(.069) (.069) (.068) (.073) (.067) (.070) (.069) (.070) (.076)

.123 .099 .155 .075 .147 .108 .150 .009 .100
(.082) (.080) (.082) (.081) (.080) (.082) (.085) (.083) (.084)
.054 .047 .019 .055 .042 .046 .064 .040 .039

(.087) (.084) (.086) (.085) (.085) (.082) (.090) (.088) (.088)
- .137 - .105 -.013 - .095 - .149 - .119 - .175 - .101 - .078
(.069) (.070) (.070) (.073) (.069) (.071) (.073) (.071) (.076)

.6231 .6504 .6397 .6568 .6306 -.6370 .6263 .6426 .6601

.00440 .00424 .00435 .00424 .00441 .00438 .00466 .00453 .00422
1.87 1.95 2.03 1.98 1.93 1.90 2.00 2.09 1.98
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Table 6.A.23 F Statistics for Significant Explanatory Power in Forecasting
Equations of Four Lags of Each Variable

MIG Forecasting NGNP Forecasting 'IT Forecasting
Variable Equation Equation Equation

NGNP 1.09 2.24 1.44
'IT 1.69 .96 8.38**
RTB 5.28** .11 5.01 **
M2G 1.25 5.65** 3.04*
MIG 15.80** .48 .60
UN 1.66 1.62 .76
RGNP .82 .94 1.44
G .13 2.47 1.55
BOP 1.28 .61 2.26
GDEBT 1.52 .92 .61
SURP 2.56* 1.66 1.35

Note: The F statistics test the null hypothesis that the coefficients on the four lagged values
of each of these variables equals zero. The F statistics. are distributed asymptotically as
F(4,x) where x runs from 75 to 83. The critical F at the 5 percent level is 2.5 and at the 1
percent level is 3.6. NGNP = quarterly rate of growth of real GNP, 'IT = quarterly rate of
growth of the GNP deflator, RTB = average 90-day treasury bill rate, M2G = quarterly
rate of growth of average M2, MIG = quarterly rate of growth of average M1, UN =

average unemployment rate, RGNP = quarterly rate of growth of real GNP, G = quarterly
rate of growth of real federal government expenditure" BOP = average balance of pay
ments on current account, GDEBT = quarterly rate of growth of government debt, SURP
= high employment surplus.
*Significant at the 5 percent level.
**Significant at the 1 percent level.


