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Chapter 1

Introduction to Combustion

L. P. H. de Goey

1 Introduction

Combustion may take place in many different forms and circumstances. Depending on the flow type
and the type of premixing, it is possible to distinguish different kinds of flame structures, each with its
own characteristic features. The principle description of all gaseous combustion processes, however,
is based on the same equations: the conservation equations for mass, species mass fractions, energy
and momentum. There are two main categories of gaseous flames, which are categorised according to
the type of mixing: premixed and non-premixed flames.

Premixed flames will be considered in section 2. The Borghi diagram for visualising the different
combustion regimes in premixed turbulent combustion will be explained in section 2.1. Main focus
will be on the different laminar flamelet regimes, where the flame time/length scales are so small that
the flames bahave as laminar flames, i.e. as thin boundary layers embedded in the flow. The flame
front structure of the premixed flames in the laminar flamelet regime can be considered as distorted
1D flame structures. The structure and burning velocity of idealised 1D flame fronts is studied in
section 2.2. A similar procedure is followed for non-premixed flames in section 3.

2 Analysis of Premixed Flames

2.1 Regime diagram for premixed combustion

The nature of a combustion process heavily depends on the length and time scales in the flame front
and the (turbulent) flow field. To classify the different combustion regimes in premixed flames one
frequently uses the Borghi diagram, which has been modified by Peters [3] recently (see figure 1.1). In
this diagram, combustion regimes are defined in terms of the ratio of velocity scalesv′/sL and length
scales̀ t/`F. If the fluctuations in the flow fieldv′ are small compared to the adiabatic burning velocity
sL and if the lenght scales of the largest flow structures`t are small compared to the flame thickness
`F, the combustion takes place in the laminar flames region. The wrinkled flamelet region is entered
if v′/sL < 1 and`t/`F > 1: a laminar flame front is more or less undisturbed and wrinkled by the
turbulent flow field. Distortions are damped by the propagation of the flame. However, ifv′/sL > 1
the burning velocity is not large enough to smoothen the fluctuations and we enter the corrugated
flamelet regime. Ifv′/sL increases further we enter the thin reaction zones regime, where the smallest
flow distortions become smaller than the flame thickness. The boundary between the last two regimes
is given by the relatioǹF = η, whereη is the length scale of the Kolomogorov eddies, the smallest
eddies in the flow. A laminar premixed flame front has a flame thickness given by`F = D/sL [4],

3



4 Chapter 1 — L. P. H. de Goey
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Figure 1.1: The modified Borghi-diagram for premixed turbulent combustion.

i.e. it is dictated by diffusive processes in the structure,D being a typical diffusion constant. The
reaction layer, where the combustion actually takes place, has a thickness`δ which is an order of
magnitude smaller thaǹF. As long as the smallest flow structures are larger, they cannot penetrate
the reaction layer and this remains more or less undisturbed (thin reaction zones regime). When these
flow structures become even smaller, combustion takes place in broken reaction zones: the system is
entensively disturbed, so that the reaction may take place in regions instead of in layers.

Most of the advances in our understanding of flame structure have been achieved in the wrinkled
and corrugated flamelet regimes, in which the characteristic time and length scales of the external per-
turbations (such as turbulence) of the flame front are large compared to those governing the flame front
itself. This is no wonder, because the high temperatures encountered (≈ 2000 K) accelerate the chem-
ical reactions, so that the flame fronts are very thin structures. This means that the internal structure
of the flame fronts is only weakly distorted by the perturbations in the flamelet combustion regimes.
Following these ideas, a number of theoretical and numerical models has been developed recently for
combustion processes in this regime. However, as the levels of turbulence increase and the typical
flame temperatures decrease, the perturbing flow structures become comparable to the flame thick-
ness (and vice versa), and other combustion regimes can be entered (e.g. thin reaction-zones regime
and distributed reaction zones regime). These regimes have been relatively unexplored to date. Not
only the interaction of the flame and the external distortions on a microscopic scale (turbulent eddies,
acoustic waves, etc.) behaves completely different, possibly leading to more frequent extinction and
ignition phenomena, also the meso- and macroscopic description drastically alters. Recent experimen-
tal evidence has indicated that, under the right conditions, turbulence and mixing processes can be so
intense that a flame front is no longer observed, implying homogeneous ignition/oxidation; phenom-
ena of this kind have been reported in the literature as ‘flameless oxidation’ or homogeneous-charge
compression ignition. These new types of combustion phenomena are of great potential practical
benefit; these techniques seem to offer improved efficiency and noise characteristics coupled with
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Figure 1.2: The internal structure of a 1D adiabatic stoichiometric premixed methane-air flame at ambient
conditions; (a) temperature and major species mole fractions; (b) O, OH and H and (c) CH3, CH3O, CH2O and
CHO mole fractions

significantly lower pollutant emissions. We will not consider these regime here, but we will focus on
the laminar flamelet regimes in which the flame fronts are thin and only weakly internally distorted
by the flow.

2.2 Flame fronts and burning velocity

In the flamelet regimes, the local propagation velocity of the premixed flame in a fluid flow with local
velocity Ev is given byEvf = dEr f/dt = Ev+sL En, wheresL is the local burning velocity andEn the local unit
vector normal to the flame front in the direction of the unburnt gases. The burning velocitysL and the
internal structure of such a flame is almost the same as the adiabatic burning velocitys0

L and internal
structure of a perfectly flat (one-dimensional) flame. These adiabatic 1D flames are considered here.
The internal structure of a flat stoichiometric methane-air flame at ambient conditions is presented in
figure 1.2. The temperature profile and major species mole fractions are shown in figure 1.2a, the O,
OH and H radical mole fractions in figure 1.2b and the intermediate species CH3, CH3O, CH2O and
CHO in figure 1.2c.

The adiabatic burning velocity is a function of the conditions of the unburnt mixture

s0
L = s0

L(pu, Tu, φ),

pu, Tu andφ being the pressure, temperature and equivalence ratio of the unburnt mixture, respec-
tively. The physical background explaining the propagation velocity of a premixed flame depends on
two major factors: first of all, the unburnt mixture just ahead of the flame front starts reacting only
if the gas temperature has increased up to a value very close to the adiabatic burning velocity. This
observation is related to the reaction time scaletR ≈ (1/Aρu)exp(Ea/RT) (of a second-order global
reaction) which is very large unless the temperatureT almost equalsTb, due to the large activation
energyEa of the most important reactions. The exponential dependence oftR is related to the Boltz-
mann translational energy distribution in the gas, indicating that only collisions with kinetic energy
larger thanEa can undergo chemical reaction. The chemical reaction time scale is also inversely
proportional to the frequency factorA of the reaction and the density of the mixtureρu. The second
important factor which governs the propagation of a premixed flame is the rate of preheating of the
cold layer in front of the reacting gas up to the temperature close toTb. This layer ahead of the front
is refered to as the preheating zone and is heated by molecular diffusion from the hot flame region,
described by the diffusivityD. As the burning velocity depends on both parameterstR andD, simple
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scaling indicates that the following relation holds fors0
L [1]:

s0
L =

√
D

tR
= √ρuAD exp(−Ea/RTb). (1.1)

This equation is valid for second-order chemistry and its basic form can be derived also from first
principles (i.e. by solving the 1D combustion equations). This formula indicates the importance of
two major effects ons0

L. First of all,s0
L is very sensitive to changes in the (adiabatic) burning velocity

Tb, which can be influenced by changes in the unburnt gas temperatureTu of the mixture (it is found
that s0

L = 8 + 26.5(Tu/298)2.11 cm/s for a stoichiometric methane-air flame), but also by the heat
loss from the flame (e.g. to a burner) and by changing the equivalence ratio. The adiabatic burning
velocity of a methane/air flame at ambient conditions is presented as function of the equivalence ratio
in figure 1.3. The burning velocity rapidly decreases if the equivalence ratio increases above 1.05
or decreases below 1.05, due to changes inTb. A second important influence ons0

L follows from
Eq.(1.1): the pressure dependence. Note thatρu ∝ pu and D ∝ 1/pu, so that Eq.(1.1) indicates
that s0

L is independent ofpu. This can be shown rigorously as well for a pure set of second-order
reactions. In reality it is found, however, thats0

L decreases withpu roughly ass0
L ∝ p−0.5

u for methane-
air. This decreasing burning velocity as the pressure increases is caused by the increasing importance
of third-order (mainly chain-breaking) reactions which enhance the depletion of the radical pool and
thus cause a slowing reaction process. Note that althoughs0

L decreases withpu, the mass burning rate
m0 = ρus0

L increases proportional withp0.5
u .

3 Analysis of Non-Premixed Flames

3.1 Regime diagram for non-premixed combustion

Non-premixed flames are also sometimes refered to as diffusion flames, because diffusive mixing
mostly is the rate-controling process, due to the high temperatures encountered in these flames. Again,
as in the premixed laminar flamelet regime, this indicates that chemical reaction times are very short
due to the high temperatures. However, it depends on the situation whether this is true: other regimes
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Figure 1.4: Regimes in non-premixed turbulent combustion.

are also possible, although the majority of combustion applications takes place in the flamelet regime.
A regime diagram for combustion in non-premixed gases is introduced by Peters [2] and presented in
figure 1.4. In premixed systems, the regime is constructed by considering the ratio of velocity scales
and length scales of chemistry and turbulence. The regime diagram for non-premixed combustion is
completely different than the one for premixed systems, because non-premixed flames do not have a
characteristic velocity scale (i.e. burning velocity) and not a characteristic length scale, so that only
time scales can be compared directly. As a measure for this, we introduce the Damk¨ohler number
Da = tη/tR, wheretη is the typical time scale of the smallest flow scales andtR the chemical time
scale. If the characteristic time of the smallest flow structures (e.g. Kolmogorov eddies) is larger
than the chemical time scale, we have thin fronts embedded in the flow and we refer to this regime
as the laminar flamelet regime. The characteristic chemistry time scaletR is defined here as the point
where the flow time scales are so small that the flame extinguishes. This automatically means that
flame extinction occurs ifDa < 1 and thatDa > 1 refers to the flamelet regime. The thickness of the
flamelet is directly related to the time scale and is not an independent variable. However, it is possible
to consider a typical variation of the degree of mixing of fuel and oxidiserZ′st at the flame front as
an independent variable. If the local fluctuation in the degree of mixing is large compared to1Z
(indicating the range in mixing where chemistry is important), the flame fronts are thin and remain
separated when moved around by the turbulent structures. On the other hand, if this variation in mixing
is small the gases become (almost) premixed, the front thickness is large and turbulent fluctuations
lead to connecting flame fronts. The major characteristics of the thin non-premixed flamelet structures
are treated in the next sub-section.

3.2 Structure of non-premixed flames

The position of a thin non-premixed flame in a flow depends on the mixing of the fuel and oxidiser
gases. Let us first consider a pure mixing process of fuel and oxidiser without combustion and suppose
thatYF andYox are the local mass fractions of fuel and oxidiser gases in the system. The pure mixing
of fuel and oxidiser issuing from two separate streams 1 and 2 (see figure 1.5), then can be described
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Z = c2
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Z = Zst

Figure 1.5: Mixing of two streams with fuel and oxi-
diser

by the so-called mixture fractionZ, defined as

Z = sYF − Yox+ Yox,2

sYF,1+ Yox,2
, (1.2)

with YF,1 the fuel mass fraction in stream 1 andYox,2 the oxidiser mass fraction in stream 2. Further-
more,s is the so-called stoichiometric coefficient, indicating the ratio of oxidizer mass and fuel mass
which would be necessary for complete combustion. Note thatZ does not change due to chemical
reaction, because ifYF decreases by an amoutx due to chemical reaction,Yox decreases by an amount
sx, so thatsYF−Yox and thus alsoZ remains constant.Z in Eq.(1.2) is normalised in such a way that
Z is equal to 1 in stream 1 and 0 in stream 2.

The mixing of fuel and oxidiser can be predicted by solving the transport equation forZ, which
describes pure mixing of the gases from the two streams without combustion. It is interesting to note
that chemical reaction does not influenceZ, so that the Z-field does not change if the mixing gases
also react. The iso-planeZst = Yox,2/(sYF,1+ Yox,2), i.e. whereYF = sYox, is an important iso-plane in
the mixing flow because this is the plane where the fuel and oxidizer would burn optimally if the flow
would be reacting, where the highest temperature would be found and where the chemical reaction
time would be minimal. So this is the plane which the flame front finally tries to reach after ignition
of the mixing flow.

In case of an infinitely fast reaction, the stoichiometric iso-planeZst of Z gives rise to a completely
burnt mixture withYF,b = Yox,b = 0 after ignition. Away from this plane,YF,b or Yox,b becomes zero,
so that the reaction layer becomes infinitely thin in this case. Eq.(1.2) indicates that there is a linear
relation between the mass fractionsYF,u andYox,u of the non-reacting case on the one hand andZ on
the other. This relation is presented in figure 1.6a. Furthermore, there also exists a linear relation
between the species mass fractionYF,b, Yox,b, the temperature and the product species mass fractions
for the reacting case on the one hand andZ on the other hand in case of an infinitely fast combustion
reaction. This can be understood if one realises thatYox,b= 0 if sYF,u > Yox,u leading toZ = sYF,b+Yox,2

sYF,1+Yox,2
,

while YF,b= 0 if sYF,u < Yox,u, giving Z = −Yox,b+Yox,2
sYF,1+Yox,2

. Similar relations can be derived for the product
species mass fractions and the temperature as function ofZ. Some of these relations are depicted in
figure 1.6b. From this figure, it is possible to derive the mixture composition and temperature in the
flame if theZ-field is given or known.

In case of a finite reaction time, the flame front around the stoichiometric iso-planeZst obtains a
finite thickness, sinceYF,b andYox,b are not completely zero atZ = Zst. figure 1.7a shows the structure
of the most important species in a non-premixed methane-air flame as a function of the positionx in
a stagnation flow. The burner used for this system consists of two opposed jets with air and methane
generating a stagnation flow with a stagnation plane in the centre. The positionx = 0 is chosen at
the stagnation plane. Note thatZst = 0.055 for this special case and the planar non-premixed flame
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Figure 1.6: Fuel and oxidiser mass fractions as a function of the mixture fractionZ (a) for the pure mixing case
(YF,u andYox,u) and (b) for the reacting case (YF,b, Yox,b, YH2O,b andYCO2,b).
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Figure 1.7: Internal structure of a methane-air diffusion flame in a stagnation flow (a) as a function of distance
x and (b) as a function of mixture fractionZ.

then stabilises at the position whereZ = Zst. Figure 1.7b shows the structure of the most important
species in the flame as a function ofZ. Note the striking correspondence with figure 1.6b.
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Chapter 2

Modelling Approaches to Chemical and
Transport processes

L. M. T. Somers

1 Conservation Equations

Flames and other combustion processes fall in the area of chemically reacting flows, which are gov-
erned by a set of conservation equations describing the flow, the chemical species mass fractions and
the enthalpy. The momentum and continuity equations are given by

∂(ρv)
∂t
+∇ · (ρvv)+∇ · (τ ) = −∇p, (2.1)

∂ρ

∂t
+∇ · (ρv) = 0, (2.2)

ρ, p, andv being the mass density, pressure and the flow velocity andτ being the stress tensor. The
conservation equations for theN species mass fractionsYi are

∂(ρYi )

∂t
+∇ · (ρvYi )+∇ · (ρV i Yi ) = ρ̇i , (i = 1, ..., N). (2.3)

In this equationV i is the diffusion velocity of species i, which generally is related to the local gradients
of all species mass fractionsYi , the temperatureT and the pressurep described by the Stefan-Maxwell
equations. Finally,ρ̇i are the chemical source terms, with contributions from all reactions in the
mixture. The set of conservation equations is closed by the balance equation for the specific enthalpy
h, given by

∂(ρh)

∂t
+∇ · (ρvh) = −∇ · q− τ : (∇v)+ ∂p

∂t
+ v ·∇p. (2.4)

For a mixture the specific enthalpyh is defined as the sum over the specific enthalpyhi of each species
i :

h =
N∑

i=1

hi (T)Yi (2.5)

with the normal definition of the specific heat of speciesi according todhi = cp,i dT. Note that the
chemical source termṡρi do not appear here! Equivalently, one could also use the conservation of
specificinternal energye= h− p/ρ,

∂(ρe)

∂t
+∇ · (ρve) = −∇ · q− τ : (∇v)+ p (∇ · v) , (2.6)

13
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or for that matter the conservation of specifictotal energy,ê= e+ v2/2,

∂(ρê)

∂t
+∇ · (ρvê

) = −∇ · q−∇ · (τ · v)+∇ · (pv) + ρv · g, (2.7)

to complete the set of conservation equations. The mixture specific internal energye is defined as the
sum over the specific internal energyei of each speciesi :

e=
N∑

i=1

ei (T)Yi (2.8)

Now the specific heatcV,i of speciesi is defined according todei = cV,i dT.
The equations (2.4,2.6,2.7) are equivalent and can be transformed into each other by using the re-

lation betweene andh and the conservation of momentum (eq. 2.1). It is merely a matter of taste. In
some situations it is more ’natural’ to use conservation of energy, for instance in constant volume sys-
tems. In most ’open’ combustion systems however the conservation of enthalpy is to be preferred. In
that case the pressure is approximately constant and the terms involving pressure in eq. 2.4 can be ne-
glected. If also the effect of viscous forces is neglected this is referred to as the so-called‘Combustion
Approximation’.

An often used quantity in theoretical analyses is the specific element mass fractions (eg. for
stretched flames section 2.3 on page 38). An element mass fractionZj is defined by [24]

Z j = Wj

N∑
i=1

µ j i
Yi

Mi
, ( j = 1, . . . , Ne), (2.9)

where theµ j i -coefficients denote the species composition (i.e. the number of atoms of typej in
speciesi ) and whereWj is the molar mass of elementj . Ne is the number of elements in the flame.
The conservation equations forZ j read

∂(ρZ j )

∂t
+∇ · (ρvZ j ) = −

N∑
i=1

w j i ∇ · (ρYi Vi ) , ( j = 1, . . . , Ne), (2.10)

stating that element mass fractions in a flame are only influenced by convection and diffusion and not
by chemical reactions! In equation (2.10) we used the notationw j i = Wjµ j i /Mi , denoting the mass
fraction of elementj in speciesi . TheseNe conservation equations are, of course,not independent of
the set (2.3).

The set of equations is not closed unless appropriate models for the heat-fluxq, the stress tensor
τ , the diffusive velocitiesVi , an equation of state and a description of the chemical reactions as they
appear inρ̇i are introduced. This will be done in the next sections of this lecture. Only then the
equations above can be solved directly (Direct Numerical Simulation, DNS) if they are supplemented
with sufficient boundary conditions and initial values. The flame fronts, however, are generally very
thin and a very fine mesh and small time steps are required to resolve all the length and time scales
in the flame front. This makes DNS of laminar flames very expensive. If the flow field is turbulent,
additional time/length scales of the turbulent flow field should also be resolved, which is even more
expensive if these are smaller than the flame scales. If the mesh is larger than the smallest flow scales,
it is only possible to resolve the largest turbulent structures. Such Large-Eddy Simulations (LES) are
less expensive, but one has to implement closure models for the dissipation of turbulent scales on the
finest grid level. If the flame scales are also smaller than the mesh size, one has to implement models
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for the combustion in these smallest scales as well. Accurate models for this are still lacking. For
these reasons, most combustion models for turbulent flames are based on Reynolds Averaged Navier-
Stokes (RANS) equations instead of the above equations, i.e. transport equations which are averaged
to get rid of the small scale fluctuations. As a lot of unclosed terms for correlations between different
fluctuations arise in these averaged equations, for which one has to implement closure models as well,
the system is supplemented with additional equations for the transport of these fluctuations. These
models will be studied in other lectures.

Depending on the boundary conditions, different flame structures arise. If the gaseous fuel is
premixed with air one finds premixed flame fronts which propagate in the flow field. Diffusion flame
structures do not propagate and are completely different in nature. They are found when the fuel gas
is not mixed before the combustion chamber: the fuel mixes with air due to diffusive processes in the
diffusion flame fronts and burns immediately afterwards. Premixed and non-premixed combustion
systems will be discussed separately in the sections 2–3.

2 Constitutive Relations

Concentrations of all constituents appear in the expressions for the diffusive flux of heat (q), species
(V i ) and momentum (τ ). This observation is not specific for the reactive nature in combustion pro-
cesses but also holds for non-reacting mixtures. The set of equations (2.1, 2.2, 2.3) and (2.26) on
pages 13 and 18 is not closed. In the conservation equations for the four unknowns the densityρ,
velocity vectorv, specific internal energye and the mass fractionsYi , new quantities have been in-
troduced. For these, being the pressurep and the stress-tensorτ in the Navier-Stokes and the energy
equation, the heat-fluxq in the energy equation and the diffusion velocityV i in the convection-
diffusion equation, relations have to be formulated such that the number of equations is equal to the
total number of unknowns. This closure is obtained by posing so-calledconstitutive relations.

In most combustion problems each species can be considered to behave as a perfect gas. The
‘partial’ pressure is then given by

pi = ni RT(= nXi RT)

with R the universal gasconstant (8.314 [J/mole/K] ) and ni the molar density [mole/m3] (or con-
centration) of speciesi . For later use the concentration fraction (or mole-fraction)Xi is introduced,
Xi = ni /n. It is simply related to the mass fraction,Xi = Yi M̄/Mi , whereM̄ is the average molar
mass andMi the molar mass of speciesi . Then is the number density, or molar density of the mixture
(moles per volume).

According to Dalton’s law the static pressure is equal to the sum of the partial pressures thus
leading to,

p = nRT, (2.11)

where the equality
∑N

i=1 Xi = 1 is used. This provides a unique relation between pressure and
temperature. This relation can be used to relate all remaining constitutive relations to the set (ρ, Yi , T
andv), as is mostly done in combustion modelling.

The stress tensorτ of the mixture is identical with the expression for a single-component Newto-
nian fluid, i.e.,

τ = −η[(∇v)+ (∇v)T ] + 2
3η(∇ · v)I (2.12)

whereη is the dynamic viscosity of the mixture. In fact, this expression is formally not correct since
terms involving the gradients of the diffusion velocity,V i , are neglected with respect to those of the
average velocityv. Otherwise the assumptionηi = Yiη with ηi the dynamic viscosity of speciesi ,
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has to be posed, to derive equation (2.12) rigorously [1]. As shown by Hirschfelder et al. [2] this
stress-tensor equation is the first Chapmann-Enskog approximation to the more complete expression.

The most accurate expression for the diffusion velocity,V i , appearing in the convection-diffusion
equation yields [3],

V i = − DT
i

ρYi T
∇T + n

Xiρ

N∑
j=1; j 6=i

M j Di j d j , i = 1, . . . , N (2.13)

where the thermal diffusion coefficientDT
i and the generalized diffusion coefficientsDij are used.

The first term denotes the effect on diffusion caused by temperature gradients (Soret-effect). The
second term1 involves the quantityd j which takes the effect of concentration- and pressure gradients
into account, i.e,

d j = ∇X j +
(
X j − Yj

) 1

p
∇p, j = 1, . . . , N (2.14)

= ∇X j + X j

(
1− Mj

M

)
∇ ln p, j = 1, . . . , N

This expression is only valid within the perfect gas assumption mentioned earlier. More general
expressions can be found in [2, 4]. It should be noted that the pressure dependence disappears from
(2.14) if all molar masses are equal.

Due to the multi-component nature of the medium, the expression for the heat fluxq becomes
fairly complex,

q = −λ′∇T +
N∑

i=1

hiρYi V i − RT
N∑

i=1

DT
i

Xi Mi
di . (2.15)

wherehi is thespecificenthalpy of thei -th component, formally given by

hi (T) = h0
i +

T∫
T0

cp,i (T
′)dT′ (2.16)

with h0
i the enthalpy at the reference temperatureT0. The specific heat capacity,cp,i (T), of species

i is assumed to be a function of temperature only. Pressure dependence is usually very small and
will not be taken into account2. The first term in equation (2.15) is theordinary single-component
fluid heatflux. It should be noted that in a mixture the conductivity,λ′, will not be the proportionality
factor between heat conduction and the temperature gradient only. In fact, the second term, which
incorporates the enthalpy transport due to the mass diffusion, also contains a term proportional to the
temperature gradient, as can be seen in the expression for the diffusion velocity (2.13). The last term
in (2.15) is the direct effect of concentration- (Dufour-effect) and pressure gradients on the heat flux.
In fact the Dufour-effect in the heat flux is the counterpart of the Soret-effect in the diffusive flux3.

In principle models for all constitutive relations are now determined and the problem is closed.
Only the thermodynamical properties, e.g.hi , ei or cp,i , and transport properties, e.g.λ′,DT

i or Dij , are
unknown at this point. Formal expressions for these quantities can only be derived rigorously from

1There appears to be some discussion lately on whether the
N∑

j=1; j 6=i
should not read

N∑
j=1

instead.

2Furthermore, there is very little accurate experimental data available to justify modelling it at all [5].
3Heatflux driven by concentration gradients vs. massflux driven by temperature gradients (Onsager).
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molecular theory [2, 4, 5]. Typically, these properties involve the evaluation of so-calledcollision
integrals which are very costly to compute and should therefore be avoided in numerical simulations
of reactive flow phenomena. Excellent treatments on the principles can be found in the latter citations
or in [3] where the expressions are extended to incorporate quantum-mechanical molecular states as
well. However, most commonly data as tabulated in thermodynamical databases provided with the
CHEMKIN-package [6, 7, 8] are used. These expressions will be treated in the section (2.2) of this
lecture.

2.1 Simplified models for the diffusive flux

In the so-called ‘Combustion Approximation’ the term due to pressure gradients may be neglected.
Furthermore, thermal diffusion is normally very small as well and will be neglected4. However, the
diffusion velocity of a species still depends on the concentration gradients of every other. This is
especially problematic in theoretical analysis of flames, in numerical modeling this is not a priori a
problem. Within the earlier assumptions, it can be shown that the expression (2.13) can be rearranged
to yield [9, 10, 3],

∇Xi =
N∑

j=1

Xi X j

Di j
(V j − V i ) (2.17)

which is commonly referred to as theStefan-Maxwell equation. This expression is much simpler to
evaluate since it involves the binary diffusion coefficients,Di j , which are virtually independent of the
composition. For this reason only, the Stefan-Maxwell equation are to be preferred above the original
expression for the diffusion velocity (2.13). The latter involves the generalized diffusion coefficients5

which depend explicitly on the composition in a complicated and CPU-intensive manner6.
For this reason in most laminar flame studies the diffusion flux is cast in a Fick-like expression,

V i = −Dim

Xi
∇Xi . (2.18)

where the so-called mixture-averaged diffusion coefficient,Dim, describes the diffusivity of the species
in the mixture. An exact derivation of this equation does not exist. In fact, it can be derived only from
the Stefan-Maxwell equations if it is assumed that allV j ( j 6= i ) take a common valueV . Substituting
this, and making use of the relation,

Yi V i + (1− Yi )V = 0

which is then true by definition, the Stefan-Maxwell equations (2.17) can be rearranged to yield,

Dim = (1− Yi )∑N
j 6=i X j /Di j

(2.19)

4Only for very light species (H2, H or He) this can have a considerable contribution to the total diffusive fluxO(20 %).
5The relation between the two is known and relatively simple for a ternary mixture

D12= D12

{
1+ X3[(M3/M2)D13−D12]

X1D23+ X2D13+ X3D12

}
and similar relations forD21, D23, D32, D13, D31.

6To first order the generalized diffusion coefficients involve a(N × N)-matrix inversion for every species thus leading
to O(N3) operations per gridpoint [11].
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where the coefficientsDi j are the earlier mentioned binary diffusion coefficients. Strictly, in a multi-
component flow this expression only applies7 for a trace species and is therefore often referred to
as thetrace-species approximation. In can be expected that this approximation applies quite well
to modelling atmospheric fuel-air combustion processes since approximately 80% Nitrogen (N2) is
present under these circumstances. For certain applications the species balance equation is entirely
written in terms of mass-fractions. To arrange that the expression (2.18) is rearranged according to,

Yi V i = −Mi

M̄
Dim∇Xi (2.20)

= −Mi

M̄
Dim∇(Yi

M̄

Mi
) (2.21)

= −Dim
[∇Yi + Yi ∇ln(M̄)

]
(2.22)

where the identityYi /Xi = Mi /M̄ has been used. The last term on the right-hand side is in CH4 - air
combustion negligible since the average molar mass is almost constant.

Substitution of the trace species diffusive flux in the balance equation thus gives an expression
for the species mass-fraction which is very similar to the temperature equation (equation (2.26) on
page 18),

ρ
∂Yi

∂t
+ ρv ·∇Yi −∇ · (ρDim∇Yi ) = ρ̇i . (2.23)

In many theoretical studies this feature is used explicitly to simplify the solution considerably. How-
ever, note that within these approximations the diffusive fluxes no longer sum to zero due to the
assumptions made. Thus formally, the continuity equation no longer holds. Some authors correct
this deficiency by calculating the mean overall diffusion velocity according toV r = −∑Yi V i and
substitute eachV i by V c

i = V i + V r . Others replace the balance equation, (2.23), for the species
which is most abundant (N2 in many cases) withYN2 = 1−∑N−1

i=1 Yi . Thus mass conservation is used
explicitly and the continuity equation is forced to hold.

Further simplification of the diffusive fluxes is possible if the so-called ’constant Lewis-number’
approximation is applied. The Lewis number is defined as the ratio between enthalpy diffusivity (see
eq. 2.4)λ/cp and species diffusivityρDim

Lei = λ

cpρDim
(2.24)

In the late eighties and nineties this approximation was evaluated for methane-air mixtures[25, 26].
It appeared that a constant Lewis number applies very well for these flames and does not yield large
errors in flame properties. Substituting the constant Lewis number approximation in the species con-
servation equation now yields a very often encountered version of this equation:

ρ
∂Yi

∂t
+ ρv ·∇Yi −∇ · ( λ

cpLei
∇Yi ) = ρ̇i . (2.25)

Main application of this version of the species conservation equation is found in theoretical anal-
yses. It can be used for instance to deduce a simpler version of the enthalpy conservation equation.
As furthermore pressure and viscous effects are neglected, the equation forh can be simplified con-
siderably, leading to

∂(ρh)

∂t
+∇ · (ρvh)−∇ ·

(
λ

cp
∇h

)
=

N∑
i=1

(
1

Lei
− 1

)
∇ ·

(
λ

cp
hi ∇Yi

)
. (2.26)

7Or in a binary mixture, but that is trivial.
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Furthermore, in the case of equal (e.g. unit) Lewis numbers (Lei = c or Dim = D), the conservation
equation (eq. 2.10) for element mass fractionsZj all behave the same. Even more, if theZ j are all
scaled between 0 and 1 they are described by a single transport equation for the so-called mixture
fraction Z = Z j :

∂(ρZ)

∂t
+∇ · (ρvZ) = ∇ · (ρD∇Z). (2.27)

Normally, Z is scaled such that it is 0 in the oxidizer stream and 1 in the fuel stream.

2.2 Evaluating thermodynamic and transport properties

The evaluation of transport properties of any multi-component mixture is in general very complex,
and normally very CPU-intensive [11, 3]. Especially the latter argument is of major importance in
flame simulation. Therefore, many formulations exist with a different levels of approximation. In the
early eighties some investigators have tested these formulations [12, 13]. The expressions presented
below are a compilation of the (semi-empirical) formulae used by many authors. They are believed to
yield accurate results for the respective fluxes, and do not use excessive CPU time.

For the mixture averaged viscosity,η, in most standard laminar flame packages (Sandia-codes),
the semi-empirical formula of Wilke [14] is used,

η =
N∑

k=1

ηk

1+ 1/Xk
∑N

j=1, j 6=k X j8kj

(2.28)

whereηk are the single species gas viscosities. The quantity8kj is given by,

8kj = 1√
8

{
1+

(
Mk

Mj

)}− 1
2

{
1+

(
η j

ηk

) 1
2
(

Mj

Mk

) 1
4

}2

The mixture averaged conductivity,λ′, can be put in a somewhat related form [15],

λ′ =
N∑

k=1

λk

1+ 1/Xk1.065
N∑

j=1; j 6=k
(X j8kj )

which, however, is not used frequently in numerical combustion studies. Now the8kj is given by the
expression,

8kj = 1√
8

{
1+

(
Mk

Mj

)}− 1
2

{
1+

(
λ j

λk

) 1
2
(

Mj

Mk

) 1
4

}2

.

In most studies however, instead a semi-empirical formulation is applied [16],

λ′ = 1

2

 N∑
i=1

Xiλi +
(

N∑
i=1

Xi /λi

)−1
 (2.29)

which involves only the pure species conductivities. According to Coffee and Heimerl [12] this gives
results with errors in the range of a few percent. In simulations where viscosity is not evaluated
the latter expression is to be preferred because then the functions8kj do not need to be evaluated.
This is generally true for the simulation of premixed one-dimensional flames, in multi-dimensional
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simulations there is no preference, since then the viscosity of the mixture will have to be evaluated
anyway.

The properties,Dim andcp, are already introduced earlier in this lecture, and are presented for
matters of completeness only,

Dim = (1− Yi )∑N
j 6=i X j /Di j

i = 1, . . . , N (2.30)

cp =
N∑

i=1

Yi cpi (2.31)

and complete the mixture averaged thermodynamical and transport properties.
The pure species quantities,cpi , that arise in the averaged formula, (2.31), and,hi , in the chemical

source term of the energy equation (equation (2.26) on page 18) are well tabulated [8]. The properties
are cast in a polynomial form presented below,

cpi

R
=

5∑
n=1

en,i T
n−1 i = 1, . . . , N

hi

RT
=

5∑
n=1

en,i

n
Tn−1 + e6,i

T
i = 1, . . . , N

(2.32)

with R the universal gas constant.
The binary diffusion coefficients can not be tabulated because diffusivity is not an intrinsic prop-

erty. They depend on the (Lennard-Jones) molecular potentials of the two species considered. Same
holds for the viscosities and the conductivities as well, since these are expressed in terms of binary dif-
fusion coefficients. Instead, the Lennard-Jones potential data for each species, necessary to evaluate
these properties, are tabulated in the STANJAN-tables [6]. Then for a specific problem, appropriate
fitting procedures, e.g. provided with the CHEMKIN-package [6], are used to put them in a similar
polynomial form yielding,

ln(λi ) =
P∑

n=1

an,i (ln T)n−1 i = 1, . . . , N

ln(ηi ) =
P∑

n=1

bn,i (ln T)n−1 i = 1, . . . , N

ln(Di j ) =
P∑

n=1

dn,i j (ln T)n−1 i = 1, . . . , N, j = 1, . . . , N, j 6= i

(2.33)

This procedure has to be performed once for every mixture, in contrast with the coefficients in (2.32)
which can be evaluated for every species once and for all.

Now, the set of equations describing reacting flows are almost in a closed form. The only terms
not specified yet, are the chemical source termsρ̇i . Topics associated with this item are treated in the
remaining part of this lecture.

3 Chemical Aspects in Combustion

In a previous part of this lecture general reactive flow equations are introduced, but the chemical source
terms appearing in the species balance equations are not specified yet. In combustion of gas, these
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involve so-called chain-reactions, which means that the oxidation of the fuel is composed of many
elementary steps. These steps, or elementary reactions, have a physical relation with microscopic
processes, in contrast with overall chemical reactions where the reaction equations merely state the
overall conversion ratios.

For methane-air mixtures the elementary steps are known and tabulated. Complete CH4 chemical
models consist of approximately 36 species and 210 reactions [27]. Some general principles, present
in these detailed chemical models, will be clarified in this section. These principles apply to all fields
of reactive flows.

3.1 General elementary reactions

In general, any elementary reaction can be written in the form,

ν′1A1 + ν′2A2 + . . . ν′N AN → ν′′1 A1 + ν′′2 A2 + . . . ν′′N AN (2.34)

whereAi represents one of theN species present in the model andν′i − ν′′i the number of molecules
Ai converted in the elementary reaction. Since neither nuclear fission, nor fusion processes will be
considered, each reaction conserves the total number of elements (C, H, O and N in hydrocarbon air
systems).

The formal reaction (2.34) implies that,

qi

(ν′i − ν′′i )
= qj

(ν′j − ν′′j )
for any pairi , j of particles in the reaction. Here,qi is defined as the net rate of increase of speciesi
(in moles per volume8 per second). It’s now common practice to definethe reaction rate q, as being
equal to theqi for a species when (ν′i − ν′′i ) is equal to one. In return one then obtains,

qj = (ν′j − ν′′j )q. (2.35)

The phenomenologicallaw of mass actionnow states that a reaction rate is proportional to the
product of the concentrations,ni , which leads for the formal reaction (2.34) to the expression,

q = k
N∏

i=1

n
ν ′i
i (2.36)

where the proportionality parameterk, sometimes is referred to as thespecific reaction rate constant.
The reverse reaction of (2.34) often plays an important role as well,

ν′′1 A1 + ν′′2 A2 + . . . ν′′N AN → ν′1A1 + ν′2A2 + . . . ν′N AN .

Therefore, in flame modelling, it is convenient to rewrite the combination of both to,

ν′1A1 + ν′2A2 + . . . ν′N AN 
 ν′′1 A1 + ν′′2 A2 + . . . ν′′N AN (2.37)

where the symbol
 indicates the reversible nature. The net reaction rate of (2.37) is now given by,

q = kf
N∏

i=1

n
ν ′i
i − kr

N∏
i=1

n
ν ′′i
i (2.38)

8The volume is not specified but in chemical literature often cm3 is used.
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Thekf andkr are now the specific reaction rate constants of the forward and reverse reactions, respec-
tively.

In a practical gas-phase combustion system the reaction order,
∑N

i=1 ν
′
i , of the reactions involved in

the chain mechanism will not exceed three. At low densities, or pressures< 100 bar, the probability
of a collision between four or more molecules is so small, that these higher order reactions may
be neglected. The remaining three reaction types, (first, second and third order), are treated in the
following subsections.

3.2 Bimolecular reactions

The most common and least complicated type of reaction is the so-calledbimolecular reaction e.g.

CH4+ H 
 CH3+ H2

where the methane molecule is attacked by an hydrogen radical to form a methyl radical and molecular
hydrogen and reversely. The reaction rate is now given by,

q = kf[CH4][H] − kr[CH3][H2]
where[i ] is an often used notation for the molar densityni . Normally in reaction kinetics units9 are
given in [ [moles/cm3] ]. The specific reaction rate constants are generally not constant. As argued
by Arrhenius (1889) an appropriate representation is given by,

k = Be−Ea/RT (2.39)

where the frequency factorB and the activation energyEa do not depend on the temperature. However,
some reactions show so-callednon-Arrhenius behavior and extensive studies learn that the Arrhenius
form cannot represent this behavior correctly [17]. Therefore, usually a slightly modified form of the
reaction rate constants is chosen according to,

k = ATne−Ea/RT (2.40)

which is normally used in literature. This extraT dependence is often attributed to effects of internal
molecular orientation and internal molecular energy on the reaction probability.

3.3 Dissociation and Recombination Reactions

The two other important reaction types are the first-order and its ‘counterpart’ the third-order reaction.
The first-order reaction10 is often referred to as adissociationreaction, e.g.,

H2+M → H+ H+M (2.41)

These uni-molecular reactions are believed to follow the mechanism as proposed by Lindemann. This
mechanism, in itself a chain-reaction, proceeds via two paths, being an excitation reaction (I),

H2+M 
 H∗2 +M (I)

9These units are SI. Two differents sets defined within the SI regulations referred to as MKS-system (Meter-Kilogram-
Second) and the in reaction kinetics more often used CGS-system (Centimeter-Gram-Second).

10Though not truly first order, like in particular dissociation reactions of a highly excited molecules H∗
2→ H+ H.
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which in fact is bimolecular reaction of the hydrogen molecule with any other denoted by M, produc-
ing an intermediate, excited H2 molecule. The specific reaction rates arekf

0 for the forward andkr
0 for

the reverse reaction (de-excitation reaction). The excited hydrogen molecule then decomposes via a
true uni-molecular reaction (II),

H∗2→ H+ H (II)

with specific reaction ratekf∞. Though the intermediate species (H∗2) can have different, energetically
excited states (quantum states), it is common practice to treat all with the same reaction rate [18]. The
overall reaction rate for the dissociation reaction 2.41 is now composed of two steps,

qI = kf
0[H2][M] − kr

0[H∗2][M] (2.42)

qII = kf
∞[H∗2]. (2.43)

The stoichiometric relations for both molecules now give,

qH2 = −qI (2.44)

qH∗2 = qI − qII , (2.45)

where it should be noted thatqI contains the H∗2 concentration explicitly. The application of a steady-
state relation for the excited hydrogen molecule, d[H∗2]/dt = 0 eliminates the excited intermediate
from the formal reaction rate. The dissociation rate for H2 then yields,

qH2 = kf[H2] (2.46)

with a formal specific reaction rate,

kf = kf
0[M]

(
kf∞

kf∞ + kr
0[M]

)
(2.47)

independentof the excited hydrogen molecule concentration.
A similar treatment for therecombination reaction,

H+ H+M → H2+M

using the elementary steps (−I) and (−II),

H+ H 
 H∗2 (−II)

H∗2 +M → H2+M (−I)

instead, yields for the recombination reaction,

qH = kr[H][H] (2.48)

with the formal specific reaction rate now equal to,

kr = kr
∞

(
kr

0[M]
kf∞ + kr

0[M]
)
. (2.49)

The factors in brackets in both equations (2.47) and (2.49) indicate the probability that the reactions
are completed after initiation11. An advantage of this formulation is that this definition ofkf andkr

follows the definition of chemical equilibrium,

K = [H][H][H2] =
kf

kr
= kf∞kf

0

kr∞kr
0

.

11Being that H2 +M → H∗2 +M is the initiation for dissociation and H+ H+M → H∗2 +M for recombination
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k/
k ∞

[M]/[M]c

FLH(x)

FLH(x) · F(x)

Figure 2.1: Fall-off curves represented in the reduced coordinate. The dotted lines indicate the high, (k∞)
and low pressure, (k0[M]) limiting cases. The solid line indicated withFLH is the Lindemann-Hinshelwood
expression. The extended expression (equation (2.53)) is shown with the second solid line indicated with
FLH(x) · F(x). A value of(log Fc = 0.3) (equation (2.54)) is used.

High and low pressure limit

The [M]-dependence of the specific reaction rateskf andkr of these types of reactions is commonly
referred to as the pressure dependence of dissociation and recombination reactions12. Two limiting
cases can be recognized [18], one low pressure branch,[M] → 0, yielding,

kf = kf
0[M]

kr = kr∞
kf∞

kr
0[M]

(2.50)

where the excitation reaction is thought to be rate-controlling. At high pressures,[M] → ∞, the other
limit is encountered,

kf = kf
0

kr
0

kf
∞

kr = kr
∞

(2.51)

as can be verified easily. Then the collisions between the ‘third’ particle and H2 or H∗2 are so frequent
that the uni-molecular decompositionI and the reversible process for the recombination case become
rate-controlling. It’s worth mentioning that the dissociation reaction switches from a uni-molecular
to a bi-molecular behavior going from high to low pressures, whilst the recombination switches from
tri-molecular to bi-molecular going from low to high pressures instead. Both limiting branches (2.50)
and (2.51) are plotted in figure (2.1) with the dotted lines. The relations (2.47) and (2.49) are indicated
by the top solid line.

12Though concentration or molar density dependence would be better.
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Fall-off curve

Generally the real behavior of the specific reaction rate, solid line in figure 2.1, is not equal to the ear-
lier derived expressions. To incorporate this experimental observed behavior a compact representation
of the fall-off curve , as it is often referred to, is mostly of practical importance. Therefore, usually
the so-called ‘center’,[M]c, of the fall-off curve located at the intersection of both limiting branches
of k is introduced. The reduced coordinatex = [M]/[M]c = k0/k∞13 offers a possibility to generate
a compact expression for the reaction rate constant,

k

k∞
= x

1+ x
(2.52)

where the latter is often abbreviated byFLH(x) after Lindemann and Hinshelwood who first introduced
this function. In factFLH is no more than a switching function between two limiting branches of the
reaction rates indicated by a dashed curve in Fig (2.1) and equals the expression (2.47) and (2.49) as
can be verified easily.

The fall-off curve is often broader thanFLH and theoretical analysis shows that this effect can be
accounted for reasonably by adding a factorF(x), yielding,

k

k∞
= FLH(x)F(x) (2.53)

The function,F(x), is in good approximation determined by,

log(F(x)) =
(

1

1+ (logx)2

)
log(Fc) (2.54)

where log(Fc) is the depression from the real fall-off curve at the center of the Lindemann-Hinshelwood
expression. It should be noted that more complex expressions are available that perform better in com-
parison with the observed behavior. They normally offer only minor modifications and do not have a
large effect on the flame structure. An excellent survey can be found in [18, 19].

The third party

So far no attention has been paid to the concentration of the inert species M, or so-called ‘bath-gas’.
It does not take part in the reaction (ν′i − ν′′i = 0) but is absolutely crucial as otherwise momentum
and energy could not be conserved simultaneously. It can, however, be any particle present in the
mixture. The concentration of the ‘inert’ particle will therefore, in the simplest case be given by
p/RT. However, in most uni- and tri-molecular reactions the rate coefficient is different for every
third body. Stated explicitly, for instance,

H2+ H2→ H+ H+ H2

will have a higher rate than,
H2+O2→ H+ H+O2.

On a molecular level this means that the collision probability of H2-H2 to form an excited hydrogen
molecule (H∗2) is larger than of H2-O2 for this particular reaction. Instead of introducing a specific
reaction rate for every collision partner, this effect is in most flame modelling studies incorporated

13Bear in mind that[M]c = k∞/k0 per definition
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by introducing so-called ‘enhanced efficiencies’σi , which can have values ranging from 1.0 to 10.0
approximately . The ‘concentration’ of the third particle M is than given by,

[M] =
N∑

i=1

σi Xi p/RT (2.55)

which reduces to the appropriate valuep/RT when allσi are equal to one. To illustrate the principles
presented here, in the next section 4 a specific mechanism is treated in some detail.

4 An example: methane mechanism, skeletal

Most hydrocarbons, in spite of the fact that the reaction paths are very different, show remarkable sim-
ilarity in their combustion characteristics (with respect to major species profiles and burning velocity).
The main reason for this is the claimed [20] dominance of the reactions,

H+O2 
 OH+O (2.56)

CO+OH 
 CO2+ H (2.57)

which occur in the combustion of any hydrocarbon14. For the computation of the detailed structure of
a hydrocarbon flame a reaction mechanism covering the details of the reaction path of the alkane to
carbon-monoxide is inevitable. Also for the prediction of soot-formation and NOx, accurate profiles
of the intermediates are indispensable. E.g. for the case of natural gas combustion the reaction data of
at least methane and to a lesser extent of ethane would have to be used.

In this section focus is on pure methane-air combustion for which the reaction data are relatively
well known. A set of reactions is presented that will be used also lateron in section 6. The main
aspects of this specific mechanism are treated.

For cases where the initial concentration of the fuel is not too high the path given in figure 2.2 de-
scribes the essential chain of reactions of the methane oxidation. Only under very fuel rich conditions
the path to the C3 and C4 hydrocarbons becomes more and more important15. A good compilation of
all the reaction rate data available to date is given in [22] and in [23]. The latter authors claim to find
good agreement for the burning velocities of most C1 and C2 fuels with a reaction scheme consisting
of 36 species and 210 reversible reactions. The most comprehensive and tested data-set for lower
hydro-carbon combustion nowadays can be found on the website of the GRI initiative [27].

Fortunately, in fuel-lean to stoichiometric conditions good agreement with experimental data can
be found if one considers the C1-path only [25]. This leads to a large reduction in the number of
species and reactions involved which is the main reason that we consider lean methane-air flames
first. In table 2.1, page 30, this mechanism is presented. It is sometimes referred to as a skeletal
mechanism since it represents only a minimal subset of the complete set. However, it is claimed
in literature that it predicts the most important flame-features well, e.g. burning velocities, species
profiles, flame temperatures [25]. There are 25 reactions and 15 species present in this scheme, which
provides a considerable reduction of the problem size.

14Warnatz claims that the global combustion phenomena (burning velocity, quenching rate etc...) of any alkane can
be modelled within a factor of two, by using only the H2-O2-CO mechanism, a realistic reaction set covering Alkane+
O,H,OH⇀ Alkyl +OH,H2,H2O conversion followed by an infinitely fast Alkyl to CO reaction.

15A complication in higher hydrocarbon fuels (> C2), is the existence of different isomers of the alkyl, formed after
decomposition. Each of these isomers (e.g. n− C3H7 versusi − C3H7 in the case of propane decomposition) has its own
formation rate.
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CH4

CH3

CH2

CH

CH2O

HCO

CO

CO

CO

CH3O

C2H6

C2H5

C2H4

C2H3

C2H2

C2H CO2

C1 C2

C3

C3

Figure 2.2: Main reaction path in methane com-
bustion [21] for not too fuel-rich initial conditions.
The dashed box describes what is usually referred
to as the C2-chain. The C1 chain is shown in the
box on the left.

The reaction setr1–r8 in table 2.1 is in fact the main reaction chain in the H2-O2 sub-system
which is embedded in any hydrocarbon reaction mechanism. These reaction rates are very well known
because of extensive studies in the early eighties on hydrogen flames. The reaction parameters of the
chain CH4 to CO and CO to CO2 became well known in the late eighties when more computing power
and sophisticated algorithms were developed and the research focussed on more complex fuels than
hydrogen. In the following the role of several reactions in the hydrocarbon combustion process is
discussed. The terminology used can be found in most literature on combustion [22, 25].

First of the so-calledinitiation reactions are treated. These are the reactions that account for the
ignition of the reaction chain. The only initiation reaction16 in the skeletal mechanism is a thermal-
decomposition reaction (r10) which is considered to be the most important,

CH4 (+M) 
 CH3+ H+ (M). (r10)

Sensitivity analysis shows that this initiation reaction is of minor importance for concentration pro-
files, burning velocity and flame temperature in a steady flame. For studies where ignition is important
(e.g. engines, engine knock, shock-tubes) it is essential and other initiation reactions have to be pro-
vided as well [22, 25].

16Another initiation reaction in CH4-air flames, but not tabulated here, is the CH4 +O2 ⇀ CH3+ HO2 reaction.
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Once initiated the fuel breakup to carbon-monoxide proceeds via a chain of reactions (r11 to r20).

CH4+ H ⇀ CH3+ H2 (r11)

CH4+OH⇀ CH3+ H2O (r12)

CH3+O2 ⇀ CH3O+O (r18)

CH3O+ H ⇀ CH2O+ H2 (r19)

CH3O+M ⇀ CH2O+ H+M (r20)

CH3+O⇀ CH2O+ H (r13)

CH2O+ H ⇀ HCO+ H2 (r14)

CH2O+OH⇀ HCO+ H2O (r15)

HCO+ H ⇀ CO+ H2 (r16)

HCO+M ⇀ CO+ H+M (r17)

This cascade of reactions is claimed to be very fast, which means that every intermediate product (i.e.
CH3, CH3O, CH2O and HCO ) is rapidly consumed even at very low concentrations. The relatively
slower oxidation step of CO to CO2 proceeds via reactionr9.

The total fuel-breakup chain in CH4 flames consumes radicals. To keep the oxidation going,
the so-calledchain-branching reactions are important. These account for a fast increase of the
concentration of the radicals O, OH and H, often referred to as the ‘radical pool’. The most important
chain-branching reaction in methane-air combustion isr1,

H+O2 
 OH+O (r1)

which is essential in the analysis of methane-air combustion. It is called branching because out of
an initially present stable species (e.g. O2) and a H-radical it produces two new radicals and thereby
gives rise to an increase of the radical pool.

A third type of reactions are theshuffle- or chain-propagating reactions, reactionsr2–r4 in
table 2.1,

O+ H2 
 OH+ H (r2)

OH+ H2 
 H2O+ H (r3)

OH+OH 
 H2O+O (r4)

The overall effect of these latter three reactions does not lead to an increase in the radical pool but is
merely a conversion of radicals into another. Thereby stable products (e.g. H2O) are created.

Finally, the reaction chain terminates because of the so-calledchain breaking reactions. In the
skeletal mechanism these are given by,

H+O2+M ⇀ HO2+M (r5)

OH+ H+M ⇀ H2O+M (r24)

H+ H+M ⇀ H2+M (r25)

The net effect of this reaction set reduces the radical pool because it converts the radicals into stable
products and is responsible for the formation of the final products. Note that although reaction (r5)
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in principle is radical conserving it still is considered as chain-breaking since the created peroxide-
radical is less reactive than H and the rapid chain (r6–r8),

H+ HO2 ⇀ OH+OH (r6)

H+ HO2 ⇀ H2+O2 (r7)

OH+ HO2 ⇀ H2O+O2 (r8)

has an overall effect of a conversion of HO2 into stable products. The latter 6 reactions (r5, r6, r7, r8,
r24, andr25) convert radicals into stable species either directly (r7, r8, r24 andr25) or indirectly (r5, r6)
by creating radicals that open a fast chain towards stable species.

The skeletal mechanism is used in section 6 to illustrate the classical reduction technique. How-
ever, it should always be kept in mind that because of the absence of the C2-chain, the skeletal mech-
anism is not considered to be adequate for rich flames. In rich flames a path to the C2-chain through
reactions like CH3 + CH3 
 C2H6 becomes more and more important, primarily due to the rela-
tively high CH3 concentration. An illustration of the importance of these effects of incorporating the
C2-chain in pre-mixed flame computations is presented in chapter 2 of [26].
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Number Reaction A n Ea

1 H+O2 
 OH+O 2.000· 1014 0.0 16800.0
1.575· 1013 0.0 690.0

2 O+ H2 
 OH+ H 1.800· 1010 1.0 8826.0
8.00 · 109 1.0 6760.0

3 H2+OH 
 H2O+ H 1.170· 109 1.3 3626.0
5.090· 109 1.3 18588.0

4 OH+OH 
 O+ H2O 6.000· 108 1.3 0.0
5.900· 109 1.3 17029.0

5a H+O2+M ⇀ HO2+M 2.300· 1018 −0.8 0.0
6 H+ HO2 ⇀ OH+OH 1.500· 1014 0.0 1004.0
7 H+ HO2 ⇀ H2+O2 2.500· 1013 0.0 700.0
8 OH+ HO2 ⇀ H2O+O2 2.000· 1013 0.0 1000.0
9 CO+OH 
 CO2+ H 1.510· 107 1.3 −758.0

1.570· 109 1.3 22337.0
10b CH4+M 
 CH3+ H+M 6.300· 1014 0.0 104000.0

5.200· 1012 0.0 −1310.0
11 CH4+ H 
 CH3+ H2 2.200· 104 3.0 8750.0

9.570· 102 3.0 8750.0
12 CH4+OH 
 CH3+ H2O 1.600· 106 2.1 2460.0

3.020· 105 2.1 17422.0
13 CH3+O⇀ CH2O+ H 6.800· 1013 0.0 0.0
14 CH2O+ H ⇀ HCO+ H2 2.500· 108 0.0 3991.0
15 CH2O+OH⇀ HCO+ H2O 3.000· 109 0.0 1195.0
16 HCO+ H ⇀ CO+ H2 4.000· 1013 0.0 0.0
17 HCO+M ⇀ CO+ H+M 1.600· 1014 0.0 14700.0
18 CH3+O2 ⇀ CH3O+O 7.000· 1012 0.0 25652.0
19 CH3O+ H ⇀ CH2O+ H2 2.000· 1013 0.0 0.0
20 CH3O+M ⇀ CH2O+ H+M 2.400· 1013 0.0 28812.0
21 HO2+ HO2 ⇀ H2O2+O2 2.000· 1012 0.0 0.0
22 H2O2+M 
 OH+OH+M 1.300· 1017 0.0 45500.0

9.860· 1014 0.0 −5070.0
23 H2O2+OH 
 H2O+ HO2 1.000· 1013 0.0 1800.0

2.860· 1013 0.0 32790.0
24 OH+ H+M ⇀ H2O+M 2.200· 1022 −2.0 0.0
25 H+ H+M ⇀ H2+M 1.800· 1018 −1.0 0.0
aHigh-pressure limit: switching functionF([M]) = 1

[M]c/[M]+1 with [M]c = 0.0063e−18000.0/RT.
bEnhanced third body efficienciesσi : CH4 = 6.5, H2O= 6.5, CO2 = 1.5, CO= 0.75,

O2 = 0.4, N2 = 0.4. Others= 1.0.

Table 2.1: Skeletal Mechanism for CH4-air combustion. The coefficients of the Arrhenius termk =
ATn exp(−Ea/RT) are given in the three columns on the right (see section 3.2). All units are cm, s, K and
calories according to conventions used in standard literature on combustion.
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Chapter 3

Premixed and Non-Premixed Combustion

L. P. H. de Goey

1 Introduction

In the first lecture we introduced the different combustion regimes for both premixed and non-premixed
flames, with the main focus on the so-called laminar flamelet regimes. For both flame types, the lami-
nar flamelet combustion regime is the regime in which the flame fronts are thin compared to the length
scale of all external influences in the (turbulent) flow. These regimes are also studied in this lecture. In
the first lecture, a start was also made with the analysis of 1D undistorted premixed and non-premixed
flame structures which govern the combustion behavior in the flamelet regime. However, it is well
known that the internal structure and propagation characteristics of 1D flames are influenced by ex-
ternal flow distortions also present in the (turbulent) flow. This influence often leads to instabilities
and other interesting phenomena. The analysis of the influence of external distortions on 1D flame
behavior and the related effect on flame dynamics is the main focus of this lecture. In the next section,
premixed flames will be considered first, while non-premixed flames will be studied in the last section.

2 Analysis of Premixed Flames

The flamelet description for premixed flames is treated in the next subsection. On the basis of a flame
adapted coordinate system, the conservation equations are split in three parts: (1) a kinematic equation
(similar to the G-equation) for the flame motion with the burning velocity included, (2) a flamelet
system which describes the internal flame structure and the burning velocity and (3) a flame stretchK
and curvature partR which couples (1) and (2). The influence ofK andR on the burning velocity will
be analysed using flame stretch theory in sections 2.2–2.4. It will be shown that the Lewis numbers
play an important role in the behaviour of the burning velocity. On the basis of these results, flame
dynamics will be studied in section 2.5. The Landau-Darrieus instability will be explained and the
influence of the flame stretch and curvature in terms of the thermo-diffusive model will be presented.
A flame stability diagram will be introduced. The appearance of cellular flames, flame pulsations and
other phenomena will be explained on the basis of these theoretical ideas.

2.1 Combustion in the laminar flamelet regime

In this subsection we concentrate on laminar flames and turbulent frames in the laminar flamelet
regimes, where the premixed flame fronts propagate through the flow and the internal structure is only
weakly distorted by the external flow field. To analyse such structures we therefore zoom into the
flame structure, study how it looks like and behaves when it is undistorted and (weakly) distorted.
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Figure 3.1: Flame-adapted coordinate system
with isoplanes ofG.

This behavior is used in the so-called laminar flamelet models which have been proposed by differ-
ent researchers to model combustion processes in these regimes. The system of transport equations
of the previous lecture will be decomposed into three parts. The first part consists of the mass, mo-
mentum, enthalpy and element conservation equations and the gas law, which together describe the
flow and mixing processes in the flame. Note that neither of these equations contains chemical source
terms. The equations describing the propagation (similar to the G-equation) and internal structure (1D
flamelets) of the flame are described by two separate systems of equations. These parts are derived by
studying the mass, species and enthalpy equation in a flame-adapted coordinate system. This will be
elaborated further in the remainder of this subsection.

We define the premixed flame as the region in space, where a scalar variableG has a value between
0 in the unburnt gases and 1 in the burnt gases. A ‘flame surface’ is defined as an iso-plane ofG, i.e. a
surface whereG(x, t) = constant. The motion of such a surface is described by the kinematic equation
[5]

dG

dt
:= ∂G

∂t
+ (vf ·∇)G = 0, (3.1)

stating that a point on a flame surface stays on this surface for allt . Here,vf is the local velocity of a
flame surface. A local orthogonal coordinate systemη = (ξ, ζ, η) (see figure 3.1) is defined in terms
of these flame surfaces. The factorshξ = | ∂x

∂ξ
|, hζ = | ∂x

∂ζ
| andhη = | ∂x

∂η
| are scale factors, defining the

arc-lengths in theη-coordinate system. Note that the unit normal vectoreη on a flame surface can be
written aseη = −∇G/|∇G| .

The tangential componentvf,t of the flame surface velocity is equal to the tangential componentvt

of the fluid velocity and the differenceρ(v− vf) is equal to the amount of mass, effectively consumed
by the flame, so that we may write

vf = v+ sLeη, (3.2)

sL being the local burning velocity. When equation (3.2) is substituted in equation (3.1) we find an
equation which looks identical to the well-known G-equation [8]:

∂G

∂t
+ (v ·∇)G = sL |∇G|. (3.3)

An important difference between Eq.(3.3) and the usual G-equation is that the description here is
valid for any iso-surface in the flame front while the original G-equation is formulated in terms of an
interface with zero thickness. This means thatv andsL are functions of the iso-plane in the formulation
here. In [3], the stretch rateK is defined as the relative rate of change of the mass

M(t) =
∫

V(t)

ρ dV (3.4)



Premixed and Non-Premixed Combustion 35

in a small part of the flame, enclosed by the volumeV(t), moving with velocityvf :

K = 1

M

dM

dt
. (3.5)

Applying the transport theorem toM(t) in equation (3.4) then leads to the following equation for the
scalar field quantityK :

ρK = ∂ρ

∂t
+∇ · (ρvf). (3.6)

Using equations (3.2) and (3.6) in equation (2.2) on page 13 gives

∇ · (ρsLeη) = ρK (3.7)

for the continuity equation. Note that all distortions from local 1D flame behavior are combined
in the right-hand side termρK . Apart from the usual terms related with flame curvature and flow
straining, this definition ofK incorporates additional contributions, for instance due to flame thickness
variations.

The conservation equation for the scalar variableG

∂(ρG)

∂t
+∇ · (ρvG)−∇ · (ρDG∇G)− ρ̇G = 0, (3.8)

with DG and ρ̇G generally depending on the other field variables in the flame, is now reformulated
in theη-coordinate system. Using equations (3.1), equations (3.6) and (3.2), the following quasi-1D
form for G is found rigorously:

∇ · (ρsLGeη)−∇ · (ρDG
1

hη

∂G

∂η
eη)− ρ̇G = ρKG, (3.9)

with all transport terms along the flame surfaces gathered in the right-hand side termρKG. We used
here that the diffusive flux is already directed in theeη-direction. It is important to note here that equa-
tion (3.9) is found from the full instationary conservation equation (3.8), using the stretch rate (3.6)
and the kinematic equation (3.3). Alternatively, this means that the full conservation equation (3.8)
for G would be solved exactly, when a method would be available in which the kinematic equation and
the flamelet equation (3.9) are solved in a combined way, using the coupling with the scalar stretch
field K of equation (3.6).

The same procedure can be applied to the other scalar variablesYi , H andZ j . The terms, which
describe transport in the flame surfaces are neglected assuming that length scales of the flame stretch
distortions of the flame along the flame surfaces are larger than the flame thickness as combustion
takes place in the flamelet regime of the Borghi diagram. Introducing the mass burning ratem= ρsL,
the arc-length perpendicular to the flameds= hηdη and the variableσ = hξhζ = | ∂x

∂ξ
× ∂x

∂ζ
|, which

is a measure for the area on the flame surfaces through which transport takes place, the quasi-1D
conservation equations can be expressed in theη-coordinate system. These equations, which we refer
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to as the ‘flamelet’ equations, then read:

∂

∂s
(σm) = −σ ρK ,

∂

∂s
(σmYi )− ∂

∂s

(
σρDim

∂Yi

∂s

)
− σ ρ̇i = −σ ρKYi , (i = 1, . . . , N),

∂

∂s
(σmH)− ∂

∂s

(
σ
λ

cp

∂H

∂s

)
−

N∑
i=1

(
1

Lei
− 1

)
∂

∂s

(
σ
λ

cp
H0

i

∂Yi

∂s

)
= −σρK H,

∂

∂s
(σmZj )− ∂

∂s

(
σ
λ

cp

∂Z j

∂s

)
−

N∑
i=1

w j i

(
1

Lei
− 1

)
∂

∂s

(
σ
λ

cp

∂Yi

∂s

)
= −σρK Zj , ( j = 1, . . . , Ne).

(3.10)

Note that the derivative∂σ/∂s is related to the curvature of the flame. These flamelet equations
describe the internal flame structure (in terms ofYi (s), G(s), H (s), Z j (s) or alternativelyYi (G), H (G),
Z j (G)) and the eigenvalue for the mass burning ratem(s) or m(G) for a flamelet with a particular
stretch fieldK (G) and curvature fieldσ (G).

2.2 Mass Burning Rate of Stretchless Flames

Let us first study the case of stretchless flames, i.e.K = 0. Note that flames may still be curved when
K = 0. Integration of the conservation equations for mass, enthalpy and element mass fractions of
the set (3.10) from the unburnt to the burnt gas mixture gives:

(σm0)b = (σm0)u (3.11)

(σm0H0)b = (σm0H )u (3.12)

(σm0Z0
j )b = (σm0Z j )u ( j = 1, . . . , Ne), (3.13)

where it has been used that the diffusive fluxes all vanish in the unburnt and burnt gases. The su-
perscript ‘0’ refers to the stretchless solution and the subscripts ‘b’ and ‘u’ denote the values of a
variable in the burnt and unburnt gases, respectively. Equations (3.11), (3.12) and (3.13) simply indi-
cate that the mass, enthalpy and element composition are constant in the flame area, i.e.H0

b = Hu and
Z0

j ,b = Z j ,u, as expected.
Let us now turn to the mass burning ratem0

b of the stretchless flame, which can be computed from
the quasi-1D equation forG:

F (s)− ∂

∂s
H(s) = S(s), (3.14)

where we introduced the functionsF , H andS:

F (s) = ∂

∂s
(σmG),

H(s) = σρDG
∂G

∂s
,

S(s) = σ ρ̇G. (3.15)
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We multiply equation (3.14) withH(s) and subsequently integrate the resulting equation overs from
su to sb. The integral over the diffusion term12∂H

2/∂s then drops out, as the diffusion fluxes are zero
in the (un)burnt mixture and we find

sb∫
su

F (s) H(s) ds =
sb∫

su

H(s) S(s) ds. (3.16)

The functionH(s) in the left-hand side of this equation can be approximated very well by the (inte-
grated) solution of equation (3.14) in the preheating zone, whereS � F :

H(s) =
s∫

su

(F (ψ)− S(ψ))dψ ≈
s∫

su

F (ψ)dψ, (3.17)

which, inserted in equation (3.16), leads to

sb∫
su

F (s)

 s∫
su

F (ψ)dψ

 ds = 1

2

 sb∫
su

F (s) ds

2

≈
sb∫

su

H(s) S(s) ds. (3.18)

The validity of the approximation in equation (3.17) is related to the fact that the reaction layer is
much thinner than the preheating zone, so that the major contribution to the integral overF H in
equation (3.16) is found in the preheating zone. It should be noted that equation (3.18) is exact
when the reaction sheet thickness goes to zero (e.g. for infinite activation energy). This approach is
equivalent to the Large Activation Energy Asymptotics treatment [1, 7] to compute the mass burning
rate.

The integrals in equation (3.18) can now be evaluated and substituted into equation (3.18), this
gives the following expression for the mass burning rate:

m0
b(Gu, H0

b , Z0
1,b, . . . , Z0

Ne,b
) ≈ 1

|G0
b− Gu|

√
2
∫ G0

b

Gu

(
σ

σb

)2

ρDG ρ̇G dG. (3.19)

Note that the expression equation (3.19) form0
b only depends on the initial state throughGu in the

‘friction’ factor 1/|G0
b−Gu|. Furthermore, we also explicity emphasized that the mass burning ratem0

b
further explicitly depends on the enthalpyH0

b and element compositionZ0
j ,b in the equilibrium state

in equation (3.19). This follows from the following observation. The factorρDYρ̇G in equation (3.19)
is a function of all flame variablesYi (i = 1, . . . , N) andT . However, the integral in equation (3.19)
effectively runs only over the thin reaction layer, whereρ̇G 6= 0 and where the system approaches the
equilibrium state. Near the equilibrium point in composition space, all reaction paths are attracted to
a one-dimensional subspace in most cases, independent of the intial composition. This means that
for this case all flame variables can be written as function ofG because|∇G| 6= 0: Yi (G) andT(G).
Equation (3.19) then indicates that the integral overG is independentof the initial composition in this
case and depends only on the equilibrium state. The local equilibrium state is described completely
by the pressure (assumed to be constant), total enthalpy and element composition in the reaction layer,
i.e. H0

b andZ0
j ,b for j = 1, . . . , Ne.
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2.3 Mass Burning Rate of Stretched Flames

In this subsection we consider stretched flames. As in the previous section, we first study the conser-
vation equations for mass, enthalpy and element mass fractions. Integration of the mass conservation
equation in (3.10) through the flame gives

(σm)b− (σm)u = −
sb∫

su

σρK ds. (3.20)

In the same way, integration of the enthalpy equation and element mass fraction equations in (3.10)
through the flamelet and using (3.20) results in

Hb− Hu = −1

(σm)b

sb∫
su

σρK (H − Hu) ds (3.21)

and

Z j ,b− Z j ,u = −1

(σm)b

sb∫
su

σρK (Z j − Z j ,u) ds, (3.22)

respectively. When the definition forH andHu (equation (2.5) on page 13) and the definition forZ j

and Z j ,u (equation (2.9) on page 14) are inserted into the right-hand sides of (3.21–3.22) and when
the Karlovitz integrals

Kai = Lei

(σm0)b

sb∫
su

σρKỸi ds, (3.23)

KaT = 1

(σm0)b

sb∫
su

σρK H̃T ds, (3.24)

are introduced,HT =
T∫

T0

cp(ξ)dξ being the thermal enthalpy and̃f = ( f − fu)/( fb − fu) being

normalised quantities, then gives the exact equations

Hb− Hu = −m0
b

mb+ KaT m0
b

N∑
i=1

H0
i

(
Kai

Lei
− KaT

)
(Yi,b − Yi,u), (3.25)

Z j ,b− Z j ,u = −m0
b

mb+ KaT m0
b

N∑
i=1

w j i

(
Kai

Lei
− KaT

)
(Yi,b − Yi,u). (3.26)

Equations (3.25) and (3.26) describe the influence of preferential diffusion and flame stretch, incor-
porated in the Karlovitz integrals, on the local enthalpy and element composition of the burnt mixture
even in the case of strong stretch. The quantitiesHb and Z j ,b following from equations (3.25) and
(3.26), have an important influence on the local mass burning ratemb, becausemb is determined to a
large extend by the mixture composition and enthalpy in the reaction layer, close to the burnt mixture
(see also equation (3.19)). The precise description of this influence will be studied hereafter.
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Let us now turn to the evaluation of the mass burning rate for stretched flames. The mass burning
rate is again determined from equation (3.14), whereF (s) is now given by

F (s) = ∂

∂s
(σmG)+ σρKG, (3.27)

while H andS are still given in (3.15). The computation of the mass burning rate is analogous to the
computation presented in the previous subsection, withF replaced by equation (3.27). We now find
for the mass burning rate

mb(HT,u, Hb, Zb) ≈ m0
b(HT,u, Hb, Zb)(1− KaT ). (3.28)

Note that the first term in the right-hand side is equal to the mass burning rate of a ‘stretchless’ flame
m0

b with final enthalpy and composition given byHb andZ j ,b instead ofH0
b andZ0

j ,b. If we finally use
(3.28) in equation (3.25) and (3.26) we find the equations

1Hb = −
N∑

i=1

H0
i

(
Kai

Lei
− KaT

)
(Yi,b − Yi,u),

1Z j ,b = −
N∑

i=1

w j i

(
Kai

Lei
− KaT

)
(Yi,b − Yi,u),

mb(HT,u, Hb, Zb) ≈ m0
b(HT,u, H0

b +1Hb, Z0
b +1Zb) (1 − KaT ) ,

(3.29)

where1Hb = Hb−Hu = Hb−H0
b and1Z j ,b = Z j ,b−Z j ,u = Z j ,b−Z0

j ,b. The set of Equations (3.29)
for Hb, Z j ,b andmb describe the enthalpy, element composition and mass burning rate of stretched
and curved premixed flamelets and forms the basis of the subsequent analysis of the flamelet system.
This set is also valid in case of strong stretch rates: equations (3.25) and (3.26) follow rigorously from
the flamelet equations and to derive equation (3.28) it only has been assumed that the reaction layer is
thin. However, the system (3.29) is not closed because stretched flame solutionsf̃ are needed in the
Karlovitz integrals (3.23) and (3.24) to evaluate (3.29).

It is the aim of the analysis which follows to introduce smart approximations to close this set
of equations in such a way that it may be used without solving the complete system (3.10) for each
separate flamelet. The simplest method, which will be described in the next subsection, would be to
restrict to weak stretch.

2.4 Weak Stretch Analysis

The simplest way to close the system (3.29) is to evaluateHb, Z j ,b andmb from stretchless-flame
information only. Instead of the Karlovitz integrals (3.23) and (3.24) we then use the ‘stretchless’
Karlovitz integrals

Ka0
i =

Lei

(σm0)b

sb∫
su

σρKỸ0
i ds (3.30)

and

Ka0
T =

1

(σm0)b

sb∫
su

σρK H̃0
T ds (3.31)
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in equation (3.29). For weak stretch it is possible to expandm0
b(Gu, Hb, Zb) aroundm0

b(Gu, H0
b , Z0

b).
We then find formb

mb

m0
b

= 1− Ka0
T + 1Hb

∂

∂H0
b

(ln m0
b) +

Ne∑
j=1

1Z j ,b
∂

∂Z0
j ,b

(ln m0
b)+ h.o.t., (3.32)

with h.o.t. containing higher-order terms inKa0
i .

Let us consider the physical significance of the different terms in equation (3.32). The termKaT

is related to the fact that effective upstream transport of heat and mass from the reaction zone to
the preheating zone is modified by flame stretch. The rate of upstream transport has an important
influence on the propagation velocity of a premixed flame. The∂

∂H0
b
(ln m0

b)-term in the right-hand

side is related to the effect of preferential diffusion on the local enthalpy, leading to a change in the
mass burning rate on its turn. The last term, proportional to∂

∂Z0
j ,b
(ln m0

b), also arises from differential

diffusion effects, which give rise to element composition and stoichiometry changes.
We now study the results for the special case of a flat flame (σ = σb) with constantλ andcp

in a stagnation flow withρK = ρbKb, so thatσρK = constant in the flame region(su < s < sb)

(see e.g. [9]). We restrict the analysis to a one-step irreversible reactionF → P with a single Lewis
numberLeF = LeP = Le. For this special case, though, we find an identical expression for all
Karlovitz integrals from equation (3.30) and (3.31):

Ka0 = λρbKb

cp(m0
b)

2
, (3.33)

where we substituted the approximate stretchless 1D solution forỸ0
i (s) and H̃0

T (s) in the preheating
zone. Equation (3.29) now simplifies considerably:

1Hb =Ka0

(
1

Le
− 1

)
cp(T

0
b − Tu); 1Z j ,b = 0;

mb

m0
b

≈ 1−Ka0Mb,

(3.34)

where the Markstein numberMb has been introduced

Mb = 1−
(

1

Le
− 1

)
cp(T

0
b − Tu)

∂

∂H0
b

(ln m0
b) = 1+ Le− 1

Le

Ze0

2
(3.35)

using m0
b ∝ exp(−Ea/2RT0

b ) with the Zeldovich number given by, as usual,Ze0 = Ea (T0
b −

Tu)/R(T0
b )

2, Ea being the activation energy. In 1979 Joulin and Clavin found 1+ (Le− 1)Ze0/2
for the Markstein number.

In 1985, Clavin extended the above theory to a constant stretch rateK = Kb, but with variable
density in the flame zoneρ0(s) = ρuTu/T0(s) = ρu/(1+ τ exp(s/δ)), where the thermal expansion
coefficientτ is defined byτ = (T0

b − Tu)/Tu = (ρu − ρ0
b)/ρ

0
b. Now, substituting this expression for

ρ(s) in the Karlovitz integrals, we find the same results as Clavin for the Markstein number:

Mb =
(
τ + 1

τ

)
ln(1+ τ)+ Ze0

2
(Le− 1)(1+ τ)

τ∫
0

ln(1+ x)

x2

(x

τ

)Le
dx. (3.36)
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Figure 3.2: The Landau-Darrieus Instability.

2.5 Flame Stability

The flame stretch theory forms the basis for analysing the stability of premixed flames. Different kinds
of instability might be observed and explained using this theory. The starting point of the analysis
is formed by the observation of Darrieus and Landau that flames are inherently instable due to the
thermal expansion in the flame, causing the so-called hydrodynamic instability. A flat flame which is
distorted as shown in figure 3.2, induces flow field distortions. Due to the thermal expansion in the
front, the flow velocity perpendicular to the front increases and the streamlines are bend towards the
local normal vector on the front. They therefore must diverge in front of bulges in the front, leading to
a decreasing local velocity ahead of the front. The result is that the burning velocity will be larger than
the gas velocity and the distortion will grow: the flame is hydrodynamically instable. Mathematically,
the instability is found by expanding the perturbation from the flat stationary structure in normal
modes of the form(exp(σ t)exp(ikx)). Substitution in the balance equations leads to a dispersion
relationσ (k). Modes with wavenumbersk whereσ > 0 are instable. The analysis of Landau and
Darrieus gives a positiveσ for all k.

In practice, however, it is possible to create stable laminar flames. The reason for this discrepancy
is related to the influence of stretch and curvature on the burning velocity as described in the previous
subsections. It depends on the Lewis number what happens. IfLe > 1, positive stretch induces a
decreasing flame temperature and a decrease in the mass burning rate (see equations (3.34), (3.36)
and (3.35)). Thus, at the bulges, whereK > 0, the velocity decreases due to the hydrodynamic insta-
bility, but the burning velocity decreases as well due to thermal-diffusive effects. The hydrodynamic
instability may thus be damped, if the Markstein number is large enough, or if the Lewis number is
sufficiently largeLe > Lec. On the other hand, the system is instable ifLe < Lec. Hydrogen flames
have small Lewis numbers and display cellular structures. Heat loss of the flame (due to radiation or
to a burner) may have a stabilizing influence on the flame instabilities ifLe < 1. At the ‘leading’
positions on the cellular structure, where the temperature and propagation velocity is highest due to
flame stretch the cooling is most important, leading to a damping effect of the stabilisation. This is
seen in figure 3.3 from Joulin and Clavin [4] where the stability diagram of flames as a function of the
scaled heat loss parameter ln(1/µ2) and the scaled Lewis numberZe(Le−1) is plotted. This diagram
is derived from an analysis, neglecting the hydrodynamic effect (τ = 0). Note that the critical Lewis
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Figure 3.3: The stability diagram and corresponding dispersion relations for flat flames without thermal expan-
sion (adapted from Joulin and Clavin [4]).

number is given byLec = 1− 2/Ze for zero heat loss, which is in accordance withMb = 0 following
from the expression for the Markstein number of Joulin and Clavin. The flame displays a dispersion
relationσ (k) which corresponds to cellular structures for values forLe which are smaller thanLec.
At small values for the heat loss, this critical value is smaller than 1, but this critical value increases
towardsLec = 1 for increasing heat loss.

Note from figure 3.3 that other kinds of instability, such as pulsating flames, are detected for large
Lewis numbers. These flames become less stable for increasing heat loss. Such pulsating flames are
detected in practice near quenching at low burning velocities, when heat loss by radiation or to a burner
becomes important. However, when the velocity is increased moving away from the flammability
limits, these instabilities are not detected in case of hydrocarbon flames, because the Lewis numbers
are not sufficiently large. The physical background of this kind of instability is hard to explain using
the above theory. However, a simplified model can be used to explain the essential ingredients. This
model is explained in the remainder of this subsection for a flame stabilised by cooling on top of a
cooled burner with unit Lewis numbersLe= 1.

Consider a flat stationary burner-stabilised flame with flame temperatureT̄b and mass burning rate
m̄ = φ̄u = ρ̄uūu. If the flame is disturbed by a temporal distortion of some kind, a change in flame
temperatureTb is assumed to lead to an instantaneous change inm, described by:

∂m(τ )

∂τ
= Ze

2

m̄

(T̄b− Tu)

∂Tb

∂τ
= Ze

2

m̄

cp(T̄b− Tu)

∂ J(ψf, τ )

∂τ
(3.37)

whered J = 1H dY+ cpdT is the ‘total enthalpy’ in the system,Y being the fuel mass fraction and
1H the enthalpy of combustion. ThisJ depends not only on the timeτ , but also on the (Von-Mises)
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space variableψ with dψ = ρ

ρu
dx. Fluctuations inJ are transported in space with velocityūu, so that

heat losses to the burner atψ = 0 arrive at the flame frontψ = ψf with a time lag. In the most general
case, the shape of the enthalpy waves changes while they travel due to damping effects. Damping is
neglected for simplicty, so that the shape of the enthalpy fluctuations remains the same. Then we may
write:

∂ J(ψf, τ )

∂τ
= ∂ J(0, τ − ψf/ūu)

∂τ
= 1H

∂Y(0, τ − ψf/ūu)

∂τ
, (3.38)

where we used thatT is constant at the burner outflow (ψ = 0) in the last step. Using the G-equation
for the flame motion in terms ofY

ρu
∂Y

∂τ
(ψ, τ) =

(
m(τ )− φu(τ )

) ∂Y

∂ψ
(ψ, τ) (3.39)

we finally find a first-order differential equation form:

∂m(τ )

∂τ
+ Z

τf
m(τ ′) = Z

τf
φu(τ

′) (3.40)

where we introduced the ‘delayed time’τ ′ = τ −ψf/ūu, the ‘flame time’τf = δ
ūu

and the ‘feed-back’
coefficientZ given by

Z = Ze

2

(
Tad− T̄b

T̄b− Tu

)
. (3.41)

From the G-equation and its derivative, equation (3.40) can also be written as an equation of motion
for the flame structure

ρu
∂2ψ

∂τ 2
(τ )+ ρu

Z

τf

∂ψ

∂τ
(τ ′) = − ∂φu(τ )

∂τ
. (3.42)

This equation describes the motion of the flame structureψ(τ), due to the external driving force
−∂φu(τ )/∂τ (e.g. being an external acoustic field). The first term in the left hand side is the accelera-
tion term and the second one the damping force, which acts on the flame with some time lag.

Let us study the solution of equation (3.40). When a harmonic ‘driving term’φu(τ ) = φ̄u +
φ̂u exp(iωτ) is applied,m behaves harmonicallym(τ ) = m̄+m̂exp(iωτ) (with m̄= φ̄u) as well. The
total solution is then given by

m(τ ) = m̄− m̂exp

(
αūuτ

ψf

)
exp

(
iβūuτ

ψf

)
+ m̂exp(iωτ) (3.43)

where we used the initial valuem(t = 0) = m̄. Furthermore,α andβ have to obey

α = −Ẑ exp(−α) cos(β)

β = +Ẑ exp(−α) sin(β),
(3.44)

whereẐ = ψf
δ

Z.
The homogeneous part of the solution equation (3.43) form(τ ) indicates when solutions are stable

or instable. Stable solutions are found whenα < 0, while the solution becomes instable ifα > 0,
even if there is no external forcing (φ̂u = 0). Combining equations (3.44) gives the following implicit
relation for the dimensionless frequencyβ

β = sin(β) Ẑ exp
(
β cot(β)

) = f (β) (3.45)
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Figure 3.4: The implicit relation f (β) = β for
the dimensionless frequencyβ, predicting flame
stability.

Figure 3.5: α as function ofβ for predicting flame
stability.

Tb
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Figure 3.6: Feed-back coefficient̂Z, stand-off
distance and flame temperatureTb as function of
the gas velocity for a methane/air flame withφ =
0.8.

In figure 3.4, f (β) is shown as function ofβ for several values of̂Z. For the derivative off in the
origin we find df (0)/dβ = Ẑe, which means that there exists no solution1 of equation (3.45) for
β < π if Ẑ < e−1. For e−1 < Ẑ < π/2 there exists a unique branching point (see figure 3.4) in
the area with frequenciesβ < π/2, leading to stable solutions withα < 0 (see figure 3.5). Instable
solutions are found whenα > 0,π/2< β < π , or for all flames withẐ > π/2.

In figure 3.6 some results are shown for a burner-stabilised methane/air flame withφ = 0.8 as
a function of the average flow velocitȳuu. Using Tad = 2016 K, Tu = 300 K andTa = 34.566 K
and an adiabatic burning velocity ofsad = 26 cm/s,T̄b is shown as function of̄uu. Furthermore,
ψf/δ = ln((Tad− Tu)/(Tad− T̄b)) and Ẑ are plotted as function of̄uu. Note thatẐ becomes larger
thanπ/2 for velocities lower than approximately 15 cm/s, indicating instability for lower velocities.
In numerical (and experimental) observations, instability is found for a much lower velocity. This
indicates that this theory is insufficiently accurate to predict instability. If damping of enthalpy waves
is considered, a much lower value for the critical velocity if found, in accordance with experiments
and other theoretical methods.

1Note that f (β) decreases from infinity atβ = 2π to f (5π/2) = Ẑ at β = 5π/2; thus for all Ẑ < 5π/2 there exists
always a stable solution withα < 0 in the area 2π < β < 5π/2.
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If the solution is stable (α < 0), the homogeneous part of the solution damps out and after some
time, the particular solution of equation (3.40) remains:

mpart(τ ) = m̄ + m̂ exp(iωτ) (3.46)

where the amplitudêm of the quasi-stationary solution is related to the amplitude of the acoustic
forcing:

m̂= φ̂u

(
1+ iωτf exp(iφ)

Z

)−1
, (3.47)

with the phaseφ = ωψf/ūu. Equation (3.47) displays a resonance behavior also observed in other
analysis of acoustic forcing of burner-stabilised flames.

3 Analysis of Non-premixed Flames

Diffusion flames burn in the areas in space where the fuel and oxidizer are mixing. These mixing
processes are described by the transport equations for the element mass fractions (equation (2.10)
on page 14). If we restrict the analysis toLei = 1 for simplicitly, the equations forZ j are all the
same and theZ j behave similarly. For this reason we introduce the so-called mixture fractionZ =
(sYF − YO2 + YO2,2)/(sYF,1+ YO2,2) (see equation (2.27 on page 19)) to describe the mixing process.
HereYF is the fuel mass fraction and the subscripts 1 and 2 indicate the boundary values in the fuel
and oxidizer stream, respectively.Z has been scaled such thatZ = 1 in the fuel stream and 0 in the
oxidiser stream.

At the positions where fuel and oxidizer mix and burn in a flame, they are depleted very fast
because chemical reactions are mostly very fast. The most simple model for a diffusion flame is the
Burke-Schumann model which states the reaction is infinitely fast, indicating that fuel and oxigen
depleteYF = YO2 = 0 at the flame front: if these species meet, they burn immediately giving an
infinitely thin flame front at the position where the mixture fraction equals its so-called stoichiometric
value Zst = YO2,2/(sYF,1 + YO2,2). The flame front can therefore be identified as the plane where
Z = Zst. This is very appealing becauseZ obeys the pure mixing equation (2.27) without chemical
source term. Thus: the position of the flame front is purely determined by the mixing processes of the
fuel and oxidizer stream. Furthermore, unlike premixed flames, whereZj is more or less constant in
the flame front,Z changes rapidly perpendicular to the flame front. This makesZ as a very suitable
progress variabele in a non-premixed flame. So instead ofG for premixed flames, we now use the
mixture fraction as progress variabele to identify the position inside the flame structure.

As in case of a premixed flame, we consider the non-premixed flame in a coordinate system
attached to the flame front. For thee1 axis we choose the coordinate in direction∇Z. The other
two axise2 ande3 are chosen in the isoplane ofZ. If we now transform the transport equations into
the new coordinate system withZ as parameter ine1 direction we obtain the set of laminar flamelet
equations for a diffusion flame, which can be approximated by

ρ
∂Yi

∂t
+ ρ χ

2

∂2Yi

∂Z2
= Mi

M∑
k=1

νikωk + . . .

ρcp
∂T

∂t
+ ρcp

χ

2

∂2T

∂Z2
=

M∑
k=1

Qkωk + . . .
(3.48)

whereχ = 2D(∇Z · ∇Z) is the so-called scalar dissipation rate. Notice that 1/χ is a characteristic
diffusion time scale. The dots in the right-hand side indicate small transport terms along the iso-planes
of Z. The solution of this system describes the internal flamelet structure.
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Figure 3.8: The S-curve for the flame temperature
of a diffusion flame as function of the diffusive
time scale 1/χ .

For stationary systems, the set of flamelet equations (3.48) does not depend on spacex = (x, y, z)
anymore but only onZ andχ . The solution of (3.48) can thus be written asYi = Yi (Z, χ) and
T = T(Z, χ). For given value ofχ and boundary conditions forYi andT at the sides of the flamelet,
the set (3.48) can be solved and stored as function ofZ andχ in a flamelet data-base.T(Z, χ)
is drawn schematically in figure 3.7. Notice thatT(Z) approaches the Burke-Schumann solution if
1/χ →∞. In that case, the charakteristic diffusion time scale goes to infinity and there is sufficient
time for complete combustion, since the reaction time is small. The flame front is infinitely thin in
this case and the scalar variables have discontinuous derivatives at the front position. For decreasing
1/χ , the diffusion time descreases and will become of the same order as the reaction time finally (see
figure 3.8). Complete combustion can not be reached now and the flame temperature decreases. For
a high valueχ = χq the flame even quenches. Notice that the S-curve indicates that there are two
stable branches: a ‘cold’ branch, leading to ignition ifχ = χi and a ‘hot’ branch leading to quenching
atχ = χq.

The question now remains how to use this flamelet model in CFD computations of non-premixed
flames. This can be applied as follows. Flow and mixing above a burner in a non-premixed system
can be computed using a CFD code solving the Navier-Stokes and mixture fraction equations, giving
the solution forv, ρ, p and Z. Chemistry does not play a role in this part. ¿FromZ(x) we can
determineχ = 2D(∇Z · ∇Z) and Yi (Z, χ) en T(Z, χ) can be evaluated subsequently from the
flamelet database. From the temperature field it is possible to determine a new update of the density
field ρ(x), the viscosity and the transport coefficients, which influence the fluid flow on their turn.
This problem can be solved iteratively.

In case of a gaseous diffusion flame,χ is very large near the burner, since the gradients inZ
have very large values there and even go to infinity at the burner rim, where fuel and oxidizer meet.
This means that the flame quenches near the burner, up to the point whereχ = χq. Especially if the
flow velocity is large, a large stand-off distance can be created in such a case. As fuel and oxidizer
mix near the burner rim without burning, a premixed mixture is created above the burner rim. Thus
at the stabilisation point we observe a premixed flame, propagating towards the burner rim. This
premixed flame is stoichiometric nearZ = Zst, rich near the fuel feed and lean in the oxidizer feed.
The stoichiometry thus changes along the premixed flame front, which quenches at the edges where
the equivalence ratio approaches the flammability limits. The rich burnt gases near the fuel feed on
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their turn mix with the lean burnt gases near the oxidizer feed, giving the diffusion flame near the
stoichiometric mixture fraction planeZ = Zst. We thus have a flame with a triple point at the ignition
point, which is called a triple flame. Triple flames are frequently found also in turbulent flames, at
points near quenching or ignition of the front.
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Chapter 4

Premixed Combustion Using Surface Radiant
Burners

H. B. Levinsky

1 Introduction

Radiant surface burners are used in a wide variety of household and industrial combustion systems.
Since they offer the possibility of enhancing radiative heat transfer and lowering NOx emissions com-
pared to conventional systems, these burners are finding utility in an ever- widening range of com-
bustion situations. There are many incarnations of this type of burner, usually defined in terms of
the characteristics of the burner material. Burners are made of porous ceramic foams, porous metal
fiber, perforated ceramic tiles, and even perforated porous metal fiber. Whereas all these burners are
superficially different, their principle mode of behavior is identical, and in this chapter we will focus
on understanding the underlying physical processes responsible for this behavior.

2 Operating principle

The operating principle of radiant surface burners is simple. Recalling first the results from other
lectures on flame structure, the solution of the governing equations under freely burning conditions is
a combustion wave that propagates with the burning velocitysL with respect to the unburned mixture.
A balance between the velocity of flame propagation and the velocity of the fuel-air mixture leaving
a given burner results in a flame that is stationary in the laboratory frame. If the exit velocity of the
mixture is larger than burning velocity everywhere in the flow, the flame is pushed downstream from
the burner exit and blows off (is no longer stabilized on the burner). If the burning velocity is larger
than the exit velocity everywhere in the flow, then the flame will propagate upstream. If the openings in
the burner, the burner ‘ports’, are larger than some minimum diameter (called the quenching distance,
and is roughly equal to the thickness of the flame, see Lewis and von Elbe [1] for example), the flame
will actually enter the burner. This phenomenon is known as flash back, and can cause damage to the
burner, even leading to explosive situations. However, if the burner ports are very small, the flame
cannot enter the burner, but rather will transfer heat upstream to the burner [2], lowering the flame
temperature. Lowering the flame temperature in lean-premixed flames is responsible lowering the NO
formation rate observed in practice. This description of the interaction between flame and burner is
not confined to radiant burners; it was in fact originally conceived to explain the behavior of one-
dimensional flames stabilized on a water-cooled sinter burner in the early 1950’s [2]. In the original
version, the heat transferred to the burner surface ‘disappeared’ into the cooling water; in a thermally
insulated burner, the surface will heat up uniformly and radiate the heat to the surroundings. As we
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shall see below, at a given exit velocity the heat transferred to the surface is independent of the surface
temperature; thus, the flame structure will be the same, whether the burner is water cooled or hot and
radiating. We point out here that this form of radiant surface combustion, relying on essentially one-
dimensional ‘upstream heat transfer’, is distinct fromsubmergedradiant combustion [3], in which the
flame is located within an open porous structure; in that case, there is also substantial heat transfer to
the burnerdownstreamof the primary flame front. We will not consider this second type of radiant
combustion here.

3 Simple expressions for heat-transfer properties [4]

If we assume that the behavior of the flame-burner system is essentially one dimensional, one could
also assume that we could ‘easily’ model this system using the type of 1-D flame code discussed
elsewhere in this course. We shall do so momentarily, but it is instructive to consider the heat transfer
using more simple reasoning.

Let’s first consider enthalpy conservation in the flame-burner system. Using subscripts ‘u’ and ‘b’
to denote the properties of the cold, fuel-air mixture and hot flame gases, respectively, and considering
the radiation from the burner as the only heat-loss process, we can write

(ρ0u)Hu = (ρ0u)Hb+ εσT4
surf (4.1)

whereρ0u the mass flow rate (ρ0 the density andu the linear velocity of the cold mixture),H the
specific enthalpy,ε the emissivity of the burner,σ the Stefan-Boltzmann constant andTsurf the tem-
perature of the burner surface. Here we assume that the temperature of the surroundings is low enough
to be neglected in equation (4.1), although its inclusion is straightforward. We rewrite equation (4.1)
as

εσT4
surf= ρ0u(Hu− Hb) (4.2)
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Figure 4.1: Relative temperature vs. relative velocity.
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In other words, the burner radiates the heat lost from the flame. If we knew the relation between
the enthalpy difference and exit velocity, we could predict the power radiated from the burner,Ws =
εσT4

surf. Fortunately, from measurements of flame temperature versus exit velocity on a water-cooled
sinter burner [5], we know a relationship between the exit velocity and the temperature of the hot
gases. These data are replotted in figure 4.1, together with a logarithmic fit of the data,Tb/Tad =
1+ 0.1116 ln(u/sL).

Making use of the average heat capacity,cp, of the hot gases in the temperature region considered,
(Hu− Hb) = cp(Tad− Tb), equation (4.2) becomes

Ws = εσT4
surf= ρ0ucp(Tad− Tb) (4.3)

Note that the right-hand side of this equation only contains properties of the gases, and no properties
of the burner; the radiated power is only a function of the exit velocity. DefiningXu = u/sL, and
substituting the expression forTb/Tad, we obtain

Ws = εσT4
surf= −ρ0sLcpTadXu0.1116 ln(Xu) (4.4)

The radiated power and the radiant efficiency (dividingWs by the calorific input of the fuel- air mix-
ture) can now be easily calculated using readily available properties of the cold mixture; with the
emissivity of the burner, we can also calculate the surface temperature. In figure 4.2 we compare
the experimentally determined surface temperature of a ceramic foam burner [6] at equivalence ratio,
φ = 0.9 with that calculated through equation (4.4), using the reported emissivity [6]. The agreement
in the regionu/sL < 0.4 is excellent (better than 20 K) and is within 50 K up to 0.6; the diverging
results at higheru/sL arise from the fact that flames tend to burn inhomogeneously on porous burn-
ers at high exit velocities, deviating from 1-D behavior. We point out here that this simple model
with no adjustable parameters predicts the behavior of these burners as well as more sophisticated
models [6, 7]. This lies in the accuracy of the fit used for the temperature correlation, which also
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Figure 4.2: Comparison of calculated surface temperature with measurements; ceramic foam burner,φ = 0.9,
ε = 0.7.
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Figure 4.3: Temperature of methane/air flames as a function of mass flow rate, for different initial temperatures,
φ = 1.3.

determines the accuracy to which we can calculate the enthalpy transferred to the burner; the largest
deviation in figure 4.1 is on the order of 5%. For practical design engineers, the use of equation (4.4)
to derive the heat-transfer properties of a radiant burner is thus simple and accurate.

We remind the reader here that the data used for the calculated results are derived from a water-
cooled burner. This result, taken together with the fact [8] that at identical equivalence ratios and exit
velocities a water-cooled sinter burner and a radiating perforated ceramic tile yield identical temper-
atures, lends strong support to the simple 1-D description of the flame-burner interaction described
above. The radiant efficiency of this type of burner, calculated using the heat of combustion for the
calorific value of the fuel, is limited to roughly 30% [6, 7]. Since preheating is a way to increase the
enthalpy of the fuel-air mixture, for example using process ‘waste heat’, it is interesting to see what
effects preheating have on the behavior of the radiant burner.

4 Effects of preheating

The variation in measured flame temperature with exit velocity as a function of preheating is shown in
figure 4.3 forφ = 1.3; for reasons which shall become apparent, the exit velocity is expressed as mass
flow rate. We first note that when plotted in figure 4.1, the scaled data are in excellent agreement with
the correlation obtained for room-temperature reactants (with the exception of the lowest velocities,
see below). For practical use, this means that equation (4.4) can also be used to derive all the heat-
transfer characteristics of radiant burners.

Doing so, we calculate the radiative power using equation (4.4) for different degrees of preheating
(none, 350 K and 730 K) for a stoichiometric flame in figure 4.4. Here we see a significant increase
in radiative power. The effect on radiant efficiency is readily calculated, and we see that preheating to
730 K can nearly double the radiant efficiency. Of course, we must consider the material properties of
the burner when thinking about preheating; even for a reasonably high emissivity, at 730 K preheating
the burner surface can reach temperatures above 1800 K, too high for most materials.
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That the relation between exit velocity and flame temperature is also relevant for preheating is
satisfying, but is rather overshadowed by the observation that within experimental error all the curves
in figure 4.3 coincide (in this figure, we present only three of the 20 experimental curves obtained,
so as not to clutter the figure). It appears that at constant mass flow rate the flame temperature is
independent of the degree of preheating: whenu < sL, any additional enthalpy from preheating is
transferred to the burner. The deviation of each individual curve from the rest at higher flow rate is due
to the fact that the flames become adiabatic whenu = sL; above this value, the flames are no longer
one dimensional, but still adiabatic. With an eye towards further analysis, we have also included the
simulated results using CHEMKIN and GRI-Mech 3.0 (see elsewhere in this course). Here too, we
see excellent agreement with the measurements. The deviation at low flow rates is due to a small
degree of mixing with the surrounding air, artificially lowering the local temperature in the flame on
the ceramic burner (integrating a shroud ring similar to that used in the water-cooled sinter burner
brings the results in perfect agreement with the calculations).

The question arises as to why a constant mass flow rate should result in identical temperatures.
Consideration of the governing equations yields the following argument. The solution of these equa-
tions is completely determined by the initial conditions: mole fractions of the reactants, temperature
of the ‘cold’ fuel-air mixture, and mass flow rate of the mixture. At a mixture temperature ofT0, at
fixed φ, andρ0u, the temperature profile is given byT(x). Increasing the temperature toT1, at the
same conditions ofφ andρ0u, must result in the same temperature profile, but starting atT1; in other
words, increasing the temperature of the mixture only shiftsT(x) towards the origin, and must result
in the same final temperature. This will be true as long asT1 < Tb, the temperature at which signif-
icant chemical reaction can occur; interaction with the burner atx = 0 could then significantly alter
the initial composition. Preheating of the mixture to 800 K does not achieve this, which in fact the
constancy of the experimental data indicates. Thus, although somewhat counter-intuitive (or even for-
tuitous) when thinking in terms of the details of flame-burner interactions, the constancy of the flame
temperature at constantφ andρ0u is ‘simply’ a necessary consequence of the governing equations.

Having concluded this, we remark further that when comparing flame temperatures at as a function
of ρ0u, curves obtained at different equivalence ratios between 1.0 and 1.5 are also nearly identical
(to within 50 K). When thinking qualitatively in terms of the effects of equivalence ratio and initial
temperature on combustion properties, it is usually the burning velocity that varies most, whereas this
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is the parameter being held constant in our discussion. Apparently, the changing the fuel concentration
by a few percent is insufficient to bring about large changes in the temperature profile.

5 An important practical consideration

In the above, we have shown that simple one-dimensional considerations are more than adequate to
describe most aspects of radiant burner behavior, even quantitatively. However, translation to practice
requires a certain degree of care. A trivial aspect is that when the pressure drop across a burner
surface is inhomogeneous (for example, due to inhomogeneities in porosity), the one-dimensional
approximation will not be valid macroscopically. However, if one were to divide up the surface in
homogeneous areas with known mass flux, the one- dimensional solutions can be used to average
over the surface.

A more serious problem has to do with heat transfer through the burner. If the material is a good
conductor of heat, it is possible that the upstream (‘cold’) side of the burner attains a temperature so
high that the fuel-air mixture will ignite. This gives the same result as flash back. In ceramic burners,
and particularly the foams, even when the material is a poor conductor of heat, if the ‘pores’ of the
burner are too open, the flame can flash back. In this case the hot ceramic can transfer heat radiatively
upstream through the burner. The hot ceramic can then preheat the fuel-air mixture, increasing the
burning velocity and reducing the flame thickness. The net result of this process is that the flame will
slowly creep through the burner, and ultimately flash back. More details of these processes can be
found in refs. 6–8.
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Chapter 5

Numerical Modelling of Laminar Flames:
a Concise Introduction

J. H. M. ten Thije Boonkkamp

1 A Mathematical Model for Laminar Flames

In this section we present a mathematical model for laminar flames. We give a summary of available
numerical methods and briefly address the difficulties associated with the numerical simulation of
laminar flames.

The governing equations of a laminar flame are the conservation equations of mass, momentum
and energy of the gas mixture and the balance equations of mass for theNs species involved. These
equations read [24]:

∂ρ

∂t
+∇ · (ρv) = 0,

∂

∂t
(ρv)+∇ · (ρvv) = −∇ p+∇ · T + ρg,

∂

∂t
(ρh)+∇ · (ρvh) = −∇ · q,

∂

∂t
(ρYi )+∇ · (ρvYi )+ ∇ · (ρYi V i ) = wi , (i = 1,2, . . . , Ns − 1).

(5.1)

The dependent variables in these equations are the densityρ, flow velocity v, pressurep, specific
enthalpyh, temperatureT and species mass fractionsYi . Other variables in (5.1) are the viscous
stress tensorT , gravitational accelerationg, heat flux vectorq, diffusion velocitiesV i and reaction
rateswi . The first two equations in (5.1) are referred to as the flow equations and the latter two as
combustion equations. Appropriate initial and boundary conditions for (5.1) have to be specified.
Moreover, the conservation equations (5.1) have to be completed with the caloric equation of state

h =
Ns∑

i=1

Yi hi , hi := h0
i +

∫ T

T0

cp,i (ϑ) dϑ, (5.2)

which definesh as a function of the temperatureT and the species mass fractionsYi , and the thermal
equation of state

p0 = ρRT

M
,

1

M
:=

Ns∑
i=1

Yi

Mi
. (5.3)

In equation (5.2),hi , h0
i andcp,i are the specific enthalpy, specific enthalpy of formation at reference

temperatureT0 and specific heat at constant pressure of speciesi , respectively. In (5.3),R is the
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universal gas constant,M the average molar mass of the gas mixture andMi the molar mass of
speciesi . The pressurep is set to a constant valuep0 in (5.3), which is a valid approximation for low
Mach number flow [7].

Models forT , q, V i andwi are required. The gas mixture in a laminar flame behaves like a
Newtonian fluid and therefore the viscous stress tensorT = (τk,l ) is given by

τk,l = µ
(
∂vk

∂xl
+ ∂vl

∂xk
− 2

3(∇ · v)δk,l

)
, (5.4)

whereµ is the viscosity coefficient of the mixture. An often employed model for the diffusion veloc-
ities V i is the so-called generalized law of Fick [17], i.e.

Yi V i = −Di,m∇Yi , (i = 1,2, . . . , Ns − 1), (5.5)

where Di,m is the mixture-averaged diffusion coefficient, describing the diffusivity of speciesi in
the mixture. Relation (5.5) holds for trace species. Moreover, the diffusion velocity of the abundant
species, numberedNs, follows from the constraint

Ns∑
i=1

Yi V i = 0. (5.6)

For the heat flux we use the common expression [24]

q = −λ∇T + ρ
Ns∑

i=1

hi Yi V i , (5.7)

whereλ is the thermal conductivity. This expression forq only takes into account enthalpy transport
through conduction and mass diffusion. Models for the reaction rateswi are reported in literature; see
e.g. [23].

Using (5.3), we can express the densityρ as a function of the combustion variablesT andYi .
Inserting this function into the continuity equation and combining the resulting equation with the
combustion equations, we find the constraint

∇ · v = S, (5.8)

whereS describes expansion of the gas mixture due to conduction, diffusion and heat production.
Equation (5.8) is called the expansion equation and is used in Section 4 to derive a method for the
pressure computation.

The numerical simulation of the above mathematical model generally involves the following steps:

1. space discretization

2. time integration

3. solution of algebraic systems

4. post processing.

In the space discretization step, we cover the domain with a grid and approximate all spatial derivatives
on this grid somehow. There are various classes of methods available, the most important of which
are the finite element methods (FEM), finite difference methods (FDM) and finite volume methods
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(FVM). All these methods are frequently used in combustion theory and each method has its merits
and drawbacks. We will not consider FEM; for an introductory text see e.g. [3]. For time dependent
problems, we get after space discretization a set of ordinary differential equations, referred to as
discrete conservation laws. The next step is then to integrate these equations. The main issue here is
stability of the time integration technique. Next we have to solve the resulting nonlinear system. The
most frequently used method for this is Newton iteration with all its variants. Furthermore, Newton
iteration requires the solution of large linear systems. There is a host of methods available for the
numerical solution of linear systems. Which method should be used depends on the properties of the
linear system involved. The last step in the numerical simulation procedure is post processing of all
data to make plots or movies of a flame. We will not discuss this topic.

Special attention should be given to the computation of the pressure. Unlike all other variables, the
pressurep does not satisfy a convection-diffusion-reaction equation, it only occurs as a source term in
the momentum equations. Moreover, it can not be computed from an equation of state, as is the case
for compressible flows. This makes that the pressure only occurs implicitly in the discrete system. A
class of methods to compute the pressure are the so-called pressure correction methods (PCM). In a
PCM, the pressure computation is decoupled from the velocity computation in a predictor-corrector
fashion. For incompressible flows, these methods are well established; see e.g. [9]. However, for
combustion problems these methods are more difficult to apply and a lot of problems still have to be
solved.

The above mathematical model for laminar flames has the following characteristics which makes
it difficult to solve numerically. First, the conservation laws (5.1) are nonlinear partial differential
equations of convection-diffusion-reaction type. Complex flows are possible and the chemical source
terms are often extremely nonlinear. Consequently, Newton iteration has to be modified in order to
converge at all. Second, the number of species and chemical reactions is often large, which make
numerical simulation prohibitively expensive. To circumvent this problem, reduction techniques are
often applied; see e.g. [16]. Third, a laminar flame has quite different time and length scales. As an
example, figure 5.1 shows the mass fractions of some species and the temperature of a flat methane/air
flame. In this figure, we can distinguish the burnt and unburnt gases, where the solution is virtually
constant, and a very narrow region, the so-called flame front, where the actual combustion occurs and
where all variables rapidly change. It is intuitively clear that inside the flame front much more grid
points are required than in the (un)burnt gases, to get an accurate representation of the solution.

We have organized the remainder of this paper as follows. In Section 2 we discuss FVM and
FDM for space discretization of the conservation equations (5.1). Time integration of the resulting
discrete conservation equations is the topic of Section 3. In Section 4, we briefly address a PCM for
the computation of the pressure. Finally, in Section 5, we discuss solution methods for (non)linear
algebraic systems.

2 Space Discretization

We discuss in this section FVM and FDM for space discretisation of the conservation laws (5.1) and
the expansion equation (5.8). Special attention should be given to the momentum equations.

All conservation laws in (5.1) can be written in the generic form

∂

∂t
(ρφ)+∇ · f = s, f := ρvφ − 0∇φ, (5.9)

for some variableφ, wheref is the flux ands a source term. Finite volume methods are based on the
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Figure 5.1: Mass fractions of major species (left) and temperature (right) of a one-dimensional methane/air
flame.

integral form of the conservation law in (5.9), i.e.

d

dt

∫
V
ρφ dτ +

∮
∂V

f · n dσ =
∫

V
s dτ, (5.10)

which holds for an arbitrary subvolumeV with boundary∂V and unit outer normaln. In fact, equa-
tion (5.10) is the most fundamental conservation law, which reduces to the partial differential equation
in (5.9), provided the variableφ is smooth enough.

In finite volume methods, the whole domain is covered with a grid consisting of a finite number
of control volumes and the integral form (5.10) is applied to each of these control volumes. For the
sake of simplicity, we restrict ourselves to a two-dimensional, rectangular and uniform grid. A patch
of such a grid is shown in figure 5.2. We see that the grid nodes are located at the centres of the
control volumes. Applying the integral form (5.10) to the control volumeVC corresponding to the
central point C and approximating all integrals involved by the midpoint rule [6], we find the discrete
conservation law

d

dt
(ρφ)C + 1

1x
(Fe− Fw)+ 1

1y
(Gn − Gs) = sC. (5.11)

In (5.11),(ρφ)C denotes the approximation ofρφ at grid point C andFe denotes the approximation
of thex-componentf = ρuφ − 0 ∂φ

∂x of the flux at the centre of the eastern cell face e, etc. The finite
volume method has to be completed with the computation of the numerical fluxesFe, Gn, etc.

A numerical flux should satisfy the following three requirements. First, it should be second order
accurate for both diffusion dominated as well as convection dominated problems, since the corre-
sponding discrete conservation law (5.11) is also second order accurate in1x and1y. Second,
the resulting scheme may not cause unphysical oscillations in the numerical solution and, third, the
scheme may only have a three-point coupling in each spatial direction.

Numerical fluxes are usually computed with a FDM. Consider the computation of the numerical
flux Fe. There are several possibilities for its computation. A first obvious possibility is the central
difference approximation, given by

Fe = 1
2(ρu)e (φC + φE)− 0e

1x
(φE− φC) . (5.12)
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Figure 5.2: Patch of a finite volume grid with po-
sition names.

This approximation is second order accurate, however, it produces unphysical oscillations when con-
vection is dominant; see e.g. [8]. A remedy to this shortcoming is the upwind numerical flux

Fe = ρe (max(ue,0)φC +min(ue,0)φE)− 0e

1x
(φE − φC) . (5.13)

This flux is based on a one-sided difference approximation of the convective term and consequently,
it is only first order accurate. There exist higher order upwind approximations of the flux, see e.g. [14,
15], however the resulting schemes have more than a three-point coupling in each spatial dimension.
Another possibility is the exponential flux approximation due to Patankar [18]. In this case, the
numerical flux is computed from a local, one-dimensional conservation law without source term. This
way we find

Fe = F

(
0e

1x
, Pe;φC, φE

)
:= − 0e

1x
(B(Pe)φE− B(−Pe)φC) , (5.14)

whereB(z) := z/(ez− 1) is the Bernoulli function andPe := (ρu)e1x/0e the local Peclet number.
In fact, the resulting exponential scheme is a combination of the central difference and the upwind
schemes. ForPe = 0 it is identical with the central difference scheme and for|Pe| → ∞ it reduces to
the first order upwind scheme. A nice generalization of the exponential flux approximation is by van ’t
Hof et al. [11]. In this case the numerical flux is computed from a local one-dimensional conservation
law including the source term. The result is

Fe = F

(
Pλ,e
Pe

0λ,e

1x
, Pe;φC, φE

)
+ (1

2 −W(Pe)
)
1xsC, (5.15)

whereW(z) := (ez − 1− z)/(z(ez − 1)) is a weight function andvλ,e := W(−Pe)vC + W(Pe)vE

(v = P, 0) a weighted average of the variablev. A further advancement, taking into account the cross
flux term 1

1y(Gn − Gs), is also possible; for more details see [11]. The resulting scheme is second
order accurate, even for convection dominated flows, and does not generate unphysical oscillations.

Special attention should be given to the momentum equations. Consider e.g. the momentum
equation for the velocity componentu in x-direction, for whichs = − ∂p

∂x , i.e. the pressure gradient
is a source term driving the flow. Omitting for simplicity the viscous terms, the discrete conservation
law (5.11) changes to

d

dt
(ρu)C+ 1

1x

((
ρu2

)
e−

(
ρu2

)
w

)+ 1

1y

(
(ρuv)n− (ρuv)s

) = − 1

1x
(pe− pw) . (5.16)
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Figure 5.3: Patch of a staggered grid with control
volumes forue andvn.

Assume that the left hand side of this equation is known. Since the pressurepe at the eastern cell
boundary is unknown, we have to interpolate it from adjacent grid values, i.e.pe = 1

2(pC + pE); and
likewise pw = 1

2(pW + pC). Substituting these relations into the right-hand side of (5.16), we obtain

− 1

1x
(pe− pw) = − 1

21x
(pE − pW) . (5.17)

We see that there is no direct connection between neighbouring values ofp and the consequence
of this is a decoupling of the pressure field. To be more precise, ifpi, j (t) denotes the numerical
approximation of the pressure in gridpointxC = (xi , yj ) at timet , then it is clear that alsõpi, j (t) :=
pi, j (t) + P(t)(−1)i , for an arbitrary functionP(t), satisfies relation (5.17). Ignoring any boundary
conditions, alsõpi, j (t) is a solution of the discretex-momentum equation (5.16) and we say that the
grid function (−1)i is a spurious mode of the numerical pressure. Also taking into account they-
momentum equation, we conclude that the numerical pressure has the follwing three spurious modes:
(−1)i , (−1) j and(−1)i+ j . These modes are of course not physical and should be avoided.

A way to avoid spurious pressure modes is to use a staggered grid. In a staggered grid, the control
volumes foru andv are displaced as shown in figure 5.3. Consider again thex-momentum equation.
If the viscosity coefficientµ is constant, it can be written in the standard form (5.9), with the fluxf
and source terms given by

f = ρvu− µ∇u,

s= −∂q

∂x
, q := p− 1

3µ∇ · v.
(5.18)

Taking into account that∂q
∂x = ∇ · (qex), we find the corresponding integral conservation law

d

dt

∫
V
ρu dτ +

∮
∂V

f · n dσ = −
∮
∂V

qnx dσ, (5.19)

with nx = n · ex thex-component of the unit outer normal on∂V . Applying this integral form to the
control volumeVe corresponding toue and approximating all integrals involved by the midpoint rule,
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we find

d

dt
(ρu)e+ 1

1x
(FE − FC)+ 1

1y
(Gne− Gse) =

− 1

1x
(pE − pC)+ µ

31x

(
(∇ · v)E− (∇ · v)C

)
, (5.20)

whereFE denotes the approximation of thex-component of the fluxf = ρu2 − µ∂u
∂x at the eastern

cell face E, etc.; see figure 5.3. Note that equation (5.20) contains the pressure valuespC and pE

at adjacent grid points, thus excluding spurious modes in the numerical pressure. Furthermore, in
the staggered grid, the arrangement of grid points is such that locations for all fluxes are located
precisely halfway between grid points for the corresponding variables. Consequently, we can apply
all previously mentioned flux approximations, without using any interpolations.

The discretisation of the expansion equation (5.8) is based on the integral form∮
∂V

v · n dσ =
∫

V
S dτ, (5.21)

applied to the control volumeVC; see figure 5.2. Approximating the integrals in (5.21) by the midpoint
rule, we find

1

1x
(ue− uw)+ 1

1y
(vn− vs) = SC, (5.22)

whereSC = S(xC), ue is the numerical approximation of the velocity componentu at the eastern cell
face, etc. Note thatue can be interpreted as a flux withρφ = 1 and0 = 0.

The space discretization procedure has to be completed with the implementation of the boundary
conditions. Usually,φ satisfies either a Dirichlet boundary condition

φ = ψ, (5.23)

or a Neumann boundary condition
∂φ

∂n
= ψ. (5.24)

As an example, we consider the control volumeVC adjacent to the boundary, as shown in figure 5.4.
Since there is no grid point on the boundary, we introduce a virtual grid point as indicated in the figure.
Using linear interpolation, we can easily show that the Dirichlet boundary condition (5.23) gives

1
2 (φC+ φV) = ψ(xe). (5.25)

Likewise, the Neumann boundary condition (5.24) is approximated by

1

1x
(φV − φC) = ψ(xe). (5.26)

These relations can then be used to elimateφV from the discrete conservation laws.
All codes for the numerical simulation of laminar flames have the possibility to adaptively refine

the grid in the vicinity of the flame front. The general approach is to subequidistribute some weight
functionW, which is a measure for the smoothness of the solution, on the grid, i.e.∫

C
W dτ ≤ eps, (5.27)
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C e V Figure 5.4: Control volume adjacent to a bound-
ary.

whereC are appropriately chosen grid cells andeps is a user specified constant. Based on such a
subequidistribution, grid cells are refined. There are several refining techniques, resulting in truly
unstructed grids or locally uniform grids. An example of the first refinement strategy is the Local
Rectangular Refinement method by Bennett and Smooke [4, 5] and an example of the latter is the
Local Defect Correction method by Anthonissen [1]. For more details, the reader is referred to these
publications

3 Time Integration

After space discretization of the conservation laws in (5.1), we obtain a set of ordinary differential
equations, which has to be integrated in time. For a comprehensive survey on integration methods for
ordinary differential equations, see e.g. [10]. Key issue in the choice of a time integrator is stability
of the method. For this reason, we have to restrict ourselves to implicit time integration methods.

Time scales in a laminar flame range typically from 10−9 s, for the very fast processes, to 102 s,
for the slowest processes, which makes the system of differential equations very stiff [16]. If we want
to simulate all the temporal details, we have to choose a time step compatible with the fastest time
scales and we might then use an explicit method. This would require an extremely large number of
time steps making numerical simulation not feasible. In practical flame simulation, we typically want
to resolve time scales1τ of approximately 1 ms, resulting in a few thousand time steps at most. In
such a simulation we can resolve all processes (flow, transport etc.) except the fastest reactions.

To demonstrate that we have to use implict time integration methods, we consider the following
standard equation

∂φ

∂t
= 0∂

2φ

∂x2
, (5.28)

modelling conduction and diffusion in a flame. If we discretize this equation, using the central differ-
ence approximation for the second derivative and the explicit Euler method for time integration, we
obtain the scheme

1

1t

(
φn+1

j − φn
j

)
= 0

1x2

(
φn

j+1− 2φn
j + φn

j−1

)
, (5.29)

with1x the grid size,1t the time step andφn
j the numerical approximation ofφ(xj , tn). To investigate

stability of this scheme, we substitute the Fourier mode

φn
j = λneikxj , (5.30)

with λ the amplification factor andk the wave number. Ignoring initial and boundary conditions, the
Fourier mode (5.30) is a solution of (5.29), ifλ is given by

λ = 1− 4d sin2 (1
2ξ
)
, ξ := k1x, (5.31)
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with d := 01t/1x2. Stability of scheme (5.29) means that (rounding) errors remain bounded during
time integration, and a necessary condition for this is that|λ| ≤ 1 for 0 ≤ ξ < π . This stability
condition leads to the time step restriction

1t ≤ 1x2

20
. (5.32)

In practice, time step restriction (5.32) is often also a sufficient condition for stability. For a typical
gas flame, we need a minimum grid size1x = 10−6 m to resolve the reaction layer and we have
0 = 3 m2/s for hydrogen radicals. Combining these data with the time step restriction in (5.32), we
find a maximum time step

1tmax≈ 10−13s= 10−101τ. (5.33)

Consequently, we have to choose our time step1t very much smaller than the desired time scale1τ ,
because of stability. On the other hand, if we apply the implicit Euler method for time integration, we
obtain the scheme

1

1t

(
φn+1

j − φn
j

)
= 0

1x2

(
φn+1

j+1 − 2φn+1
j + φn+1

j−1

)
, (5.34)

which has the amplification factor

λ = (1+ 4d sin2 (1
2ξ
))−1

. (5.35)

Obviously, |λ| < 1 and therefore the implicit Euler scheme is unconditionally stable. This means
that we have no time step restriction and that we can choose our time step according to the desired
resolution in time.

Basically, every implicit time integration method is unconditionally stable and can therefore be
used in numerical flame simulations. A drawback of the implicit Euler method is that it is only
first order accurate in the time step1t . Therefore, the method is suitable to compute steady state
solutions, where time accuracy is not of importance, but for transient problems, such as oscillating
flames, higher accuracy is desirable. A nice alternative in this case could be diagonally implicit
Runge-Kutta methods [10]. Both the implicit Euler method and the Runge-Kutta methods are so-
called one-step methods, since they include only two time levels. Alternatively, there exist implicit
multi-step methods, which are highly accurate. However, these schemes have more than two time
levels, which makes them very expensive in terms of memory requirements.

4 A Pressure Correction Method

In this section we give an outline of a PCM to decouple the pressure computation from the computation
of the flow velocity and the combustion variables. For a more detailed discussion, the reader is referred
to [12].

Applying a finite volume space discretization method to the momentum equations, the combustion
equations and the expansion equation, we find a system of differential algebraic equations (DAEs),
which can be symbolically written as

dv
dt
= C(ϕ, v)v −G(ϕ)p,

dϕ

dt
= A(ϕ)+ B(ϕ)v,

Dv = S(ϕ),

(5.36)
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where the vectorsv, p andϕ contain approximations of the flow velocity, pressure and combustion
variables, respectively. The termsG(ϕ)p andDv represent approximations of1

ρ
∇ p and∇ · v, respec-

tively. The pressure vectorp is a source term in the discretized momentum equations, and it has to be
determined such that the discrete expansion equation is satisfied at all time levels.

We can derive an explicit equation forp in the following way. Differentiating the discrete expan-
sion equation with respect tot and combining the result with the first differential equation in (5.36),
we obtain

L (ϕ)p = DC(ϕ, v)v− d

dt
S(ϕ), L (ϕ) := DG(ϕ). (5.37)

Note, that the termL (ϕ)p represents an approximation of∇ ·
(

1
ρ
∇ p

)
. The pressure equation (5.37)

is sometimes referred to as the hidden constraint, to contrast it with the expansion equation which is a
distinct constraint.

Based on the discussion in Section 3, we choose the implicit Euler time integration method. This
way, we find the following discrete system

vn+1 −1t
(
C(ϕn+1, vn+1)vn+1 −G(ϕn+1)pn+1) = vn,

ϕn+1 −1t
(
A(ϕn+1)+ B(ϕn+1)vn+1) = ϕn,

Dvn+1 = S(ϕn+1),

(5.38)

wherevn+1 is an approximation ofv(tn+1), etc. System (5.38) is generally difficult to solve forvn+1,
pn+1 andϕn+1 simultaneously, due to the hidden constraint for the pressure. To circumvent the solu-
tion of (5.38), we introduce a two-stage PCM.

In the two-stage PCM , system (5.38) is solved in a predictor-corrector fashion. In the predictor
step, the pressure vectorpn+1 is replaced by the pressure vectorpn at the previous time level. This
way, we find the following system

ṽ−1t
(
C(ϕn+1, ṽ)̃v−G(ϕn+1)pn

) = vn,

ϕn+1−1t
(
A(ϕn+1)+ B(ϕn+1)̃v

) = ϕn,
(5.39)

for the predicted velocity vector̃v and the vector of combustion variablesϕn+1. Note that the predicted
velocity ṽ doesnot satisfy the discrete expansion equation. In the corrector step, the velocity vector
vn+1 in the termC(ϕn+1, vn+1)vn+1 in (5.38) is replaced by the predictor valueṽ, i.e.

vn+1 −1t
(
C(ϕn+1, ṽ)̃v−G(ϕn+1)pn+1) = vn. (5.40)

Subtracting the first equation in (5.39) from (5.40) we obtain the relation

vn+1 − ṽ = −1tG(ϕn+1)δpn, (5.41)

for the pressure differenceδpn := pn+1 − pn. Next, applying the discrete divergence operatorD
to (5.41) and imposing the expansion equation, we find the following system forpn+1:

L (ϕn+1)δpn = 1

1t

(
D̃v− S(ϕn+1)

)
,

pn+1 = pn + δpn.

(5.42)
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After we have computedδpn from the first equation in (5.42), we can computevn+1 from the simple
relation

vn+1 = ṽ−1tG(ϕn+1)δpn, (5.43)

which follows readily from (5.41). Summarizing, we first computeṽ andϕn+1 from the coupled
system (5.39). Next, we compute the pressurepn+1 from (5.42) and finally we compute the new
velocityvn+1 from (5.43). This PCM can be modified by applying a few corrector steps, however, one
corrector step is usually sufficient.

5 Solution Methods for Algebraic Systems

After space discretization, and if necessary time integration, we obtain a large nonlinear system of
algebraic equations. This system has to be solved iteratively and involves the solution of linear systems
at each iteration step. In this section, we will outline numerical methods to solve nonlinear and linear
systems occuring in numerical flame simulation.

Consider the nonlinear system (5.39), which we have to solve in the predictor step of the pressure
correction method. This system can be symbolically written as

F(y) = 0, (5.44)

where the vector of unknownsy contains the predicted velocitỹv and the combustion variablesϕn+1;
see Section 4. However, system (5.44) might equally well represent some other subproblem in our
mathematical model; think e.g. of the discretization of one of the combustion equations. Virtually all
solution methods for (5.44) are based on Newton’s method. It is defined by

y(0) given,

y(k+1) = y(k) − J−1
(
y(k)

)
F
(
y(k)

)
, k = 0,1,2, . . . ,

(5.45)

wherey(k) denotes thekth iterand andJ(y) := F′(y) is the Jacobi matrix ofF(y). The iteration (5.45)
is repeated until||F (y(k)) || < tol||F (y(0)) || for some user specified tolerancetol. For combustion
problems, iteration (5.45) will almost never converge, unless the initial guessy(0) is very close to the
solution of (5.44). Therefore, we have to modify the Newton iteration (5.45), to improve the initial
guessy(0) and/or the convergence behaviour.

For time dependent problems, an obvious choice for the initial guessy(0) is the solution at the
previous time level. When the time step1t is sufficiently small, Newton iteration should converge. A
way to improve the initial guess is by continuation. Assume that the nonlinear system (5.44) depends
on a certain parameter, lets say the equivalence ratioφ. Suppose, we have the solution for a value
φ0 and we want to compute a new solution for a valueφ1. We can do this by solving a sequence of
problems whereφ is successively increased fromφ0 to φ1; for more details see e.g. [2].

To improve the convergence behaviour of iteration (5.45), we can multiply the update vector
δy(k) := J−1

(
y(k)

)
F
(
y(k)

)
by a damping factorλk, with 0< λk ≤ 1. This way we obtain the damped

Newton iteration

y(0) given,

y(k+1) = y(k) − λkJ−1
(
y(k)

)
F
(
y(k)

)
, k = 0,1,2, . . . .

(5.46)

A suitable choice for the damping factor is e.g.λk =
(
1+ ||F (y(k)) ||)−1

. This means that when (5.46)
is converging, it reduces fork→∞ to the standard Newton method.
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Also damped Newton iteration is often not convergent for combustion problems. A way to over-
come this problem is to combine Newton iteration with time-stepping. Therefore, consider the system

dy
dt
= F(y), (5.47)

instead of (5.44). In this formulation,F(y) represents the discretization of all terms in the conservation
laws, except the accumulation terms. We now apply the implicit Euler time integration method to
(5.47) and solve the resulting nonlinear system forz := yn+1 by Newton iteration. This way we get
the iteration

z(0) = yn,

z(k+1) = z(k) −
(

J
(
z(k)
)− 1

1t
I
)−1(

F
(
z(k)
)− 1

1t

(
zk − yn

))
k = 0,1,2, . . . .

(5.48)

Note that for1t →∞ iteration (5.48) changes to standard Newton iteration. The time step1t should
be chosen such that the matrixJ

(
z(k)
)− 1

1t I is not singular and not even nearly singular. For stationary
problems, we have to apply several time steps until we reach the steady state solution of (5.47). In
this case we speak of the method of false transient.

Another way to speed up convergence of (5.45) is based on the embedding of (5.44) in the follow-
ing time-dependent problem

dy
dτ
= −J−1(y)F(y), (τ > 0)

y(0) = y(0),
(5.49)

whereτ is an artificial time. The differential equation in (5.49) is called the Davidenko equation and its
steady state solution is the solution of (5.44). The damped Newton iteration (5.46) can be considered
as the explicit Euler method applied to (5.49) with time step1τ = λk. Improving convergence
of (5.46) is now equivalent with improving stability of the explicit Euler method for (5.49). A way to
achieve this is to apply the mixed Euler method to (5.49), i.e. takeJ−1(y) at levelτ = τk andF (y) at
level τ = τk+1. This way we obtain

y(k+1) = y(k) − λkJ−1
(
y(k)

)
F
(
y(k+1)

)
, k = 0,1,2, . . . . (5.50)

Note that the implicit Euler method would require the inverse Jacobi matrixJ−1 (y) at the new level
τ = τk+1, making the method unfeasible. Equation (5.50) is a nonlinear system forz := y(k+1) and
can be symbolically written as

G(z) := z+ λkJ−1
(
y(k)

)
F(z)− yk = 0. (5.51)

This system in its turn has to be solved by Newton iteration, and this way we obtain the iteration

z(l+1) = z(l) − (I + λkJ−1
(
y(k)

)
J
(
z(l)
))−1

G
(
zl
)
, l = 0,1,2, . . . . (5.52)

To reduce the computational costs of (5.52), we setJ
(
z(l)
) = J

(
y(k)

)
during the iteration and we then

obtain

z(l+1) = λk

1+ λk

(
z(l) − J−1 (y(k))F

(
z(l)
))+ 1

1+ λk
y(k), l = 0,1,2, . . . . (5.53)

The complete iteration consists of the outer loop (5.50) and the inner loop (5.53) and has usually a
much better convergence behaviour than standard Newton iteration.
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Figure 5.5: Sparsity pattern of the Jacobi matrix for a one-dimensional (left) and two-dimensional (right) flame
simulation. In the right matrix some of the W and E blocks are zero blocks corresponding with control volumes
adjacent to the boundary.

In combustion problems, the Jacobi matrixJ(y) is often very difficult to compute analytically,
because of complicated reaction rates and/or complicated transport models for conduction and diffu-
sion. For that reason, the Jacobi matrix is usually computed numerically. The entryJi, j can be e.g.
computed by one-sided differences as follows

Ji, j := ∂Fi

∂yj
≈ 1

δ

(
Fi (y+ δej )− Fi (y)

)
, (5.54)

whereej is the j th unit vector andδ a small positive number; see e.g. [21]. This Jacobi matrix can be
used in any of the iterative methods above.

A major drawback of Newton iteration and all its variants is that the computation of the Jacobi
matrix, either analytically or numerically, is very expensive. Therefore, the Jacobi matrix is often kept
constant during a few or all iterations. Another way is to build up a cheap approximationB(y) of
J−1(y) during iteration using so-called rank-1 updates. The resulting method is called the Broyden
method; see e.g. [13]. All these methods are referred to as quasi-Newton methods.

To compute the pressure updateδpn from (5.42) but also at each step of Newton iteration or one
of its variants, we have to solve a linear system, which can be symbolically written as

Ay = b. (5.55)

The efficiency of a numerical model highly depends on reliable and efficient solvers for (5.55). We
first note that the coefficient matrixA is sparse, which means that each row in the matrix has only a
few nonzero entries. The precise form ofA depends on the numbering of the unknowns and equations.

We first consider a one-dimensional flat flame. Suppose, we collect all physical variables per
control volume, such as e.g.

ue, TC,Y1,C, . . . ,YNs−1,C, pC, (5.56)
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and subsequently number the control volumes. If we number the corresponding equations in the
same way, the matrixA has a sparsity pattern as shown in figure 5. In fact,A is a block-tridiagonal
matrix corresponding with the three-point coupling in the spatial direction. Each nonzero block in
this matrix represents the coupling between all variables in a control volume. System (5.55) can be
very efficiently solved using block-LU factorization, i.e. the matrixA is is factorized asA = LU ,
whereL andU are a lower and an upper block triangular matrix, respectively. In fact,L has only one
block-subdiagonal andU only one block-superdiagonal. Using this factorization ofA, the solution
method for (5.55) reads

solve by forward substitution Lz = b,

solve by backward substitutionUy = z.
(5.57)

This method is very efficient becauseL andU together have the same number of nonzero entries as
the original matrixA. Note that the computation of theLU -factorization only has to be done when a
new Jacobi matrix is computed.

The situation is different for a two-dimensional flame. Suppose, we want to compute a flame
on a rectangular domain. If we group all physical variables per control volume, number the control
volumes along grid lines parallel to thex-axis and number the corresponding equations in the same
way, we obtain forA a sparity pattern as shown in figure 5. The sparity pattern corresponds with the
five-point coupling S-W-C-E-N between the variables as, indicated in figure 5.2. Alternatively, the
nine-point coupling SW-S-SE-W-C-E-NW-N-NE would lead to a matrix with nine block-diagonals.
The coefficient matrixA in figure 5 is a block-pentadiagonal matrix, however, not all block-diagonals
are adjacent.LU -factorization ofA would give matricesL andU which have their bands completely
filled. For this reasonLU -factorization is expensive in terms of CPU-time and memory requirements.
Consequently, we have to use iterative methods in combination with preconditioning, to solve (5.55).
There are many iterative methods available for linear systems; for an excellent survey see e.g. [19].
Reliable methods, suitable for nonsymmetric linear systems, are GMRES [20] and Bi-CGSTAB [22],
and these are most frequently used in flame simulations.
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Chapter 6

Reduced chemical models

L. M. T. Somers

1 Introduction

In a previous lecture detailed chemical models are discussed. Such a chemical model has in principle
the virtue to be independent of the flame-type which is studied. Formally, the same chemical model
can be used for any type of reacting flow, e.g. diffusion and premixed flames either in pseudo one-
dimensional configurations (flat flame, counter-flowing jets) or multi-dimensional flows. However,
carrying out calculations is hampered by an important drawback. Due to the stiffness present in the
governing equations, implicit techniques have to be used. This leads to large sparse matrix equations
to be solved, with the leading dimension proportional toN × K , whereN is the number of species
and K the number of mesh-points. It can readily be seen that for modelling of multi-dimensional
reacting flows the memory requirements are large. Furthermore, the Newton-type iteration which is
normally applied invokes a Jacobian matrix which, mostly, is evaluated numerically. This is a very
costly process and is in fact the most important drawback of the detailed chemical models. Only
due to the fast increase in computing power, the simulation of multi-dimensional reactive flows with
detailed chemical models comes within our grasp. However, for the development of engineering tools
for designing concepts as well as for computations of large scale reacting flow configurations, the
application of detailed models is still (and will remain in the near future) impractical1. Reduction of
the problem size and removing the stiffness in the equations is the best way to proceed.

2 Global Reaction Models

In the early years of computational reactive fluid dynamics when even simulations with detailed chem-
istry on the simplest geometries (1D laminar) where impossible due to lack of adequate computer
capacity, so-called global reaction models were used frequently. These models replace the complex
chain reactions with an overall reaction of the type,

Fuel+Oxygen⇀ Products.

Generally the parametersA,b, Ea in the Arrhenius-like reaction rate relation

ρ̇ f u = −A[Fu]α[Ox]βTα+βe−Ea/RT

1Mid nineties with a contemporary supercomputer the computing time is of the order of two hours for a co-flowing
axi-symmetrical laminar diffusion flame (computational domain 2.5 cm× 30 cm, 15 species reaction model) [1].
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were fitted to reproduce data, like the adiabatic burning velocity (sL) and temperatureTad and oc-
casionally the non-adiabatic flame temperature2 obtained by experiments, e.g. [2, 3]. Later detailed
chemistry simulations, e.g. [4], on 1D flames were used as well. The main advantage of this simplified
chemical model is the reduced stiffness of the system of equations. Explicit techniques can now be
used which do not require much storage [2].

The ultimate goal in thesystematic reduction techniquesin one way or another is reducing the
stiffness and degrees of freedom required for application of detailed chemical models yet keeping the
predictive quality with respect to the required physical phenomena. In the subsequent part of this
lecture we will describe the approach, introduced some years ago by Peters et al. [5], referred to as
‘convential systematically reduced chemical models’. It is used in many applications nowadays, see
e.g. [6, 7, 12, 13]. In the final section a representant of what’s called the ‘mathematical systematic
reduction technique’ is shortly described.

The strategy of the ‘conventional’ approach is to use the detailed chemical model as basis and
to apply steady-state and partial equilibrium assumptions to eliminate a number of the species in the
model and to replace the corresponding (partial, ordinary) differential equations by algebraic rela-
tions. This leads to a reduction of the dimension of the matrix equations, which is desirable from a
computational point of view. In general a systematically reduced chemical scheme is not very spe-
cific for the type of flame considered, e.g. for the one-dimensional premixed and diffusion flames the
same model can be used [6, 7]. However, as for the global mechanism, each reduced scheme is to
a certain extent deduced for the mixture which is to be considered and the properties which have to
be predicted accurately. For example, the same basic detailed chemical3 describes the combustion of
most simple hydrocarbons in diffusion as well as pre-mixed flame types. However, each flame type
yield a different systematically reduced scheme [7].

In remaining part of this lecture we will deal with is adequately referred to as systematical reduc-
tion techniques. A deduction of a reduced chemical model is not straightforward, and can be based on
knowledge and experience of the author or on ‘rigourous‘ mathematics. The former will be addressed
as ‘Conventional’ and the latter as ‘Mathematical’.

3 ‘Convential’ Systematic Reduction Technique: mechanism for lean Methane-Air
Flames

Systematically reduced chemical mechanisms are, contrary to earlier mentioned global mechanisms,
obtained by a careful analysis of a detailed reaction model describing the oxidation of a specific fuel.
Effectively, the objective of such an analysis will be to replace the (partial) differential equations for
some species by algebraic expressions which, in principle, reduces the computational effort. The
reduction strategy is based on two distinctive tasks. First, there is the actualreduction of the number
of differential equations which have to be solved, i.e. the identification of the species that to adequate
accuracy can be assumed to be in steady-state. Secondly, there is the so-calledtruncation of the
expressions for the species which are to be considered in steady-state. Both the reduction of the
problem size as well as the truncation of the resulting expressions will be treated in this lecture.
However, first some general concepts will be introduced which can be applied to any detailed reaction
mechanism. These principles will be applied to the skeletal mechanism used for lean methane-air
flames as already presented in lecture 2, section 4 on page 26.

2Burner-stabilized flames.
3E.g. the GRI mechanism [8] can be used for the combustion of several small hydrocarbon molecules (methane,ethane,

propane).
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3.1 General Principles in Systematic Reduction

Two important features in the systematical reduction of the detailed chemical models are the so-called
steady-state approximationand thepartial-equilibrium approximation .

Steady-state approximation

The most important assumption is the steady-state approximation. It simply states that for a species
the chemical source term is zero, i.e. for thei -th species

ρ̇i = Mi

M∑
j=1

νi j qj = 0, (6.1)

with Mi the molar mass. Equation (6.1) gives an algebraic equation for each species considered to
be in steady-state (involving many reactions in general). Obviously, the nomenclature stems from
the description of homogeneous reacting systems, where this equation implies that the time-derivative
of the concentration is zero. In a flame, the assumption implies that the time scales of the reactions
consuming and producing a ‘steady-state’ species are much shorter than the time scales associated
with diffusion and convection. Generally, if no further simplifications are made, the assumption (6.1)
for each of the species taken in steady-state form a set of non-linear coupled algebraic equations. To
reduce the complexity of this set and even more to obtain an explicit4 expression, often the partial-
equilibrium assumption is applied.

Partial Equilibrium approximation

In contrast to the steady-state assumption this is an approximation applied to a specific reaction. If
applied to a certain reactionj symbolically denoted byA1 + A2 
 B1 + B2 the partial-equilibrium
assumption yields,

qj = 0 (6.2)

and the species involved in such a reaction relate to each other through,

[B1][B2]
[A1][A2] = K = kf

kr
. (6.3)

It is worth mentioning that in the special case that the reaction rate of a steady-state species involves
only one reaction, it effectively is a partial equilibrium approximation for that specific reaction.

The next subsection discusses which species can be considered in a steady-state. The first part
will deal with the arguments leading to the decisions as they are applied by most authors. The partial-
equilibrium assumption will be used in the last subsection 3.4 where the derivation of an explicit
expression from the set of algebraic equations is derived.

3.2 Deduction of a reduced mechanism

The success of reducing a detailed chemical model is strongly related to the ability of applying the
steady-state assumptions to the proper set of species. Classically, this is done by simply comparing the
contributions of the different parts (convection-, diffusion- and reaction- part) in the balance equation

4By explicit is meant; the equation that determines a variable is expressed in known quantities only, e.g.Xl = f (Xi )

with all Xi known at the point whereXl is evaluated.
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for a specific species and a detailed investigation of the chemical source term. In order to make a
direct comparison between the magnitude of the different components in these balance equations and
the reaction rates of the individual reactionsqj in the chemical source terms, the balance equations
are often expressed in terms of the ‘specific molenumber’5 of speciesi ,

0i = Yi /Mi = Xi /M̄ .

The reason for this is best illustrated if we consider the conservation equation, e.g equation (2.23).
For convenience we define the operatorL as

L{Yi } = ρv ·∇Yi −∇ · (ρDim∇Yi ). (6.4)

Whenever the flame is stationary, the time derivative vanishes and the conservation equation (2.23)
reduces to,

L{Yi } = Mi

M∑
j=1

νi j qj (6.5)

where the expression foṙρi is written explicitly in terms of the elementary reactions. It is clear that
the equation for0i yields,

L{0i } =
M∑

j=1

νi j qj (6.6)

whereMi cancels in the right-hand side. This cancelation is the reason for the introduction of0i . It
is now possible to compare the magnitude of diffusive and convective fluxes expressed in0i with the
reaction ratesqj directly.

The idea behind the steady-state assumption is best illustrated by comparing the magnitude of the
different contributions to the balance equation. These terms are evaluated from results of a complete
reaction model specifically for two species e.g. H2O (figure 6.1), generally a non-steady state species,
and HCO (figure 6.2) an intermediate species that will be considered to be in a steady-state later on.
To compare the importance of each term in the convection-diffusion equation (6.6) the different fluxes
and the net chemical reaction source term are shown in the figure on the left as a function ofx. On the
right the contributions to the chemical source term in terms of the elementary reactions of the skeletal
mechanism are given.

From Figs. (6.1) and (6.2) it is clear that for H2O the contribution of the elementary reactions is
comparable to the magnitude of the net reaction rate as well as the magnitude of the convective and
diffusive parts. For HCO, on the other hand, the magnitude of the reaction term is almost negligible
compared to that of the elementary reactions of which it is composed. Since the diffusive and con-
vective fluxes are comparable in magnitude to the net reaction rate in the flame zone their magnitude
is thus negligible compared to that of the elementary rates. One could say that the concentration of
HCO is determined mainly by the balance of formation and consumption reactions, thus implying the
steady-state assumption, equation (6.1). The time scales associated with the consumption and produc-
tion of HCO are much smaller than the ones associated with diffusive and convective processes.

We will now derive a 4-step mechanism for lean premixed methane-air flames. The number of
steady-state assumptions that has to be employed can be obtained by a simple count of the free pa-
rameters in the flame problem. The skeletal mechanism can be considered as a 15 parameter (species)
model, since there are 15 independent variables, i.e. the species. In order to obtain a 4 parameter
model out of a set of 15, one has to pose 11 relations. Since conservation of elements is valid as

5Some authors refer to it as the ‘specific abundance’ of a speciesi .
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Figure 6.1: The diffusion and convection fluxes in terms of0 and the net reaction rate for H2O (left). The
different parts of the source term (right), solid lines indicate the elementary reactions and the dotted line the net
reaction rate. The listed numbers correspond to the ones in table 2.1 on page 30 of lecture 2.
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Figure 6.2: The diffusion and convection fluxes in terms of0 and the net reaction rate for HCO are given (left).
The different parts of the source term (right), solid lines indicate the elementary reactions and the dotted line
the net reaction rate. The listed numbers correspond to the ones in table 2.1 on page 30 of lecture 2.
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CH3 CH3O CH2O HCO CO H2

Original 0.36330 0.00078 0.26770 0.00852 4.75700 1.89400
Weighted 0.43496 0.00077 0.26322 0.00845 4.75742 5.18866

H O OH HO2 H2O2

Original 0.71120 0.33250 0.74700 0.01613 0.00602
Weighted 2.70910 0.38998 0.85958 0.01551 0.00575

Table 6.1: Original and weighted maximum mole-fractions times 100 for an atmospheric adiabatic methane-air
flameϕ = 0.80.

long as nuclear reactions do not take place, there are 3 conservation equations, one for each of the
elements C, H and6 O. This means that 8 relations have to be introduced artificially (the steady state
assumptions). For which species these assumptions apply best will be discussed in the following
subsection.

Selection of the Steady-State species

Which species are most suitable for the steady-state assumption can be obtained either by plotting
figures like figure 6.2 or looking at the maximum mole-fraction of each species in the flame for which
the reduced mechanism is to be used. In our case we consider a lean adiabatic premixed flame and
compute the maximum mole numbers of the intermediate species in table 6.1.

The set of intermediates can now be subdivided in two groups, one with a maximum mole fraction
well below 1% and one well above. It is then common practice to consider the first group to be in
steady-state since, due to fast reactions involving these species, every reaction creating a particle in
this group is effectively balanced with a reaction consuming it. Therefore, the maximum mole fraction
remains small and the net reaction rate can considered to be zero. In table 6.1 weighted mole fractions
are given as well. These are equal to the original mole fraction weighted by the quantity

√
MN2/Mi,N2,

where

Mi,N2 =
2Mi MN2

Mi + MN2

(6.7)

which is roughly proportional to the binary diffusion coefficients of each species with respect to Ni-
trogen (which is abundant). It is known from asymptotic analysis that in the reactive layer, diffusive
transport is dominant over convective transport [5]). Therefore, the weighted mole fractions are con-
sidered to be more significant and it is better to use the weighted maximum mole numbers. This is
illustrated by the observation that in most treatments[H] is not taken in steady state whilst[O] and
[OH] are. This would not have been concluded if the original maximum mole numbers would have
been considered.

3.3 Actual reduction of the chemical set

In equation (6.8) the differential equations are given and each individual reaction is specified explic-
itly. This only done so for illustrative purposes and numbering is according to the reaction mechanism

6Without N2 chemistry theN conservation can be left out since N2 itself acts as a conserved scalar.
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presented in 4 on page 30. For all species present in the skeletal mechanism this yields,

L{0CH4} = −q10− q11− q12

0= L{0CH3} = q10+ q11+ q12+ q13− q18

0= L{0CH3O} = q18− q19− q20

0= L{0CH2O} = q13− q14− q15+ q19+ q20

0= L{0HCO} = q14+ q15− q16− q17

L{0CO} = −q9 + q16+ q17

L{0CO2} = q9

L{0H2} = −q2 − q3+ q7 + q11+ q14+ q16+ q19+ q25

L{0H} = −q1 + q2+ q3 − q5− q6− q7+ q9+ q10− q11+
q13− q14− q16+ q17− q19+ q20− q24− 2q25

L{0O2} = −q1 − q5+ q7 + q8− q18+ q21

0= L{0O} = q1 − q2+ q4 − q13+ q18

0= L{0OH} = q1 + q2− q3 − 2q4 + 2q6− q8− q9− q12− q15+ 2q22− q23− q24

0= L{0HO2} = q5 − q6− q7 − q8− 2q21+ q23

L{0H2O} = q3 + q4+ q8 + q12+ q15+ q23+ q24

0= L{0H2O2} = q21− q22− q23

L{0N2} = 0

(6.8)

For the steady-state species the net reaction rate is taken equal to zero. The set is now reduced by
eliminating precisely as much reaction rates as there are steady-state species. For instance if reaction
21 is to be eliminated, the steady-state assumption for H2O2 can be used to perform this task. Using
q21 − q22 − q23 = 0, each occurrence ofq21 can consequently be replaced byq22 + q23, thereby
eliminatingq21 from all equations. Which reactions are to be eliminated is arbitrary7 and does not
affect the results of a computationas long as the expressions for the steady-state species are not
truncated. The main idea is to eliminate the fastest reactions that destroy the steady-state species
since the slowest are rate-determining. A kind of main chain by which the complete combustion takes
place is then derived. Here, we choose to follow the approach of Peters and Seshadri or Peters and
Williams [10, 11, 5]. From the H2-O2 subsystem they eliminate reactionsq2,q3,q7 andq22 being
the fastest consumption rates for O, OH, HO2 and H2O2, respectively. For the intermediates in the
C1-chain, CH3, CH3O, CH2O and HCO, these ‘fastest’ reactions areq13,q20,q14 andq17. The last
four complete the minimum set of reactions that can be removed from the main reaction chain. Other
reactions, which are linear combinations of the previously selected reactions, disappear as well from
the main chain. For instance, reactionr8 can be written as a linear combination ofr3 andr7 i.e.,

H2+OH 
 H2O+ H r3

H+ HO2 
 H2+O2 r7

+
OH+ HO2 
 H2O+O2 r8.

Similar arguments apply for reactionsr4 (= r3 − r2) andr15 (= r14+ r3), leading to the elimination
of reaction ratesq4 andq15.

7See for instance [5, 9] for typical differences in choices as applied by different authors.
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The resulting work is to carry out the linear algebra with the set of balance equations. This is a
rather tedious job, which can be automated as is done by G¨ottgens et al. (REDMECH [14]) or the
algorithm presented in appendix B of [15]. Both the package developed by G¨ottgens et al. and the
algorithm developed here, only need the basic detailed mechanism, the chosen steady-state species
and for each of the latter a corresponding reaction to be removed from the main chain. The program
then gives the global mechanism and the corresponding overall reaction rates. Here we will present
the results only, yielding the following conservation equations for thenon steady-state species,

L{0CH4} = −qI (6.9)

L{0CO} = −qII + qI (6.10)

L{0CO2} = qII (6.11)

L{0H2} = 4qI + qII + qIII − qIV (6.12)

L{0H} = −2qI − 2qIII + 2qIV (6.13)

L{0O2} = −qIV (6.14)

L{0H2O} = −qI − qII + 2qIV (6.15)

Here, the global reaction rates of the 4-step model are introduced,

qI = q11+ q10+ q12

qII = q9

qIII = q5 − q10+ q16− q18+ q19− q21+ q23+ q24+ q25

qIV = q1 + q6+ q18+ q21− q23.

(6.16)

The so-calledprincipal rate of each overall reaction is the one appearing first after the equal-sign. The
magnitudes of the overall reactions are determined by these reactions mainly. This can be determined
by a sensitivity analysis. The global reactions are obtained from the stoichiometry in the set (6.9-
6.15). The rate of reaction II, associated withqII , for instance, appears with−1 in the CO-balance
equation (6.10),+1 in the CO2-balance equation (6.11),−1 in the H2-balance equation (6.12),+1 in
the H2O-balance equation (6.15) and is not present in all the others. When we gather all species with
negative numbers on the left hand side and all those with positive numbers on the right hand side, we
find global reaction II,

CO+ H2O 
 CO2+ H2 (r II )

In a similar fashion all other overall reaction may be obtained and are presented below

CH4+ 2H+ H2O 
 CO+ 4H2 (r I )

CO+ H2O 
 CO2+ H2 (r II )

H+ H+M 
 H2+M (r III )

O2+ 3H2 
 2H+ 2H2O. (r IV )

where we included reactionr II again. It should be noted that these overall reactions can be obtained
by the same algorithm which performs the linear algebra mentioned earlier (Appendix B of [15]).

Some aspects of the overall reactions are worth mentioning. First, we see that fuel-breakupr I

itself is chain-breaking since it consumes radicals. It is for this reason that the H-radicals are not able
to diffuse upstream, as is oberved in many applications. The H radical does not enter the fuel rich zone
in pre-mixed flames. Furthermore, it is interesting to see that not O2 but H2O acts as the oxidizer in
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the fuel breakup. Overall reactionr II is the water-gas shift-reaction, which accounts for the CO to CO2

conversion in the postflame zone. The recombination reactionr III accounts for the chain-breaking in
the post-flame zone. Its principal rate is given by reactionr5 (H+O2+M ⇀ HO2+M) and apparently
not r25 (H+H+M ⇀ H2+M) as one might expect. Chain-branching is accounted for by the oxygen
breakup reaction,r IV , which effectively produces two radicals.

However, the set of equations is not complete yet. We may not expect that all steady-state species
have disappeared from the ratesqI . . .qIV of the overall reactions. This would have been pure co-
incidence and indeed is not the case as one can see easily. Even if one would truncate the overall
rates to the principal rates (q11, q9, q5 andq1, respectively) which is the minimum set, we still need
expressions for the concentration of HO2, O and OH since these occur in reactionsr5, r1 andr9. The
set (6.9–6.15) is not closed and we need expressions for most steady state species. These have to
be solved from the steady-state subset of equations in (6.8) leading to a set of nonlinear algebraic
equations, which is complicated to solve as it stands. In simulations this has to be done for each mesh
point, which is in general very CPU time consuming in 1D and specifically in 2D and 3D. Therefore,
one often tries to truncate the expression for the steady-state species in such a way that an easy-to-
evaluate explicit set of equations evolves. The truncation procedure is again a sort of post-processing
procedure since the strategy for the truncation procedure can be obtained only after carefully examin-
ing the separate parts in the expressions for the steady state species which follow from a simulation
with the detailed chemical model. The procedure for lean methane-air flames [7] will be presented in
the next subsection.

3.4 Truncation of the steady-state relations

Formally for the evaluation of the concentrations of the steady-state species we should solve the set:

q10+ q11+ q12+ q13− q18 = 0 {0CH3}
q18− q19− q20 = 0 {0CH3O}

q13− q14− q15+ q19+ q20 = 0 {0CH2O}
q14+ q15− q16− q17 = 0 {0HCO}

q1− q2 + q4− q13+ q18 = 0 {0O}
q1+ q2− q3 − 2q4 + 2q6 − q8− q9 − q12− q15+ 2q22− q23− q24 = 0 {0OH}

q5− q6 − q7− q8 − 2q21+ q23 = 0 {0HO2}
q21− q22− q23 = 0 {0H2O2}.

(6.17)

for fixed non steady-state species and temperature, which is non-linear and coupled in the steady-state
species concentrations. To reduce the amount of work, which is one of the main objectives of the
reduction strategy, the complexity is to be reduced. Therefore truncation of this set has been given
much attention in the nineties and can be considered to be the most important step in reducing the
detailed chemical model from a numerical point of view. The approach which is used by Peters et al.
to truncate the steady-state expressions is presented.

Truncation that’s what it is.

First we determine the minimum set of expressions we have to deduce in order to perform a flame
calculation with the reduced mechanism. Simple bookkeeping leads to the observation that in order
to calculate the set(qI)–(qIV ) as presented earlier, we need expressions for all steady-state species. If
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Figure 6.3: The net reaction rate of OH for an adi-
abaticϕ = 1.0 flame as a function of place. The
lines show the largest elementary reactions. Reac-
tions r1 andr3 are the ones used in the truncated
expression. The listed numbers correspond to the
ones in table 2.1 on page 30 of lecture 2.

the overall rates would be restricted to the principal rates alone, this minimum set would be reduced to
the species CH3, O, OH and HO2. Note that, since the steady-state relations for these species involve
many reactions, there is no guarantee that the evaluation of the obtained expressions does not involve
the other steady-state species as well.

We now continue with the deduction of expressions as proposed by Peters [5]. The way in which
these expressions are obtained is by analyzing the source term of the different species. At first, a
truncated expression for the concentration of OH is derived. For an estimate of the magnitudes of the
contributions of the different elementary reactions consider figure (6.3). In the reaction zone the main
contribution stems from reactionr3 which leads to a leading order approximation8 for OH:

[OH]∗ = kr
3[H2O][H]

kf
3[H2] . (6.18)

The next extension can be obtained if the forward rate,qf
1, of reactionr1 is included, since this rate has

a non-negligible contribution in the reaction layer. However, if onlyqf
1 would be added this leads to

an expression for[OH] which does not satisfy the correct equilibrium value downstream. Therefore,
the backward rate ofr1 has to be added as well. The contribution of this backward rate is very small
and can be viewed upon as a second-order correction to the expression for the OH concentration.

The expression for the OH concentration now follows from balancingq1 andq3:

[H2][OH]kf
3− [H2O][H]kr

3 − [H][O2]kf
1+ [O][OH]kr

1 = 0. (6.19)

Since anexplicit relation for[OH] is the principal goal, the yet unknown[O] in equation (6.19) should
be replaced by an expression in terms of known quantities. Once more, it should be kept in mind
that at this point the concentrations of the non steady-state species are assumed to be known and the
only other unknown is the O-concentration. The elimination is performed by introducing an ad hoc
approximation for the O-radical satisfying the partial equilibrium of reaction 4 leading to:

[O] = [OH]2∗kf
4

[H2O]kr
4

= [H2O][H]2kf
4

[H2]2kr
4

(
kr

3

kf
3

)2

. (6.20)

Note that the leading-order approximation (6.18) for[OH] is substituted in the partial equilibrium

8In fact this leads to a partial equilibrium assumption of reaction 3.
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expression. Substituting this downstream value9 in the balance equation (6.19) leads to an explicit
expression for[OH]:

[OH] = [H2O][H]kr
3+ [H][O2]kf

1

[H2]kf
3 + [H]2[H2O]kr

1kf
4kr

3
2/
(
[H2]2kr

4k
f
3

2
) . (6.21)

This manipulation is expected not to be seriously in error, since the term involving the O radical (qr
1)

was only added to yield the correct equilibrium value for[OH] in the region downstream of the flame.
It should be stressed that the ad hoc expression (6.20) does not necessarily lead to a correct value

for [O] itself. In fact it is not correct as we can see when proceeding with a more systematic approach
to estimate the O-radical concentration. Following the same procedure for O as for OH the main
contributions are determined. This leads to the balance equation:

[H][O2]kf
1 + [OH][H]kr

2 + [OH]2kf
4 = [O]

(
kr

1[OH] + kf
2[H2] + kr

4[H2O] + k13[CH3]
)

(6.22)

Now a problem arises because a non-negligible contribution (i.e.r13) necessitates the evaluation of an
expression for[CH3] which is not available yet. However, from the balance equation for CH3,([H]kf

11+ [OH]kf
12

) [CH4] = [CH3]
(
kr

10[H][M] + kr
11[H2] + kr

12[H2O] + k13[O]
)

(6.23)

it can be observed that reaction 13 links both equations. But, except OH, which is known at this
point, no other steady-state variables are involved. Therefore and due to the simple coupling between
equation (6.22) and equation (6.23), this set can be solved in closed form leading to a quadratic
expression for[O] yielding,

[O] = −b+√b2− 4ac

2a
(6.24)

where

a = k13B, b = B D+ k13(C − A), c = −AD (6.25)

and,
A = [H][O2]kf

1+ [OH][H]kr
2+ [OH]2kf

4

B = [OH]kr
1+ [H2]kf

2+ [H2O]kr
4

C = ([H]kf
11+ [OH]kf

12

) [CH4]
D = [H][M]kr

10+ [H2]kr
11+ [H2O]kr

12.

(6.26)

Using the expression for theO-radical gives,

[CH3] = C

D + k13[O] (6.27)

which is the last species needed for the principal rates. Note that already an evaluation order for the
steady-state relations appears, first OH and then O and CH3 have to be calculated.

Expressions for the other species can be derived as well. Once the expressions for OH, O, and
CH3 are known, the truncated values for the other steady state species are easy to obtain. Below the

9Note that this expression may only be expected to be a correct estimate for[O] downstream, where the mixture ap-
proaches equilibrium.
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results for the remaining intermediates CH3O, CH2O and HCO in the main chain are listed,

[CH3O] = [CH3][O2]k18

[H]k19+ [M]k20
(6.28)

[CH2O] = [CH3][O]k13+ [CH3O] ([H]k19+ [M]k20)

[H]k14+ [OH]k15
(6.29)

[HCO] = ([H]k14+ [OH]k15) [CH2O]
[H]k16+ [M]k17

(6.30)

The expressions for ([HO2]) and hydrogen-peroxide ([H2O2]) can be obtained from their main rates
in the H2-O2 subsystem (r5 - r8). This leads to the following expressions,

[HO2] = [H][O2][M]k5

[H]( k6+ k7 )+ [OH]k8
(6.31)

[H2O2] = [HO2]2k21+ [OH]2[M]kr
22+ [H2O][HO2]kr

23

[M]kf
22+ [OH]kf

23

(6.32)

It should be stressed that the above set of equations form explicit expressions if they are evaluated
in the order (6.21)–(6.32). The steady-state expressions together with the differential equations for
the non steady-state species and the chemical source terms given in section (3.3) define the complete
system.

4 Mathematical Systematic Reduction Technique

The major drawback of the ‘conventional’ approach towards the systematic reduction is the need
for experience and deep insight into reaction mechanisms. Furthermore, once the mechanism is se-
lected it will be used throughout the whole domain of the composition space where the particular
application resides. It might well be true that the used mechanism is excellent in a certain temper-
ature/composition range but completely wrong for the rest. The mathematical reduction techniques
try to circumvent these drawbacks by applying rigourous mathematical methods which decide locally
what appropriate ‘steady-state’ candidates are. Here the mathematical framework will be sketched.
However details on implementation can be found in e.g. [16, 17].

For the analysis it is sufficient to consider the balance equations for species (equation 6.6). To
study the chemical dynamics the convective and diffusive fluxes are negelected, yielding

∂0i

∂t
= wi (6.33)

wherewi = ∑
νi j qj . To be able to determine mathimatically the fast and slow processes around

a certain point in composition space00 = (00
1, . . . , 0

0
N)

T , the source termw = (w1, . . . , wN)
T is

linearized around this reference:
w ≈ w(00)+ J(0 − 00) (6.34)

the J = ( ∂w
∂0

)
00, denotes the Jacobian matrix. Substitution of equation 6.33 gives the starting point of

the analyis:
∂0

∂t
≈ w(00)+ J(0 − 00). (6.35)

The local characteristics of the system can be examined by transforming these equations into the
basis of the eigenvectors of the Jacobian matrix. The eigenvectors aresi are defined by:

Jsi = λi si
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with λi the eigenvalue of the Jacobian matrix. If the transformation matrix is defined according to,
S= (s1, . . . , sN), the former equation writes,

J S= S3 (6.36)

where103 = diag(λ1, . . . , λN) is a matrix with only non-zero elements on its diagonal. Multiplication
of equation 6.36 on the left byS−1 yields:

3 = S−1 J S. (6.37)

It should be noted the the eigenvalues and eigenvectors may be complex at this point. We will not
go into details but in a practical implementation of this method this should be tackled. Differences in
implementation found in literature depend on how a new basis is formed from the eigenvectors. Some
construct an orthogonal basis (Schur-basis [16]), others use the eigenvectors as is (e.g. [17]).
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Now we can use the eigenvector basis to transform equation 6.35 according to0 = S0̂ thus
yielding:

∂0̂

∂t
≈ ŵ(0̂0

)+3(0̂ − 0̂0
). (6.38)

What’s the whole point of this exercition? The orginal differential equations in equation 6.35 are now
transformed such that the individual equations

∂0̂i

∂t
≈ ŵi (0̂

0
i )+ λi (0̂i − 0̂0

i )

are independent from each other, they are decoupled. For each one the general solution is given by:

0̂i = 0̂0
i +

ŵi (0̂
0
i )

λi

(
eλi t − 1

)
(6.39)

10And NOT J S= 3S!
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This equation gives now the basis for a timescale analysis of different chemical processes. These
processes, in general, can not be associated with a single species or reaction, but inevitably consider
reaction groups. From equation 6.39 typical timescales can be distinguished. If the absolute value
obeys|λi | � 1 equation 6.39 becomes11

0̂i = 0̂0
i + ŵi t

indicating that typical timescales are

τi = 1/ŵi ∀ |λi | � 1. (6.40)

If the absolute value of the real part of an eigenvalue|<(λi )| � 1, the typical timescale is found from
the exponent:

τi = 1/|<(λi )| ∀ |<(λi )| � 1. (6.41)

Several observations follow from the value ofλi . If its magnitude is large, movements in the
direction of the associated eigenvector will proceed fast. The larger the eigenvalue the faster the
process will be. Different ways of behaviour are determined by the sign of the real part and the
magnitude of the imaginary part. A process with a negative real part of the eigenvalue will extinguish
and reach a steady-state. If the imaginary part is large as well this relaxation will be oscillatory. If
the real part of the eigenvalue is positive the associated process will not relax to a steady-state. This
is illustrated in figure 6.4. Some eigenvalues will be zero. One can show rigourously that the fact
that chemical reactions conserve elements can be used to construct eigenvectors that have eigenvalues
equal to zero. In fact all eigenvectors with zero eigenvalue are associated with so-called conserved
scalars.

Similar to the ‘conventional’ approach now the ‘mathematical’ method will introduce steady-state
relations, albeit generally not coupled to specific species. The best candidates are selected from the
ordering of the eigenvalues. The fastest timescales pose the best candidates. The number of candidates
to be selected is determined by the dimension12 of the so-called ‘Low Dimensional Manifold’ to
be created. In order to be successful it is essential that many eigenvalues have negative real parts
while their magnitude is large. That this is the case has been shown by e.g. Maas and Pope [16]
for carbonmonoxide/hydrogen-air combustion systems, and in the PhD Thesis of Eggels [17] for
hydrogen-air en methane-air systems.

The number of steady-state relations, or equally, the number of ‘fast’ reaction-groups,ns to be
selected is given by the required dimension, saynm, of the manifold together with the number of
conserved scalars (viz. elements)nc. The so-called elemental composition vectorsµi , with elements
µi j the number of elementsi in speciesj are left eigenvectors of the Jacobian with eigenvalue 0.
Therefore, the number of steady-state assumptionsns within the the set of̂0i obeying a ‘steady-state
equation’,

∂0̂i

∂t
= 0 ∀ i = nm+ nc + 1, · · · ,n (6.42)

only equalsns = n − (nm + nc + 1). Heren is the total number of species present in the model or
equivalently the dimension of the composition space.

11Use lim
x→0

ex = 1+ x

12The dimension is determined by the degrees of freedom in composition space, being the number of speciesn. The
realizable compositions will be restricted by imposing steady-state relations generating a hyper-surface in composition
space. This surface is mostly referred to as the ‘Low-dimensional Manifold’
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Chapter 7

Application of Flamelet-Generated Manifolds

J. A. van Oijen

1 Introduction

Although the speed and storage capacity of modern computers increases continuously, it is still im-
possible to employ models that use detailed chemistry for the simulation of combustion in practical
furnaces. Especially the models for turbulent flames are tremendously complicated due to the large
range of time and length scales involved. The modelling of laminar flames is easier because the flow is
relatively simple. Nowadays, numerical simulations of one-dimensional laminar flames with detailed
chemistry and transport models are often used in combustion research. Nevertheless, the computa-
tion time for multi-dimensional laminar flame models prohibits the simulation of flames in complex
geometries or an investigation of the influence of different parameters.

The use of complex reaction mechanisms is, apart from some simple cases, impossible, because
for each species a partial differential equation has to be solved, and a typical reaction mechanism for
hydrocarbon combustion considers more than 100 species [27]. Furthermore, the chemical kinetics
cause the system of differential equations to be very stiff, which makes the use of expensive im-
plicit solvers inevitable. Therefore, much research is spent on the development of reduction methods,
which create reduced chemical models based on the complex reaction mechanism. These simplified
chemistry models reduce the computational effort considerably without losing too much accuracy.

The first and probably the most well-known systematic reduction method is introduced by Peterset
al. [17, 18]. This method (referred to as conventional reduction technique) is based on the observation
that due to very fast chemical processes in combustion problems many chemical species and reactions
are in quasi-steady state or partial equilibrium. When a species is assumed to be in steady state,
the corresponding differential equation can be replaced by an algebraic relation, which reduces the
computational cost. The main disadvantage of the method is that a vast knowledge of the chemical
kinetics is required, because the researcher has to decide which species can be assumed to be in steady
state. This problem is solved in the reduction methods introduced by Lam and Goussis [10] and Maas
and Pope [11]. In these reduction techniques a more mathematical approach is used, which makes it
possible to perform the reduction procedure automatically without insight of the user in the chemical
kinetics. In both methods the fast chemical processes are identified by a mathematical analysis of the
chemical system. Linear combinations of species corresponding to the fast chemical processes are
assumed to be in steady state. In the method of Maas and Pope the fast and slow chemical processes
are separated by using an eigenvalue analysis of the Jacobian of the chemical sourceterm, while Lam
and Goussis propose a computational singular perturbation method.

The methods based on steady-state assumptions are, however, less efficient in ’low’-temperature
regions. At high temperatures many chemical processes are fast and can be assumed to be in partial
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equilibrium. At lower temperatures the number of slow chemical processes increases and less species
can be assumed to be in quasi-steady state. At these lower temperatures, convection and diffusion
become important and the local mixture composition is determined by a balance between convection,
diffusion and reaction.

In this lecture a reduction method is discussed, that is not only based on ’chemical’ assumptions
like existing reduction methods, but that also takes the main parts of convection and diffusion into
account. It shares the idea with so-called flamelet approaches [9, 15] that a multi-dimensional flame
can be considered as a set of one-dimensional (1D) flames:flamelets. This implies that the path
followed in composition space in case of multi-dimensional flames will be close to the path found in
1D flames. Therefore, the chemical compositions in flamelets are used to construct a low-dimensional
manifold in this method. The resulting manifold is referred to as aFlamelet-Generated Manifold
(FGM).

In the following section a set of flamelet equations is derived, starting from the full set of transport
equations. Then it is demonstrated how the solutions of the set of flamelet equations can be used to
construct a manifold. The application of FGM in combustion simulations is discussed as well. Finally,
some test results for 1D and 2D burner-stabilized methane/air flames are presented.

2 Flamelet equations

The FGM method shares its basic assumption with flamelet methods, that a multi-dimensional flame
can be considered as a set of 1D flamelets. Therefore, the compositions in 1D flames will be rep-
resentative for the compositions in more general flames as well. In this section a set of 1D flamelet
equations is derived following the basic ideas of De Goey and Ten Thije Boonkkamp [8, 9]. Although
this derivation has been presented in a previous lecture, it will be repeated here for the sake of com-
pleteness. In the following sections it is explained how the set of flamelet equations can be used to
construct a FGM.

A premixed flame is defined as the region in space, where a scalar variableY assumes values
betweenYu = 0 in the unburnt gases andYb = 1 in the burnt gases. The subscripts u and b denote
variables associated with the unburnt and burnt mixture, respectively. The variableY can be any
linear combination of species mass fractions, which obeys∇Y 6= 0. A ’flame surface’ is defined as
an iso-surface ofY, i.e. a surface at whichY(x, t) = const. The motion of such a surface is described
by the kinematic equation

dY

dt
:= ∂Y

∂t
+ u f · ∇Y = 0, (7.1)

stating that a point on a flame surface stays on this surface for allt . The local velocity of a flame
surfaceu f is determined by a balance between the local fluid velocityu and the local burning velocity
sL:

u f = u + sLn. (7.2)

The burning velocity is defined as the velocity at which the flame surface propagates normal to itself
and relative to the flow in the unburnt mixture. The local normal vectorn can be determined from the
scalar fieldY,

n = − ∇Y

|∇Y| , (7.3)

directed to the unburnt gas mixture. As figure 7.1 shows, the tangential component of the flame surface
velocity is equal to the tangential component of the fluid velocity and the differenceρ(u−u f ) normal
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Figure 7.1: Flamelet system adapted to iso-surfaces ofY.

to the flame surface is equal to the amount of mass effectively consumed by the flame. Substitution of
(7.2) in (7.1) leads to the kinematic equation

∂Y

∂t
+ u · ∇Y = sL |∇Y|. (7.4)

This equation is very similar to the well-known kinematicG-equation first introduced by Williams
[29], which describes the motion of a single flame sheet(Y = Y0). However, important differences
are that (7.4) describes the motion of all flame surfaces withYu < Y < Yb, and thatsL is a field
quantity in (7.4), while in theG-equation it is defined at the flame sheet only.

In [8], De Goey and Ten Thije Boonkkamp proposed the stretch rateK as the relative rate of
change of the massM(t), defined as

M(t) =
∫

V(t)

ρ dV, (7.5)

contained in an infinitesimal volumeV(t) in the flame, moving with velocityu f :

K = 1

M

dM

dt
. (7.6)

Applying Reynolds’ transport theorem toM(t) in (7.5) gives the following expression for the scalar
field quantityK :

ρK = ∂ρ

∂t
+∇·(ρu f ). (7.7)

Together with (7.2) this expression can be used to rewrite the continuity equation:

∇·(ρsL n) = ρK , (7.8)

where all distortions from local 1D flame behaviour are combined in the right-hand side termρK .
Apart from the usual terms related to flame curvature and flow straining, this definition ofK incorpo-
rates additional contributions, for instance due to flame thickness variations. A physical interpretation
of the different contributions to flame stretch is presented in [8].

The conservation equation for the scalar variableY reads

∂(ρY)

∂t
+ ∇·(ρuY)−∇·

(
λ

LeYcp
∇Y

)
− ω̇Y = 0, (7.9)
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with LeY andω̇Y generally depending on the other field variables in the flame. Using the kinematic
equation (7.4) and equations (7.7) and (7.2), the following equation forY is found rigorously

−∇·(ρsLnY)−∇·
(

λ

LeYcp
∇Y

)
− ω̇Y = −ρKY, (7.10)

with all transport terms along the flame surfaces gathered in the right-hand-side term−ρKY. In-
troducing the mass burning ratem = ρsL, the arc-length perpendicular to the flame surfacess and
the variableσ , which is a measure for the flame surface through which transport takes place (cf.
figure 7.1), equation (7.10) can be written in quasi-1D form normal to the flame surfaces:

∂

∂s
(σmY)− ∂

∂s

(
σ

λ

LeYcp

∂Y

∂s

)
− σ ω̇Y = −σρKY. (7.11)

The derivative ofσ is related to the curvatureκ of the flame surface via

κ = ∇·n = − 1

σ

∂σ

∂s
. (7.12)

Using this expression forκ, (7.11) becomes

∂

∂s
(mY)− ∂

∂s

(
λ

LeYcp

∂Y

∂s

)
− ω̇Y = −ρKY + κFY, (7.13)

where all perturbations from 1D flat flame behaviour are gathered at the right-hand side. In (7.13)
we introducedFY as a short-hand notation for the convective and diffusive flux ofY. Using similar
notations for the fluxes of the species mass fractions and the enthalpy, i.e.

Fi = mYi − λ

Lei cp

∂Yi

∂s
, (7.14)

and

Fh = mh− λ

cp

∂h

∂s
− λ

cp

Ns∑
i=1

(
1

Lei
− 1

)
hi
∂Yi

∂s
, (7.15)

the full set of conservation equations can be cast in a quasi-1D form, which we refer to as the flamelet
equations:

∂m

∂s
= −ρK + κm, (7.16)

∂Fi

∂s
− ω̇i = −ρKYi + κFi + Qi , (7.17)

∂Fh

∂s
= −ρKh+ κFh + Qh. (7.18)

This set of equations describes the internal structure of the flame front in terms ofYi (s), hi (s) and
the mass burning ratem(s) for a flamelet with a particular stretch fieldK (s) and curvature fieldκ(s).
When the set (7.16)–(7.18) is solved in combination with the kinematic equation (7.1) for all flame
surfaces, the full set of conservation equations for species and enthalpy is solved. The termsQi and
Qh describe transport along the flame surfaces, which arises because the local iso-surfaces of the
variablesYi andh generally do not coincide with iso-surfaces ofY. The termsQi andQh are given
by

Qi = ρ(u f i − u f ) ·∇Yi +∇·
(

λ

Lei cp
∇||Yi

)
, (7.19)
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ρ(u f i − u f ) ·∇Yi ∇·
(

λ
Lei cp
∇||Yi

)
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Figure 7.2: Schematic representation of the different contributions inQi . The black and gray lines denote
iso-surfaces ofY andYi , respectively.

and

Qh = ρ(u f h − u f ) ·∇h+∇·
(
λ

cp
∇||h+ λ

cp

Ns∑
i=1

(
1

Lei
− 1

)
hi∇||Yi

)
, (7.20)

with u f i andu f h the local velocities of the iso-surfaces ofYi andh, respectively. In (7.19) and (7.20),
∇|| denotes the nabla operator in tangential direction only. As shown in figure 7.2, the first term on the
right-hand side of (7.19) represents the relative movement of the iso-surfaces ofYi with respect to the
iso-surfaces ofY. The second term denotes the diffusive transport ofYi along the iso-surfaces ofY.

So far, no approximations have been made. The set of flamelet equations (7.16)–(7.18) are found
rigorously from the full set of conservation equations by using the stretch rate equation (7.7) and
the kinematic equation (7.4). All perturbations from local 1D flat flame behavior are gathered in the
right-hand sides of the flamelet equations. It is expected that in most situations in premixed laminar
flames these perturbations are small compared to the other terms in the flamelet equations, although
this might not be justified under extreme circumstances, such as near local flame quenching. The
stretch terms in (7.16)–(7.18) can be neglected when the Karlovitz number is small:

Ka = Kδf

sL
� 1, (7.21)

with δf the flame thickness. Curvature effects are negligible when the curvature radiusκ−1 of the
flame surfaces is much larger than the flame thickness:

|κ−1| � δf . (7.22)

If the transient time scales are longer than the flame time scaleδf/sL, the first term inQ can be
neglected as well. The second term inQ was computed numerically for the tip of a 2D Bunsen flame
in [7] and it appeared to be very small. The approximation that this term is negligible, is related to the
assumption that the length scales of the distortions along the flame surfaces are much larger than the
flame thickness.
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If all perturbations from 1D flat-flame behaviour are neglected, the following set of 1D equations
remains:

∂m

∂s
= 0, (7.23)

∂(mYi )

∂s
− ∂

∂s

(
λ

Lei cp

∂Yi

∂s

)
= ω̇i , i = 1, . . . , Ns, (7.24)

∂(mh)

∂s
− ∂

∂s

(
λ

cp

∂h

∂s

)
= ∂

∂s

(
λ

cp

Ns∑
i=1

(
1

Lei
− 1

)
hi
∂Yi

∂s

)
. (7.25)

The balance equation (7.24) between convection, diffusion and reaction can be considered as a steady-
state relation. Note that in the steady-state relations of conventional reduction techniques not only the
multi-dimensional perturbations are neglected, but also the left-hand side of (7.24) describing the
major parts of convection and diffusion.

The set of 1D equations (7.23)–(7.25) can be solved relatively easily with specialized 1D flame
codes like CHEM1D [1]. A solution of this set of equations is called a flamelet and forms a curve in
composition space, which can be regarded as a one-dimensional manifold.

3 Manifold construction

In this section it is described how the set of 1D equations (7.23)–(7.25) is used to create a manifold. As
in the ILDM method a distinction is made between variables that are changed by chemical reactions
(the species mass fractionsYi ) and variables that are conserved by chemical reactions (Zj , p andh).
The composition of the chemical equilibrium mixture is completely determined by the values of the
conserved variables, while the combustion process from the unburnt to burnt state is described by the
reactive controlling variables, which are referred to as progress variables. Following Maas and Pope
[11], we first consider the case of constant conserved variables. In section 3.3 it is discussed how
variations in the conserved variables should be treated.

3.1 One-dimensional manifold

In order to construct a FGM, the set of 1D flamelet equations (7.23)–(7.25) is solved treating the
system as an adiabatic, freely-propagating, premixed, flat flame. This implies that the boundary con-
ditions at the unburnt side are of Dirichlet type

Yi (s→ −∞) = Yi,−∞, h(s→−∞) = h−∞, (7.26)

and at the burnt side of Neumann type

dYi

ds
(s→∞) = 0,

dh

ds
(s→∞) = 0, (7.27)

and that the mass burning ratem is an eigenvalue of the problem. The solution of this system is a 1D
curve in composition space and is determined by its starting point (Yi,−∞,h−∞). The one-dimensional
FGM in composition space is simply the flamelet starting at the point that represents the unburnt mix-
ture for which the manifold is created. In this way the manifold connects the two most distinguished
points in composition space: the point corresponding to the unburnt mixture(Yi,−∞,h−∞) = (Yi,u,hu)

and the equilibrium point(Yi,∞,h∞) = (Yi,eq,heq).
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Figure 7.3: Projection of the 1D FGM (full line) and ILDM (dashed line) onto the H2O–H plane for a stoichio-
metric hydrogen/air mixture. The gray dots represent the chemical state at different positions in a 2D premixed
hydrogen/air flame computed with detailed chemistry. The temperatures indicated at the top axis correspond to
the FGM.

As an example the one-dimensional FGM and ILDM for a stoichiometric hydrogen/air mixture
are shown in figure 7.3 together with a scatter plot of the chemical state at different positions in a 2D
stationary premixed Bunsen flame computed with detailed chemical kinetics. The detailed reaction
mechanism is a subset of the reaction mechanism developed by Smooke [23] and includes 7 species
and 7 reversible reactions. The mass fraction of atomic hydrogenYH is plotted as function of the mass
fraction of waterYH2O, which is a suitable progress variable in this case, because it is continuously
increasing in the flame fromYH2O,u = 0 in the unburnt mixture to the chemical equilibrium value
YH2O,eq = 0.24. If YH had been used as controlling variable, it would not have led to a unique
mapping.

Generally, Lewis-number (or differential diffusion) effects cause local enthalpy and element mass
fraction variations in flames and thus also in the FGM database. In the ILDM method, however, the
element composition and the enthalpy of the mixture are constant throughout the manifold and vari-
ations in the conserved variables can only be accounted for by using additional controlling variables.
Therefore, to make a fair comparison of the methods in figure 7.3, Lewis numbers equal to 1 have
been used in the computation of both the FGM and the 2D flame so that differential diffusion effects
are absent in all three cases. An example of a FGM computed with Lewis numbers unequal to 1, is
presented in section 3.3.

Because the composition is determined by chemical processes in the high temperature range
(YH2O > 0.19, T > 1600 K), the ILDM and FGM are there equivalent. However, in the ’colder’
zone(YH2O < 0.19) diffusion processes disturb the balance between chemical production and con-
sumption. Since the major parts of convection and diffusion are included in FGM, the FGM lies much
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closer to the data of the detailed chemistry computation than the ILDM. In order to get accurate re-
sults in this region, the ILDM should be extended with additional progress variables, which decreases
the numerical efficiency of the method. For this simple hydrogen reaction mechanism two progress
variable will probably be enough. For more complex fuels and mechanisms many more controlling
variables are needed to create an accurate ILDM. The addition of extra dimensions to the ILDM in
order to satisfy accuracy requirements is described by Schmidtet al. [21].

The 2D Bunsen flame plotted in figure 7.3 is stabilized on a cold burner rim and is therefore locally
cooled. This results in lower H radical concentrations than for the adiabatic FGM. In section 3.3 it is
explained how these non-adiabatic effects can be accounted for in FGM.

3.2 Multi-dimensional manifolds

Like in the ILDM method, the accuracy of the FGM method can be enhanced by increasing the
dimension of the manifold. With each additional dimension an extra progress variable, as well as
the corresponding differential equation, is introduced. In this way an extra degree of freedom is
added to the reduced system, which results in a more accurate description of the full system. When
the dimension of the manifold is increased, a larger part of the composition space is covered. The
addition of dimensions can be continued until the manifold spans the complete composition space. In
that case the full system is recovered.

A 2D FGM can be constructed from a set of flamelets starting at different points on a 1D curve
in composition space with constant conserved variables. This set of 1D flamelets forms a 2D surface
in composition space: the 2D FGM, which can be parametrized byNpv = 2 progress variables. This
method to generate multi-dimensional manifolds has been introduced by Pope and Maas [20]. A
unique choice of the starting curve — manifold generator in [20] — cannot be given, although it
should include the unburnt mixture and must be chosen in such a way that the resulting manifold
covers an as large as possible range of the progress variables. Following these arguments Pope and
Maas proposed a specification of the starting curve based on the extreme values of major species [20].
For a methane/air system a sensible choice of the major species is: CH4, O2, CO, H2, CO2, H2O and
N2. A mixture of these major species is stable and does not react at room temperature(ω̇i = 0). The
other (or minor) species are taken zero at the starting curve.

The exact choice of the starting curve determines the resulting manifold, but it may not be crucial.
If we assume that two controlling variables are sufficient to represent the chemical composition in a
premixed flame satisfactorily, then the flamelets will rapidly relax towards a 2D attracting manifold.
Therefore, however the starting points are chosen, the resulting manifold will be close to the underly-
ing manifold except near the starting curve itself, where chemistry is negligible anyhow. This method
to generate multi-dimensional manifolds can be extended to the general case ofNpv dimensions by
choosing a(Npv − 1)-dimensional starting ’plane’.

As an example a 2D FGM is computed for a stoichiometric methane/air mixture. The projection
of this manifold on the CO2–CO plane is shown in figure 7.4. The origin of the plot corresponds to
the unburnt mixture, which consists of CH4, O2 and N2 only, and it is connected with the equilibrium
point by the 1D manifold. The projection of the starting curve coincides with the horizontal and
vertical axis in figure 7.4. Along the horizontal axis CO2 and H2O are added to the initial mixture,
while along the vertical axis CO and H2 are added. Along the whole starting curve the enthalpy and
the element mass fractions are kept constant by changing the values ofYCH4, YO2 andT , which causes
all flamelets to end up in the same chemical equilibrium. The different flamelets rapidly converge to
a 1D manifold, which indicates that, apart from the conserved variables, one progress variable might
be enough to describe the chemical state in that region.
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Figure 7.4: Projection of a two-dimensional FGM onto the CO2–CO plane for a stoichiometric methane/air
mixture. The bold line denotes the one-dimensional manifold.

For application in flame simulation codes, a manifold is parametrized by controlling variables.
The species mass fractions or linear combinations of them can be used as controlling variables. In
ILDM and FGM the selection of the controlling (or progress) variables is not related to fast or slow
chemical processes as in the conventional reduction method. In fact any combination of species can
be used as long as the parametrization of the manifold leads to a unique description of the mixture
composition by the controlling variables. For the 1D manifold shown in figure 7.4 with a bold line,
YCO2 is an appropriate controlling variable, whileYCO would result in a non-unique mapping. On the
other hand isYCO a suitable second controlling variable for the 2D manifold.

3.3 Conserved variables

In general, one or more of the conserved quantitiesp, h and Zj might vary in space or time due to
other processes than chemical reaction, e.g. mixing and cooling/heating. If variations in a conserved
variable are expected to be important in the application, then this variable should be added to the
manifold as an additional controlling variable. In burner-stabilized flames, e.g., the enthalpy changes
due to non-adiabatic effects resulting from flame stabilization. Furthermore, cooling due to radiation
or walls may cause the enthalpy to decrease. To account for these enthalpy changes, the FGM is
extended withh being an additional parameter. The manifold is extended by solving the 1D flamelet
equations (7.23)–(7.25) for different values ofh−∞. Corresponding to theNpv-dimensional manifold,
we then obtain a(Npv + 1)-dimensional manifold parametrized byNpv progress variables and one
additional controlling variableh.

Changes in the other conserved variables can be treated similarly, yielding aNcv-dimensional
manifold with Ncv = Npv + Nav the total number of controlling variables andNav the number of
additional controlling variables.Nav has a maximum value ofNe+ 1, i.e. the number of independent
conserved variables. However, only a small number of additional controlling variables is needed for
most applications, because in many cases several conserved variables can be assumed constant. In
open systems, for instance, the pressure is constant and does not have to be used as an additional
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controlling variable.
In the remaining part of this chapter we discuss the application of FGM to laminar premixed

burner-stabilized flames. Since these flames are purely premixed, the element mass fractions are con-
stant apart from local changes due to differential diffusion effects, which are included in the manifold.
Because the pressure is also constant in these flames, the enthalpy is the only conserved variable in
which significant changes are expected(Nav = 1). Since no large multi-dimensional perturbations are
expected as well, one progress variable is used(Npv = 1), resulting in a 2D manifold. As explained
in section 3.2 more progress variables can be used to increase the accuracy of the method. Since this
implies that more differential equations have to be solved and the look-up procedure in the database
becomes more complicated, the gain in computation time will decrease. Therefore, a small number of
controlling variables is preferred.

4 Application of FGM

The application of FGM in flame simulations can be divided in two parts. The first part is the pre-
processing step: the generation and storage of the flamelet data. This is explained in section 4.1. The
second part, described in section 4.2, considers the equations to be solved during the flame computa-
tion itself.

4.1 Storage and retrieval

The implementation of FGM in a reacting-flow code is similar to the implementation of ILDM. The
low-dimensional manifold is found by solving steady-state equations in a pre-processing step and the
manifold is stored in a look-up table. In the FGM method a manifold is constructed by using solutions
of the 1D flamelet equations (7.23)–(7.25).

To construct a 2D manifold with enthalpy variations, a series of flamelets is computed for different
values ofh−∞ as mentioned in section 3.3. The first flamelet is solved for an initial mixture with a rel-
atively high temperature, sayT−∞,max= 390 K. For the following flamelets the enthalpy is decreased
by lowering the temperature of the initial mixture in steps of approximately 30 K. The 1D flamelet
equations are solved by using a modified Newton method, in which the previous flamelet is used as
the initial guess of the new solution. Since the difference between two succeeding flamelet solutions
is small, a few iterations are sufficient to reach a converged solution. When an initial temperature of
aboutT−∞,min = 240 K is reached, another method to lowerh−∞ is applied, because lower temper-
atures are not realistic. From hereon the enthalpy is decreased by converting a fraction of the initial
fuel with oxygen into the products CO2 and H2O, keeping the element composition constant and the
initial temperature atT−∞,min. This process is continued until the flame temperatureTb becomes too
low and the flame extinguishes.

This method to lowerh−∞ is not unique and the initial mixtures could be chosen otherwise.
However, as argued in section 3.2, the exact choice of the starting points is not crucial.

The resulting data set is shown in figure 7.5 for a stoichiometric methane/air mixture, whereYO2

andh have been appointed as controlling variables. The mass fraction of oxygen is chosen as progress
variable, because it is continuously decreasing in these flamelets. The progress variable is scaled using
the initial and equilibrium valueYO2,−∞ andYO2,eq of the 1D manifold(T−∞ = 300 K):

Y = YO2 − YO2,−∞
YO2,eq− YO2,−∞

. (7.28)

Since at low enthalpy the mass fraction of O2 can be smaller thanYO2,eq ath = hu, the value ofY can
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Figure 7.5: Projection of the two-dimensional FGM data set onto theY–h plane for a stoichiometric
methane/air mixture. The bold curve indicates the 1D manifold. In the circle a detail of the underlying flamelets
is magnified.

be larger than 1 (see figure 7.5). Because enthalpy is conserved in the flamelet equations, the initial
and equilibrium value ofh are the same in each flamelet. However, due to differential diffusion effects
the enthalpy changes locally in the flamelets. This also holds for the element mass fractions, which
are governed by a similar equation as the enthalpy. Since these local variations are included in the
manifold, additional controlling variables are not needed to model differential diffusion effects, while
in ILDM these changes can only be accounted for by using additional controlling variables.

In literature several techniques to store manifold data have been proposed, ranging from artificial
neural networks [2] andin situ adaptive tabulation [19] to orthogonal polynomials [26]. The most
important criteria for judging these storage techniques are the memory required for the storage of
the table, the CPU time required to retrieve a value, and the accuracy of the retrieved value. In the
following a method is explained which exploits the characteristics of the data set, resulting in a fast,
accurate, and stable look-up procedure.

For each separate flamelet all dependent variablesϕ, that are needed in combustion simulations,
and the enthalpy are stored as a function of the progress variable. To realize this, theY range is
divided into equal-sized regions, and a cubic polynomial is fitted to the data points in each region
(see figure 7.6). The resulting fit, consisting of the separate cubic polynomials, and its first derivative
are forced to be continuous at the region boundaries. In order to predict the inlet and equilibrium
composition accurately, the fit matches the data set exactly at both compositions. The accuracy of the
fit can be improved by increasing the number of regions or the order of the polynomials.

To retrieve data from the manifold for given values of the controlling variables the following
procedure is followed. First it is determined where the entry(Y?, h?) is located. Therefore, the
enthalpy is evaluated in two succeeding flamelets atY = Y?, yielding hi andhi+1 for flameletsi and
i + 1 such thathi+1 < h? < hi (cf. figure 7.5). In the next step, intermediate values for the dependent
variables are evaluated in both flamelets:ϕ i andϕ i+1. The final valueϕ? is obtained using a linear
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Figure 7.6: Piece-wise polynomial fit (line) to the data points (dots). In this example theY range is divided in
3 regions and in each region the data is fitted with a cubic polynomial.

interpolation between these values:

ϕ? = h? − hi+1

hi − hi+1
ϕ i + hi − h?

hi − hi+1
ϕ i+1. (7.29)

Due to this linear interpolation as a function ofh, the first derivative ofϕ with respect toh is dis-
continuous at the flamelets, which may be a problem in gradient-based solvers. This problem can
be solved by using a higher-order interpolation. However, since the dependent variables change very
smoothly in the direction ofh, this imperfection has no consequences in our case.

One of the main advantages of this storage technique is that the boundaries of the tabulated domain
are known very accurately. Therefore, effective measures can be taken if an entry is outside this
domain, resulting in a robust look-up method. Such a measure is needed, for instance, when burnt
gases are cooled intensively, e.g. due to a local heat sink. The enthalpy of the mixture then drops
below that of the ’coldest’ flamelet, and the composition enters the so-called low-enthalpy region,
shown in figure 7.7. Since no flamelet data is available there, the manifold must be continued into
this region. A similar problem occurs in ILDM: at low temperatures the steady-state equations do
not yield a solution and the manifold is continued into the cold region by linear extrapolation [12].
Recently, Gicquelet al. [5] proposed a method very similar to FGM called flame prolongation of
ILDM (FPI) to tackle this problem. They prolongated the ILDM into the cold region by using the
compositions in a 1D flame. Effectively, the 1D ILDM becomes exactly the same as the 1D FGM
by using this prolongation technique. Application of FPI to multi-dimensional manifolds with two or
more progress variables is not discussed in [5].

In FGM the manifold is prolongated into the low-enthalpy region as follows. First the low-
enthalpy region is mapped onto the unit square(η, ζ ) = [0,1] × [0,1] by using

η = Y − Y−∞
Yeq− Y−∞

and ζ = h− hmin

hL − hmin
, (7.30)
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Figure 7.7: Interpolation in the low-enthalpy region.

wherehL(η) is the enthalpy at the coldest flamelet andhmin the enthalpy of the chemical equilibrium
with T = Tmin (point A in figure 7.7). The profiles of the dependent variables along the coldest
flameletϕ(η,1), the initial mixturesϕ(0, ζ ) and the chemical equilibriaϕ(1, ζ ) are known. The
values in the low-enthalpy region are approximated by interpolation using these profiles:

ϕ(η, ζ ) = ϕ(η,0)+ [ϕ(η,1)− ϕ(η,0)] [η f (ζ )+ (1− η)g(ζ )] , (7.31)

with

f (ζ ) = ϕ(1, ζ )− ϕ(1,0)
ϕ(1,1)− ϕ(1,0) and g(ζ ) = ϕ(0, ζ )− ϕ(0,0)

ϕ(0,1)− ϕ(0,0) . (7.32)

Whenϕ(1,1) = ϕ(1,0) or ϕ(0,1) = ϕ(0,0), linear relations are used instead of (7.32), i.e.f (ζ ) = ζ
andg(ζ ) = ζ . Since in most practical cases extensive cooling takes place in the burnt gases after the
flame front, most entries in the low-enthalpy region are very close to chemical equilibria(η = 1),
where almost no interpolation error is made. Although this procedure to continue the manifold in the
low-enthalpy region is rather ’ad-hoc’ and might need some more attention, it appears to work quite
well.

4.2 Reduced set of equations

After the FGM is stored in a database, it can be linked to a standard CFD code. This means that to-
gether with the momentum and continuity equations, the CFD code has to solve differential equations
for the controlling variables. In ILDM these conservation equations for the controlling variables are
derived by a projection of the full system onto the manifold. The different terms in the governing
equations are projected using the left eigenvectorssL

fast corresponding to the fast chemical processes
[12]. Due to the definition of the ILDM, the convection and the chemical source terms remain un-
changed and only the diffusion term is affected by the projection. The projection of the diffusion
term in ILDM is schematically shown in figure 7.8 (a), where it can be seen that the diffusion term
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Figure 7.8: Projection of the different terms onto the manifold (dashed line) in the ILDM (a) and FGM (b)
method. The different terms and their projections are represented by black and gray arrows, respectively.

D is restricted to the manifold due to the balance between the large chemical productionR+st and
consumptionR−st terms in the steady-state relation. Since the burning velocity of premixed laminar
flames is determined by a balance between reaction and diffusion, an accurate projection of the diffu-
sion terms is important. Although the eigenvector projection is mathematically the only correct one,
other (simplified) projection techniques have been used successfully [3, 4, 6].

As shown in figure 7.8 (b), the steady-state relations in the FGM method are given by a balance
between 1D convectionC, diffusion D and reactionR: C +D +R = 0. The vectorP represents
the multi-dimensional perturbations in (7.17), which are projected onto the manifold by the large
termsC, D andR. The main difference with ILDM is that in FGM the steady-state relations (7.24)
hold for all species, effectively ’freezing’ the mixture composition. Therefore, the multi-dimensional
perturbations are not only projectedonto the manifold, butin the manifold as well. This results in
P = 0, which is of course related to the assumption that the multi-dimensional perturbations are
neglected. If a flame is extremely stretched or curved locally, the perturbations cannot be neglected
and the dimension of the manifold should be increased, reducing the component ofP perpendicular
to the manifold.

Since in the FGM method all species are assumed to be in a ’1D steady state’, a projection of
the full set of equations onto the manifold does not result in differential equations for the controlling
variables like in ILDM. Therefore, ordinary conservation equations for the controlling variablesY
andh are used in FGM. The differential equation forY reads

∂(ρY)

∂t
+∇·(ρuY)−∇·

(
λ

LeYcp
∇Y

)
= ω̇Y, (7.33)

which does include the multi-dimensional perturbation for the progress variablePY. Because the
multi-dimensional perturbations depend on the choice of progress variable, the final result also de-
pends on this choice. This is not the case in ILDM if the eigenvector projection is applied. However,
if the multi-dimensional perturbations are small, the differences between results computed with dif-
ferent progress variables will be negligible.

The conservation equation for the enthalpy is given by

∂(ρh)

∂t
+ ∇·(ρuh)−∇·

(
λ

cp
∇h

)
= ∇·H , (7.34)
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whereH represents the enthalpy flux due to differential diffusion:

H = λ

cp

Ns∑
i=1

(
1

Lei
− 1

)
hi∇Yi , (7.35)

being a function of the species mass fraction gradients. Application of the chain rule yields

H = λ

cp

Ns∑
i=1

(
1

Lei
− 1

)
hi

(
∂Yi

∂Y
∇Y + ∂Yi

∂h
∇h

)
, (7.36)

stating thatH depends on the gradients ofY andh. This may lead to unrealistic energy fluxes through
inert walls, where∂Yi

∂n = 0 but ∂h
∂n 6= 0. This problem is caused by the introduction of a manifold and

is thus present in all manifold techniques. In FGM this problem can be circumvented by assuming
that locally the enthalpy is given by the flamelet relationh = h1D(Y), which is a function ofY only.
This approximation is related to the assumption that locally no heat losses occur. Using this relation
betweenh andY, the enthalpy fluxH can be written as a function of the gradient ofY only:

H = c∇Y, with c = λ

cp

Ns∑
i=1

(
1

Lei
− 1

)
hi

(
∂Yi

∂Y
+ ∂Yi

∂h

∂h1D

∂Y

)
. (7.37)

The coefficientc is stored in the FGM database together with the variables needed to solve the con-
servation equations, i.e.ρ, λ, cp, T andωY. This is obviously much more efficient and accurate than
storing the species mass fractions and computing these variables at run-time.

5 Test results

To demonstrate the performance of the FGM method, two test cases of premixed laminar methane/air
flames have been simulated by using a 2D manifold as presented in the previous section. Results are
shown for one and two-dimensional burner-stabilized flames, and they are compared with results ob-
tained with the reaction mechanism from Smooke [23], which consists of 16 species and 25 reversible
reactions.

5.1 One-dimensional validation

Apart from numerical inaccuracies, the most elementary premixed flame – the freely propagating flat
flame – should be reproduced exactly by FGM. Burner-stabilized 1D flames, however, are subjected
to non-adiabatic effects due to heat losses to the burner and are therefore more challenging. The
burner outflow is positioned atx = 0 and the burner areax < 0 is kept at a constant temperature
of Tburner= 300 K. Stationary solutions are computed for different values of the mass burning rate
m ranging from 0.05 to 0.40 kg m−2 s−1. The adiabatic mass burning rate of this stoichiometric
methane/air flame ism = 0.421 kg m−2 s−1, which corresponds to a laminar burning velocity of
sL = 0.375 m s−1. The flames are computed with the 1D flame solver CHEM1D [1] developed at
the Eindhoven University of Technology. This code uses an exponential finite-volume discretization
in space and the resulting system is solved using a fully implicit, modified Newton technique [24].
Adaptive gridding is implemented to increase the resolution around the flame front.

Form= 0.30 kg m−2 s−1 the profiles of the controlling variablesYO2 andh are shown in figure 7.9.
It can be seen that the results of the FGM method are in excellent agreement with those of the detailed
reaction mechanism. Although the enthalpy is conserved in the flamelets that are used to construct the
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Figure 7.9: Profiles of the controlling variablesYO2 andh in a one-dimensional burner-stabilized flame with
m = 0.30 kg m−2 s−1. Line: detailed chemistry; symbols: FGM. The symbols do not represent the computa-
tional grid; a much finer grid has been used in the calculations.
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grid; a much finer grid is used in the calculations.
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Figure 7.11: Arrhenius plot for the flame temperatureTb and the stand-off distanced as function of the mass
burning ratem (log scale). Line: detailed chemistry; symbols: FGM.

manifold, the enthalpy drop due to heat losses in the burner is modelled correctly with FGM. Beside
these non-adiabatic effects in the burner, the large gradients inh in the flame front due to Lewis-
number effects(0< x < 1 mm) are reproduced very well. The mass fractions of CH2O and H are
displayed as function ofx in figure 7.10. Even for these radicals, which are very difficult to reproduce
accurately using ILDM, the resemblance between the FGM and detailed results is striking.

In figure 7.11 two global observables of 1D burner-stabilized flames are presented as function of
the mass burning rate. These global observables are the non-adiabatic flame temperatureTb and the
stand-off distanced, here defined as the position where the absolute value of the chemical source term
|ω̇O2| reaches its maximum. The flame temperature is measured in the burnt mixture atx = 10 cm, and
is presented in the form of an Arrhenius plot. The differences in the flame temperature are smaller than
5 K and, therefore, almost invisible in the figure. Although the results for the stand-off distance are
somewhat poorer, the deviation is within 1 percent of the flame thickness and therefore, also hardly
visible in figure 7.11. Because at low mass burning rates the deviation from an adiabatic flamelet
increases, the difference between the FGM and detailed computations increases as well.

5.2 Two-dimensional validation

The potential of the FGM method is demonstrated by a calculation of a 2D burner-stabilized laminar
premixed flame. In this test case almost all the features found in premixed laminar flames — such
as flame cooling, differential diffusion, stretch and curvature — are present. We have simulated a
methane/air flame with an equivalence ratio ofφ = 0.9 which stabilizes on a 2D slot burner in a
box. The computational domain of the burner configuration is shown in figure 7.12. The burner
slot is 6 mm wide, while the box is 24 mm wide. The burner and box walls are kept at a constant
temperature ofTwall = 300 K. The velocity profile at the inlet is parabolic with a maximum velocity
of vmax= 1.0 m s−1.

Isocontours ofT and the mass fractions of O2, CO, H, CH2O and O are shown in figure 7.13 on a
portion of the computational domain for both the detailed and reduced chemistry computations. It can
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Figure 7.12: Numerical configuration used for the 2D computation. Results are shown for the region enclosed
by the dotted line.

be seen that the results obtained with the FGM method are in excellent agreement with the detailed
chemistry computations: not only the position of the flame front is predicted very well, but the absolute
values of the mass fractions are reproduced as well. Flame cooling governing the stabilization of the
flame on the burner is captured very well by FGM, although one can hardly speak of flamelets in
this cold region. Also in the flame tip, where stretch and curvature are very important, the reduced
chemistry computations appear to coincide with the detailed chemistry calculations. Close to the
burner wall there are some differences in theYCO contours: the contours do not attach to the wall
in the FGM case. SinceYCO follows directly from the manifold database, which does not include
diffusion along the flame front, the CO concentration is under-predicted by FGM in this diffusion-
dominated area. To take this into account the manifold should be extended with a second progress
variable.

The main difference between the detailed and reduced chemistry computations is the computation
time. The computation with detailed chemistry took approximately two weeks to converge, while the
FGM results were obtained within a few hours. These figures are only a rough indication of the gain
in computation time, because different numerical solvers, grids and initial fields have been used. In
the next section a more accurate study of the numerical efficiency of FGM is discussed.
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Figure 7.13: Isocontours ofT , YO2, YCO, YH, YCH2O andYO computed using detailed chemistry (left) and FGM
(right). The contours are drawn at equal intervals covering the entire range of each variable (indicated in the
upper right corner of each graph). The same isolevels are used for detailed and FGM computations. The space
coordinates are given in cm.
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Mixture Chemistry model tstep(ms) ttotal (s) Error (%)
H2/air Detailed Ns = 7, Nr = 7 226 481 0

ILDM Npv = 1, Nav = 1 110 63 8.63
FGM Npv = 1, Nav = 1 112 62 0.08

CH4/air Detailed Ns = 16, Nr = 25 657 998 0
ILDM Npv = 1, Nav = 1 - - -
FGM Npv = 1, Nav = 1 110 46 0.05
FGM explicit Npv = 1, Nav = 1 9 21 0.05

Table 7.1: Results of time-dependent 1D flame simulations using different reaction models. The computation
time per time step,tstep, the total simulation time,ttotal, and the error (7.38) are shown.

5.3 Computational efficiency

Besides the accuracy, the efficiency is another important aspect of reduction methods. In order to give
a further indication of the efficiency of FGM, the computation times of detailed and reduced chemistry
simulations with ILDM and FGM are compared. For all models we determined the time needed to
perform a time-dependent flame simulation at the same conditions. 1D burner-stabilized flames have
been modelled for a period of 10−3 s. At t = 0 the mass flow rate has been reduced from 90% to
85% of the adiabatic mass burning rate. To solve the equations we have used the fully implicit solver
CHEM1D [1] with adaptive time stepping. The FGM method has also been used with an explicit time
stepper using constant time steps.

Two different mixtures are considered: a stoichiometric hydrogen/air and methane/air mixture.
The hydrogen reaction mechanism contains 7 species and is a subset of the methane reaction mecha-
nism from [23]. The manifolds used are 2D with one progress variable and the enthalpy as additional
controlling variable. The same look-up procedure is used for both manifold methods. Lewis numbers
equal to 1 are used in order to prevent variations in the element mass fractions. The computations are
performed on a Silicon Graphics R10000 workstation and the results are shown in table 5.3.

For the hydrogen/air mixture the CPU time per time steptstepreduces a factor 2 when a manifold is
applied. This speed up is caused by the reduction of the number of differential equations to be solved.
For the detailed chemistry simulation of the methane/air mixture,tstep is 3 times larger than for the
hydrogen/air mixture, because approximately 3 times as much differential equations and reaction rates
have to be computed. For the reduced chemistry computations, however,tstep is independent of the
number of species and reactions in the detailed reaction model. Therefore, the speed up is almost a
factor 6 for the methane/air mixture. In this case the speed up is not only caused by a smaller number
of equations to be solved, but by a faster evaluation of the chemical source terms as well. For the
simple hydrogen mechanism with only 7 reactions, the direct computation of the chemical source
term is as fast as the retrieval from the manifold database.

Another advantage of using reduced models is that larger time steps can be taken, because the
smallest time scales have been eliminated. Therefore, the total CPU timettotal of the hydrogen/air
computations using reduced chemistry is 8 times less than the detailed chemistry simulation. For the
methane/air flame, the total speed up becomes a factor 20. An even higher efficiency is reached if
an explicit time-integration scheme is used for the reduced chemistry computations. In that case the
CPU time is reduced by almost a factor of 50 compared to the methane/air simulation using detailed
chemistry. For more complex reaction mechanisms (GRI-mech:Ns = 49, Nr = 279 [22]) and multi-
dimensional systems the speed up will be even larger.

Since the same storage and retrieval method is used for the ILDM and FGM computations, the
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CPU times are almost the same. The results computed with the 2D FGM are, however, more accurate
than the results computed with the 2D ILDM. To have an indication of the accuracy, the time evolution
of the enthalpyh(0, t) at the burner edge is compared with results obtained with detailed chemistry.
The error is defined as the absolute difference with the enthalpyhdet computed with detailed chemistry
averaged over the total simulation period1t , viz.

Error= 1

1t1h

1t∫
0

|h(0, t)− hdet(0, t)|dt. (7.38)

The error is scaled with the total variation in the enthalpy1h = hdet(0,0) − hdet(0,1t). For the
hydrogen/air mixture the error in the ILDM computation is almost 9%. This error is mainly caused
by the error in the adiabatic burning velocity, which is 8% too low in the ILDM case. The error of
the FGM computations is smaller than 0.1% for both gas mixtures. For the methane/air mixture it is
not possible to perform an ILDM computation, because an applicable 2D ILDM cannot be generated.
Only in a small region around chemical equilibrium, enough chemical processes can be assumed in
steady state. A 3D ILDM with two progress variables can be found for temperatures higher than
1200 K, but the accuracy is still too low and the mass burning rate is overestimated by a factor 2 [3].
Three progress variables and the enthalpy would result in a 4D manifold. Besides that these high-
dimensional manifolds require a large amount of memory and are less efficient than low-dimensional
manifolds.

The computation of the 2D FGM databases used in these simulations involved approximately 30
minutes, which is quite long compared to the CPU times listed in table 5.3. Obviously, it is not
efficient to construct a FGM for a single 1D flame simulation. However, the computation time that
can be gained by using FGM in a series of multi-dimensional flame simulations is orders of magnitude
larger than the time needed to construct the database.

Another important numerical aspect of flame simulations is the computational grid. Related to the
wide range of time scales, there is also a large difference in length scales in premixed laminar flames.
In order to resolve the thin reaction layer, where peaks in the different radical concentrations occur
(cf. figure 7.10), many grid points with fine spacing are required to get an accurate representation of
the solution. When FGM is applied, these small scales do not have to be resolved, because the flame is
described by the relatively slowly varying progress variable. To demonstrate this, adiabatic 1D flames
have been computed on grids with a different number of grid points. In figure 7.14 the relative error
in the mass burning rate is plotted as function of the number of grid pointsNp in the flame front. The
relative error is defined as(mNp −m)/m, wheremNp is the mass burning rate computed withNp grid
points in the flame front. The value ofm is found by Richardson extrapolation.

The detailed chemistry and FGM results show the same behaviour: for largeNp the error decreases
quadratically with the number of grid points, indicating that the space discretization is second order.
At lower values ofNp the behaviour is only first order, which is typical for the discretization scheme
of Thiart [25] used in the code. Because the smallest scales do not have to be resolved, the error of
the FGM computations is approximately 50% smaller than detailed chemistry computations with the
same number of grid points. In other words, when FGM is applied, 25 percent less grid points are
required to reach the same accuracy as in the detailed chemistry computations.

6 Conclusions

In this chapter the FGM method has been introduced and it has been used to compute burner-stabilized
premixed laminar flames. Since a manifold is generated by using flamelets in FGM, it can be con-
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Figure 7.14: Relative error in the mass burning rate(mNp −m)/m as function of the number of grid pointsNp

in the flame front. Open symbols: detailed chemistry; filled symbols: FGM. The line indicates a slope of−2.

sidered as a combination of a manifold and a flamelet approach. It combines the advantages of both
approaches. FGM shares the basic idea with flamelet methods that a multi-dimensional flame can be
regarded as a set of 1D flames. It is assumed that the structure of the flame front is similar in both types
of flames and that the mixture composition is governed by a balance between 1D convection, diffusion
and reaction. Since the main parts of convection and diffusion are included in the flamelet equations,
the FGM is more accurate in regions where reaction is balanced by convection and diffusion than
methods based on local chemical equilibria. In high-temperature regions, where chemistry is domi-
nant, the flamelets are attracted by the ILDM and the ILDM and FGM are identical. Because FGM
is more accurate in ’low’-temperature regions, less controlling variables are needed, which makes
it an efficient reduction method. Test results of burner-stabilized methane/air flames show that only
one progress variable apart from the enthalpy is sufficient to reproduce detailed chemistry simulations
very well. A comparison with results obtained using a similar 2D ILDM is not possible, because for
methane/air mixtures an ILDM with one progress variable can only be found in a small region around
chemical equilibrium. This makes the application of this ILDM in flame simulations practically im-
possible. When two progress variables are used, a usable ILDM can be constructed. However, it
overestimates the mass burning rate by a factor of two [3], which would probably result in flash-back
for the 2D flame considered in this chapter, while the FGM with one progress variable predicts the
correct position of the flame front.

The implementation of FGM in a flame simulation is typical for a manifold method. The reac-
tion rates and other essential variables are stored in a database, which is used to solve the differential
equations for the controlling variables. Because ordinary conservation equations are solved, the im-
plementation in CFD codes is relatively easy compared with flamelet methods. In existing flamelet
methods a kinematic equation for the scalarG is solved [16, 28]. In this so-calledG-equation the
burning velocity enters explicitly and the influence of flame stretch and curvature have to be mod-
elled. Moreover, while the conservation equations for the controlling variables are valid throughout
the complete domain, theG-equation is only valid at one valueG = G0, which denotes the position
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of the flame sheet. Everywhere elseG is simply defined as the distance to the flame sheet(|∇G| = 1),
resulting in a flame of constant thickness. In FGM the flame thickness is in general not constant and,
as the burning velocity, it follows from the conservation equations for the controlling variables. A dis-
advantage of solving conservation equations for the controlling variables, however, is that the flame
front needs to be resolved. This requires a large number of grid points compared to flamelet methods
which do not have to resolve the internal structure of the flame front.

An advantage of FGM is that the number of progress variables is not limited to one as in existing
flamelet approaches. Although the test results show that one progress variable and the enthalpy are
sufficient to reproduce detailed chemistry simulations very well, more progress variables can be added
to increase the accuracy of the method. Addition of progress variables might cause problems in the
look-up procedure as described in section 4.1, because the different flamelets converge to form a
lower-dimensional manifold (cf. figure 7.4). However, this problem can be solved by using a modified
look-up technique. When the difference between the flamelets is too small (and the dimension of the
manifold has actually decreases locally), the values are retrieved from the flamelet(s) in the lower-
dimensional manifold.

A disadvantage of FGM compared to ILDM is that a general procedure to create multi-dimensional
manifolds cannot be derived. Since the researcher has to determine the starting points of the flamelets,
the construction of a FGM cannot be automated to the same degree as that of an ILDM, where only
the dimension of the manifold has to be prescribed by the researcher.

The test results presented in this lecture demonstrate the enormous potential of FGM. Results
of computations with detailed chemistry have been reproduced very accurately within a fraction of
the computation time. Since a FGM with one progress variable reaches the same accuracy for a
methane/air flame as an ILDM with at least 3 dimensions, the dimension of the look-up database can
be low. This not only reduces the computation time, but it also makes the numerical implementation
relatively easy. The implementation of FGM in CFX-4 made it possible to simulate the combustion
process in a realistic furnace [14] including radiation.

A detailed investigation of the effects of the multi-dimensional perturbations on the accuracy of
FGM is given by Van Oijen [13]. The influence of flame stretch and the deviations from purely
premixed behaviour are studied systematically in [13].
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Chapter 8

Introduction to turbulent combustion

D. Roekaerts

1 Overview

1.1 Practical importance

Turbulent combustion is of interest both because of its practical importance and because the funda-
mental scientific questions it raises. Some practical systems in which turbulent combustion takes
place are furnaces, gas turbines, internal combustion engines and flares. The interest of society in an
economic, clean and safe operation of these devices is an important driving force for the development
of experimental techniques and models to acquire good understanding of turbulent combustion. Such
understanding is needed in the design of systems producing minimal environmentally harmful emis-
sions. For example, the strong dependence of nitric oxide (NOx) formation on temperature has made
it necessary to gain a better understanding of temperature fluctuations and their influence on mean
chemical reaction rates. Apart from this, the global environmental effect by combustion products
(CO2) provides a drive towards more efficient and integrated combustion processes using fuels with a
low C/H ratio.

On the other hand, description and prediction of phenomena in a turbulent reacting flow is also
challenging from academic point of view. The combination of non-linear fluid dynamics with non-
linear kinetics, causes very complex phenomena. Combustion in laminar flames is already complex
due to the combination of complex diffusion properties and complex kinetics with a wide range of
chemical time and length scales. But turbulence adds to this the complexity of a wide range of time
and length scales in flow phenomena and makes the need for effective simplified models even stronger.
Here ‘simplified’ in the first place refers to the fact that an incomplete and approximate picture of the
phenomena is given. The model itself may in fact have a quite complex appearance. Different models
are developed for different types of flames, e.g. turbulent premixed gaseous flames, turbulent non-
premixed gaseous flames (also called turbulent diffusion flames) and spray flames. These notes only
address gaseous combustion, with most emphasis on non-premixed flames.

1.2 Computational methods

The physical and chemical phenomena in turbulent flames are described by the transport equations for
momentum, energy and mass fractions of all species, thermodynamic equations of state and expres-
sions for kinetic rates and physical properties (viscosity, diffusivity). Solving this system of equations,
resolving all details of the flow is called direct numerical simulation (DNS). This does not necessar-
ily imply that all features of combustion are resolved. DNS studies often use simplified physical
properties and kinetic rates, or neglect density changes by heat release.
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The physical and chemical complexity of a turbulent reacting flow is most compactly characterised
by the Reynolds numberReand the Damk¨ohler numberDa. The Reynolds number characterises the
extent of the turbulent energy cascade. The ratio of sizes of large and small eddies scales asRe0.75, the
ratio of the time scale of large and small eddies scales asRe0.5. The Damköhler number is the quotient
of a characteristic time scale of turbulence (in combustion studies most often taken as the large scale)
and a characteristic time scale of chemical reaction. SmallDa corresponds to slow reactions and
large Da to fast reactions. The complexity of the flow increases withReandDa and only flows with
sufficiently low ReandDa can be calculated using DNS. (The special case of sufficiently lowReand
infinitely high Da can also be handled). Nevertheless DNS is a useful tool to come to fundamental
understanding and also to produce data sets that can be used for the validation of models.

When considering models for turbulent flows one can distinguish between traditional turbulence
models calculating a set of mean values (Reynolds Averaged Navier-Stokes model, RANS) and a more
detailed approach calculating all structures in the flow larger than a certain limiting scale (Large-eddy
simulation model, LES). RANS modelling is a well-established approach, implemented in many com-
mercially available Computational Fluid Dynamics (CFD) codes. Because LES uses more generally
valid assumptions and becomes more and more feasible with the increase in available computer power,
it is expected that LES will also be more and more used in practical applications.

In RANS studies one considers the turbulent flow from a statistical point of view and then restricts
the description to a subset of all statistical properties, e.g. in the simplest case only the mean value and
variance of velocity and concentrations. The mean values that are considered can be time-averages
or ensemble-averages depending on the situation. When not only average and standard deviation
but the complete set of statistical properties at a point in space is considered the method is called
Probability Density Function (PDF) method. In LES the evolution in time and space of a turbulent
flow is calculated in such a way that all flow details which are larger in space than a certain given
(filter) size are resolved. All smaller scales are only implicitly taken into account. In both classes
some properties are not explicitly calculated, in the first class these are statistical properties such as
correlations between variables at different position in space, in the second class this concerns small-
scale or subgrid motions. Therefore, in both classes some assumptions are needed before a closed set
of model equations is obtained: this situation is known as the turbulence closure problem.

In the case of RANS of turbulent reacting flow, chemical reaction terms represent a severe closure
problem, because the mean chemical reaction rate cannot be expressed as a function of mean tem-
perature and mean concentrations. The role of turbulent fluctuations can not be neglected. Different
solutions to this problem have been proposed in the literature [3, 4, 5].

A very general method is that in which the joint probability density function (PDF) of scalars
quantities (mass fractions and enthalpy, or a suitable subset based on reasonable approximations) is
computed with the help of Lagrangian methods. Lagrangian methods solve evolution equations for
properties of fluid elements (position, velocity, temperature, chemical composition, etc.) in contrast
to Eulerian methods which solve transport equations for mass, momentum, energy and species. Many
of these evolution equations are stochastic ordinary differential equations, for which special solution
techniques have been developed. The essential advantage of Lagrangian methods compared to Eu-
lerian methods, is that they do not have a turbulence closure problem related to chemical reaction.
This follows from the fact that chemical reaction is a local process and the fluid elements used in the
Lagrangian simulation each contain a complete description of a the local conditions [6, 7, 3, 4].

Also in LES, the chemical reaction term gives a closure problem. The resolved reaction rate,
appearing in the Eulerian transport equation for the resolved concentrations, cannot be expressed in
terms of the resolved concentration and temperature fields. The analogue in LES of the observation
made in RANS that fluctuations influence the mean reaction rate, is that in this case subgrid scale
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fluctuations influence the mean reaction rate. The analogue of the PDF approach in the context of
LES then is a probability density function representing the relative occurrence of values of physical
quantities on the sub grid scale. Such a density is called filtered density function (FDF), referring to
the LES approach of calculating only phenomena at scales larger than a given filter scale [8]). In the
combination of LES and FDF, phenomena on scales larger than the filter scale are explicitly calculated
and the phenomena on smaller scales are represented in a statistical sense using the filtered density
function. The FDF can be obtained by Lagrangian simulation in a similar way as the PDF.

Because combustion involves a lot of chemical species and reactions, successful modelling de-
pends on the ability to select the most relevant thermo-chemical variables as independent scalars, for
which full transport equations have to be solved, and keeping the other variables as dependent scalars.
For non-premixed flames the primary variable is themixture fraction, which characterises the mixing
of fuel and oxidiser. For premixed flames it is theprogress variable, which characterises the evolution
from cold reactants to hot products. Selecting them as independent scalars, in both cases the profiles
of dependent variables versus independent scalar are obtained from assumptions. E.g. in flamelet
modeling they are obtained from the calculation of a laminar flame. We shall return to this in section
5.

In the following, first an introduction will be given to the statistical description of turbulence.
To start, instantaneous conservation equations are considered because they provide the basis for the
averaged equations and also for the transport equation satisfied by the probability density function.
Next some basic concepts from statistics are considered. Finally the mean conservation equations
are introduced and a discussion of the main closure problems and their possible solution in terms of
second moment equations, PDF’s, and fast chemistry models are given. Further information can be
found in the literature [1, 2, 6, 9, 3, 4, 5].

2 Instantaneous conservation equations

Conservation of mass is expressed by the continuity equation:

∂ρ

∂t
+ ∂ρUi

∂xi
= 0 (8.1)

conservation of momentum (here in the absence of external forces) by the Navier-Stokes equation:

∂

∂t
ρUi + ∂

∂xj
ρUj Ui = − ∂p

∂xi
− ∂

∂xj
Ti j (8.2)

in which p is pressure andTi j the viscous stress tensor. For a Newtonian fluid the viscous stress tensor
contains only simple shear effects and can be written as:

Ti j = −µ
(
∂Ui

∂xj
+ ∂Uj

∂xi

)
+ 2

3µ
∂Uk

∂xk
δi j (8.3)

in whichµ is the dynamic viscosity.
The conservation equations for species mass fractions, denoted here by the scalar vectorφ, read:

∂

∂t
ρφα + ∂

∂xj
ρUjφα = − ∂

∂xj
Jαj + ρSα(φ) (8.4)

whereJαj is the diffusion flux andSα is a chemical reaction source term. Neglecting effects of thermal
diffusion and external body forces and assuming Fickian diffusion, the flux reads:

Jαj = −ρD
∂φα

∂xj
(8.5)
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in which D is the mass diffusion coefficient which here for simplicity is assumed to be equal for all
species. The enthalpy conservation equation which in general is also needed, is also of the form 8.4
with the enthalpy source term in particular containing effects of radiative heat transfer. The description
is completed with the thermodynamic equation of state and the caloric equation of state (relating
enthalpy and composition to temperature).

3 Basic definitions from statistics

3.1 One-point statistics

Consider the variableφ which is a function of spacex and timet (denoted byφ(x, t)). The distribution
function F of φ is defined as:

Fφ(ψ; x, t) ≡ P{φ(x, t) < ψ} (8.6)

in whichψ is the sample space variable ofφ which takes all possible values ofφ and P{...} stands
for the probability that the field valueφ at (x, t) is smaller thanψ . Theprobability density function
(PDF) is defined as:

fφ(ψ; x, t) = ∂

∂ψ
Fφ(ψ; x, t) (8.7)

The probability that a realization ofφ(x, t) lies betweenψ1 andψ2 is given by:

P{ψ1 < φ(x, t) < ψ2} =
∫ ψ2

ψ1

fφ(ψ; x, t)dt = Fφ(ψ2; x, t)− Fφ(ψ1; x, t) (8.8)

The end values ofF are appropriately defined asF(−∞) = 0 andF(+∞) = 1. Field values and
probability functions in general are considered to be functions of space and time but to simplify the
notation the variablesx andt are often omitted without further notification.

Theaverageor expectationof φ is denoted byE{φ}, 〈φ〉, or byφ and can be expressed in terms
of the PDF by:

〈φ〉 =
∫ +∞
−∞

ψ fφ(ψ)dψ (8.9)

In the same way, the expectation of any functionQ of φ can be defined by:

〈Q〉 =
∫ +∞
−∞

Q(ψ) fφ(ψ)dψ (8.10)

With the definition of theensemble averageor Reynolds averagethe variableφ can be decomposed
into its mean〈φ〉 and fluctuationφ′ according to:

φ = 〈φ〉 + φ′ (8.11)

To clarify the notion of one-point statistics further, an example of two-point statistics is given.
Consider the two-point one-time statistics of the field variableφ(x, t) defined byFφ(ψ1, ψ2; x, x +
r , t)which describes the probability thatφ(x, t) < ψ1, andφ(x+ r , t) < ψ2. This function cannot be
expressed in terms of the one-point statistics ofφ. In the limit of |r | → 0 this description reduces to
the combined statistics ofφ and its gradients. This means that gradient statistics cannot be described
in terms of the one-point statistics of a variable and that such terms are unclosed in any one-point
closure.
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3.2 Joint probabilities

We now consider combined statistics of several variables (e.g. velocities and
species concentrations). This provides information about correlations between variables.
Consider then stochastic variablesφ = φ1, φ2, ... φn which have ajoint probability function

defined by:
Fφ(ψ) ≡ P{φ1 < ψ1, φ2 < ψ2, ... φn < ψn} (8.12)

The joint PDF is defined by:

f φ(ψ) = ∂n

∂ψ1∂ψ2... ∂ψn
Fφ(ψ) (8.13)

From the joint PDF ofφ the statistics of one variableφα can be obtained by integration over the other
n− 1 directions of theψ space:

fφα (ψα) =
∫ +∞
−∞

...

∫ +∞
−∞

f φ(ψ) dψ1... dψα−1dψα+1... dψn (8.14)

This one-variable PDF is also called themarginal PDF ofφα. As in the univariate case (see equa-
tion (8.10)) the expectation of any function of the variablesφi can be expressed as an integral over the
phase space of this function times the joint PDF.

3.3 Conditional probability

The conditional probabilityP{A|B} is defined as the probability thatA occurs given thatB occurs,
and is given by:

P{A|B} = P{A, B}
P{B} (8.15)

In the same manner the conditional PDF ofφ1|φ2 can be defined as:

fφ1|φ2(ψ1|ψ2) = fφ1,φ2(ψ1, ψ2)

fφ2(ψ2)
(8.16)

The expressionfφ1|φ2(ψ1|ψ2)dψ2 now defines the PDF ofφ1 given the fact thatψ2 < φ2 < ψ2+dψ2.
Conditional statistics are an important concept in PDF modeling. It turns out that all unclosed

terms in the PDF equations can be written in terms of conditional averages (e.g. of the fluctuating
velocity given a value of the scalar). In other words, these terms can in general not be expressed as
a pure function of the describing variables. Theseconditional averages〈Q(φ1, φ2)|φ2 = ψ2〉 can be
written in terms of the conditional PDFfφ1|φ2 by:

〈Q(φ1, φ2)|φ2 = ψ2〉 =
∫ +∞
−∞

Q(ψ1, ψ2) fφ1|φ2(ψ1|ψ2)dψ1 (8.17)

3.4 Favre averaging

In turbulent flames, density can vary by a factor of five or more and density fluctuations can have
large effects on the turbulent flow field. To simplify the equations describing variable density flow it
is common to use density-weighted (Favre) averaging.

Let the density be denoted asρ, and let the vectorφ denote the thermo-chemical scalar variables
(e.g. species concentrations, temperature). In the low Mach-number limit, where it is assumed that
pressure variation does not affect the density, the density is a pure function of the scalar vectorφ.
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Favre averages are defined by:

Q̃ = 〈ρQ〉
〈ρ〉 (8.18)

and Favre-decomposition into mean and fluctuation is defined as:

Q = Q̃+ Q′′ (8.19)

in which Q′′ denotes the Favre-fluctuation. Note that with the definition of Favre- and Reynolds
averages and fluctuations:

Q̃′′ = 0 Q′ = 0

and in general:
Q̃′ 6= 0 Q′′ 6= 0

It is also useful to define the Favre-probability density function by:

f̃ φ(ψ) = f φ(ψ)
〈ρ|φ = ψ〉
〈ρ〉 = f φ(ψ)

ρ(ψ)

〈ρ〉 (8.20)

Because the density is a pure function of the scalar space variables, the conditional average reduces
to a function inψ and the second equality holds. Favre-averages can be expressed in terms of the
Favre-PDF according to:

Q̃(φ) =
∫ +∞
−∞

Q(ψ) f̃ φ(ψ)dψ (8.21)

The Favre-PDF has the same properties as a standard probability density function and all properties
discussed in the previous sections (multivariate statistics, conditional statistics) can be applied in a
straightforward manner.

4 Averaged equations

By averaging the flow equations a set of equations describing the mean flow properties is obtained.
Defining:

D

Dt
= ∂

∂t
+ Ũi

∂

∂xi
(8.22)

and Favre-averaging the momentum and species equations (8.2) and (8.4) gives:

〈ρ〉 D

Dt
Ũi = −∂〈p〉

∂xi
− ∂

∂xj
〈Ti j 〉 − ∂

∂xj
〈ρ〉ũ′′j u′′i (8.23)

〈ρ〉 D

Dt
φ̃α = − ∂

∂xj
〈Jαj 〉 + 〈ρ〉S̃α −

∂

∂xj
〈ρ〉ũ′′jφα ′′ (8.24)

in which the last terms of the RHS’s of the equations represent the Reynolds stress and the Reynolds
flux which occur in unclosed form. These terms contain second moments of the velocity distribution
and joint velocity-scalar distribution respectively, and cannot be expressed in terms of the first mo-
ments or means. Another unclosed term in the equations is the averaged reaction term. Reaction rates
are in general highly non-linear functions of composition and temperature and the averaged reaction
rate cannot be expressed as a function of mean concentrations.

As a framework for statistical turbulence modelling we now consider second moment closure [10,
11]. The simpler linear eddy viscosity (k-ε) models are still widely used for reacting flow computa-
tions and they perform reasonably well for simple jet flows. However, in recent years also the use of
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nonlinear eddy-viscosity models and of RSM for reacting flow computations [12] has become more
tractable. Using a hybrid Monte Carlo method to compute the joint velocity-scalar PDF (see below),
it is preferable to use RSM from a theoretical point of view.

The conservation equations for the Reynolds stresses and Reynolds fluxes can be derived by stan-
dard methods from equations (8.2) and (8.23). A common approach to modeling of variable-density
flows is to apply the constant-density second-moment closure models to variable-density flows sim-
ply by recasting the Reynolds-averaged terms into Favre averages. However, the variable-density
second-moment equations contain additional terms, containing∂Ũk/∂xk, u′′i or φα ′′, which are zero in
constant-density flows. The full second-moment equations for variable density flows and modeling of
the unclosed terms are reported by Jones [13, 12] and references therein.

4.1 Reynolds-stress equations

Assuming high Reynolds number, viscous terms are neglected except for the viscous dissipation term
εi j . The Reynolds stress equations for variable density flows then read:

ρ
D

Dt
ũ′′i u′′j =− ρũ′′i u′′k

∂Ũ j

∂xk
− ρũ′′j u

′′
k

∂Ũi

∂xk
(8.25a)

−
[

u′′i
∂p′

∂xj
+ u′′j

∂p′

∂xi
− 2

3δi j u′′k
∂p′

∂xk

]
(8.25b)

− ρεi j (8.25c)

− ∂

∂xk

[
ρ

˜u′′i u′′j u
′′
k + 2

3δi j u′′k p′
]

(8.25d)

− u′′i
∂ p

∂xj
− u′′j

∂ p

∂xi
(8.25e)

+ 2
3δi j p′

∂u′′k
∂xk

(8.25f)

Here the Reynolds average is denoted by an overbar and the combined use of an overbar and tilde,
as inx̃, is used to denote the Favre average of a long expression. The terms on the RHS are: (8.25a)
the production by mean shearPij , (8.25b) the pressure-strain correlation5i j , (8.25c) the viscous
dissipationεi j , (8.25d) the turbulent fluxTi j , and two terms which are zero in constant density flows
containing (8.25e) a mean pressure gradient, and (8.25f) the trace of the fluctuating strain tensor. The
production terms are in closed form whereas the fluctuating pressure, dissipation, turbulent flux, and
fluctuating density terms have to be modeled.

The viscous dissipationεi j is modeled by assuming local isotropy at the smallest scales where
viscous dissipation takes place. The dissipation model then reads:

εi j = 2
3εδi j (8.26)

For the dissipation of turbulent kinetic energyε a standard modeled equation is solved. The triple

correlation terms˜u′′i u′′j u
′′
k present in the flux terms can be modelled by a generalized gradient diffusion

model that reads:
˜u′′i u′′j u

′′
k = −Cs

k

ε
ũ′′ku′′l

∂ũ′′i u′′j
∂xl

(8.27)

where the constantCs has a value around 0.25. Modeling of the fluctuating density terms can be
found in the papers by Jones [13, 12]. The final unclosed term is the pressure-strain redistribution
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term. This term does not produce or destroy turbulent kinetic energy but only redistributes energy
over the components of the stress tensor. Several closure models proposed for this term are reviewed
in [5].

4.2 Reynolds-flux and scalar-variance equations

Assuming only one scalar variable, the equations for the turbulent scalar flux or Reynolds fluxũ′′i φ′′

and for scalar variancẽφ′′φ′′ respectively read:

ρ
D

Dt
ũ′′i φ′′ = − ρũ′′jφ′′

∂Ũi

∂xj
− ρũ′′i u′′j

∂φ̃

∂xj
(8.28a)

− φ′′ ∂p′

∂xi
(8.28b)

− ∂

∂xj
ρ

˜u′′j u
′′
i φ
′′ (8.28c)

− φ′′ ∂ p

∂xi
(8.28d)

+ ρ ˜u′′i S(φ) (8.28e)

and,

ρ
D

Dt
φ̃′′φ′′ = − 2ρũ′′jφ′′

∂φ̃

∂xj
(8.29a)

− ρεφ (8.29b)

− ∂

∂xj
ρ

˜u′′jφ′′φ′′ (8.29c)

+ 2ρφ̃′′S(φ) (8.29d)

The terms on the right hand sides of these equations are, in analogy with the Reynolds-stress equa-
tions, the production terms (8.28a and 8.29a), the pressure scrambling term5

φ

i (8.28b), the viscous
dissipation of scalar varianceεφ (8.29b), the turbulent fluxes (8.28c and 8.29c) and an additional mean
pressure-gradient term which is zero in constant density flows (8.28d). Furthermore, for a reacting
scalar, unclosed reaction source terms (8.28e and 8.29d) appear in the equations.

The dissipation rate of scalar varianceg = φ̃′′φ′′ is Closed by linking it to the dissipation rate of
mechanical energy:

ωφ ≡ εφ

g
= Cφω ≡ Cφ

ε

k
(8.30)

The empirical constantCφ has the standard value 2. Although the constant may vary throughout the
flow it is reasonably constant in diffusion flames where the fluctuations in velocity and scalars are
induced by the same process; namely the different velocities and concentrations of fuel and oxidizer
streams.

5 Closure of the chemical source term

As mentioned in the introduction, solving the moment conservation equations for turbulent reacting
flows (8.24, 8.28a−e and 8.29a−d) the averaged reaction rate term poses a serious problem. Because
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of the highly non-linear behavior of this term, the average value cannot be expressed accurately as a
function of scalar mean and variances but the joint PDF of at least some of the scalars is important.

The simplest model for the mean chemical source term is to disregard the influence of turbulent
fluctuations and to evaluate the chemical source term at mean conditions. However this is a bad
model in the case of fast reactions as prevailing in combustion. Alternatively, simple models have
been constructed in which the mean reaction rate is proportional to a turbulent mixing frequency
(Eddy-Break-Up model). This is meant for the situation that turbulent mixing is rate controlling. It
contains empirical constants, which have to be estimated for each application.

The development of better models for closing the mean chemical reaction rate has proceeded along
different lines for the cases with premixed reactants and with non-premixed reactants. In the case of
fast reactions in a premixed situation the flame front separates regions with reactants from regions
with products. In the case of fast reactants in a non-premixed situation the flame fronts arise where
in the zones where the reactants meet after turbulent mixing. The physical mechanisms active in
premixed and non-premixed flames are essentially the same, but their relative importance is different.
In premixed flames flame propagation is essential and to describe it, a model for chemical conversion
at the flame front is needed, or at least a correlation for the flame speed. In non-premixed combustion
mixing is essential and to describe it a non- reacting scalar (mixture fraction) is sufficient. In both
cases the influence of turbulent fluctuations is enormous and has to be taken into account. Here we
give a brief overview of different models found in the literature. Many interesting relations between
different models exist, but it is not the purpose to indicate them here. More details can be found e.g.
in [1].

5.1 Premixed reactants

Turbulence increases the area of the flame front (wrinkling) and also modifies the flame front (stretch,
curvature). This modifies the overall conversion rate compared to that of laminar flame propaga-
tion. Correlations have been developed for the relation between turbulence intensity and conversion
enhancement factor. This also depends on the ratio of length scale of turbulent eddies and flame
front thickness and the ratio of standard deviation of turbulent velocity and laminar flame speed. The
different cases are summarized in theregime diagram. Different models have been developed for
different regions of the regime diagram, from flamelet models (fast reactions) to well-stirred reactor
(slow reactions). In general it is possible to estimate the applicable region of the regime diagram from
information on turbulent length and time scales (depending on size of vessel and nozzle, injection
speed etc) on the one hand and chemical length and time scales on the other hand.

The available models can be divided in two subgroups: flamelet models and PDF models. The
flamelet models rely on the presence of a clearly defined and relatively thin flame front. At first the
substructure of the flame front is disregarded. But in a refinement step, details of the substructure
of the flame front, if required can be obtained from a separate laminar flame calculation. The PDF
methods do not make the assumption of thin flame front and have the ambition to calculate the mean
flame front structure directly. Since the chemical source term is a function of the scalar variables, its
mean value can be calculated by integration once the scalar PDF is known.

Flamelet models

1. The Bray-Moss-Libby model assumes infinitely fast chemical reaction and correspondingly a
infinitely thin flame front. The model predicts the mean and standard deviation of the location
of the flame front. Extensions of this model give the mean chemical reaction rate expressed in
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terms of mean crossing frequency of flame fronts.

2. In flame surface density models the mean chemical reaction rate is expressed as product of
reaction rate at the flame surface times mean surface density. The flame surface density is
obtained from an additional modeled transport equation.

3. In the G-equation approach (level set method): an equation is solved for mean and variance of
a function G, which is the distance to the nearest flame front.

PDF models

1. In presumed Probability Density Function (PDF) models the mean source term is written exactly
as function of the PDF of concentrations. A form of the PDF is assumed and is quantitatively
given as function of lower moments (mean, variance, co-variance). This method has been suc-
cessfully applied for the case of a low number of species, provided sufficient information is
available to have a good presumed shape of the PDF.

2. In the full PDF approach a balance equation for the PDF is solved. The success of this model
depends on the availability of a good micromixing model. Detailed kinetics can be included in
exact form, but in practice leads to high computational cost.

5.2 Non-premixed reactants

The regime diagrams for non-premixed combustion are less well established than the regime diagrams
for premixed combustion. But similarly as in premixed combustion, in the limit of fast reactions
flamelet models apply. When the turbulence level gets too high the reaction zone is disturbed and
even quenched and the limit of applicability of the flamelet model is reached.

In turbulent non-premixed flames the basic variable of almost all approaches is themixture frac-
tion, which in words can be defined as ”the fraction of the mass present locally, which originally is
coming from the fuel stream”. It takes values between 0 (oxidizer) and 1 (fuel) and is evolving by
mixing processes only. Mathematically this can be defined as a normalised element mass fraction but
other possibilities exist [14]. Several notations, e.g.Z, ξ and f , are used in the literature. The mixture
fraction satisfies a transport equation without chemical source term. In the limit of fast reactions the
mixture fraction together with a fast chemistry model completely defines the state of the system. A
mean chemical source term does not have to be computed.

The relation between the physical scalar variables and mixture fraction is given by the specific
conserved-scalar chemistry model used (e.g. mixed-is-burnt model, equilibrium model, constrained
equilibrium model, flamelet model).

Themixed-is-burnt modelassumes an infinitely-fast irreversible global reaction of fuel and oxi-
dizer to products which results in piecewise linear relations between composition and mixture fraction.
This model however does not include the formation of intermediate species like CO and H2 or radical
species like O, H, and OH.

Thechemical equilibrium modeldoes consider the intermediate species, but assumes that the reac-
tions are always fast enough to reach full chemical equilibrium, only depending on the available atoms
and energy. For the case of methane-air combustion this assumption is valid in the high temperature re-
gions of the flame but in the low temperature regions on the rich side of the flame the slow burn-out of
CO does not reach equilibrium and the CO concentration is underpredicted. This effect can be reme-
died by making some extra assumptions, leading to partial-equilibrium or constrained-equilibrium
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models. In these models some variables are constrained to stay away from their equilibrium value.
In the simplest case this constraint is fixed, in a more general case the constrained is an independent
scalar variable (See Appendix). In thelaminar flamelet modelthe local state of the mixture in the
flame front is assumed to be the same as that in a laminar diffusion flame. Then by construction the
balance between diffusion processes and finite rate of reaction, resulting in deviations from chemical
equilibrium, is taken into account.

The thermo-chemical variables are non-linear functions of mixture fraction. Therefore to obtain
their mean value (e.g. mean density, mean temperature) it is not sufficient to know the mean mixture
fraction, and turbulent mixture fraction fluctuations, characterised by the PDF, have to be known.

In listing the models of turbulent non-premixed flames in the literature the notion PDF model is
sometimes used as an alternative (or even an opponent) for flamelet model. This is based on a sharp
distinction between considering the PDF of a non-reacting scalar (mixture fraction) and the PDF of
reacting scalars. Using a model for the PDF of a mixture fraction is a well-established approach,
which forms an essential ingredient of laminar flamelet modeling. On the other hand the joint PDF of
reacting scalars, in the framework of flamelet modeling is fully determined by the flamelet assumption
and does not have to be computed. Models to calculate the joint PDF of reacting scalars are needed
when the laminar flamelet models fail. Making a similar subdivision as in the case of premixed
systems, we subdivide in flamelet models (including mixture fraction PDF) and PDF models. Two
recently developed models which cannot simply be put in any of these two classes and are of interest
in both premixed and non-premixed combustion are added as separate types: conditional moment
closure and linear eddy model.

Flamelet models, including mixture fraction PDF models

1. Fast chemistry models not using mixture fraction (eddy break up model)

2. Fast chemistry models using mixture fraction as the only independent scalar.

• Mixed-is-burnt model (one step kinetics, infinitely fast, irreversible or reversible)

• Equilibrium model (multi-component mixture in local equilibrium depending on mixture
fraction)

3. Laminar flamelet model: Apart from mixture fraction a second variable,scalar dissipation rate
or strain rateis used to quantify the strength of the disturbance of the flame front by the flow.

4. Fast chemistry models for the main conversion and one or more other reacting scalars for the
slower ‘secondary processes’ (NOx, soot).

5. Enthalpy as extra variable to describe heat loss

6. Flame surface density model: by analogy to the premixed case a flame surface density model
can be formulated for the non-premixed case. Here the flame surface is the surface of stoichio-
metric mixture fraction.

The basic version of the laminar flamelet model assumes that the balance between reaction and laminar
diffusion in the flame structure is in steady state (steady flamelet model), the more general flamelet
model does not make this assumption (unsteady flamelet model). Steady flamelets are computed and
put in a flamelet library before the turbulent reacting flow calculation. An unsteady flamelet can only
be calculated if the evolution of scalar dissipation rate in time is known, depends on information that
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comes available in the turbulent reacting flow calculation. Whether or not an unsteady flamelet model
is needed depends on the estimated turbulent time scale variation while moving with the flow.

Many studies in the literature use an assumed shape of the mixture fraction PDF in the form of aβ-
function. Theβ-function is selected because it can, as a function of its parameters, take various forms
that resemble physically realistic scalar PDF’s (e.g. single-delta function PDF’s in fuel or oxidizer
streams, or Gaussian-like PDF’s in well mixed situations). The assumed shape of the mixture fraction
PDF depends on the mean and the variance, which are computed from a modeled transport equation.
In these equations closure of the Reynolds flux is needed, which can be done either by gradient
diffusion assumption or by solving a modeled Reynolds flux equation, which can be expected to be
more accurate. Some studies calculate the PDF of mixture fraction from a transport equation, which
in principle is more general.

Multi-scalar PDF models

1. In multi-scalar assumed shape PDF models transport one solves equations for mean, variance
and co-variance of a set of scalars (mass fractions, enthalpy). These models become more and
more cumbersome when the number of scalars increases because the joint PDF of reacting
scalars can take many forms and scalar correlations can have large influence on the mean reac-
tion rates. It is recommended to select the additional independent scalars not only on chemical
criteria, but to also take into account available knowledge on joint statistical properties. In re-
action progress variable models this is done by working with normalised scalars, taking values
in the interval [0,1], constructed to be nearly statistically independent.

2. In full PDF models one solves a transport equation for the joint PDF of reacting scalars. These
models are very general, but for the closure of the PDF transport equation amicromixingmodel
is needed. Standard micromixing models incorporate turbulent mixing time scales but do not
incorporate the laminar diffusive mixing which becomes important in the flamelet regime. Full
PDF mehods are rather computationally expensive and use special solution methods (stochas-
tic simulation). The drawback of computational cost has become less severe with the advent
of more computer power and special stochastic noise reducing numerical methods. Neverthe-
less appropriate reduced chemical reaction mechanisms have to be used. Presently, the largest
chemical mechanisms used in the literature on full PDF models have about sixteen indepen-
dent variables. In the lecture on LES, the scalar FDF method, closely related to the scalar PDF
method will be explained.

3. In velocity-scalar PDF models one solves a transport equation for the joint PDF of velocity
and scalars. Knowledge of the joint velocity-scalar PDF would at once imply a closure of
all unknown terms in the mean transport equations: the Reynolds stress, the Reynolds flux
and the mean chemical source term. This observation and the fact that a new class of elegant
Lagrangian solution algorithms can be used make calculation of the velocity-scalar PDF an
attractive alternative. The method has a clear advantage when the gradient diffusion assumption
for the Reynolds flux is doubtful. The step from full scalar PDF to velocity-scalar PDF is
analogous to the step from gradient diffusion model to full second moment closure. In a separate
lecture the velocity-scalar PDF model will be explained in more detail.
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5.3 Conditional moment closure

In conditional moment closure modeled transport equations are solved for the conditional moments
of species mass fractions and temperature. This means that the average is taken conditional on a
specific value of mixture fraction. It turns out to be easier to close the mean source term in the
conditional moment equation than the mean source term in the standard moment equation. But the
drawback is that the conditional moment depends on an extra independent coordinate, namely the
value of mixture fraction held fixed by the condition. This adds an extra dimension to the problem. In
a three-dimensional flow problem the conditional moment depends on four coordinates. A complete
description can be found in Klimenko and Bilger [16]. Recently double- conditioning, not only on
mixture fraction, but also on scalar dissipation rate has been considered [17].

5.4 Linear eddy model

The linear eddy model introduces the concept of a linear segment moving in the turbulent flow. The
concentration along this linear segment evolves in time due to diffusion along the line and due to dis-
continuous re-arrangement events induced by a hypothetical three-dimensional eddy. The advantage
of this model is that the re-arrangements can be described to reflect the complete Kolmogorov (or any
other) spectrum of turbulent flow. The linear eddy model is rather computationally expensive, because
the coordinate along the linear eddy also acts as an effective extra dimension of space (In each cell of
the normal computational grid one or more lines are present).

6 Partially premixed reactants

Real systems often are neither perfectly premixed neither perfectly non- premixed. For example: when
ignition takes place after a time too short before a homogenous state is reached (stratification in an IC
engine), or in the region close to the nozzle of a non premixed system turbulence levels can be so high
that ignition is suppressed and mixing proceeds without reaction until a region with lower turbulence
level is reached (lifted flame). The partially premixed systems show some interesting new features.
E.g. a triple flame structure can occur at the lower edge of lifted non-premixed flame, which creates
a need for appropriate model extensions. In the literature combinations of models for premixed and
non premixed situations are developed to cover the case of partially premixed reactants. For example:
a combination of flamelet model and G-equation for the lifted flame.

7 Conclusion

While preparing model calculations of turbulent reacting flow it is always good to check all relevant
Damköhler numbers to monitor the turbulence-chemistry interaction regime and to choose the most
suitable model accordingly.

Flamelet models and PDF models are more appropriate respectively for situations with fast reac-
tions and slow reactions compared to the flow. However, it cannot be expected that there is a sharp
distinction between flamelet and non-flamelet regimes. It can be expected that the predictions of the
flamelet models will gradually deteriorate when the reactions get slower compared to the time scales
of the flow and the flame-like substructures in the flow become less ideal. Similarly it can be expected
that the full PDF models with the current generation of micromixing models will become more ac-
curate in the non-flamelet regime because in that regime the assumptions that have been made in the
micromixing models are more appropriate.
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8 Appendix: Further explanation of constrained equilibrium model

In diffusion flames reaction occurs mainly in a thin reaction zone around stoichiometric mixture frac-
tion and chemistry is frozen outside this zone. Partial-equilibrium models assume that slow three-body
reactions, involving three reactants and two products or vice versa, do not reach equilibrium. Com-
pared to full equilibrium, they lead to improved predictions in the low temperature region at the rich
side of stoichiometric, but it involves an additional independent scalar specifying the state of nonequi-
librium of the three body reactions (progress variable).

The constrained-equilibrium model of Bilger and St˚arner [18] combines the partial-equilibrium
assumptions with the explicit definition of a reaction zone around stoichiometric mixture fraction.
The model assumes a fuel breakdown or pyrolysis sheet atξ = ξig > ξst. There all fuel reacts by
a one-step irreversible infinitely fast reaction to some intermediate species. At the stoichiometric
mixture fractionξ = ξst all intermediate species are consumed. For methane combustion, Bilger and
Stårner take C2H4 as the intermediate species and the pyrolysis sheet is located atξig = ξst+ 0.018.
The constraints then are that the intermediate increases linearly with mixture fraction betweenξ = 0
andξ = ξst and decreases linearly betweenξ = ξst andξ = ξig and that the fuel species increases
linearly with mixture fraction betweenξ = ξig andξ = 1. To obtain the other species an equilibrium
calculation is done. In an applications described in the lectures on PDF methods a simplified version
of this constrained equilibrium model is used. The assumed profiles of fuel and intermediate are used,
but given these constraints, the three body reactions are taken in equilibrium.
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Chapter 9

Flamelet Modelling of Non-Premixed Turbulent
Flames

L. M. T. Somers

1 Flamelets: introduction

As for pre-mixed combustion, the modelling of turbulent diffusion flames heavily relies on simpli-
fying the chemical processes (and transport processes for that matter). Various approaches exist and
depending on the simplifications different models emerge. A compact organization of such models
according to Vervisch and Veynante [1] or Poinsot and Veynante [2] is given by

• Infinitely fast chemistry (mixed is burnt)

• Finite rate chemistry assuming a local diffusive-reactive structure similar to the one observed in
laminar flames (flamelet assumption)

• Finite rate chemistry with a separated treatment of chemical reaction from molecular and heat
transport (Conditional Moment Closure (CMC), pdf-method). Diffusion is then addressed using
turbulent micro-mixing modelling, while chemical sources can be dealt with in a exact closed
form (pdf).

For a definition of the different regimes in turbulent combustion modelling one may read the latest
book by Peters ‘Turbulent Combustion’ [3]. Basic ingredients of the analysis is that the smallest
eddy-length-scale (viz. Kolmogorov scale) is larger than the thickness of the flame. Furthermore the
turn-over time of the smallest eddie should be longer than a typical reaction time. In a nutshell the
flamelet treatment as covered in this lecture assumes that the flame is a thin interface between fuel and
oxidizer. In a more or less geometrical analysis the contributions normal to this surface are separated
from the ones along this surface. This leads to identification of the so-called flamelets, which can be
associated with one-dimensional counterflow laminar diffusion flames (section 3).

2 Flamelet equations: derivation

Consider the previously introduced balance equations (2.1–2.3) and (2.26) of lecture 1 on pages 13
and 18. Assuming equal diffusivities for fuel and oxidizer (Lefu = Leox) one can perform a series
of manipulations with the balance equations for fuel and oxidizer to get rid off the chemical source
term. This yields what is known as a Schvab-Zeldovich equation [1, 2, 4, 5] for the so-called mixture
fraction Z:

∂ρZ

∂t
+ ∇ · (ρ EvZ) = ∇ ·

(
1

Le

λ

cp
∇Z

)
(9.1)
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Fuel

Oxidizer

∂
Z

∂x
k Z

= Z st

∇⊥

Figure 9.1: Definition of coordinate transforma-
tion.

Themixture fraction Z is defined according to

Z = νYfu − Yox+ Yox,2

νYfu,1+ Yox,2
(9.2)

whereYox,2 is the oxygen mass-fraction in the oxidizer stream andYfu,1 the fuel mass fraction in the
fuel stream (see figure (9.2)). Theν is defined by

ν = νoxMox

νfuMfu
.

which is the stoichiometric oxygen-to-fuel mass-ratio according to the global reaction:

νfuFu+ νoxOx→ Products.

This mixture fraction is used to perform a transformation of the mass-fraction and enhalpy equation
in a new frame of reference whereZ is one of the co-ordinates (see figure 9.1). A local orthogonal
co-ordinate system attached to the surface of stoichiometry is introduced and the derivatives in this
plane are denoted by the subscript ‘⊥’,

ρ
∂Yi

∂t
+ ρ Ev⊥ ·∇⊥(Yi ) = ρ χ

2

∂2Yi

∂Z2
+∇ ·⊥ (ρD∇⊥Yi )− ρD∇⊥ (ln(|∇Z|)) ·∇⊥Yi + ρ̇i (9.3)

In equation 9.3 the scalar dissipation rateχ is introduced:

χ = 2D

(
∂Z

∂xj

)2

= 2D|∇Z|2 (9.4)

which is the inverse of a characteristic diffusive timeτχ = χ−1. As this time decreases mass and heat
transfer through the stoichiometric plane are enhanced.

If the flamelet is thin, or equivalently if gradients perpendicular to the stoichiometric surfaceZ =
Zst are large compared to the derivatives (viz.∇⊥-terms) along this surface, an order of magnitude
analysis1, shows that the balance equations to leading order are given by:

ρ
∂Yi

∂t
= ρ χ

2

∂2Yi

∂Z2
+ ρ̇i (9.5)

1Similar to that for boundary layer analysis
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and a similar equation for the enthalpy balance. This results in the observation that if unsteady ef-
fects are neglected2, the diffusion flame is fully determined by the mixture fractionZ and the scalar
dissipation rateχ , yielding

Yi = Yi (Z, χ); T = T(Z, χ)

From the 3D-simulation of fully compressible time-dependent simulation of a mixing layer (fig-
ure 9.2) it is seen that flame is a thin interface separating oxidizer (top) and fuel (bottom). Large
gradients inZ exist perpendicular to the planeZ = Zst throughout the time-dependent simulation
(figures 9.2c, d). Furthermore, a strong correlation is present between the chemical source term and
the stoichiometric plane. This seems to be a good example for the flamelet regime.

In most implementations the flamelet approach is used in such a way that the ‘flame equations’ or
chemistry can be solved separately from the hydrodynamics. Theχ which is a function ofZ is then
replaced by its value at the stoichiometric planeχst = χ(Zst). These ‘flamelet’-equations are solved
‘off-line’, prior to the hydrodynamic simulation. As a function of the two parametersχst and mixture
fraction Z a representative library is built (see figure 9.8 for an impression). During the hydrodynamic
simulation the library is used. The ‘stiffness’ due to the chemistry is in this way separated from the
flow computation. In the next section some general aspects of the flamelet structure are discussed.

3 Laminar Counterflow Diffusion Flame(lets)

The counterflow geometry (figure 9.3) is often used in experimental as well as numerical studies. This
is mainly due to the fact that within certain approximations the problem description can be reduced
to a set of one-dimensional pde’s. However, originally the opposed-jet configuration was studied by
Potter and Butler [7] to study fuels that were too reactive to be burned pre-mixed (e.g. rocket fuels).

Consider a two-dimensional counterflow configuration (figure 9.3). It can be shown that there
exists a transformation in terms of a similarity coordinate that leads to a system of one-dimensional
differential equations [8, 9]. This is a rather complicated procedure therefore here a simpler derivation
is presented [3]. For that we need to introduce theAnsatz

u = Ux Ansatz.

Applying thisAnsatzwe get:

Continuity
∂ρv

∂y
+ ρU = 0 (9.6)

Momentum ρv
∂U

∂y
= −ρU2+ P + ∂

∂y

(
µ
∂U

∂y

)
(9.7)

Mixture fraction ρv
∂Z

∂y
= ∂

∂y

(
ρD

∂Z

∂y

)
(9.8)

Mass fraction ρv
∂Yi

∂y
= ∂

∂y

(
ρDi

∂Yi

∂y

)
+ ρ̇i (9.9)

Here definitions are according to the co-ordinate system defined in figure 9.3. The parameterP is the
axial pressure gradient and is related to the strain ratea

P = ρ∞a2

2This is supposed to be true. Only near to extinction unsteady effects play a role.
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(a) Mixture-fraction. Timet1. (b) Mixture-fraction. Timet2.

(c) Vectors∇Z, solid lineZ = Zst at t1. (d) Vectors∇Z, solid lineZ = Zst at t2.

Figure 9.2: Results from a fully compressible time-dependent simulation [6] with a high-order dns-code. The
simulation is a 3D simulation of a mixing layer including combustion which develops a Kelvin-Helmholtz
instability at the interface. Pictures are at a certain early stage (a,c,e) of the simulation where vortex pairs are
starting to develop and at a later stage (b,d,f) where structure becomes less regular.

continued on next page. . .
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(e) Chemical source term, solid lineZ = Zst at t1. (f) Chemical source term, solid lineZ = Zst at t2.

Figure 9.2: Continued.

Gaseous Fuel

NozzleNozzle

Stagnation Plane

Oxidizer
y, v

x,u

Flame

Figure 9.3: Counterflow diffusion flame. Schematic of a practical set-up. Dashed line shows the stagnation
plane. The gray fat-line illustrates the flame.



136 Chapter 9 — L. M. T. Somers

The strain ratea is the applied velocity gradient at the boundary,µ is the viscosity.
Now two possible scenarios exist to get a well-defined system of equations. On one hand one can

impose two potential flows coming from opposite directionsy = +∞ andy = −∞. This is true only
if the nozzles are far enough from the stagnation plane and the flame. On the other hand one could
impose no-slip boundary conditions at the location of the nozzles. However, this leads to an ill-posed
problem, having too much boundary conditions. For that scenario the strain-rate can no longer be
imposed and has to be an eigenvalue of the system. Here the first scenario is considered. One can
now show that these equations lead to the flamelet equations derived from the flame-normal analysis
in section 2.

Let’s apply the thansformation
∂

∂y
= ∂Z

∂y

∂

∂Z
to the equation for the mass-fractions above. We then obtain:

ρv
∂Z

∂y

∂Yi

∂Z
= ∂

∂y

(
ρD

∂Yi

∂y

)
∂Yi

∂Z
+ ρD

(
∂Z

∂y

)2
∂2Yi

∂Z2
+ ρ̇i[

ρv
∂Z

∂y
− ∂

∂y

(
ρD

∂Yi

∂y

)]
∂Yi

∂Z
= ρD

(
∂Z

∂y

)2
∂2Yi

∂Z2
+ ρ̇i

0= ρD

(
∂Z

∂y

)2
∂2Yi

∂Z2
+ ρ̇i (9.10)

where it is now easily seen that this yield the flamelet equations (equation 9.5, on page 132) already
introduced earlier.

For this one-dimensional system it can be shown [3] that within certain approximations one can
derive an analytical expression forχ as a function of the strain ratea and the mixture fractionZ.
Using separation of variables the solution to eq. 9.8 can be written as

Z = c1I (y)+ c2

where

I (y) =
∫ y

0

1

ρD

{
exp

∫ y

0

v

D
dy

}
dy.

The constantsc1,2 follow from appropriate boundary conditionsZ = 1 for y → ∞ and Z = 0 for
y→−∞. Of course this analysis does not help much per se sinceρ, v andD in the former equation
are not known at this point. However if a number of not to serious assumptions are made [3] the
following expression can be derived:

Z = 1
2 erfc

(
η/
√

2
)

(9.11)

with the non-dimensional co-ordinate3:

η =
√

a

D∞

∫ y

0

ρ

ρ∞
dy′ (9.12)

Apply the definition of the scalar dissipation rate and the error-function4. Then invert eq. 9.11 to
expressη as a function ofZ. This finally gives:

χ(y) = a

π
exp(−2

[
erfc−1(2Z)

]2
) (9.13)

3The function erfc is the complementary error-function, erfc(x) = 1− erf(x) with erf the error-function.
4Note that erf(x) = ∫ x

0 exp(−t2) dt . Thus∂ erf(x)/∂x ∝ exp(−x2).
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Figure 9.4: Error function erf and complementary
error function erfc. Note the definition erf(x) =
2(
√
π)−1

∫ x
0 exp(−t2) dt .

thus connecting the flamelet equations to the counterflow diffusion flame equations with a given strain-
rate a. The function erfc−1(x) denotes theinverse of the erfc(x)-function and not its reciprocal
1/ erfc(x). As an illustration in section 3.2 simulations of counterflow diffusion flames using the set
of equations (9.6–9.9). First however we will discuss the Burke-Schuman limit or equivalently the
infinite rate chemistry.

3.1 Burke-Schuman limit

A particular solution of the flamelet equations is named after Burke and Schumann. They applied
the limit of infinite rate chemistry to the flamelet equations. It can be seen that then an infinitely thin
reaction layer exists atZ = Zst where all combustion takes place. Outside this layer the source term
vanishes and the flamelet equation for the mass fractions and enthalpy reduces to a homogeneous one:

ρD

(
∂Z

∂y

)2
∂2Yi

∂Z2
= 0

with general solutionYi = c1Z + c2. This results in the following linear relations in composition
space:

Yfu = Yfu,1
Z − Zst

1− Zst
and Yfu = 0 for Z ≥ Zst (9.14)

Yox = Yox,2

(
1− Z

Zst

)
and Yox = 0 for Z ≤ Zst (9.15)

In figure 9.5 the solution is presented. Due to the assumption of infinite rate chemistry the Burke-
Schuman solution is independent of the strain, therefore the solution is a function ofZ alone.

3.2 Non-equilibrium chemistry

If the chemistry is not infinitely fast the complete system of equations must be solved. Since chem-
istry is ‘stiff’ special computer codes [10, 11] are needed to solve the discretized equations (see also
lecture of Boonkkamp). The general package developed at the TU/e is tailored to model these kind
of equations. However, in contrast to packages used in turbulence modelling, here the original equa-
tions (9.6-9.9) are solved whilst other authors (e.g. Peters) solve the flamelet-equations and assume
assumeχ(Z) = χ(Zst) as a constant having the value found at the stoichiometric plane. For the sim-
ulations presented here we’ve taken one specific, yet particular case. In all simulations the pressure is
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Figure 9.5: The Burke Schumann solution pre-
sented in mixture space

4 bar and the temperature at the nozzle is 1400K and the equivalence ratio5 ϕ is 1. The mechanism
used is presented in section 4 of lecture 2 on page 30.

From figure 9.6(a) one can see already that combustion takes place in a narrow region of the
simulation. To get optimal resolution yet keeping a reasonable amount of grid-points the computer
codes adapts the mesh to the solution. Although from figure 9.6a it can be concluded that fuel and
oxidizer only co-exist in a small region, in mixture fraction space figure 9.6b however the picture
is quite different. Especially in the high strain limit the oxidizer extends well into the fuel side as
does the fuel into the oxidizer side. For low strain limits only in a region aroundZ = Zst fuel and
oxidizer co-exist. In figures 9.6c,d important radicals are presented. In c) intermediates from the C1

reaction chain are given and in d) H and OH important members of the radical pool. The latter two
species are responsible for the propagation of the reaction chain (see lecture 4). It can be seen that
the intermediates like CH3 do not extend far into the oxidizer side. They are rapidly consumed at the
reaction layer. The radicals likeO H on the other hand do not extend far into the fuel side. These are
rapidly consumed as the methane is attacked and converted to CO.

Figures 9.7 also show that with increasing strain the reaction zone becomes narrower, leading to
larger gradients in temperature accompanied by lower peak temperatures. Finally the heat-conduction
(and radical diffusion) from the reaction zone is no longer balanced by the generation of heat by
combustion and the flame will extinguish. It is interesting to notice that the mixture fraction offers
a very nice co-ordinate transformation from a numerical point of view. All profiles, including the
species, remain smooth nearly independent of the applied strain.

In an application of the flamelet approach several flames in a certain range of conditions are
computed. The results are stored in a library as a function of the two controlling parametersZ and
χst. Just to get an impression in the following picture the temperature and OH mole fraction is plotted
as function of the strain-ratea andZ.

In the final section some aspects of the implementation in a simulation of turbulent combustion is
treated.

4 Presumed pdf modelling

At some point in modelling turbulent combustion one gets into trouble. If you’re not using dns, but
apply some kind of ‘averaging’6, you run into problems with respect to ‘unclosed’ terms. In addition

5ϕ = νYfu,1
Yox,2

6Either RANS (time-averaging) or LES (space-averaging).
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Figure 9.6: The mole fraction of several species at 4 different strain rates (a = 100,1000,10000,20000 1/s) as
a function ofx. Thea = 20000 1/s is not converged and will extinguish. In figure (c) and (d) some characteristic
radicals are plotted.
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Figure 9.7: Temperatures for 4 different strain rates (a = 100,1000,10000,20000 1/s). Thea = 20000 1/s is
not converged and will extinguish.
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Figure 9.8: Illustration of two entries (T and OH) of a flamelet library.

to closures applied in non-reacting turbulence modelling, in combustion extra closures are needed.
For instance the ‘averaged’ equation for a species mass balance reads:

∂ρ̄Ỹi

∂t
+∇ · (ρ̄ṽỸi )+ ∇ · (ρ EvYi ) = ρ̇i (9.16)

where the contribution of molecular diffusivity has been neglected since it is believed to be much
smaller than the turbulent diffusion,∇ · (ρ EvYi ). As is common in turbulence modelling the this term
is modelled with the gradient flux approximation,

∇ · (ρ EvYi ) = −ρ̄DY∇Ỹi (9.17)

with DY = νT/Pr whereνT is the eddy viscosity andPr a Prandtl-number of order unity. Here we
employed the usual Favre-averages definition (see Lecture Roekaerts). After this introduction of the
closure for the scalar flux, which is similar to the closures used normally to describe the Reynold-
stresses, the only remaining unclosed terms is the chemical source termρ̇i . Obviously, due to the
non-linear dependence of the chemical kinetics to the concentration of species and especially the
temperatureρ̇i (Yi , T) 6= ρ̇i (Ỹi , T̃). At this point Probability Density Functions (pdf’s) come into
play.

In general the mixture fractioñZ and its variancẽZ′′2 are computed. The equation for the mixture
fraction is given by [3, 9]

∂ρ̄ Z̃

∂t
+∇ · (ρ̄ṽ Z̃)− ρ̄DZ∇ Z̃ = 0. (9.18)

Here as usual gradient transport is used to model the transport term. Additionally an equation for the
variance is needed (see [3]),

∂ρ̄ Z̃′′2

∂t
+∇ · (ρ̄ṽ Z̃′′2)− ρ̄DZ∇ Z̃′′2 = 2ρ̄DZ

(∇ Z̃
)2− ρ̄χ̃ . (9.19)

also using gradient transport. The scalar dissipation rateχ̃ = 2D |̃∇Z|2 is modelled according to

χ̃ = cχ
ε̃

k̃
Z̃′′2.
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This relation is derived from an integral time for a scalarτZ = Z̃′′2/χ̃ and the assumption that it is
proportional to a characteristic flow timeτ = ε̃/̃k. Most of the discussion normally is on the value
of the proportionality constantcχ . Values of 2− 3 are encountered. However, some authors [12, 13]
claim that a more elaborate model is needed for the average scalar dissipation rateχ̃ for which then a
transport equation is formulated.

The expectation of a certain variable can now be computed using a probability density function
and the computed flamelets. By definition we have

F̃(Ex, t) =
∫ 1

0

∫ ∞
0

F(Z, χ)P(Z, χ : Ex, t)d Zdχ (9.20)

whereas thejoint -pdf P(Z, χ : Ex, t) is normally given asP(Z : Ex, t) · P(χ : Ex, t) which assumes sta-
tistical independence. If the shape of the probability function is presumed and not computed through
a pdf-transport equation the approach is called pre-sumed pdf modelling. The shape of theP(Z) is

by most authors given as a beta-function depending onZ̃ and the variancẽZ′′2,

P(Z : Ex, t) = Zα−1(1− Z)β−1

0(α)0(β)
0(α + β) (9.21)

0 is the gamma-function and the two parametersα = Z̃γ andβ = (1− Z̃)γ with γ given by,

γ = Z̃(1− Z̃)

Z̃′′2
− 1

are related to the meañZ(Ex, t) and variancẽZ′′2(Ex, t). The shape of the beta-function is chosen
because it can mimic various functions. For instance ifγ is large it approaches a gaussian distribution
while for α < 0 a singularity develops atZ = 0 and forβ < 0 at Z = 1 (figure 9.9). Peters [3]
argues that the beta-function does not always provide enough flexibility. For instance a distribution
with a singularity atZ = 0 and an additional local maximum at an intermediate value ofZ can not be
represented. Peters [14] advocates a composite model for such shapes which appear in shear layers
and jets. With respect to the pdf of the scalar dissipation rate a log-normal distribution is used [9]:

P(χ : Ex, t) = 1

χσ(Ex, t)√2π
exp

(
− 1

2σ 2(Ex, t) (ln(χ)− γ (Ex, t))
2
)

(9.22)
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The functionσ (Ex, t) andγ (Ex, t) are given by the first and second moment of the scalar dissipation
rate:

χ̃ = exp(γ + 0.5σ 2) andχ̃ ′′2 = χ̃2 (exp(σ 2)− 1
)

Normally a value ofσ 2 = 2 is proposed. In that waỹχ ′′2 does not need to be modelled.
Applying the pre-sumed pdf to the chemical source term we get

˜̇ρi (Ex, t) =
∫ 1

0

∫ ∞
0
ρ̇i (Z, χ)P(Z : Ex, t)P(χ : Ex, t)d Zdχ (9.23)

which finalizes the closure-problem. Off course in literature a lot of discussion is about applicability
of the flamelet concept. Currently time-dependent effects seem to be the center of attention as can
be read in recent issues of Combustion and Flame and proceedings of latest symposia of the Com-
bustion Institute. More details of the flamelet concept can be read in the excellent book ‘Turbulent
Combustion’ of N. Peters [3], or ‘Turbulent Reacting Flows’ edited by Libby and Williams [15]. Also
recommended for further reading are the Lecture notes of Vervisch and Veynante [1] and the book
by Poinsot and Veynante [2] as they give some nice similarities between modelling approaches for
pre-mixed and non pre-mixed turbulent combustion in general.
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Chapter 10

Turbulent Non-Premixed Combustion: Progress
Variable Methods

J. B. W. Kok

Abstract

A model is presented to predict non-adiabatic combustion of syngas under gas turbine conditions.
Mixing, combustion and heat loss are described with four independent scalar variables. These are the
mixture fraction, an enthalpy variable and two reaction progress variables for combustion of hydrogen
and carbon monoxide. In the combustion model turbulence is taken into account by weighting with an
assumed shape PDF. The model is used to calculate a 16 kW flame in an air cooled combustion cham-
ber. The fuel consists of 40% CO, 40% H2 and 20% N2 resulting in a calorific value of 11.9 MJ/kg.
The calculated CO, CO2, O2 and NO concentrations are compared with suction probe measurements
at several locations in the combustion chamber. The non-adiabatic calculations and the measurements
show good agreement. Adiabatic calculations show a significant overprediction of NO. It is concluded
that the non-adiabatic model is necessary and suitable to calculate NO formation in flames with heat
loss.

Nomenclature

a Planck absorption coefficient
C composed concentration Greek symbols
D diffusion coefficient α rate of mixing
f mixture fraction ε dissipation rate
g mixture fraction variance µ viscosity
h static enthalpy ρ density
i enthalpy variable σ Prandtl number,
k turbulent kinetic energy Boltzman’s constant
M molecular weight χ rate of scalar dissipation
p pressure λ coefficient of conduction
P probability density function
r hydrogen reaction progress Subscripts
s CO reaction progress i co-ordinate component,
S source term species number
T temperature
u velocity vector Superscripts
U weighting function for i ˜ Favre averaging

145
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V weighting function for s PDF averaging
W weighting function for r
x generalised co-ordinate
X mole number
y mass fraction

1 Introduction

At the University of Twente research is performed on the combustion of natural gas and coal gas in
combustion chambers with a high thermal power density like in a gas turbines. The emissions of
CO, NO and noise are of great interest to designers and users of combustion chambers with regard
to environmental legislation, safety and durability. The combustors are characterized by complex
three-dimensional flow, flame stabilization by flow recirculation and fast, staged mixing of fuel and
air.

Gas turbines can be fired on liquid fuel (kerosene or diesel oil), natural gas, propane gas or other
gaseseous fuels. Most large gas turbines for stationary power generation are fired on natural gas.
A fuel becoming increasingly important in view of CO2 emission limitation is syngas derived from
biomass or other resources. It will be clear that a full discussion of combustion in gas turbines for
all fuels would be more than a full course and text book. A good reference for this is [1]. In order
to demonstrate the type of modeling presently available for practical applications, here is chosen
to discuss the combustion of synthesis gas. Specific is here, that it contains carbon monoxide and
hydrogen, but no hydrocarbons. It allows a good explaination of the models and it suits the more
advanced problems of gas turbine engineering in correlation with the use of biomass and other syngas
resources.

In this paper the modeling of combustion and the emission of CO and NO in turbulent non-
adiabatic CO/H2 diffusion flames are discussed. The model needs to be efficient to limit the CPU
time needed for a combustion calculation. On the other hand, to predict NO emission accurately, the
model has to be sufficiently detailed. Physical phenomena that have to be described are turbulence,
the mixing of fuel and air, chemical reaction and heat transfer. The effects of turbulence were pre-
dicted using the k-epsilon or Reynolds Stress closure model, which both are standard available in a
commercial CFD code (here CFX is used). The latter three physical phenomena are described with
a model developed at the University of Twente. This model code has been linked to the CFD code
through user scalars and a thermochemical database.

In a gas turbine combustor fired with a mixture of CO and H2, premixing usually is avoided with
a view to auto-ignition. The fuel and air are mixed rapidly immediately downstream of the burner in
the combustor. The ratio between the rates of mixing and combustion has a large effect on the flame
behavior. A complication here is, that due to the interaction between turbulence and the fast chemical
reactions, the mean chemical source terms can not be calculated directly [2]. In the simplest model
the combustion is assumed to proceed infinitely fast to chemical equilibrium (e.g. the mixed=burnt
model). This approach will give the global flame shape and the calculation of a mean chemical source
term is avoided. For intermediate species concentrations, the result will however be inaccurate, as
these species are not in chemical equilibrium near the combustion interface. These non-equilibrium
concentrations are important for the calculation of nitric oxide production.

An advanced model is the laminar flamelet model, that can predict non-equilibrium intermediate
species concentrations. In the flamelet model the chemical reaction rates are assumed to be finite but
fast as compared to the rate of mixing. In that case reactions occur in a thin wrinkled flame sheet, and
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the model assumes similarity between a laminar flame and the local turbulent flame behavior. The
mean species concentrations are uniquely determined by two variables: the mixture fraction and the
rate of scalar dissipation. It follows that the mean reaction source term can be written in the flamelet
model as a function of the mixture fraction and the rate of scalar dissipation. Peters [3] has shown
that under specific conditions the laminar flamelet model gives good accuracy at low computational
costs. The model will decrease in accuracy in case the flame has both fast and slow reactions and/or a
significant rate of heat loss.

A reaction progress variable model (denoted as ‘FRS’) developed for a turbulent adiabatic dif-
fusion flame with detailed chemistry and both fast and slow reactions was presented by Kok and
Louis [4]. The FRS model is now extended to a non-adiabatic model (named ‘FIRS’). That model
takes heat loss into account and is presented in this paper. The model, its four combustion scalars
and the calculation of the mean chemical and radiation source terms, are explained in sections 2–5.
The thermochemical database, which is derived for the model, is described in section 6. Experiments
were performed to obtain data to verify the model. The experimental set-up that was used to perform
measurements on a 16 kW syngas diffusion flame with heat loss is presented in section 7. Also shown
in section 7 is the set-up of the numerical simulations of the investigated flame. The results of the
measurements on, and the simulations of the syngas flame are discussed and compared in section 8.
Subsequently adiabatic and non-adiabatic simulation results are compared in order to assess the effect
of heat loss. Finally in section 9 conclusions are formulated.

2 The ‘FIRS’ non-adiabatic reaction progress variable model

In the FIRS reaction progress variable model, finite chemical reaction rates are taken into account
by calculating the source terms of fast chemical reactions implicitly. To this end the detailed chem-
ical reaction mechanism is reduced to a small number of variables, for example by assuming partial
equilibrium or steady state of intermediate species. The slow reactions source terms are calculated ex-
plicitly. Initially, in the burner inlet, both the fuel flow and the air flow are assumed to be in chemical
equilibrium. Subsequently, the chemical system is forced from global equilibrium by the mixing of
fuel and air. The chemical system evolves back to global equilibrium as a result of the slow chemical
reactions. In the model based on these phenomena, the mean chemical reaction rates are determined
by the mixture fraction (‘f ’), the rate of mixing, the heat transfer (‘i ’) and the reaction progress vari-
ables (‘r ’ and ‘s’): hence the ‘FIRS’ model. The reaction progress variablesr ands describe the H2
and CO conversion respectively. When these variables are known, the local mass fractions can be cal-
culated from algebraic equations, arising from the reduction of a detailed reaction mechanism [4, 5].
From the mass fractions the local source terms in the transport equations for the variables can be cal-
culated. As the reaction progress variables describe the deviation from equilibrium, super-equilibrium
radical concentrations are taken into account. With these radical concentrations thermal NO formation
is calculated in a post-processing step.

3 Mixing of fuel and air

A diffusion flame is characterized by a separate inflow of one or more air streams and a fuel stream.
Depending on the burner construction, chemistry and flow conditions, these streams mix in the flame.
The mixing of fuel and air is described with two scalar transport equations: one for the mean mixture
fraction f and one for its 2nd moment (the varianceg = 〈 f ′′2〉 [6]). The mixture fractionf equals 1
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in the fuel stream and 0 in the air stream, and is defined as:

f = Yfuel− Yfuel,2

Yfuel,1− Yfuel,2
(10.1)

with Yfuel,i the mass fraction of fuel elements present in streami , andYfuel the local mass fraction
of fuel elements. The turbulent transport terms in the equations for the first two moments are closed
with the gradient hypothesis. This results in the following turbulent transport equation for the mixture
fraction:

∇(ρũ f̃ )−∇(D∇ f̃ ) = 0. (10.2)

The diffusion coefficientD is the sum of molecular diffusion coefficientDm and the turbulent diffu-
sion coefficientDt. The turbulent diffusion coefficient is defined as the ratio of the kinematic turbulent
viscosity and the turbulent Schmidt number. For the variance off : g = 〈 f ′′2〉 the following turbulent
transport equation can be derived:

∇(ρũg)−∇(D∇g) = 1
2cg1ρχ − cg2ρα (10.3)

with rate of scalar dissipationχ = 2Dm(∂ f/∂xi )
2 and mixing rateα = ε̃g/k. In equations (10.2) and

(10.3),ũ is the Favre averaged velocity vector. In equation (10.3) it can be observed, that the rate of
growth ofg is determined by the balance between the rate of scalar dissipation and the mixing rate.

4 Heat Transfer

4.1 Enthalpy transport equation

The specific enthalpyh of an ideal gas mixture with temperatureT and number of speciesσ , each
species in the gas mixture having a mass fractionyi , is given by [7]:

h(T, yi ) =
σ∑

i=1

hi (T)yi (x, t) (10.4)

with

hi (T) = h0
i +

∫ T(x,t)

T=T0

cp,i (T) dT. (10.5)

In the mixture of ideal gases a mixture specific heat coefficient can be defined as:

cp(yi , T) =
σ∑

i=1

yi cp,i (T). (10.6)

Then the local instantaneous value of specific enthalpy is:

h(yi , T) =
σ∑

i=1

yi h
0
i +

∫ T

T=T0

cp(T) dT. (10.7)

In an adiabatic combustion model the local instantaneous value of enthalpy is a linear function of
mixture fraction, varying between the enthalpy value at the fuel inlet and the enthalpy value at the air
inlet. When heat loss is taken into account, the local value of enthalpy depends not only on mixture
fraction but also on the balance of the enthalpy transport. In that case an additional transport equation
has to be solved for the enthalpy as an independent variable. The general enthalpy transport equation
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is given in [7] (p. 74/eq. 72). In view of the scope of the present paper this equation will be simplified.
Here it is assumed that all binary diffusion coefficients are equal. In that case the drift flux is reduced
to a Fick diffusion equation. Further are neglected the Dufour heat flux, pressure diffusion and thermal
diffusion. This leads to the following transport equation for the instantaneous value of the enthalpy:

ρ
D

Dt

(
h+ 1

2u · u) = ∂p

∂t
+ ρ

σ∑
i=1

f
i
· (yi u− Dm∇yi

)−∇ · q − QR (10.8)

with:

q = λ∇T − ρ
σ∑

i=1

hi Dm∇yi . (10.9)

At the end of this subsection the radiation sink termQR will be discussed. The temperature can be
eliminated from equation (10.9) with equation (10.7), leading to the following expression for the heat
flux vector:

q = − λ
cp
∇h−

(
ρDm− λ

cp

) σ∑
i=1

hi∇yi . (10.10)

In most flames the velocities are only moderately high andu · u can be neglected compared toh. In
line with the mixture fraction species transport equation the Lewis number will be assumed equal to
unity:

Le= λ

ρcpDm
= 1. (10.11)

The transport equation for the instantaneous value of the enthalpy is then simplified to:

ρ
D

Dt
h = ∂P

∂t
+∇ ·

(
λ

cp
∇h

)
− QR. (10.12)

Based on equation (10.12), a transport equation will be formulated for the mean of the enthalpy in
a turbulent flow with combustion and heat loss. In a non-adiabatic non-premixed flame the enthalpy
variableh and the mixture fractionf are two independent variables. In their statistical behaviour
they are correlated however. The enthalpy variable is now transformed to a new variable that is to a
large extent statistically independent of the mixture fraction. The minimum value of the enthalpy is
defined as the enthalpy of the mixture when instantly cooled to the temperature of the surroundings.
Subsequently the enthalpy is normalised using the adiabatic and the minimum enthalpy:

i = h− hmin

had− hmin
=

∫ T

T0

cp dT −
∫ Tsurr

T0

cp dT∫ Tad

T0

cp dT −
∫ Tsurr

T0

cp dT

(10.13)

or

i = h− hmin

U ( f )
(10.14)

In the fuel flow and airflow at the burner inlet, the enthalpy loss variablei equals unity by definition.
In the adiabatic case, when enthalpy is conserved, the enthalpy loss variable remains unity. When heat
loss is taken into account,i will be smaller than unity. In the flameh − hmin and the denominatorU
each have a similar statistical correlation withf , and their ratio ‘i ’ is statistically independent off .



150 Chapter 10 — J. B. W. Kok

Substituting the definition 14 of the enthalpy variable in equation (10.12) gives for a steady flame
the following instantaneousequation fori :

∇(ρui )−∇
(
λ

Cp
∇i

)
= (∇ f )2(i − 1)

λ

Cp

U f f

U
+ 2

λ

Cp

U f

U
∇ f ∇i − Si , (10.15)

whereU f f denotes the second derivative ofU to f and is the net radiation sink termQR, normalised
with U . The term containing∇ f∇i in equation (10.15) can be neglected becausef andi are indepen-
dent and non-correlated variables. Favre decomposition and averaging yields for themean itransport
equation:

∇(ρũĩ )−∇
((

λ

Cp
+ Dt

)
∇ ĩ

)
= 1

2Cg2αg(ĩ − 1)
λ

Cp

U f f

U
− Si . (10.16)

The term containing the gradient off squared is modelled as in the mixture fraction variance equation.
As f andi are not correlated variables, the mean source terms in equation (10.16) can be calculated
by weighting over an assumed shape Probability Density Function (see section 6). An equation for
the variance ofi is omitted because the variation of species concentrations and temperature withi is
quite linear.

4.2 Radiation emission

The net radiation sink termSi is the balance between emitted and absorbed radiation per unit vol-
ume (weighted withU ). The energy emitted by an infinitesimal volume of gas, integrated over all
wavelengths, is given by [8]:

Si,emitted=
4
∫ ∞
λ=0

aλeλb(λ, T) dλ

U ( f )
= 4aP(T, p)σT4

U ( f )
. (10.17)

Assuming the flame to be non-luminous, the mean Planck absorption coefficientaP is given by the
expression [9, 10]:

aP(T, p) = aP,CO2 pCO2 + aP,H2O pH2O+ . . . (10.18)

The species specific absorption coefficientaP,X is a function of the temperature only [9]. Here for
the aP,X a correlation is used as proposed by Chenet al. [11]; also data are used as provided by
RADCAL [12, 13].

4.3 Radiation absorption

In a volume of gas, radiation is absorbed that is radiated from the surrounding gas and the walls. In
general this is a complicated expression that is determined by the history of all incident rays in the
entire volume. Here as a start the flame is assumed to be optically thin. In that case the absorbed
energy is given by:

Si,absorbed= −4(amP,CO2 pCO2 + amP,H2O pH2O)σT4

U ( f )
(10.19)

HereamP,X is the modified mean Planck absorption coefficient of speciesX. As an approximation in
this paper theamP,X is taken equal toaP,X. This is discussed in more detail by for example Tien [9].
The net radiation sink termSi is now given by the sum of equations (10.17) and (10.19). In case
the flame becomes optically thick, the emission term remains unchanged and determined by local
variables. A more eloborate expression would however be necessary for the absorption, which is
determined by the over-all variable field. This situation would complicate the calculation of a mean
radiation source term. The situation of optically thick flames is outside the scope of the present paper.
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5 Progress of Chemical Reaction

The combustion process in the CO/H2 flame is described by two reaction progress variables, indicating
the conversion of hydrogen and carbon monoxide. Earlier by Janicka [14, 15] a one progress variable
model was introduced for the adiabatic combustion of turbulent hydrogen diffusion flames with a 6
species and 8 chemical reactions mechanism. Later, Correa [16] used a two reaction progress variable
model for the adiabatic combustion of CO/H2 mixtures. This model was verified in an experiment
with an almost adiabatic flame [17]. Recently a two reaction progress variable model for the adiabatic
turbulent combustion of CO/H2 mixtures with 10 species, 21 reactions was derived systematically by
Kok and Louis [4]. In this section the latter model is generalised to the non-adiabatic situation.

A detailed chemical reaction system with 19 elementary hydrogen reactions (specified in Ap-
pendix I), is reduced to a system depending on one progress variable. For this variable a composed
concentration is chosen, such that the highly non-linear source terms of the two-body reactions in
the reaction mechanism, having high activation energies, cancel each other. This means that only
the source terms of reactions without activation energy remain in the net source term of the combined
mass fraction [4, 15]. This technique (used earlier by Dixon-Lewiset al.[18] to reduce the stiffness of
laminar flame equations) is demonstrated below for the reduction of the hydrogen chemical reaction
mechanism.

Consider a set ofM elementary reactions involvingN species andL elements. The chemical
reactions with subscriptk between the species with subscripti and with chemical symbolχi can be
represented in a general form as [7] (p. 556):

N∑
i=1

ν′ikχi 

N∑

i=1

ν′′ikχi k = 1, . . . ,M (10.20)

The net rate of production of speciesi due to allM chemical reactions is then given by thei th com-
ponent of the species rate of production vector:

dCi

dt
= ωi =

M∑
k=1

νik$k (10.21)

with components of the reaction tensor defined byνik = ν′′ik − ν′ik .
The composed variable will be determined for the hydrogen mechanism (see Appendix I) as fol-

lows. The reactive species involved are H2, OH, H, O, HO2, H2O2 and H2O, O2(in order of num-
bering). The number of species is 8 and the number of elements is 2. Hence, the dimension of the
reactive species space is 6. If this dimension is reduced to 1, in total 6 source terms can be eliminated
from the composed variable source term. Choosing for the independent species H2, OH, H, O, HO2,
H2O2 in the reactive subspace, the composed variable is given by the expression:

C = a1CH2 + a2COH+ a3CO+ a4CH + a5CHO2 + a6CH2O2. (10.22)

The chemical source term ofC is then:

dC

dt
= ω1(a2− a3+ a4)+ ω2(−a1+ a2+ a3 − a4)+ ω3(−a1− a2+ a3)+ . . . (10.23)

In view of their large activation energies, the coefficients of the independent reactions H1, H2, H3,
H17, and H18 are eliminated:

a2− a3+ a4 = 0

−a1+ a2+ a3− a4 = 0

−a1− a2 + a3 = 0

a2− a3 − a6 = 0

a2− a4 + a5− a6 = 0
(10.24)
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ScalingC such thata1 = 1.00, the solution of this system of equations for the remaining 5 independent
linear equations with 5 unknowns is:

a1 = 1.00

a2 = 0.50

a3 = 1.00

a4 = 1.50

a5 = −0.50

a6 = −1.00.
(10.25)

The composed concentration becomes:

C = 1.00CH2 + 0.50COH+ 1.00CO + 1.50CH − 0.50COH2 − 1.00CH2O2 (10.26)

And the instantaneous rate of change with time ofC due to chemical reaction is:

dC

dt
=

19∑
k=4

6∑
j=1

aj ν j k$k = −2($5+$6+$7+$8+$15) (10.27)

This chemical source term is incorporated in a turbulent transport equation for the mean ofC. In
equation (10.27) it can be observed, that not only the source terms with high activation energy are
eliminated but also the source terms of the dependent reactions H4, H9–H14, H16 and H19. In Ap-
pendix II it is explained that this way a composed concentration is created with effectively a small
Damkohler number. That enables probability density function averaging with assumed shape func-
tions.

As described above the combined mass fraction now is defined as:

Y∗H2
= YH2 +

MH2

MO
YO+ 3

2

MH2

MH
YH + 1

2

MH2

MOH
YOH− 1

2

MH2

MHO2

YHO2 −
MH2

MH2O2

YH2O2 (10.28)

This composed concentration is an independent variable, but statistically correlated with the mixture
fraction and the enthalpy. To reduce the statistical correlation with the scalarsf andi , the combined
mass fraction is normalized with the completely burnt and the unburnt situation to give the dimen-
sionless progress variabler :

r =
YH∗2 − Yu

H∗2
Yb

H∗2
− Yu

H∗2

=
YH∗2 − Yu

H∗2
W( f, i )

(10.29)

The normalisation functionW depends on heat loss as well as mixing. Substituting this definition in a
conventional convection-diffusion equation for the combined mass fraction, with gradient closure for
the turbulent flux term and applying Favre decomposition and averaging yields the following transport
equation for the mean ofr :

∇(ρũr̃ − (D∇r̃ )) =
(

Wf f

W
+ (1− ĩ )

U f f

U

Wi

W

)
1
2r̃Cg2ρα̃g+ r̃

Wi

W
Si + Sr . (10.30)

Initially the fuel flow and airflow are in chemical equilibrium at the burner inlet, withr equal to
unity. Due to mixing of both flows a mixture is created that deviates from equilibrium. This process
is described by the 1st rhs term in ther -equation, which is negative and causesr to decrease at the
flame interface. This is restored by the positive 4th rhs termSr , which is the normalized chemical
reaction source term for the combined mass fraction. This term contains contributions from the slow
three-body reactions only [4]. Additional terms due to heat transfer are the 2nd and the 3rd term. Like
the 1st and 4th term they deviate and restore respectively the chemical reaction system from and to
equilibrium, this time due to heat transfer.
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The conversion of carbon monoxide is described similarly to the hydrogen conversion. The mass
fraction of CO is normalized with the partially burnt mass fraction (CO reactions in equilibrium, while
the H2 reactions may deviate from equilibrium) and the unburnt situation to give the dimensionless
variables:

s= YCO− Ypb
CO

Yu
CO− Ypb

CO

= YCO− Ypb
CO

V( f, i, r )
. (10.31)

The turbulent transport equation for the mean ofs is:

∇(ρũs̃− (D∇s̃)) =

(s̃− 1)

(
Vf f

V
− Vr

V

Wf f

W
r̃ + (ĩ − 1)

(
Vf

V

U f f

U

Wi

W
r̃ − Vi

V

U f f

U

))
1
2Cg2ρα̃g

+ (s̃− 1)

(
Vi

V
Si − Vr

V
Sr − r̃

Wi

W

Vr

V
Si

)
+ SS. (10.32)

In the case of adiabatic combustion, wheni equals one and the radiation source term is zero, the
equations for the reaction progress variables reduce to the adiabatic equations, discussed by Kok and
Louis [4] and Correa [16].

6 Probability Density Function Averaging and the Thermochemical Database

In order to take turbulent fluctuations into account, the instantaneous concentrations and source terms
are weighted over a Probability Density Function. The Favre averaged mean of the source terms, mass
fractions and temperature is calculated by convolution with a joint probability density functionP:

φ̃ = 1

ρ

∫ 1

0

∫ 1

0

∫ 1

0

∫ 1

0
ρφP( f, i, r, s) d f di dr ds. (10.33)

As the independent variables are normalized, they can be assumed to be statistically independent and
the joint PDF can be factorised in the individual PDF’s:

P( f, i, r, s) = P( f )P(i )P(r )P(s). (10.34)

The most important fluctuations are the mixture fraction fluctuations, because the mass fractions,
temperature and NO production vary non-linearly with mixture fraction. These fluctuations are taken
into account by using a beta function forPf . The adiabatic enthalpy depends linearly on the mix-
ture fraction, but due to the weighting the influence of the mixture fraction is eliminated from the
dimensionless non-adiabatic scalari . The mass fractions and temperature vary almost linearly with
i. For that reason turbulent fluctuations in i have only a small effect and a single delta function can
be chosen forPi . Similarly a single delta function can be chosen forPr and Ps. By formulating the
combined variable for the hydrogen combustion, the influence of higher order moments (fluctuations)
of r is negligible. The CO reactions are not very sensitive to fluctuations, as their activation energy is
low [16].

The species mass fractions are determined at specified values off, i, r, s by the definitions of
these variables, the elemental balances and the conditions of partial equilibrium and steady state.
The resulting set of non-linear algebraic equations is solved for the range off, i, r, s [19] and the
instantaneous source terms are calculated from the mass fractions. Partial equilibrium and steady state
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conditions however can be assumed only at temperatures above 1200 K. At lower local temperatures,
data in the database are found by interpolation to the inlet values and higher temperature tabulated
data. In a flame stabilized by a hot recirculation area this is not a problem, as all relevant processes take
place at elevated temperatures. To speed up flame calculations, the mass fractions and the source terms
in the transport equations are calculated and PDF averaged in advance and stored in a thermo-chemical
database as a function of the independent variables (f, g, i, r ands) and the mixture fraction variance
g. The non-linear dependence of flame temperature and species concentrations on the mixture fraction
near the stoichiometric mixture fraction calls for close mixture fraction spacing in the database to
describe the mixing source terms accurately. For this reason 21 mixture fraction steps are used in the
thermo-chemical database, with spacing of 0.01 near the stoichiometric value. The variance of mixture
fraction space is divided in 13 intervals, starting with an interval of 5.0·10−5. Each successive interval
is twice the size of the previous one. For the reaction progress variables,r ands, 10 steps are used,
refined to a spacing of 0.01 near the burnt conditions. The maximum deviation from equilibrium
is expected to be less than 35 percent for both variables. Finally, 8 steps are used for the heat loss
variable from the adiabatic condition to 50 percent heat loss.

Like the other source terms, the mean radiation source term is obtained in a pre-processing step by
averaging over the independent variables using the PDF’s discussed above. This is possible, thanks to
the fact that absorption is taken into account only from uniform wall radiation. If optically thick cases
were to be considered absorption from all sources would have to be calculated, and the averaging of
the mean radiation term would have to be performed during the CFD calculation.

The formation of thermal NO is computed with the Zel’dovich mechanism in a post processing
step ([4] and Appendix I). For convenience the NO source term is stored in the database with the
other source terms. The local production of NO is shown in figure 10.1 as a function off andi . The
deviation from equilibrium is five percent for the reaction progress variablesr ands. It is observed
that the NO production is high at the stoichiometric value off and at zero percent heat loss, hence
in the hottest part of the flame. Also shown here, is that the database shows a dependence of NO
production on the enthalpy variable which is much more linear than on the mixture fraction. This
supports the assumption that a single delta function can be used for enthalpy averaging.

7 Set-up of experiments and numerical simulations

An experimental set-up was built at the Laboratory of Thermal Engineering of the University of
Twente specifically for measurements on non-adiabatic flames with a power of 20–100 kW and with
fuels composed of a mixture of CO/H2/N2. In the set-up the burner is mounted to an air cooled com-
bustion chamber. In subsection 7.1 the burner and combustor construction, and the fuel supply are
described. The measurements performed and the measurement accuracy are discussed in section 7.2.
The set-up to simulate numerically the flame in this combustor is presented in subsection 7.3.

7.1 The Burner, the Combustor and the Fuel Supply

Fuel and air are supplied to a diffusion burner shown in figure 10.2. It consists of a central fuel tube,
surrounded by a concentric air tube. The inner diameterD of the burner is 50 mm, which is half
the diameter of the combustion chamber. A cylindrical flame holder is attached to the end of a rod
extending axially through the burner. The rod is mounted in the axis of the burner by three ribs in
the burner outlet tube. The axial position of the flame holder can be varied by adjusting the rod in
its mounting on the left hand side of the burner. During the measurements the distance between the
burner and the flame holder was chosen to be 10 mm. The inlet air tube has a bend with a 45 degrees
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Figure 10.1: Local production of NO as a function of mixture fraction and enthalpy variable at a deviation from
equilibrium of 5% for both reaction progress variables.
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Figure 10.2: The non-premixed burner with vari-
able flame holder.

Figure 10.3: The cooled cylindrical combustion
chamber.

angle, to separate the concentric fuel and air pipes upstream. To verify the axisymmetry of the air
flow, which might have been perturbed by the air tube bend, hot wire measurements were performed
at the burner outlet. These measurements did not show a significant deviation from axisymmetrical
flow.

The combustor is depicted in figure 10.3, and is constructed of two concentric tubes. The burner
is mounted to the inner tube of the combustor which has a diameter of 100 mm and a length of 1.0
m. Cooling air flows between the two tubes to cool the outside wall of the inner tube, similar to a
gas turbine combustion chamber. At the exit of the combustion chamber the cooling air is mixed
with the flue gas and escapes via a chimney. Two series of sample ports are located at regular axial
distances along the combustor geometry. One set of ports can be used to insert a sample probe into
the combustor. The combustor is positioned such that the ports have an angle of 45◦ with the vector
of gravitational acceleration, so the profiles are measured diagonally from the top left to the bottom
right. The other ports give access to the area between the two tubes and can be used to measure the
temperature of the cooling air or the inner tube’s outside wall temperature. Not shown in figure 10.3
are the retractable spark plug, which is used to ignite the mixture, and the UV detector. If the flame
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Species Analyser Range Calibration

CO Beckman Industrial Model 870 0–31.4 vol% 29.7 vol%

CO2 Maihak defor 0–25 vol% 14.76 vol%

O2 Maihak oxygor 6n 0–25 vol% 5.1 vol%

NOx Beckman Industrial model 951A 0–100 ppm 46.6 ppm

Table 10.1: Analysers used to measure species concentrations.

blows off that is detected by the UV detector and the installation shuts down automatically.
The gases composing the fuel gas are obtained from compressed gas storage bottles and are mixed

in a mixing device. For the measurements fuel consisting of 40% CO, 40% H2 and 20% N2 with a
calorific value of 11.9 MJ/kg is used. The use of this fuel results in an adiabatic flame temperature of
2315 K at an inlet temperature of 303 K for both fuel and air and at the stoichiometric air/fuel ratio.

7.2 Measurements and accuracy

In the experiments radial profiles of CO, CO2, O2 and NO concentrations were measured at axial
distances of 0.065, 0.15, 0.30, 0.40 and 0.60 m from the burner exit. A sample gas flow was extracted
from the flue gas flow in the combustor with a water cooled stainless steel sampling probe with an
outside diameter of 7 mm and an inner diameter of the gas tube of 1.5 mm. To prevent the condensation
of water the cooling water has a temperature of 80◦C, and the sample is transported with a heated hose
to the analysis equipment. Before it is analysed the gas sample is cooled to 0◦C to remove the water
vapour. All measurements are therefore dry measurements and in comparisons the simulation results
are post-processed accordingly. The gas analysis instrumentation equipment is stated in Table 10.1.

The accuracy of the measurements is influenced by several factors. The gas sample was cooled
rapidly to a temperature where the reactions are frozen in time. The analysers were calibrated before
and after the session. The differences between these calibrations were very small. Hence it can
be assumed that the measured value is close to the actual concentration in the gas sample. Another
source of errors is the local quenching of the flame by the cooled probe. This causes the reactions to be
arrested by the probe, thus resulting in higher CO and O2 concentrations and lower CO2 concentration
measured than present in the unperturbed flame. But as the speed of the flow is high (fuel and air
inlet velocity of approximately 3 m/s) this effect will be small. The effect of quenching on the NO
concentration will be very small. Another source of errors is the result of the positioning of the probe.
The accuracy with which the probe is positioned in radial direction is 0.5 mm. When large gradients in
radial direction are present, this together with the smoothing effect of the probe size, can be a source
of errors.

7.3 The simulation set-up

The combustion model, described in the previous sections, was implemented in the commercial CFD
package CFX 4.2 [20]. The flow solver and the k-epsilon turbulence model of this package are used to
calculate the flow field. The combustion model computes the species concentrations, temperature and
density and the scalar variable source terms from the values off, i, r, s. The model is implemented
by adding convection-diffusion user scalar transport equations. The scalar variable source terms and
the density are returned to CFX by the FIRS model.

In the simulations the combustor volume is meshed with the three dimensional grid shown in
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Figure 10.4: Three dimensional computational mesh of 92.460 cells. a: longitudinal cross-section; b: axial
cross section.

figure 10.4. This grid contains 92.460 cells. Only half the combustion chamber is modelled in view
of the vertical symmetry plane. Horizontal symmetry is not present due to buoyancy effects. The hot
gas flow in the post-flame region is deflected upward. The rod on which the flame holder is mounted
is modelled as a square bar using the inner eight cells of the rectangular region in figure 10.4b. The
remainder of this rectangular region, together with the first three cells in radial direction composes the
fuel inlet. The air inlet is described by the next six cells in radial direction. The combustion chamber
is modelled up to a length of 0.65 m, which is just downstream the eighth sample port position.

The fuel and air inlet velocities are 4.13 and 2.88 m/s respectively. The Reynolds number in the
inlet flows is 10,000. In the flame the flow remains turbulent, be it at the relatively low Reynolds
number of 4,000. This all results in a thermal power of 16 kW (HHV) and an air factor of 1.3. For
the calculation of the radiation source term, the wall temperature was set uniformly to 600 K, but the
results are not sensitive to this value. Direct influence of the cooled wall on the mixture adjacent to
this wall by conductive and convective heat transport was neglected. The inlet values for the turbulent
kinetic energyk were taken from cold flow hot wire measurements in the burner inlet and equal to
0.15 m2/s2 (fuel) and 0.12 m2/s2 (air). The values of the rate of dissipation of turbulent kinetic energy
at the inlet were determined from the measuredk vales with the correlationεinl = k1.5

inl /0.3D (D is
the combustor diameter). All modeling constants were set to CFX defaults, shown in Table 10.2. The
total CPU time needed to obtain a converged solution was 9 hours on a single R8000 processor of
a SGI Power Challenge computer. The code that creates the thermo-chemical database for this fuel
needs about 6 hours CPU time on this computer.

8 Results of simulation and experiment

8.1 The Predicted Flow Field

The simulated flow pattern near the flame holder is shown as a vector plot in figure 10.5. The bluff
body flame holder is observed to deflect the fuel and airflow to larger radii, and increases the rate of

Turbulence model Mixing model

Cµ = 0.09 Cε1 = 1.44 σk = 1.00 Dm = 2.57 · 10−5

Cε2 = 1.92 σε = 1.22 Dg1 = 2.00

Cε3 = 0.00 σpr = 0.90 Dg2 = 2.00

Table 10.2: Modeling CFD turbulence constants used in CFX.
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mixing of both flows. Downstream the flame holder at the combustor center, a recirculation zone is
created, which ignites the fresh mixture at its circumference and thus stabilizes the flame.

The predicted values of mixture fraction, enthalpy loss and hydrogen reaction progress variable
on the vertical symmetry plane of the combustor are shown in contour plots in figures 10.6 to 10.8
respectively. The mixture fraction contours in figure 10.6 show that the fuel and air flow are deflected
to larger radii, afterwards they mix slowly, despite the turbulence generated by the flame holder. This
results in a long flame, which extends over a large part of the combustion chamber. The deflection from
axial flow, due to buoyancy effects, can be seen clearly. From the dimensionless enthalpy contours in
figure 10.7 it is observed that the total heat loss in the combustion chamber is high, up to 50% at an
axial distance of 0.65 m. This is due to the relatively low velocity and the high amount of radiating
species. Because of this heat loss, the formation of NO is arrested after the first part of the flame.
The contours in figure 10.8 show that the hydrogen reactions have a deviation from equilibrium in a
large part of the combustion chamber, with a maximum deviation of 8% near the flame holder. This
results in a reduction of temperature and an increase in radical concentrations (to super-equilibrium).
The net result of these effects is found to be an increase in the predicted amount of thermal NO. The
deviation from equilibrium of the CO reactions is much smaller in the entire combustion chamber (2%
maximum).

The predicted mean temperature contour plots on the symmetry plane are presented in figure 10.9.
The maximum temperature reached in the flame is 1890 K, while the adiabatic flame temperature is
2315 K. The low maximum temperature, as compared to the adiabatic flame temperature, is caused
by mixture fraction fluctuations, deviation from equilibrium and enthalpy loss.

8.2 Radial Profiles of Species Concentrations

Radial profiles of species concentrations were measured at five axial distances. Representative radial
profiles at two axial locations are presented in the next four figures. In figure 10.10 the predicted
and measured radial profiles of CO atx = 0.065 m andx = 0.3 m are compared. The calculation
with the FIRS model shows good agreement with the measurements. Initially the conversion of CO
is slightly underpredicted compared to the measurements. This difference remains visible at larger
axial distance. The prediction of the CO concentration could be improved ad hoc by reducing the
dissipation of turbulence at the inlet, which has a large influence on the initial mixing of fuel and
air. In spite of this observation, measured inlet values obtained by hot wire measurements were used,
instead of fitted turbulence inlet values. Atx = 0.065 m, the tip of the (simulated) recirculation zone,
the CO profile is symmetrical. Downstream the profile shows a shift of CO to the upper part of the

Figure 10.5: Vector plot of the flow near the
flameholder.
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Figure 10.6: Contour plot of mean mixture frac-
tion at the combustor symmetry plane.

Figure 10.7: Contour plot of enthalpy loss vari-
able at the combustor symmetry plane.

Figure 10.8: Contour plot of mean hydrogen reac-
tion progress variable at the combustor symmetry
plane.

Figure 10.9: Contour plot of the mean tempera-
ture at the combustor symmetry plane

combustion chamber due to buoyancy effects. This is observed both in measurements and predictions.
In figure 10.11 the CO2 profiles are shown. CO2 is formed on the combustion interface and partly

transported into the fuel core by recirculation. Two peaks can be seen in the plot, separated by the
rich fuel core. The total amount of CO2 increases along the combustion chamber. The predicted CO2

profiles agree well with the measurements. In the fuel core the amount of CO2 is underpredicted,
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Figure 10.10: Comparison of predicted and mea-
sured CO concentration atx = 0.065 (solid line,
squares) andx = 0.3 m (dashed line, crosses).

Figure 10.11: Comparison of predicted and mea-
sured CO2 concentration atx = 0.065 (solid line,
squares) andx = 0.3 m (dashed line, crosses).
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Figure 10.12: Comparison of predicted and mea-
sured O2 concentration atx = 0.065 (solid line,
squares) andx = 0.3 m (dashed line, crosses).

Figure 10.13: Comparison of predicted and mea-
sured NOx concentration atx = 0.065 (solid line,
squares) andx = 0.3 m (dashed line, crosses).

corresponding with the overprediction of CO. This indicates that the amount of air mixed into the fuel
core is slightly underpredicted.

The oxygen profiles in figure 10.12 show the rich fuel core where all O2 is converted to reaction
products and the co-flow of air. The amount of O2 near the combustor wall is less than the amount
of O2 in the air. Some fuel has already mixed in and was burned. The fuel core decays only slowly
because the mixing of fuel and air is slow.

In figure 10.13 the calculated and measured NO concentrations are compared. Atx = 0.065 m
the NO concentration is underpredicted by a factor two in the peak regions. Possibly this is explained
by the high production of NO this region, leading to high axial gradients in concentration. A small
uncertainty in axial distance gives different results. Further downstream the predicted NO concen-
tration compares well with measurements. After 0.3 m the production of NO is arrested because the
temperature is reduced below the production threshold due to radiation heat loss. This point and the
local NO concentration are predicted very well by the non-adiabatic FIRS model. Atx = 0.6 m the
NO profile is uniform and the measured NO concentration is 70 ppm.

8.3 Influence of Heat Loss

To assess the magnitude of the effect of heat loss, the simulation is repeated with the FRS model. This
model is adiabatic (i = 1), but otherwise identical with the FIRS model. Initially, atx = 0.065 m,
both models predict CO similar concentration profiles. This is depicted in figure 10.14. Further
downstream the adiabatic FRS model predicts higher CO concentrations than the non-adiabatic model,
as can be seen in figure 10.15, where the CO concentration atx = 0.6 m calculated with each model
is compared with the measurements. This can be expained by the combination of higher temperature
due to neglect of heat loss and the fact that the deviation from equilibrium for the CO system is
always very small. This will lead to a shift of the CO system from CO2 to CO and hence higher CO
concentrations. In addition to that the CO concentration predicted by the FRS model can be increased
by an overprediction of the buoyancy effect with the adiabatic model. This results in decreased mixing
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Figure 10.14: Comparison of predicted and mea-
sured CO concentration atx = 0.6 m. Squares:
measurements; thick solid line: RPV model;
dashed line: adiabatic RPV model.

Figure 10.15: Comparison of predicted and mea-
sured NO fraction atx = 0.15 m. Squares: mea-
surements; thick solid line: RPV model; dashed
line: adiabatic RPV model.

rates of fuel and air.
In figure 10.15 the predicted and measured NO profiles atx = 0.15 m are compared. The non-

adiabatic model agrees well with the measurements, while the adiabatic model overpredicts the NO
concentration by 50% at the peak regions. Further downstream the overprediction of the adiabatic
model is increased to concentrations as high as 500 ppm. The explanation is, that the formation of
thermal NO is not arrested by a decrease in temperature with axial distance, in the absence of heat loss.
The heat loss model incorporated in the FIRS model is therefore essential to predict NO formation
correctly.

In the non-adiabatic transport equations for the reaction progress variables, r and s, additional
source terms appear due to heat loss. In the H2 equation this is a mixing source term (second term
between brackets in equation (10.22) and a term caused by a change in equilibrium composition due
to heat loss. These two extra terms have a similar effect as the adiabatic mixing term and the chemical
source term in ther equation. In [19] it was shown however that these two terms can be neglected,
compared to their adiabatic counterparts, when the heat loss is less than 10 percent. This also applies
to the CO equation. Hence in case of modest heat loss its effect on chemistry can be taken into account
solely via the database, in which the composition and temperature vary with the enthalpy loss variable
i .

9 Conclusion

In this paper a model is introduced that can simulate the combustion of syngas in non-adiabatic tur-
bulent combustors. By using a commercial CFD flow solver and its incorporated turbulence model,
complex three dimensional geometries, like gas turbine combustion chambers, can be simulated. All
chemistry data is contained in averaged form in a database, which is generated prior to the flame
calculation. This makes the model fast and easy to use.

Simulation of non-adiabatic combustion is achieved by including an equation for heat loss. This
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additional equation is normalized to reduce the statistical dependence on the mixture fraction. When
heat loss is significant it influences the variables for the combustion of hydrogen and carbon monoxide
via this normalization. Another effect on chemistry is the variation of mass fractions with enthalpy in
the database. In case of modest heat loss, its main influence is via the change in composition due to
the reduction in temperature.

The model is verified using probe measurements in an air cooled combustion chamber. Prediction
of major species like CO, CO2 and O2 as well as the prediction of NO agree well with the measure-
ments. Hence it can be concluded that the turbulent reduced chemistry model gives a good prediction
of the mean chemical reaction rates. The transition point at which the temperature has decreased un-
der the temperature threshold to form significant thermal NO is predicted correctly. Therefore it can
be concluded that the heat loss is predicted correctly.

As a next step it can be considered to apply the model to the combustion of methane by adding a
reaction progress variable (‘t ’) for the conversion of methane to hydrogen and carbon monoxide. This
is discussed by Koket al. [21].
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Appendix I: the chemical reaction mechanism

Reaction A [cm,mole,s] b [-] E [kJ/mole] Nr

The hydrogen chemical reaction mechanism
H+O2 
 OH+O 2.00E+14 0.00 70.30 H1
H2+O 
 OH+ H 5.06E+04 2.67 26.30 H2
H2+OH 
 H2O+ H 1.00E+08 1.60 13.80 H3
OH+OH 
 H2O+O 1.50E+09 1.14 0.42 H4
H+ H+M 
 H2+M 1.80E+18 -1.00 0.00 H5
H+OH+M 
 H2O+M 2.20E+22 -2.00 0.00 H6
O+O+M 
 O2+M 2.90E+17 -1.00 0.00 H7
H+O2+M 
 HO2+M 2.30E+18 -0.80 0.00 H8
HO2+ H 
 OH+OH 1.50E+14 0.00 4.20 H9
HO2+ H 
 H2+O2 2.50E+13 0.00 2.90 H10
HO2+ H 
 H2O+O 3.00E+13 0.00 7.20 H11
HO2+O 
 OH+O2 1.80E+13 0.00 -1.70 H12
HO2+OH 
 H2O+O2 6.00E+13 0.00 0.00 H13
HO2+ HO2 
 H2O2+O2 2.50E+11 0.00 -5.20 H14
OH+OH+M 
 H2O2+M 3.23E+22 -2.00 0.00 H15
H2O2+ H 
 H2+ HO2 1.70E+12 0.00 15.70 H16
H2O2+ H 
 H2O+OH 1.00E+13 0.00 15.00 H17
H2O2+O 
 OH+ HO2 2.80E+13 0.00 26.80 H18
H2O2+OH 
 H2O+ HO2 5.40E+12 0.00 4.20 H19

The CO chemical reaction mechanism
CO+OH 
 CO2+ H 6.00E+06 1.50 -3.10 C1
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CO+O+M 
 CO2+M 7.10E+13 0.00 -19.00 C2

The NO (‘Zeldovich’) chemical reaction mechanism
N2+O 
 NO+ N 1.80E+14 0.00 319.0 N1
N+O2 
 NO+O 6.40E+09 1.00 26.10 N2
N+OH 
 NO+ H 3.00E+13 0.00 0.000 N3

Rate constants:kf = ATb exp(−E/RT);

Third body efficiencies: CO: 0.75; O2: 0.4; CO2: 1.5; H2O: 6.5; N2: 0.4

Appendix II: The reaction progress variable model

Consider a set ofM elementary reactions involvingN species andL elements. The chemical reactions
with subscriptk between the species with subscripti and with chemical symbolχi can be represented
in a general form as ( [7], p. 556):

N∑
i=1

ν′ikχi =
N∑

i=1

ν′′ikχi k = 1, . . . ,M. (A1)

The net rate of production of speciesi due to allM chemical reactions is then given by thei th compo-
nent of the species rate of production vector:

dCi

dt
= ωi =

M∑
k=1

νik$k, (A2)

with components of the reaction tensor defined byνik = ν′′ik−ν′ik . According to the law of mass action
the rate of progress variable$k is given by:

$k = kf,k

(
N∏

l=1

C
ν ′ik
l −

1

Kc,k

N∏
l=1

C
ν ′′lk
l

)
, (A3)

with equilibrium constantKc,k defined by the ratio of forward and backward rate constants:

kr,k = kf,k

Kc,k
. (A4)

Assuming an Arrhenius temperature dependence, the forward rate constant can be expressed by:

kf,k = AkTβk exp

(
− Ek

RT

)
. (A5)

Of concern in a turbulent reacting flow are those reactions that have a large activation energyEk. For
example the important reaction H1 in the hydrogen mechanism in Appendix I has a large activation
energy of 70 kJ/mole. This reaction will be very sensitive to temperature fluctuations. Hence in a
turbulent flow, the mean reaction rate can not be calculated accurately by weighting over an assumed
shape PDF, because the answer would be very sensitive to the shape of the PDF ( [2], p. 142). If the
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rate constant in equation (A5) (taking for convenience) is developed in a Taylor series around a mean
temperature and averaged subsequently, the mean rate constant becomes:

kf,k = Ak exp

(
− Ek

RT

)[
1+

(
Ek

2RT
− 1

)
Ek

RT3

(
T − T

)2+ . . .] . (A6)

This series is convergent, but at high activation energies it may take up to 15 terms (e.g. moments) be-
fore higher orders terms can be neglected. This property inhibits direct calculation of the source terms
of these reactions with a moment method. However, often it can be observed that the contribution
of that reaction is large and the chemical time scale small. A chemical relaxation time for reaction
numberk in forward direction and specie numberi can be defined as the ratio of the concentration of
Ci and the change ofCi with time:

τik = Ci
dCi
dt

= Ci

νikkf,k
∏N

l=1 C
ν ′lk
l

. (A7)

When this time is small as compared to the turbulent mixing length, the Damkohler number is large
for this reaction. But then this reaction can be regarded as an equilibrium reaction. In that case the
time scale of thecombinedforward and backward reaction :

τk = Ci
dCi
dt

= Ci

ωi
= Ci

νik$k
(A8)

is large as$k approaches zero for partial equilibrium and the Damkohler number of the combined
reaction is small. Similarly for steady state of species numberi , a time scale can be formulated of the
combined reactions as: .

τi = Ci∑M
k=1ωi

= Ci∑M
k=1 νik$k

(A9)

In steady state de denominator will approach zero, the chemical reaction time will be large with
respect to the turbulent mixing time and the Damkohler number of the reaction of the species will be
small. Hence when looked at the contribution of individual reactions the Damkohler number is large
and in a turbulent reacting flow the individual mean source terms can not be calculated accurately by
averaging over an assumed shape PDF. But thecombinedeffect of the ensemble of reactions often
takes place at a much larger time scale and at small Damkohler number.

This can be used to circumvent the problem of the calculation of the individual mean turbulent
chemical reaction source term. Of crucial importance in this method is the fact that the dimension of
the chemical space in a flame is much smaller than the number of independent species variables. This
is due to the mentioned partial equilibria of reactions and steady state of species. Consider a set of
M elementary reactions involvingN species andL elements. The dimension of the reactive species
space isD = N − L. The flame is in many cases confined to a subspace of the reactive species
space with dimension 1–5. Here it is assumed that the reaction mechanism chosen is such that the
subspace has the dimension of 1. In that case the evolution of all species variables can described by
one new variable composed ofD species. This variable is formulated such that source terms fromD
individual reactions cancel each other (this was first proposed by [18]). The molar concentrationC of
this variable is calculated from:

C =
D∑

j=1

aj Cj . (A10)
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The weighting coefficientsaj are chosen such, that the source terms with high activation energy, for
example of the equilibrium reactions, cancel each other in the combined source term. The reactions
k = 1, . . . ,M are renumbered in order of decreasing activation energy.

The total reaction source term ofC is:

ω =
D∑

j=1

ajω j =
D∑

j=1

aj

M∑
k=1

ν j k$k. (A11)

Subsequently the order of summation overj andk is interchanged in the source term:

ω =
D∑

j=1

ajω j =
D∑

j=1

aj

M∑
k=1

ν j k$k =
D∑

j=1

M∑
k=1

aj ν j k$k =
M∑

k=1

D∑
j=1

aj ν j k$k. (A12)

The weighting coefficients aj in C are now chosen such that:

D∑
j=1

aj ν j k$k = 0 (A13)

for the reactions numberedk = 1 to D. The remaining source term forC becomes:

ω =
M∑

k=D+1

D∑
j=1

aj ν j k$k. (A14)

From this expressionD, source terms with high activation energy have been eliminated. Hence, the
source term ofC only contains slow contributions, which are relatively insensitive to a variation in
the temperature and in the shape of the Probability Density Function. For that reason, the mean of
this source term can be calculated explicitly with the use of an assumed shape PDF. The time scale at
which the combined species changes due to chemical reaction is:

τc =
∑D

i=1 αi Ci∑M
k=D+1

∑D
i=1 αi νik$k

. (A15)

In this expression forτc the denominator is small, because all the large source terms have been elimi-
nated. Hence the time scaleτc is large and the Damkohler number of the composed variableC is small.
The mean turbulent source termSC(C, f,h) of C can now be averaged with sufficient accuracy over
the assumed shape joint Probability Density Function:

SC =
∫∫∫

ρ

ρ
SC P(C, f ) dC d f. (A16)



Chapter 11

Joint velocity-scalar PDF methods for turbulent
combustion

D. Roekaerts

In this lecture the joint velocity-scalar PDF approach to turbulent combustion modeling is described.
This approach was mainly developed by S.B. Pope and includes from the start the complete one-
point joint statistics of velocity and scalars. This is conceptually appealing because it delivers in one
framework closure models for Reynolds stresses, Reynolds fluxes and chemical source terms. In the
final section results of test calculations are presented for a challenging test case, combining a complex
flow pattern with effects of high mixing rates and chemical kinetics. For this bluff-body-stabilized
diffusion flame, the relative importance of modeling of the velocity, mixing and chemistry terms is
studied. The PhD thesis of H. A. Wouters [1], and a more extended version of these notes prepared
in collaboration with H. A. Wouters and T. W. J. Peeters [2] can be consulted for further details and
other applications.

1 PDF transport equation

From the conservation equations, the transport equation can be derived [3] for the joint velocity-
scalar PDF f Uφ(V ,ψ; x, t). By integrating this quantity over a range of values ofV andψ the
probability thatU andφ take values in these ranges is obtained. It is also useful to consider the joint
velocity-scalar mass density function (MDF) defined asF Uφ(V ,ψ, x; t) = ρ(ψ) f Uφ(V ,ψ; x, t).
The transport equation for the MDF reads:

∂

∂t
F + ∂

∂xi
Vi F =− ∂

∂Vi

[
1

ρ(ψ)

(
−∂〈p〉
∂xi
− ∂〈Ti j 〉

∂xj

)
F

]
(11.1a)

− ∂

∂Vi

[
1

ρ(ψ)

〈
−∂p′

∂xi
− ∂T ′i j
∂xj

∣∣∣∣∣U = V ,φ = ψ
〉

F

]
(11.1b)

− ∂

∂ψα

[(
− 1

ρ(ψ)

∂〈Jαi 〉
∂xi

+ Sα(ψ)

)
F

]
(11.1c)

− ∂

∂ψα

[
1

ρ(ψ)

〈
−∂ Jα′i

∂xi

∣∣∣∣U = V ,φ = ψ
〉
F

]
(11.1d)

in which the first two terms (11.1a and 11.1b) on the right hand side describe the evolution in velocity
space and the last two terms (11.1c and 11.1d) describe the evolution in scalar space. (The notation
〈 A| B〉 denotes the conditional expectation value of A upon condition B). Terms 11.1a and 11.1c occur
in closed form whereas

167
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the unclosed terms 11.1b and 11.1d contain conditional averages. These effects cannot be ex-
pressed in terms of the one-point distribution ofU andφ.

The terms that contain the mean pressure gradient and the mean viscous stress tensor can be
expressed in terms of the mean velocity field and thus occur in closed form. Assuming high Reynolds
number, effects of mean shear〈Ti j 〉 are usually neglected. The unclosed terms describe the mean
effects of the fluctuating pressure gradient and the fluctuating viscous stress tensor, conditional on the
values of velocity and scalars.

The terms that describe the evolution in scalar space contain the effects of the mean molecular
diffusion flux and of reaction. The reaction rate can be expressed as a function of the scalar variables
φ and therefore it is contained in closed form. Although the Monte Carlo PDF method allows for
an exact treatment of chemistry from the point of view of turbulence modeling, the use of a full re-
action mechanism would require the integration of a stiff system of many coupled equations. In the
Monte Carlo Method chemical reaction has to be followed in many thousands of particles and to make
the calculation feasible judicious simplification is needed. Here we refer to the lecture on chemistry
reduction methods for a description of some possibilities in this respect. The term containing the con-
ditional mean effects of the fluctuating diffusion flux describes molecular mixing or micro-mixing and
is unclosed. Since mixing by diffusion is an essential process bringing reactants and/or heat together
the modelling of this term is important. It is directly related to the conditional scalar dissipation rate
and connections with other approaches to turbulent combustion modeling can be formulated on the
basis of this.

Starting from the transport equation for the joint velocity-scalar mass density function it is straight-
forward to derive the equation for the joint velocity-scalar Favre PDFf̃ Uφ . Both formulations are
equivalent. The Eulerian transport equations for the moments off̃ Uφ can be derived by multiplying
each term by a function ofVi andψα (e.g., Vi Vj , Vi Vj Vk, ψαψβ , or Viψα) and integrating over the
phase space(V ,ψ). In this way also a transport equation for the Reynolds stresses can be derived and
it is a good question to ask which Eulerian second-moment closure model is implied by a choice of
closure of the PDF transport equation, or the other way round, to ask whether a proposed second mo-
ment closure model has a Lagrangian counterpart. Such questions are discussed in detail by Pope [4]
and Wouters [1].

2 Monte Carlo solution method

The PDF transport equation (equation 11.1a−d) is a partial differential equation in many dimensions.
In the case ofd spatial dimensions andn independent scalars, solving the stationary equation by
means of a finite-difference technique would require a sufficiently accurate discretization in 2d + n
dimensions. Alternatively, in a Monte Carlo solution method, the 2d + n dimensional mass density
function is represented by a large ensemble ofN notional fluid particles. Here the term ‘notional fluid
particles’ is used to distinguish from real physical fluid elements. The particle properties evolve ac-
cording to particle models such that the evolution of the statistics of the particle ensemble corresponds
to the modeled PDF evolution. It is not required that single notional particle trajectories represent real
fluid element trajectories. The Monte Carlo method is computationally more efficient already for the
cased = 2, n = 1. Furthermore it offers additional opportunities for model development. The basics
of the Monte Carlo method and several of the numerical algorithms involved are described in detail
by Pope [3], Haworth and El Tahry [5], Correa and Pope [6], and Wouters [1]. This involves the
method of fractional steps, the estimation of mean fields and mean field gradients, particle boundary
conditions and the integration of particle evolution equations. Recent developments are summarised
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Figure 11.1: Illustration of the Eulerian PDF estimatefφN (ψ; x) from an ensemble of Lagrangian particles
φ(i ) in a cell at positionx.

by Naud [8].
Here we consider systems whose one-point statistics depend on two spatial coordinates only

(d = 2). All Eulerian quantities, like mean velocity and scalar fields and the mass density func-
tion, are defined on a two-dimensional grid. The Eulerian joint velocity-scalar mass density function
is represented by a spatially equally distributed ensemble of Lagrangian notional ‘fluid’ particles with
properties like position, velocity and composition.

Each of the particles represents an amount of mass1m and the particles are distributed such that
the distribution of mass in space corresponds to the actual density field. An estimate of the Eulerian
Favre joint velocity-scalar PDF or, equivalently, the joint velocity-scalar mass density function in a
cell is given by the velocities and scalar properties of the particles present in that cell. Note that the
mass density function is defined on a grid but that the particles are not. The particles each have their
own position and velocity and are not bounded to a grid. The estimation of the Eulerian PDF from the
ensemble of Lagrangian particles is illustrated in figure 11.1.

The particle properties evolve according to a modeled Lagrangian system of the following general
form:

dxi = Ui dt (11.2a)

dUi = −K u
i dt + bi j dWj (11.2b)

dφα = −K φ
αdt + bαβdWβ (11.2c)

The drift vectorsKu andKφ for respectively the velocity and scalars describe a deterministic change,
the terms containing the increment of the Wiener process dW describe a stochastic change, in the
form of a diffusion process (see below). All Wiener increments in (2b) and (2c) are independent of
each other. The specific expressions for the drift and diffusion terms for velocities and scalars define
the model. Examples of particle velocity and scalar evolutions are given below.
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The coefficients of the particle models contain basically two different kind of mean quantities.
First there are the Eulerian mean quantities, likeŨi andφ̃α. These can be estimated from the particle
properties e.g. by the following expression:

φ̃ = 1

Nc

Nc∑
i=1

φ(i ) (11.3)

in which the summation is over all particles present in a cell. (In practice also smoothing algorithms
are used) Second, the modeled terms contain a characteristic mean turbulent frequency that determines
the rate at which the modeled processes take place. This frequencycannotbe estimated from the
particle properties in the joint velocity-scalar description and it has to be supplied externally. Another
special term is the mean pressure gradient. The mean pressure field can be obtained from the velocity
and density fields and, in principle, it is closed. Direct calculation of the mean pressure field would
require a pressure solver that uses the particle velocity and mass distributions as input. Here a hybrid
Monte Carlo method is employed in which both the pressure and turbulent frequency fields are solved
by an external Eulerian finite-volume method according to the method of Correa and Pope [6].

3 Hybrid flow field model

The hybrid Monte Carlo method consists of a Eulerian finite-volume submodel and a Lagrangian
Monte Carlo submodel.

The hybrid algorithm is illustrated in figure 11.2. The Eulerian model solves for the mean velocity,
pressure, turbulent kinetic energy and turbulent dissipation. Given these mean fields, the Lagrangian
Monte Carlo method solves for the joint velocity-scalar mass density function. Effects of thermo-
chemistry are solved in the Lagrangian algorithm. Mean thermo-chemical properties that influence
the flow field, like density and molecular viscosity fields, are then coupled back to the finite-volume
method which solves for the new turbulent flow field. Subsequent submodel calculations are per-
formed until a stable solution is reached.

In this algorithm, conventional modeling of the Eulerian flow field equations is needed also, and
closer inspection is needed of the relation between closure in the Lagrangian and the Eulerian frame-
work.

During the Monte Carlo calculations, by an overall shift and scaling of particle velocities in each
cell, the Eulerian mean velocities and turbulent kinetic energy are imposed onto the Lagrangian fluid
particles.

A basic requirement for the Monte Carlo algorithm is that the particle ensemble gives a physically
correct estimate of the mass density function.

This is expressed mathematically by the requirement that the sum of particle masses divided by the
cell volume, gives a correct representation of the density field. Using a two-dimensional rectilinear
grid, large cells correspond to a large volume in three dimensions. Moreover, in axisymmetrical
configurations, cells near the axis represent a small volume in three dimensions whereas cells far from
the axis correspond to a larger three-dimensional volume. If all particles are to represent the same
amount of mass1m, the particle number in a cell must depend on the local densityandon the three-
dimensional cell volume. For example, in cells with a small volume or with low density the number of
particles is lower and the statistical accuracy in these cells is lower. As a result, the statistical accuracy
varies throughout the domain which is undesirable. To remedy this effect an ensemble with variable
particle weightsw(i )1m is used allowing the use of a nearly constant number of particles per cell.
Then the average in Equation 11.3 has to be replaced by a weighted average.
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Figure 11.2: Sketch of the hybrid Monte Carlo method. Left side: Lagrangian submodel with chemistry solver.
Right side: Eulerian submodel that solves for mean flow field.

4 Modeling of the velocity evolution

4.1 Langevin models

The unclosed terms in the joint velocity-scalar mass density function equation that describe the evo-
lution in velocity space read:

− ∂

∂Vi

[〈
−∂p′

∂xi
− ∂T ′i j
∂xj

∣∣∣∣∣U = V ,φ = ψ
〉

f̃

]
(11.4)

here written in terms of the Favre joint PDF instead of the mass density function. To illustrate the
closure procedure, we first consider the Simplified Langevin Model (SLM) [7]. A Langevin model is
a stochastic model for fluid particle velocities. The modeled particle velocity equation consists of a
linear drift towards the local Favre mean and an added isotropic diffusion term, and reads:

dU ∗i = −
(

1

2
+ 3

4
C0

)
ω(U ∗i − Ũi )dt + (C0ε)

1/2dWi (11.5)

in which ω = ε/k is the mean turbulent frequency,U ∗i is a stochastic velocity realization,C0 a
constant with a physical meaning explained below , and dWi a stochastic Wiener increment. The
Wiener process is a stochastic process with zero mean and covariance:

〈dWi dWj 〉 = dtδi j (11.6)
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The Wiener or diffusion process is continuous but not differentiable and has the properties of a Markov
process. This means that the stochastic velocity increments only depend on the present state of the
fluid element and not on its history. Using Ito calculus the Langevin model then corresponds to an
evolution of the velocity PDF given by Risken [9], and Gardiner [10]):

∂ f̃ U

∂t
=
(

1

2
+ 3

4
C0

)
ω
∂

∂Vi

[
(Vi − Ũi ) f̃ U

]+ 1

2
C0ε

∂2 f̃ U

∂V2
i

(11.7)

The basic properties of the SLM are that it yields the correct evolution of turbulent kinetic energy and
that it yields isotropization of the velocity distribution. To describe complex flow fields an extended
model is needed: theGeneralized Langevin model(GLM) which is of the form

dU ∗i =
(
−1

ρ

∂〈p〉
∂xi
− ∂〈Ti j 〉

∂xj

)
dt (11.8)

+ Gij (U
∗
j − Ũ j )dt + (C0ε)

1/2dWi

in which C0 is a positive constant,W(t) an isotropic Wiener process,ε the dissipation of turbulent
kinetic energy andGij is a second-order tensor which is modeled as a function of local mean quan-
tities. A ‘general’ form ofGij in terms of the local mean velocity gradients, Reynolds stresses and
dissipation was derived by Haworth and Pope [7].

The reason for using the Langevin model to model turbulent velocities is found in the consistency
of the model with Kolmogorov’s hypothesis of turbulence [11]. For high Reynolds number there is a
separation between the large energy containing scales and the small scales at which viscous dissipation
takes place. The cascade of energy from the large to the small scales occurs in the inertial subrange
where the energy dissipation rateε is the only relevant parameter. The effects modeled by the tensor
Gij are characterized by the time-scales of mean deformation|∂〈U 〉/∂x|−1 and energy dissipation
T = k/ε. The Wiener process models effects that take place on a shorter time-scale. The specific
form of the diffusion coefficient is determined by the modeled Lagrangian structure function which,
for the Langevin model, reads:

〈1Ui1Uj 〉L ≡ 〈(Ui (t + s)−Ui (t))(Uj (t + s)−Uj (t))〉L = C0εsδi j (11.9)

with1Ui the velocity increment of a Lagrangian fluid element. This is consistent with Kolmogorov’s
inertial range scaling withC0 being a universal constant. A valueC0 = 2.1 was determined exper-
imentally from diffusion measurements in grid turbulence by Anand and Pope [12]. For a detailed
treatment of dynamical properties of the Langevin model and consistency with Kolmogorov’s theory,
see [7, 14, 13].

An important feature of the Lagrangian models is that these describe the evolution of individual
fluid element velocities. This means that, for finite model coefficients, the Langevin model always
describes physically realizable distribution of velocities (e.g. positive normal stresses and turbulent
kinetic energy). Consequently, the Langevin model is always realizable by construction as are all
moment equations derived from the Langevin model.

Because the Langevin model describes the evolution of the full joint velocity distribution it also
provides a modeled evolution equation for the second moments of velocity. In particular, in the case
of an isotropic dissipation tensor (εi j = 2

3εδi j ) the exact expression for the pressure strain correlation
in the Reynolds stress equation

5∗i j = −
1

ρ

(
u′′i
∂p′

∂xj
+ u′′j

∂p′

∂xi

)
(11.10)
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is represented by

5∗i j = Gik ũ′′j u
′′
k + Gjkũ′′i u′′k +

(
2
3 + C0

)
εδi j (11.11)

In the approach followed here, following the lines of Pope [4], the model parameters in the ex-
pression forGij are specified such that the modeled pressure-strain correlation equals that of several
well-known second-moment closures.

A basic second-moment closure model for5∗i j is the combination of a Linear return-to-isotropy
or Rotta term and a linear isotropization-of- production (IP) term. The model (with fixed model
constantsC1 = 1.8 andC2 = 0.6) is referred to as theIsotropization-of-Production Model(IPM) and
the corresponding GLM is called the Lagrangian IP model (LIPM). The Simplified Langevin model
(SLM) corresponds to theRottamodel (only linear return-to-isotropyC1 = 4.15, C2 = 0). For the
(L)IPM and the SLM/Rotta model, hybrid Monte Carlo calculations were performed in a bluff-body
stabilized diffusion flame using both the Eulerian second-moment model and the Lagrangian Langevin
models [15]. Some results of these calculations are presented below.

Since the full joint probability of velocities and scalars is known the Lagrangian models also pro-
vide modeled evolution equations for the third-moments of velocity and the turbulent scalar fluxes.
The third-moment equations are governed by the Langevin model for velocities whereas the combi-
nation of Langevin model and micro-mixing model provides a model for the scalar fluxes.

4.2 Consistency

When solving the modeled velocity PDF transport equation with the hybrid Monte Carlo method some
caution is needed. In the hybrid method the turbulent flow field is represented in two ways: on the one
hand by the Eulerian mean velocity and turbulent kinetic energy fields of the finite-volume submodel,
and on the other hand by the velocity distribution of the Lagrangian Monte Carlo submodel. Although
a unique definition of the turbulence model is not guaranteed, both submodels use the same solution
for the mean velocity and turbulent kinetic energy fields. Turbulent transport of mean momentum and
production of turbulent kinetic energy are governed by the Reynolds stresses and consistency between
the two submodels on the level of mean velocities and kinetic energy inevitably requires a consistent
treatment of the second moments.

Several studies, using the hybrid method, have used thek-ε model in combination with the
SLM [16, 17]. In the Euleriank-ε model, the Reynolds stresses are given by an algebraic relation
and the second-moment equations are not modeled explicitly. No equivalent model in terms of a
Langevin model exists. As a result, thek-ε model cannot be part of a consistent hybrid model. In
the hybrid method employed here, a consistent hybrid turbulence model is obtained by using the
same second-moment equation in both submodels with the Langevin model chosen equivalent to the
finite-volume turbulence model for the pressure-strain correlation. The third-moments are still treated
inconsistently in the two submodels. In the Lagrangian method the third-moments are exact whereas
in the second moment closure models these are given by a generalized gradient diffusion model. Ef-
fects of this inconsistency on the level of the third moments are assumed to be small (See [8] for a
confirmation of this assumption).

Recently new fully consistent hybrid algorithms have been developed, see Muradogluet al. [18]
and references therein. E.g. in these methods Reynolds stresses are calculated in the Monte Carlo
submodel only.
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5 Modeling of scalar micro-mixing

5.1 Introduction

The process of micro-mixing is a very important mechanism in turbulent reacting flows. On the
largest scales mixing of species takes place by turbulent convection but only after species are mixed
by molecular diffusion on the smallest scales, chemical reaction can occur. For Damk¨ohler number
around unity, turbulent mixing and reaction are strongly coupled whereas for high Damk¨ohler number
the overall reaction rate is limited by the mixing process. In both cases, for a prediction of the mean
chemical source terms an accurate description of the scalar distribution is needed. Micro-mixing
models are designed to mimic several physical properties of molecular scalar mixing. These properties
stem either from the Navier-Stokes equations or are motivated by observations in measurements or
DNS of inert scalar mixing. Below we start from exact equations for scalar mixing and list several
basic properties of turbulent scalar mixing. Then the two most widely used micro-mixing models are
reviewed: Interaction by Exchange with the Mean and Coalescence/Dispersion.

5.2 Turbulent scalar mixing

Exact equations

The evolution of the Favre joint velocity-scalar PDF under the influence of turbulent molecular scalar
mixing is given by equation 11.1a. The unclosed term consists of the mean molecular diffusion flux
conditional on the velocity and scalar values. The evolution of the PDF under the influence of micro-
mixing is given by:

∂

∂t
f̃ Uφ = − ∂

∂ψα

[
1

ρ

〈
−∂ Jα′i

∂xi

∣∣∣∣U = V ,φ = ψ
〉

f̃ Uφ

]
(11.12)

Assuming Fickian diffusion and equal and constant diffusivities, the term on the RHS can be rewritten
as:

−D
∂2

∂x2
i

f̃ Uφ − D
∂2

∂ψα∂ψβ

[〈
∂φα

′′

∂xi

∂φ′′β
∂xi

∣∣∣∣∣U = V ,φ = ψ
〉

f̃ Uφ

]
(11.13)

The first term describes the diffusion in physical space and is usually neglected assuming high Reynolds
numbers. Using the same argument the effects of the mean diffusion flux〈Jαj 〉 are neglected also. This
term (see equation 11.1c) contains only mean field gradients and is contained in closed form. The re-
maining unclosed term is the conditional scalar dissipation or cross-dissipation which is defined by:

εφ,αβ = D

〈
∂φα

′′

∂xi

∂φ′′β
∂xi

∣∣∣∣∣U = V ,φ = ψ
〉

(11.14)

The effects of this term on the scalar distribution can be summarized by a decay of scalar variance
combined with a relaxation of the scalar PDF to a Gaussian-like shape. Whichever model is used to
mimic these effects, all models require an additional time-scale that determines the scalar variance de-
cay rate. The decay of scalar (co)-variance is given by the averaged, unconditional, scalar dissipation
or cross-dissipation which is given by:

d

dt
φ̃α
′′φ′′β = −2εφ,αβ (11.15)
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The closure of the variance decay rate also arises in modeling of the second-moment equations. For
single inert scalar mixing the scalar variance decay rate most often is modeled to be proportional to
the decay rate of turbulent kinetic energy where the constant of proportionalityCφ takes a standard
value of 2.0.

Properties of turbulent scalar mixing

The rationale behind the use of a particular model for micro-mixing lies in the ability to mimic relevant
physical properties of the mixing process. Here several important properties of the mixing process are
reviewed: (1) the scalar mean is conserved, (2) correct variance decay rate, (3) boundedness of scalars,
(4) linearity and independence, (5) relaxation to a Gaussian for inert scalar mixing, and (6) localness
in composition space.

CONSTANT SCALAR MEAN In the absence of a mean diffusion flux, molecular scalar mixing does
not affect the mean scalar value. Conservation of the scalar mean is a strictly required property of
mixing models. Models that do not satisfy this property may, for example, destroy or produce a
conserved scalar like mixture fraction; violating mass and element balances.

SCALAR VARIANCE DECAY Under the assumptions of high Reynolds numbers, the scalar variance
equation shows that the decay of scalar variances by molecular diffusion is given by the scalar dissi-
pationεφ . The joint velocity-scalar PDF does not provide information on the decay rate and the decay
rate must be supplied externally. All micro-mixing models are designed to reproduce the available
information on the decay rate.

BOUNDEDNESS OF SCALAR VALUES An important property of scalar mixing is that mixing cannot
cause scalar values to occur below the minimal or above the maximal values. For example: in a
region with mixture fraction values between 0.5 and 1, molecular mixing cannot cause scalar values
to occur below 0.5 or above 1. In more dimensions, consider a bounded region which contains all
scalar values. During a mixing step, all scalar values must remain within the bounds of the previously
spanned region. Boundedness must be satisfied to prevent unphysical scalar values like negative mass
fractions or temperature.

L INEARITY AND INDEPENDENCE The scalar transport equations, for non-reacting scalars, are lin-
ear in the scalar values. This implies that, for equal diffusivities, any linear combination of non-
reacting scalar variables evolves according to the same set of equations. A good micromixing model
should respect this linearity principle. Related to this, the independence principle implies that, in
mixing, the evolution of the statistics of one scalar are not influenced by the distribution of the other
scalars [19]. The models reviewed here satisfy these two fundamental properties.

RELAXATION TO A GAUSSIAN IN HOMOGENEOUS TURBULENCE Turbulent scalar mixing does
not only result in a decay of scalar variance but the PDF shape relaxes to a bell-shaped distribution.
For mixing of temperature fluctuations in grid-generated turbulence [20] and in DNS simulations of
inert mixing homogeneous isotropic turbulence [21] it has been observed that an initially binary dis-
tribution evolves to a Gaussian. In computations of mixing in inhomogeneous flows, like jet diffusion
flames, it may not be so relevant whether or not a model reproduces the exact Gaussian shape for the
homogeneous test case. But models that can reproduce the DNS data are favored.
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A good measure of the evolution of the PDF shape is the evolution of the normalized central
moments of a distribution:

µ̂n = µn

(µ2)n/2
(11.16)

with µn = 〈φ′n〉. For a binary distributionµ̂4 = µ̂6 = 1 and for a standard Gaussian distribution
µ̂4 = 3 andµ̂6 = 15. The relaxation of the scalar PDF from a binary distribution is measured by the
evolution of these moments in time and by the way in which the Gaussian values are approached.

LOCALNESS IN SCALAR SPACE The concept of localness in multidimensional scalar space was
introduced by Subramaniam and Pope [22] (for a single scalar the concept already appears in Norris
and Pope [23]). The additional requirement introduced is that mixing of scalar particles is governed by
its close neighborhood in composition space. A motivation for it is that the mixing of fluid particles in
a physical volume of fluid, where scalar fields are continuous, is also local in scalar space. However,
it may not be necessary to satisfy this requirement in order to represent mixing of the scalar PDF
correctly. The mixing models reviewed here do not satisfy the localness condition.

5.3 Modeling of micro-mixing

In this section two most widely used micro-mixing models are described: Interaction by Exchange
with the Mean model and Coalescence/Dispersion or Curl’s Models. For a discussion of other models
(Mapping Closure models, Langevin models) we refer to Wouters [1].

Interaction by Exchange with the Mean model

The simplest micro-mixing model is theInteraction by Exchange with the Mean(IEM) or Linear Mean
Squares Estimate(LMSE) model [24, 25]. The IEM model is widely used because of its simplicity
and ability to mimic the most important effects of mixing. The model conserves the scalar mean and
yields the correct variance decay rate.

The decay of scalar variance is modeled by a deterministic relaxation of all scalar values to the
local mean.

dφα
∗ = −1

2
ωφ(φα

∗ − φ̃α)dt (11.17)

in whichωφ is the modeled scalar variance decay rate. The IEM model corresponds to an evolution
of the scalar PDF given by:

∂ f̃ φ
∂t
= 1

2
ωφ

∂

∂ψα

[
(ψα − φ̃α) f̃ φ

]
(11.18)

In the multi-scalar formulation given here, all scalars relax to the respective mean at the same decay
rateωφ.

With respect to the physical properties of turbulent scalar mixing that were mentioned in the
previous section, the IEM model only mimics the first four properties; conservation of the mean, a
correct variance decay rate, boundedness of scalars, and linearity and independence. The model does
not predict any relaxation of the shape of the scalar distribution. The predicted evolution of normalized
moments is d̂µn/dt = 0 for all n.

Coalescence/Dispersion models

Coalescence/Dispersion (C/D) or particle-pair interaction models are most easily defined in terms of
a particle model where mixing takes place in randomly selected particle pairs. The original model
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was proposed by Curl [26]. Improvements of Curl’s model were proposed by Janickaet al. [27], and
Pope [28], the extension of the model to the case with variable particle weights is given in Nooren
et al. [17], and Wouters [1]. Coalescence/Dispersion models are attractive because the models are
relatively simple to use. Furthermore, C/D models are able to mimic the physics of mixing in a better
way than the IEM model does and perform reasonable well for mixing of multiple reacting scalars.

The standard C/D model for scalar particles is defined as follows: consider an ensemble ofN
particles with equal weightsw(i ) = 1 and scalar valuesφ(i ). For every mixing step, two randomly
chosen particles(p,q) mix with a certain probabilityPmix. The particle pair mixes towards the pair
mean scalar value:

φα
(p)(t +1t) = φα(q)(t +1t) = φ(p,q)α,mean=

1

2

[
φα

(p)(t)+ φα(q)(t)
]

(11.19)

while the other particles remain unchanged. For a selected particle pair, all scalarsα take part in
mixing. For this case of equally weighted particles the decay of variance in a mixing step1t is given
by:

〈g〉(t +1t) = 〈g〉(t)
(

1− Pmix

N

)
(11.20)

with 〈g〉 an arbitrary scalar variance. In the limit1t → 0 the correct decay of variance is obtained if
Pmix is chosen:

Pmix = N[1− exp(−ωφ1t)] ≈ ωφN1t (11.21)

The numerical implementation of this algorithm is straightforward.
The PDF shapes predicted by this model in case of mixing of a binary PDF are unrealistic. To

remedy the latter effect, Janickaet al. [27] propose a modification of the model in which a particle
pair only exchanges a fraction of the scalar values. This fraction is chosen randomly from a uniform
distribution. The modified C/D model yields a relaxation of the PDF shape to a bell-shaped function
but the normalized skewness and super-skewness do not approach the Gaussian values. To improve the
asymptotic behavior of the C/D model, Pope [28] proposes an extension with an age-biased selection
of particles. This results in a probability of selection of particles that is biased to particles with a
larger age, where age is defined as the time a particle has not taken part in mixing. Improvements as
proposed by Pope have been tested only for the test case of binary mixing. Although the modified
C/D model with A(a) = 1 overpredicts the tails of the PDF, with infinite momentsµ̂4 andµ̂6, the
PDF is bell-shaped and the disagreement with a Gaussian PDF is noticeable only in the low tails of the
distribution. In all calculations reported here, the modified C/D model by Janickaet al. [27], extended
for particles with unequal weights [17], is used.

Summarising, with respect to the physical properties of turbulent scalar mixing, the C/D model
conserves the scalar mean, yields the correct variance decay rate, and satisfies the requirements of
boundedness, linearity and independence. For homogeneous inert mixing the PDF evolves to a bell-
shaped function but does not approach an exact Gaussian.

6 Modeling of a bluff-body-stabilized diffusion flame

6.1 Introduction

To illustrate the theoretical developments described above, this section reports on the study of a bluff-
body-stabilized methane-air diffusion flame using second-moment closures and multi-scalar chem-
istry. The bluff-body configuration serves as a model for industrial type low NOx burners. Here
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the bluff-body flame is chosen as a test case because the flow pattern exhibits complex phenomena,
like recirculation regions and stagnation points, and because the coupling between turbulence and
chemistry is strong. The flow is very sensitive to density fluctuations and the flame shows effects
of finite-rate chemistry. The configurations studied here were subject of a 1994 ERCOFTAC-SIG
workshop [29, 30]. It was shown that thek-ε model is insufficient to model the bluff-body flow
characteristics. Here two second-moments closure models are used besides the standardk-ε model.
Chemistry is modeled with the conserved-scalar constrained equilibrium model and with the three-
scalar ILDM scheme. The objective was to make a comprehensive study of the relative importance of
the model used for convection, for micro-mixing, and for chemical kinetics. Monte Carlo predictions
are compared to available experimental data of mean velocities, turbulent kinetic energy and temper-
ature. The Monte Carlo model was implemented in a computer codePDF2DSProvided by Prof. S.B.
Pope. (The Delft version of this code is called PDFD). The finite-volume submodel calculations are
performed withBIGMIX which is an in-house finite-volume code of TU Delft [31].

We mention that also other authors have reported their results for this flame in the literature (e.g.
Fallot et al. [32], and Warnatzet al. [33]).

6.2 Test case specification

The configuration consists of a fuel jet 5.4 mm in diameter, surrounded by a 50 mm diameter bluff
body. The coaxial air inlet has an outer diameter of 100 mm and a low-velocity coflow of air is present
around the air inlet. The thickness of the coaxial air pipe is 1 mm. Figure 11.3 depicts the bluff-body
configuration and sketches a typical flow pattern. In the experiment, the burner is unconfined but in
the simulation, a solid wall is assumed at a radius of 200 mm to prevent numerical problems with
outflow of particles in the Monte Carlo method. Test calculations have shown that the presence of this
confinement does not influence the flow in the regions of interest.

The inlet velocities for the fuel, air and coflow are 21 m/s, 25 m/s and 1 m/s, respectively. The fuel
inlet Reynolds number based on the fuel inlet diameter isRe= 7000 and for the air inlet, based on the
bluff-body diameter,Re= 80 000. Initially boundary conditions were the same as prescribed at the
SIG workshop [29]. However, the original inlet conditions are modified to improve the predictions
with respect to the length of the recirculation zone, and to obtain a stable convergence of the second-
moment equations. Inlet profile calculations are set up to approximate the experimental configuration.

The finite-volume calculations are performed on a rectangular nonuniform mesh of 150× 150
points. On this mesh grid independent solutions are obtained and differences with solutions on an
80× 80 mesh are small. The Monte Carlo simulations are performed on a 80× 80 mesh using 150
particles per cell. To reduce stochastic fluctuations, mean properties are averaged over 500 iterations.
Additional Monte Carlo calculations with 150 particles per cell on a grid of 150× 150 and with 400
particles per cell on a grid of 80× 80, are performed to test the influence of grid dependence and the
statistical accuracy. Monte Carlo simulations require about 200 Mb internal memory and 100 hours
of CPU time on a HP–735 workstation or 10 hours on 8 PE’s of a massively parallel CRAY–T3E
supercomputer.

6.3 Choice of PDF model

This section summarizes the models used in this study and gives a motivation for the specific model
choices.
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Figure 11.3: Bluff-body flow configuration and characteristic flow pattern. Mean fuel jet velocityŨ0 = 25 m/s,
uniform air inlet velocityŨ1 = 21 m/s. Bold faced letters indicate:S stagnation regions,D ’diffusion flame’
region,F main reaction or flame region,A andB scatterplot positions of figure 11.7.

Hybrid turbulence model

Three different hybrid turbulence models have been used. The hybrid SLM/k-ε model is used because
it is a standard turbulence modeling approach using the hybrid Monte Carlo method [16, 17]. In this
flow the inconsistency of this model with respect to the representation of the Reynolds stress tensor,
is apparent [1].

Two consistent hybrid models used are the SLM/Rotta and the LIPM/IPM models. The SLM/Rotta
model is used because it is seen as the simplest consistent hybrid turbulence model. The consistent
LIPM/IPM model is used because this second-moment closure model is seen as a basic Reynolds-
stress model and it is expected to perform reasonably well for the bluff-body configuration.

In the inert flow, several other second-moment models were evaluated, without reaching signifi-
cant improvement of the predictions.

The approach of tuning the turbulence model to the experimental flow data separately for every
chemistry and mixing model is not used here. Rather, the turbulence model constants are kept constant
while investigating the relative performance of different micromixing and chemistry models. In the
reacting case, flow and scalar fields are strongly coupled and changes in the scalar field model will
directly affect the flow field. If the fitting procedure is employed, then changes in the turbulence model
constants will be large, provided an acceptable choice for the constants even exists.
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Chemistry modeling

Initially, chemical reaction is simplified using the conserved-scalar constrained-equilibrium (CE)
model. It is assumed that the reaction is fast such that it is limited only by the mixing of fuel and
oxidizer.

CE predictions however, show an overprediction of the mean temperature and, moreover, the flame
length is overpredicted severely. Because of the strong recirculation, burned products flow back into
the inlet region where the mixing rate of species is large. There, effects of partial premixing and finite-
rate kinetics are important. To capture these effects, a three-scalar ILDM reduced kinetics scheme is
used. The ILDM scheme can successfully describe finite-rate kinetics effectsandcorrectly reduces to
the equilibrium model in the fast chemistry limit.

Here, for the case of non-premixed methane-air combustion the detailed mechanism is simpli-
fied to a three-dimensional manifold, parameterized by mixture fraction and the H2O and CO2 mass
fractions. The remaining thermo-chemical variables like the other mass fractions, temperature and
density, and the reaction rates of H2O and CO2 are tabulated as a function of these three parameters.
In order to avoid a CPU-intensive integration of the rate equations for H2O and CO2 mass fractions
during the Monte Carlo simulations, the reaction rates are pre-integrated for the specific time-step of
the simulation. For all simulations performed in this study, thermo-chemical variables are tabulated
as a function of the describing variables in a locally refined table as described by Peeters [34, 31].

Scalar micro-mixing

Using the conserved-scalar CE chemistry model, modeling is required for micro-mixing of a single
inert scalar. For this case, four mixing models are available: IEM, C/D, Mapping Closure Model
(MCM) and Binomial Langevin (BL) models.

With ILDM chemistry, scalar mixing involves mixture fraction and two additional reacting scalars,
YCO2 andYH2O. The C/D model performs very well for inert single-scalar mixing in jet flows [35] and
it has been shown to perform well in reacting jet diffusion flames with CE and with ILDM chem-
istry [17]. For these reasons, the C/D model is selected as a standard model for mixing of multiple
reacting scalars. A second model that was selected for scalar mixing in combination with ILDM
chemistry is the modified multi-scalar BL model which was described by Wouters [1].

6.4 Results for reacting flow

Results for the reacting flow are given in the following order: first a summary of flow field predic-
tions is given, next results for thermo-chemical fields of the conserved-scalar constrained-equilibrium
model are shown and the limitations of this model are discussed. Then, improvements using a
three-scalar ILDM reduced kinetics scheme are presented. Finally results on the performance of
micromixing models are given. A study of the inert flow, including consistency tests can be found in
Wouters [1].

Flow field predictions

Experimentally, the flow exhibitsonestagnation point, atx = 70 mm with a peak in turbulent ki-
netic energy ofk = 44 m2/s2. All three hybrid models in combination with CE chemistry and C/D
micromixing, predict a minimum in the axial velocity forx ≈ 70 mm with the minimal value close
to zero. The peak value of turbulent kinetic energy is underpredicted by all models. With the IPM,
predictions are reasonable forx < 70 mm. Here, the initial decay of the axial velocity is predicted
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Figure 11.4: Axial profiles of temperature. Predictions use IPM turbulence model and C/D micro-mixing
model. Symbols:—— CE chemistry model (Tmax= 2020 K),– – – ILDM chemistry model (Tmax= 1980 K),
� � � measurements (Tmax= 1667 K).

correctly. At higher axial distances, the performance of the model is unclear. In this region the mean
temperature is overpredicted severely (see figure 11.4) which clearly has its effect on the flow field.
Here, the limitations of the CE chemistry model play a role.

Constrained-Equilibrium results

Figure 11.4 depicts the axial profile of the mean temperature. Moving along the axis in the axial
direction, the experimental data show a sharp rise in temperature, up to a peak temperature of 1667 K
at x = 80 mm. After the peak temperature is reached, the temperature drops rapidly. CE predictions
are in reasonable agreement with the experiments up tox = 80 mm but the predicted temperature
rises further and reaches a maximum of 2020 K atx = 145 mm. Moreover, the high temperature zone
extends over a much larger region.

Radial profiles of temperature, which are depicted in figure 11.5a, show that predictions are rea-
sonable forx ≤ 50 mm. At x = 10 and 30 mm the temperature is overpredicted by≈ 250 K but
the shape of the profiles is good. Atr = 25 mm a peak indicates the presence of a reaction zone
starting at the edge of the bluff-body. There the assumption of a diffusion flame, that can be described
by a conserved-scalar model, seems to be reasonable. Atx = 50 mm, the temperature maximum is
overpredicted because the temperature at the centerline rises too early (see also figure 11.4).

At higher axial distances near the stagnation zone, mixing rates are high and a well-mixed com-
position of fuel and air exists above the recirculation zone. Here, reaction is not limited by mixing
and effects of finite-rate kinetics are important. The conserved-scalar CE model is not able to capture
these effects and therefore it overpredicts the temperature in this region.
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Figure 11.5: Radial profiles of mean temperature. Predictions with IPM turbulence model and C/D micro-
mixing model. a) CE chemistry, b) ILDM chemistry. Lines: predictions,—— x = 10mm,– – –x = 30mm,
· · · · · x = 50mm. Symbols: measurements,◦ ◦ ◦ x = 10mm,444 x = 30mm,� � � x = 50mm.

ILDM results

Final results of the ERCOFTAC-SIG workshop [30] show that models that do not employ the fast-
chemistry assumption perform much better downstream of the recirculation zone, even when using
k-ε turbulence modeling. To satisfactorily describe the effects of partial premixing and finite-rate
kinetics, a three-scalar ILDM reduced kinetics scheme is used.

In figure 11.4, the axial profile of mean temperature is depicted for CE and ILDM chemistry
models and measurements, and the implications of the chemistry model are clearly seen. ILDM
chemistry yields a faster axial decay of temperature after the peak temperature is reached. The CE
model overpredicts the temperature in this region even though the mixture fraction fields in the CE
and ILDM calculations are almost the same. Atx ≈ 45 mm, the ILDM prediction shows a sharp rise
in temperature which is not seen in the measurements or in the CE predictions. The faster ignition is
caused by differences in the flow field. Because of the strong coupling between chemistry and flow
field, small differences in the mean density result in a much stronger recirculation with a minimal
axial velocity on the axis of−3.9 m/s atx = 50 mm.

Grey-scale plots of the mean temperature for CE and ILDM predictions and the measurements
are shown in figure 11.6. Looking at the overall picture, the ILDM flame is more compact and it
is located closer to the bluff body than seen in the experiments. Compared to the CE predictions
the flame length is much shorter and the predictions are in better agreement with the experiments.
However, the temperature is still overpredicted by approximately 200 K in the flame region. The
reason for the improvements obtained with the ILDM chemistry scheme over the CE model is that the
fast-chemistry assumption, made in the CE model, is not valid in this flame.

To illustrate the differences between the two chemistry models, figure 11.7 shows scatter plots
of mixture fraction and H2O mass fraction at two positions in the flame. Scatter plot positions are
sketched in figure 11.3. Figure 11.7a shows a scatter plot atx = 37.5 mm andr = 7.86 mm (position
A) in the region where the mixture fraction variance and mixing rate reach a maximum. A scatter
plot atx = 38 mm andr = 15 mm (position B) is shown in figure 11.7b. This position is located in
the shear layer above the edge of the bluff body at an axial location where the source terms ofYCO2
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Figure 11.6: Greyscale plot of the mean temperature. a) CE chemistry predictions (Tmax = 2020 K), b)
measurements (Tmax= 1667 K), c) ILDM chemistry predictions (Tmax= 1980 K). Contour values at 300, 500,
. . . 1900 K. For the calculations only part of the domain is shown.

andYH2O reach a local maximum. At position A, the mixture fraction variance is large and almost the
entire mixture fraction space is occupied. Forξ > 0.25 points are scattered around the equilibrium
line but for lower mixture fraction values, many points are found below the equilibrium limit. At
this position, the ILDM model predicts a mean temperature below the equilibrium value. Position B
is located in the shear layer above the edge of the bluff body where the CE results showed that the
assumption of diffusion limited chemistry gives reasonable predictions of the mean temperature (see
also figure 11.5a). The scatter plot shows that the ILDM results are far from equilibrium. The figure
clearly shows that mixing rates are high which yields many points near stoichiometry but with low
YH2O values.

Radial profiles of the mean temperature, up to one bluff-body diameter downstream, are depicted
in figure 11.5b. The profiles show no overprediction of temperature at the edge of the bluff body
(15 < r < 25 mm) as seen in the CE results. The profile atx = 50 mm clearly shows the early
rise of temperature which corresponds to a flame closer to the bluff body. The ILDM results fail to
show a peak atr = 25 mm as is seen in the CE profiles. The scatter plot 11.7b indicates also that the
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Figure 11.7: Scatterplot of H2O mass fraction versus mixture fraction. ILDM chemistry with C/D micro-
mixing. a) atx = 37.5 mm andr = 7.86 mm,̃ξ = 0.285, b) atx = 28 mm andr = 22 mm,̃ξ = 0.084. Typical
scatterplot positions are indicated in figure 11.3. Solid line denotes the constrained-equilibrium limit. Dashed
vertical line denotes the value of the mean mixture fraction.

equilibrium temperature is not reached in this region.

6.5 Conclusion

Summarizing, the three-scalar ILDM reduced chemistry scheme is able to describe the effects of
partial premixing and finite-rate kinetics that occur in this flame. Mean temperature fields are in better
agreement with the experiments than the CE predictions which show a large overprediction of the
flame height. With the ILDM scheme, temperature is still overpredicted by approximately 200 K in
the entire flame region.

Also the importance of modeling of the micro-mixing term in this flow has been investigated [1].
It was found that scalar micro-mixing and the coupling between micro-mixing and reaction are not
crucial in this flow. The remaining deficiencies of the present PDF model are attributed to modeling
of momentum and scalar transport. Apparently, macro-mixing by turbulent convection is the driving
force in scalar mixing.

Finally, it should be remarked that the large underprediction of turbulent kinetic energy at the
stagnation point positions and the low Reynolds numbers of the fuel and air jets indicate that this
flow exhibits unstable phenomena which cannot be described by thestationaryFavre-averaged PDF
model used. Instationary PDF calculations or Large Eddy Simulation would be needed to overcome
this limitation, but would require even more computer power.
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Chapter 12

Large eddy simulation of turbulent combustion

D. Roekaerts

1 Introduction

In large eddy simulation (LES) the larger three-dimensional unsteady turbulent motions are directly
represented (resolved), whereas the effects of the smaller scale motions are modeled (filtered). A
compact and precise introduction to LES models can be found in Ref. [1]. The development of LES
methods for reacting flows has been attracting growing attention in the last years.

Developments have been made in different directions for different applications: atmospheric
flows, premixed combustion, non-premixed combustion. In this lecture an elementary introduction
to LES of reacting flow is given, followed by a short overview of some recent developments from the
literature and a presentation in some detail of one specific approach, the filtered mass density function
(FMDF) method.

It is useful to present first an estimate on the computational grid needed to perform a direct numer-
ical simulation (DNS) of a turbulent premixed combustion system. Let the large eddies of the velocity
field have characteristic length, rms-velocity and time scales`, u andτ = `/u. The ratio of thè to
the length scale of the smallest eddiesη (Kolmogorov scale) is of orderRe0.75. Let the laminar flame
have thicknesseL and speedvL. To resolve all eddies the cell size must be of the order of the scale
of the smallest eddies and the size of the computational domain must be larger than the scale of the
large eddies. The ratio of these scales then determinesN, the required number of cells per direction
in space. Since it is proportional toRe0.75, the number of cells in three dimensions scales asRe2.25.
Taking into account also the need to have an accurate solution in time one finds that the computational
effort scales withRe3 [1]. The requirement to resolve all flame fronts is an independent requirement.
Assuming that the number of grid points needed to resolve a flame front isn (say 10), one has that the
new requirement onN is:

`

N
= 1x ≤ eL

n
= ν

nvL
= `u

nvL Re
(12.1)

The variableν denotes both viscosity and diffusivity (The Lewis number was set to one). This leads
to

N ≥ n
vL

u
Re (12.2)

Using the estimateeLvL = ν and introducing the Damkohler number

Da = `/u

eL/vL
(12.3)

one finds
N ≥ n

√
ReDa (12.4)
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Depending on the value ofDa this is a weaker or stronger requirement than the requirement from
turbulence only. Introducing some representative values it can be seen that the computational effort
needed for DNS of practical combustion systems is prohibitive.

The computational expense of LES is smaller but can still be too high. It will be of interest
when the most important phenomena to be studied are present in the large scale motions and when
the predictions are not sensitive to the model used to represent the unresolved motions. E.g. in the
study of combustion systems LES methods can be very relevant in the study of large scale combustion
instabilities. However, because chemical reaction is a local process and in combustion, flame fronts
can be thin, the construction of a good filtering procedure is a complex problem. The resolved reaction
rate, appearing in the Eulerian transport equation for the resolved concentrations, cannot be expressed
in terms of the resolved concentration and temperature fields. The analogue in LES of the observation
made in RANS that fluctuations influence the mean reaction rate, is that in this case subgrid scale
fluctuations influence the resolved reaction rate [2]. It can be expected that the phenomena on the
unresolved scale in LES will be less universal in reacting flow than in non-reacting flow. At least
they will be Damköhler number dependent. The essential advantage of LES, compared to RANS,
is that by grid refinement (more precisely decrease of the filter scale) more and more effects of the
fluctuations are resolved and less is modeled. E.g. in the case of premixed combustion: more and more
flame structures are computed and instantaneous zones of fresh and burnt gases, where turbulence
characteristics are quite different, are clearly identified [3].

2 LES equations

2.1 Filtering procedure

For systems with periodic boundary conditions, the filtering can be done in the spectral space, i.e.
on Fourier transformed fields, or in the physical space. In the study of combustion systems where
periodic boundary conditions are often not suited and flame structures are to be modeled, filtering in
physical space is most often used and we restrict to that case here.

The filtered and Favre-filtered values of the flow and thermochemical variablesQ(x, t) are repre-
sented by〈Q(x, t)〉` and〈Q(x, t)〉L = 〈ρQ〉`/〈ρ〉`, respectively.

The filtered quantity Q is defined as:

〈Q(x, t)〉` =
∫

Q(x ′, t)G1(x
′, x)dx′ (12.5)

whereG1 is the LES filter.1 refers to the filter width. The most popular filters are a box filter and a
Gaussian filter. In the first case the filter corresponds to a spatial averaging of the quantity over a box
of size1. In the second case the spatial averaging is with filter

G1(x ′, x) =
(

6

π12

)3/2

exp

(
− 6

12
|x ′ − x|2

)
. (12.6)

These filters are normalised, positive, spatially and temporally invariant.
Any quantity Q may be split into a filtered component〈Q〉` and an unresolved componentQ′,

according toQ = 〈Q〉` + Q′. Two differences between mathematical properties of the Reynolds
averaging procedure and the filtering procedure have to be taken into account when deriving the equa-
tions: firstly, filtering the filtered field a second time may lead to a different result than the filtered
field. Then〈Q′〉` may be nonzero. Secondly, exchange of the order of filtering and derivation opera-
tors is valid only under some restrictive conditions, e.g. it requires that the filter size is independent of
spatial location). The extra terms are often assumed to be handled as part of the subgrid scale models.
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2.2 Filtered equations

By filtering the flow equations (without body forces) a set of equations describing the resolved flow
properties is obtained. Defining:

D

Dt
= ∂

∂t
+ 〈Ui 〉L ∂

∂xi
(12.7)

and filtering the momentum and species equations gives:

〈ρ〉` D

Dt
〈Ui 〉L = −∂〈p〉`

∂xi
− ∂

∂xj
〈Ti j 〉` − ∂

∂xj
〈ρ〉`(〈Uj Ui 〉L − 〈Uj 〉L〈Ui 〉L) (12.8)

〈ρ〉 D

Dt
〈φα〉L = − ∂

∂xj
〈Jαj 〉` + 〈ρ〉`〈Sα〉L −

∂

∂xj
〈ρ〉`(〈Ujφα〉L − 〈Uj 〉L〈φα〉L) (12.9)

in which the last terms at the right hand side of the equations represent the unresolved Reynolds
stress and the Reynolds flux which occur in unclosed form, as does the filtered chemical reaction rate.
(filtered values of laminar diffusion fluxes also have to be modeled). An equation similar to (12.9)
holds for enthalpy and assuming that there areσ − 1 scalars representing the chemical composition,
the enthalpy can be added as last, i.e.σ -th component ofφ. Closure of the filtered chemical reaction
rate can be done along similar lines as used in RANS for closure of the mean reaction rate. Examples
are given below.

2.3 Modeling of unresolved turbulent fluxes

The unresolved Reynolds stress can be closed by the following eddy viscosity assumption

〈ρ〉`(〈UU〉L − 〈U〉L〈U〉L) = −2〈ρ〉`νt〈S〉L (12.10)

with 〈S〉L the resolved strain rate tensor

〈S〉L = 1

2

(
(∇〈U〉L)+ (∇〈U〉L)T

)
(12.11)

whereνt is the sub-grid kinematic eddy viscosity given by the Smagorinsky model as

νt = (CS1)
2|S| (12.12)

Here1 is the filter width. The Smagorinsky constantCS for homogeneous and isotropic turbulence
has been estimated asCS ≈ 0.2, but it is not universal, and better models have been developed. E.g.
the dynamic model provides a methodology for determining an appropriate local value ofCS [1].

The unresolved Reynolds flux can be closed using an eddy diffusivity assumption as:

〈Ujφα〉L − 〈Uj 〉L〈φα〉L = − νt

Sct

∂〈φα〉L
∂xj

(12.13)

whereSct is a subgrid scale turbulent Schmidt number.

3 Review of recent literature

Several methods have been proposed to account for subgrid-scale mixing and chemical reaction in a
LES. Because of the large formal similarity between modeling problems in RANS and in LES, not
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surprisingly many closures for LES of reacting flows are direct analogues of closures in the context
of RANS. An overview has been given by Vervisch and Veynante [3]. They conclude that exten-
sions of simple procedures such as neglecting fluctuations of eddy break-up type of models were not
successful. Next they separately review approaches developed for non-premixed combustion and for
premixed combustion. Here we proceed similarly by refering to a selection of recent publications.
Only a qualitative description is given.

3.1 Non-premixed combustion

The analogue of the probability density function (PDF) of fluctuations in RANS, in the context of LES
is a probability density function representing the relative occurrence of values of physical quantities
on the sub grid scale. Such a density in the literature has been called large-eddy PDF (LEPDF) or also
filtered density function(FDF), referring to the LES approach of calculating only phenomena at scales
larger than a given filter scale [2]. Here we shall use the name FDF. In the combination of LES and
FDF, phenomena on scales larger than the filter scale are explicitly calculated and the phenomena on
smaller scales are represented in a statistical sense using the filtered density function. The FDF can
be obtained by assumed shape methods or by Monte Carlo methods in a similar way as the PDF.

Exploiting that combustion is a fast process, non-premixed combustion is described by solving
the transport of a conserved scalar (mixture fraction) and obtaining the chemical composition and
temperature from a fast chemistry model. Assumed FDF models relate the subgrid distribution of
mixture fraction to its low order statistical moments. The mean is known from the resolved field, but
the variance must be modeled. Different approaches for modelling the subgrid variance have been
used, see Ref. [4] and references therein. Recent developments are reported in Refs. [5] and [6].
Branley and Jones [7] have applied the assumed FDF model in the calculation of a hydrogen diffusion
flame.

A flame surface density based model for LES of turbulent nonpremixed combustion has been
described by Zhou and Mahalingam [19]. The filtered flame surface density is modelled as the condi-
tional filtered gradient of the mixture fraction and the FDF.

Pitsch [8] has used unsteady flamelet modeling to calculate a methane/air diffusion flame (Sandia
Flame D). Unsteady flamelet modeling was developed earlier in the context of RANS, see [9] and

references therein. Subgrid scale quantities were determined using the dynamic procedure. The
eddy-diffusivity has been computed using from the assumption of a constant subgrid turbulent Schmidt
number 0.4, determined from independent simulations using a dynamic procedure. The chemical
mechanism used is a reduced version of the GRI 2.11 mechanism, consisting of 29 global reactions.
(GRI 2.11 includes reactions among 48 species).

Colucci et al. [10, 11, 12] have developed a Monte Carlo method for computation of the FDF,
following Monte Carlo methodology for the computation of the PDF [13]. In [12] two-dimensional
LES results are presented for a nonpremixed methane jet flame using 25 step chemical mechanism.
This Monte Carlo FDF method is explained in detail below.

The models mentioned until now essentially contain only one subgridscale mixing frequency. In
thelinear eddy model(LEM) ([14, 15, 16] and references therein) phenomena at all relevant length and
time scales are included, including multiple mixing frequencies, but in one dimension only. Turbulent
mixing is modeled by a stochastic rearrangement of subsets of the one-dimensional profile of the
scalar fields. One-dimensional laminar diffusion, and possibly reaction, is included explicitly. A
collection of linear eddies represents the flow at the subgrid level. The linear eddies move according
to both resolved and unresolved, hence modeled, flow field. The linear eddies also interact with each
other at the subgrid scale.
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Conditional moment closure(CMC) is applied to LES in Ref. [17]. Apart from the subgrid FDF
of mixture fraction, also conditional expectation values of the other variables (conditional on values
of mixture fraction) are computed.

In Ref. [18] the scalar field is described by clouds of tracer particles and the subgrid contribution
of the tracer displacement is modelled by a kinematic model which obeys Kolmogorov’s inertial-range
scaling. The focus is on the PDF of the separation of particle pairs. The model predicts the scalar
variance field.

3.2 Premixed combustion

LES of premixed combustion in general has to cope with the situation that the flame thicknessδL

of a premixed flame is smaller than the LES filter size. Therefore the flame front is not resolved in
the calculation, and step changes over one grid cell occur in resolved variables. To overcome this
difficulty specific approaches, sometimes closely related to each other, have been proposed ([20] and
references therein)

ARTIFICIALLY THICKENED FLAME By rescaling the flame thickness with a factorF > 1 and si-
multaneously rescaling the reaction rate with a factor 1/F , the premixed flame system is transformed
into another system with the same laminar flame speed, but with a larger flame thickness [20], which
can be described with less computational effort. However, since the Damk¨ohler number of the artifi-
cially thickened flame is also smaller by a factorF than the original flame the turbulence-chemistry
interaction is not invariant under the transformation. To accommodate this theefficiency functionhas
been developed which describes the necessary correction of the reaction rate to accommodate for that
effect. The input parameters in the efficiency parameter are related to the subgrid scale turbulence.

FLAME -FRONT TRACKING TECHNIQUE In the flame front tracking technique, the flame surface is
viewed as an infinitesimally thin propagating surface. The key idea is to track the position of the
flame front using a field variableG. The flame surface is associated to a given iso-levelG = G∗. The
G-field does not have to follow the gradients of the progress variable (e.g. temperature) and can be
smoothed out to be resolved on a LES grid. The challenge is to propose a model for the subgrid scale
turbulent flame speed, entering the filteredG-equation. According to Colinet al. [20] theG-equation
approach is, up to now, the most advanced technique for LES of premixed combustion. There also
further references can be found.

FILTERING OF THE EQUATION FOR PROGRESS VARIABLE Another approach, developed in Ref.
[21] starts from the balance equation for the progress variable. The filtered equation is solved on a
mesh, but the mesh size is chosen finer than the filter width. In this way the computational efficiency
of LES can be combined with resolution of the gradients in the resolved progress variable. A flame
surface density formulation is proposed to describe the subgrid contribution of molecular diffusive
and reaction rate processes. The quality of this closure has been investigated by comparing with data
from a DNS.

FLAME WRINKLING DENSITY FUNCTION The approach presented in Ref. [22] uses the laminar
flamelet approach with conditional filtering. By conditioning the continuity equation on the unburned
gas before filtering, a transport equation for the resolved part of the unburned gas mass fraction is
obtained. From the transport equation for the subgrid flame area density and the resolved unburned
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gas volume fraction, a transport equation for the subgrid flame wrinkling is derived. The subgrid
flame wrinkling can be regarded as the turbulent to laminar flame speed ratio.

3.3 Partially-premixed combustion

Domingo, Vervisch and Bray [23] have developed LES models for partially premixed flames in non-
premixed turbulent combustion. (I.e. when fuel and oxidizer have mixed before burning). Combus-
tion in the premixed mode is assumed to occur in the thin flamelet burning regime. Subgrid closure
schemes for fully premixed and non-premixed combustion are combined. A criterion using the re-
solved unsteady fuel and oxidiser fields is introduced to discriminate between the various degrees
of partial premixing and to estimate the proportions of premixed and non-premixed combustion at
subgrid level.

4 Algorithm to compute the filtered mass density function

4.1 Definition

Above the FDF has been introduced as the probability density function associated with the composi-
tion of the flow at the subgrid scale. For the development of a computational algorithm, it is convenient
to define the filtered mass density (FMDF),FL, rather than the FDF. It gives the mass density ofmass
with compositionψ in the subgrid region sampled by the filter functionD1. It is defined by

FL(ψ; x, t) =
∫
ρ(ψ)δ

(
ψ − φ(x ′, t))G1(x ′, x) dx′ (12.14)

Its important properties are: ∫
FL(ψ, x; t) dψ = 〈ρ(x, t)〉` (12.15)∫
FL(ψ, x; t)
ρ(ψ)

dψ = 1 (12.16)∫
FL(ψ, x; t)Q(ψ) textdψ = 〈ρQ〉` = 〈ρ〉`〈Q〉L (12.17)

4.2 Representation by ensemble of notional particles

In order to solve the transport equation for the FMDF, in the case of multiple scalars, Monte Carlo
methods are preferred compared to finite difference methods for the same reasons as in PDF methods.
(Computational efficiency). A first step towards a Monte Carlo method to compute (an approximation
to) the FMDF is its representation by a discrete FMDF. Consider the turbulent flow in a volumeV of
physical space, (x-space). The filtered amount of mass in this volume isM given by

M =
∫
〈ρ(x)〉` dx (12.18)

where
∫

dx represents the integral overV.
In the volumeV the FMDF now is represented byN notional particles, each representing an

amount of mass1m,

1m≡ M

N
(12.19)
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Then-th particle has compositionφ(n) and positionx(n). The(σ + 3)-dimensional vector (φ(n), x(n))
defines the state of the particle and is called state vector. This state corresponds to the point(ψ, x) =
(φ(n), x(n)) in the(σ + 3)-dimensional state space, the(ψ, x)-space.

The discrete filtered mass density function is defined by:

FL N(ψ, x) ≡ 1m
N∑

n=1

δ(ψ − φ(n))δ(x − x(n)) (12.20)

Each particle is an independent sample of the FMDF. Therefore the expected value of (12.20) can be
written as

〈FL N(ψ, x)〉` = 1m
N∑

n=1

〈δ(ψ − φ(n))δ(x − x(n))〉`

= M〈δ(ψ − φ(n′))δ(x − x(n
′))〉`, 1≤ n′ ≤ N

(12.21)

The discrete FMDF, through the composition and the position of the particles, has to satisfy

〈FL N(ψ, x)〉` = FL(ψ, x) (12.22)

From this it can be derived that the probability density function for the position of the particles is
proportional to the filtered density and that the probability density function for the composition of the
particles is proportional to the Favre filtered probability density function.

4.3 Computation of filtered quantities from the discrete FMDF

In the particle method the discrete representation is computed and used to approximate the moments
of the FMDF of the system as follows.

Divide the volumeV in k cells; let x(k) andVk be the coordinate of the centre and the volume
of thek-th cell. These cells have to be sufficiently small in order that the composition of each cell is
statistically homogeneous, and sufficiently large such that the number of particles in thek-th cell, Nk,
is large.

The discrete representation of the FMDF in Cartesian coordinates is:

FL N(ψ, x; t) = 1m
N∑

n=1

δ(ψ − φ(n))δ(x − x(n)) (12.23)

By multiplying (12.23) withQ(ψ) and integrating overψ-space we obtain:∫
Q(ψ)FL N(ψ, x; t)dψ = 1m

N∑
n=1

Q(φ(n))δ(x − x(n)) (12.24)

By taking the volume average over the subvolumeVk we obtain:

1

Vk

∫
V

∫
Q(ψ)FL N(ψ, x; t)dψdx = 1m

Vk

∑
n|x(n)∈Vk

Q(φ(n)) (12.25)

This is an exact relation between properties from the finite Monte Carlo ensemble. Assuming that the
ensemble consists of samples of the continuous filtered mass density function, one has that the right
hand side is an approximation of the expected value of the left hand side. If we replace at the left
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hand sideFL N by FL the equality becomes an approximation. The statistical error is of order 1/
√

Nk.
Assuming that the FMDF is uniform over the cell we find∫

Q(ψ)FL(ψ, x ′′(k); t)dψ ≈
1m

V

∑
n|x(n)∈Vk

Q(φ(n)) (12.26)

with x ′′(k) a point in thek-th cell. The right hand side by definition is equal to〈ρ(x ′′(k))Q(x ′′(k))〉`. By
applying equation (12.26) in the caseQ ≡ 1 we obtain an approximation of the filtered density (See
equation (12.15)). Finally we obtain:

〈Q(x ′′(k))〉L ≡
〈ρ(x ′′(k))Q(x′′(k))〉`
〈ρ(x′′(k))〉L

≈ 1

Nk

∑
n|x(n)∈Vk

Q(φ(n))
(12.27)

In words: the ensemble mean is an approximation of the Favre filtered value.

4.4 Algorithm for the computation of the discrete FMDF

The basic assumption in the particle method to solve the transport equation for the FMDF is that the
time evolution of the FMDF can be directly translated into a time evolution of the particles repre-
senting the discrete FMDF. This goes beyond the mere representation of an individual FMDF by an
ensemble. It promotes them to dynamical quantites which evolve in time. If the subgrid scale dynam-
ics would be known the model for time evolution of particle properties could use that information. In
the absence of that information, model equations have to be used.

The FMDF at timet is represented byN(t) particles in theψ-x-space, with every particle repre-
senting a fixed mass1m. At time t the state of then-th particle is:

φ(n)(t), x(n)(t), n = 1,2, . . . , N(t) (12.28)

To obtain equations of motion for the particle properties we use the assumption that a correspondence
exists between model approximations in the equation for the FMDF and model approximations in the
equations of motion of the notional particles. The exact transport equation for the FMDF can be de-
rived but is unclosed. Transport by unresolved velocity fluctuations and by the unresolved fluctuations
in diffusion flux appear as unclosed terms. Using eddy viscosity modeling, with turbulent dynamic
viscosityµt, for the former, and IEM model for the latter the modelled transport equation for the
FMDF is given by

∂

∂t
FL(ψ, x; t)+ ∂

∂xi
(〈Ui 〉LFL(ψ, x; t)) = ∂

∂xi

[
µt

Sct

∂

∂xi

(
1

〈ρ〉`FL(ψ, x; t)
)]

+ ∂

∂ψα
[ω(ψα − 〈φα〉L)FL(ψ, x; t)]

− ∂

∂ψα
[Sα(ψ)FL(ψ, x; t)]

(12.29)

Hereω is the ‘frequency of mixing withing the subgrid’. It is modeled by

ω = Cω

ν + νt
Sct

12
(12.30)
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with Cω a model constant. (For more details we refer to Jaberiet al. [10]). Equation (12.29) can be
written as

∂

∂t
FL(ψ, x; t) = (P1+ P2)FL(ψ, x; t) (12.31)

with P1 andP2 the operators:

P1 = − ∂

∂xi
〈Ui 〉L + ∂

∂xi

[
µt

Sct

∂

∂xi

1

〈ρ〉`
]

= − ∂

∂xi

[
〈Ui 〉L + 1

〈ρ〉`Sct

(
∂µt

∂xi

)]
+ ∂

∂xi

[
µt

Sct〈ρ〉`
] (12.32)

and

P2 = ∂

∂ψα
[cω(ψα − 〈ψα〉L)] − ∂

∂ψα
Sα(ψ) (12.33)

The operatorP1 describes the transport of the FMDF in thex-space, the operatorP2 describes the
transport of the FMDF in theψ-space. Both operators act simultaneously. However, to obtain the
effect of this simultaneous action after a short time interval1t , one can use the method of fractional
steps, i.e. have only one operator act first and have the second operator act on the result of the first
step. The numerical error then is of order(1t)2. Translated to operations on particles, the method
of fractional steps means that we can first perform the operations corresponding toP1 generating
an intermediate ensemble and then have the operations corresponding toP2 act on the intermediate
ensemble.

P1 is an example of a Fokker-Planck-operator. It describes the evolution of the probability density
function of a continuous Markov proces. It is defined by the drift vector

Ki (x, t) ≡ 〈Ui 〉L + 1

〈ρ〉`Sct

(
∂µt

∂xi

)
, i = 1,2,3 (12.34)

and the diffusion matrix:

Dij = 2
µt

Sct

1

〈ρ〉` δi j , i, j = 1,2,3 (12.35)

The Fokker-Planck-equation for the probability density function is equivalent to a class of stochastic
differential equations for the stochastic processx(t). In discretised form, the Ito stochastic differential
equation for a realisationx(n)(t) of the stochastic process is given by:

x(n)i (t +1t) = x(n)i (t)+ Ki (x
(n)(t), t) 1t + σi j (x

(n)(t), t) 1Wj (t) (12.36)

HereWj (t), j = 1, . . . ,3 are three independent Wiener-processes. At time step1t the increment
of the Wiener-process is a Gaussian-distributed variable with mean zero and standard deviation

√
1t .

The increments at different time steps are statistically independent. The matrixσi j has to satisfy

Dij =
3∑

k=1

σikσ j k (12.37)

It is seen that given the filtered velocity〈Ui 〉L and the gradient diffusion model for turbulent transport
the position of particles changes according to an Ito-equation with drift vector (12.34) and matrixσi j

of the form:

σi j =
√

2µt

〈ρ〉`Sct
δi j (12.38)
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The filtered velocity〈Ui 〉L and the filtered turbulent diffusivityµt depend on the position of the parti-
cle. An alternative to the Lagrangian algorithm described here would be an Eulerian algorithm where
particles associated with an FDF are associated with the cells of a finite volume grid and which jump
from cell to cell to represent convection and diffusion. The two methods have been compared in the
context of PDF calculations of a supersonic hydrogen diffusion flame by Mobuset al [24]. They
looked at numerical diffusion, spatial accuracy and numerical efficiency. Using the same grid, the
Lagrangian algorithm has a larger accuracy, but a higher cost than the Eulerian algorithm. In large
eddy simulations the quantities that are calculated in general show sharper gradients than in RANS
and reaching the best spatial accuracy with the given grid is of importance. This explains why for
LES, Lagrangian Monte Carlo methods are preferred.

The form of the operatorP2 is typical for the evolution of the probability density function when
the underlying process is deterministic (only one derivative). For eachn the time evolution over time
1t is given by:

φ(n)(t +1t) = φ(n)(t)− cω(x(n)(t))(φ(n)(t)− 〈φ〉L)1t + S(φ(n)(t))1t (12.39)

The mean〈φ〉L that appears can be calculated from the ensemble of particles present in the same
subvolumeVk as then-th particle. The resolved turbulence frequencyω can be evaluated at the
position of the particle after application of (12.36).

4.5 LES-FMDF solution algorithm

Once the discrete FMDF is known an approximation for the filtered reaction rate in the filtered scalar
transport equation is known, and the term is closed. However since the FMDF solution algorithm
provides also the necessary information to calculate the resolved scalar field directly by ensemble av-
eraging over properties of notional particles, it is not necessary to solve the resolved scalar equations.
The model then consists of a LES model for the description of the velocity field and the FMDF model
for the description of the scalar field. The resolved density appears in both sub models and provides
the influence of chemical reactions and heat release on the flow field. Further refinements and results
can be found in Jaberiet al.[10].
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Chapter 13

Flamelet Models for Premixed Turbulent
Combustion

L. P. H. de Goey

Abstract

Existing models for simulating premixed turbulent combustion in the laminar flamelet regime will be
reviewed. Basis of all the ideas is that the flame fronts are very thin. One class of models makes use of
a progress variable, which describes the degree of burning of the local flamelets. To describe turbulent
combustion using this method, an equation is derived for the average value of the progress variable.
Unclosed terms for turbulent mixing and average chemical source term appear. Closure models for
these terms have to be introduced. Frequently a simple gradient transport assumption is used to close
the turbulent mixing term, but it is well known that counter-gradient diffusion often plays a role in
premixed turbulent combustion. The physics behind these phenomena are analysed and models are
reviewed. The averaged chemical source term is mostly modelled as being proportional to the flame
surface density and the laminar burning velocity. In the Bray-Libby-Moss (BML) model it is effec-
tively assumed that the flame front is infinitely thin, so that the mixture can only be in two states: an
unburnt state and a burnt state. For this special case, a simple closure for the chemical source term
can be derived, which is similar to that of the eddy-break-up model. A transport equation for the
flame surface density can be derived as well, as is done in the Coherent Flame Model (CFM), first
introduced by Marble and Broadwell. The closure of this equation is still under thorough investigation
and is discussed in the lecture. Also very popular is the model making use of the averaged kinematic
G-equation, used by Peters and coworkers [10]. Turbulent transport terms do not appear in this equa-
tion. However, a propagation term proportional to the turbulent burning velocity appears, which is
proportional to the so-called flame surface area ratio. Simple and more complex models are available
for modelling this term, which are closely related to models derived for the flame surface density.

1 Introduction

In the last decades, a lot of different models have been developed for turbulent premixed combustion.
Some of them are based on the laminar flamelet concept, which uses the observation that a turbulent
flame can be considered as a collection of thin laminar flames, convected, curved and rolled-up by the
turbulent flow structures, see e.g. Peters [10]. This physical picture holds if all the flame scales are
much smaller than the flow scales, so that the flame structure remains almost frozen when convected
around. Application of flamelet models has proven to be very succesful to describe practical com-
bustion situations. Examples of such models are the Bray-Moss-Libby (BML) model, the Coherent
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Flame Model (CFM), and the G-equation flamelet model. Key issue of these and other models is the
derivation of an equation for the averaged progress variableỸ like

∂

∂t
(ρỸ)+∇ · (ρṽỸ)+∇ · (ρṽ′′Y′′) = 〈m〉f6̄, (13.1)

from the instantaneous progress variableY:

∂(ρY)

∂t
+∇ · (ρvY) = ∇ · (ρD∇Y)+ ρ̇Y = −mn ·∇Y, (13.2)

wherem = ρsL is the laminar mass burning rate. Equation (13.1) is found by averaging equa-
tion (13.2), using the definition of the Favre-average:f̃ = ρ f /ρ.

The averaged convection term∇ · (ρṽỸ) and the turbulent diffusion term∇ · (ρṽ′′Y′′) are found
from averaging the instantaneous convection term in equation (13.2). The turbulent diffusion term
is unclosed and is mostly modelled using the gradient diffusion assumption. The averaging of the
chemical source term in equation (13.2) is very difficult. One way to close the source term is by using
the laminar flamelet assumption, stating that reaction is concentrated in thin surfaces. The averaged
chemical source is then given by〈m〉f6̄, with 〈m〉f the averaged laminar mass consumption rate of
the instantaneous flame front and6̄ = −n ·∇Y the flame surface density, indicating the amount of
(laminar) flame surface per unit volume. These factors are still unclosed and must be modelled. The
mentioned models differ in the way these terms are closed.

2 Bray-Libby-Moss Model

A very important implication of combustion in the flamelet regime is that reaction and diffusive mixing
takes place in thin layers near the flame front and that these processes are strongly correlated. The
simplest way to model the flame is as an infinitely thin layer, separating unburnt and burnt gases. This
is the basic assumption used in the BML model, which was initiated by Bray and Moss (1977) and
extended in a number of papers afterwards, to derive a simple closure for the chemical source term.
In case of an infinitely thin flame, the probability density functionP(Y, x, t) for finding a valueY at
positionx and timet is a double-delta function

P(Y, x, t) = βδ(1− Y)+ (1− β)δ(Y), (13.3)

which has a single unknown parameterβ. Thisβ can be related to the averagesỸ andρ by using

ρY = ρỸ =
∫
ρYP(Y)dY = βρb (13.4)

or β = ρỸ/ρb. Furthermore, for the average density we have

ρ =
∫
ρP(Y)dY = (1− β)ρu+ βρb = ρu− τρỸ (13.5)

leading toρ = ρu/(1+ τ Ỹ) = ρb(1+ τ)/(1+ τ Ỹ) which gives a unique expression forβ in terms
of Ỹ:

β = (1+ τ)Ỹ
1+ τ Ỹ . (13.6)
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This means that the PDF is completely determined byỸ and the heat release coefficientτ = (Tb −
Tu)/Tu = (ρu−ρb)/ρb, which is fixed for given combustion reaction. For instance, the correlationỸ′′2

is also simply related tõY, sinceρỸ′′2 = ρ(Y − Ỹ)2 = ρ(Ỹ2 − (Ỹ)2) = ρỸ(1− Ỹ). Correlations
between the progress variable and the velocity can be expressed in terms ofỸ and the conditional
velocities

〈v〉b =
∫
ρvY dY∫
ρY dY

(13.7)

and

〈v〉u =
∫
ρv(1− Y) dY∫
ρ(1− Y) dY

, (13.8)

being the average velocities in the burnt and unburnt mixture parts. With these conditional velocities
we may derive an equation for the turbulent diffusion velocity, using

ρv = 〈v〉bρY + 〈v〉uρ(1− Y) (13.9)

which gives
〈v〉b − ṽ = (1− Ỹ)(〈v〉b − 〈v〉u) (13.10)

or
〈v〉bỸ − ṽỸ = Ỹ(1− Ỹ)(〈v〉b − 〈v〉u). (13.11)

This effectively leads to the following expression for the Reynolds flux correlation term

ṽ′′Y′′ = 〈v〉bỸ − ṽỸ = Ỹ(1− Ỹ)(〈v〉b − 〈v〉u). (13.12)

A relation between diffusive mixing and reaction in case of the BML model can be found as follows.
Starting from the conservation equation (13.2) for the progress variableY, one can easily derive a
similar equation forYn after multiplication withnYn−1:

∂(ρYn)

∂t
+∇ · (ρvYn)−∇ · (ρD∇Yn)+ 1

2n(n− 1)Yn−2ρχ − nYn−1ρ̇Y = 0, (13.13)

whereχ = 2D∇Y·∇Y is the scalar dissipation rate, describing mixing processes. ForZn = Y−Yn

we then have:

∂(ρZn)

∂t
+∇ · (ρvZn)−∇ · (ρD∇Zn) = 1

2n(n− 1)Yn−2ρχ − (nYn−1−1)ρ̇Y. (13.14)

The flame front is considered to be infinitely thin, soY can be eighter 0 (unburnt gases) or 1 (burnt
gases). This means thatYn= Y, or Zn = 0 which gives for the averaged source term usingn = 2 in
equation (13.14):

ρ̇Y =
(2Y−1)ρ̇Y

(2Ym − 1)
= ρχ

(2Ym − 1)
(13.15)

with Ym being the average value forY in the reaction layer. Equation (13.15) indicates the close
relation between chemistry and diffusive mixing processes in the laminar flamelet regime and is used
in the BML model to derive a closure foṙρY. Note that the scalar dissipation rate expresses the decay



206 Chapter 13 — L. P. H. de Goey

of fluctuations in the progress variable by turbulence, orρχ = ρY′′2/τt, where the turbulence timeτt

has been introduced. Using this in equation (13.15) gives for the source term:

ρ̇Y = ρY′′2

τt(2Ym − 1)
= ρỸ(1− Ỹ)

τt(2Ym − 1)
. (13.16)

The turbulence timeτt is mostly equated tok/ε. Expression (13.16) for the source term is equivalent
with the result for the Eddy-Break-Up (EBU) model, which is used frequently in the modelling of
turbulent flames. A similar expression has also been derived by Bray, Moss and Libby. Note that this
expression (13.16) gives us effectively a closure model for the flame surface density6̄:

6̄ = ε

k

Ỹ(1− Ỹ)

sL(2Ym − 1)
. (13.17)

3 Coherent Flame Model (CFM)

In the CFM model, first introduced by Marble and Broadwell (1977) and extended later by for instance
Pope (1988) and Candel and Poinsot (1990), a transport equation is used for the flame surface density
to close the chemical source terṁρY in a more accurate way. The following exact equation can be
derived for6̄ = −n ·∇Y:

∂

∂t
6 +∇ · (vf6) = 〈KA〉f6, (13.18)

which states that the flame surface changes due to stretching of the flame surface

KA = 1

A

d A

dt
= ∇ · vf − nn : ∇v f , (13.19)

when traveling along with the flame which has a velocity equal tovf = v + sLn. Here, KA is the
flame stretch rate, i.e. the relative rate of change of flame surface. Equation (13.18) is not yet closed:
the average flame stretch due to turbulence must be modelled. A lot of research has been done to
formulate accurate closure models for this interaction. Part of these studies use Direct Numerical
Simulations to formulate quantitative models. A review of existing closures has been given recently
by Duclos et al.( 1993). The following description seems to be the most accurate closure available at
the moment:

∂

∂t
(ρỸ)+∇ · (ρṽỸ)+∇ · (ρ ṽ′′Y′′) = 〈m〉f6̄,

∂

∂t
(ρ6̄)+∇ · (ρṽ6̄)+∇ · (ρ〈v′′〉f6̄) = Cs0

ε

k
ρ6̄ +m∇2Y + Ccρ

(1− 2Ỹ)

Ỹ(1− Ỹ)
(6̄)2

(13.20)

where the three terms in the right-hand side of the equation for6̄ denote the stretching of the flame
due to straining effects of the turbulent structures, flame propagation and the change of flame surface
due to curved propagating flames. The parametersCs,c are constants.

This averaged transport equation for6̄ is derived as follows from equation (13.18). The flame
velocity vf in equation (13.18) can be separated in a fluid velocityv and a burning velocitysLn.
The term, proportional tov then gives a convective term∇ · (ρṽ6̄) and a turbulent diffusion term
∇ · (ρ〈v′′〉f6̄) in the averaged transport equation for6̄, 〈v′′〉f being the velocity fluctuation on the
flame surface. The part with the burning velocitysLn leads to the propagation term. Furthermore,
the flame stretchKA can be split in a strain partSA and a flame curvature partsL/R. The fluctuating
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strain contribution is governed by the time scalek/ε of the largest eddies, so thatρS′′A6 ∝ ε
kρ6̄.

The function0 = 0( u′
sL
, l
δf
), refered to as the ITNFS model, has been introduced by Meneveau and

Poinsot (1991) as an additional efficiency function to include the influence of the smaller structures
as well. Here,u′ is the velocity fluctuation,l the integral turbulence length scale andδf the laminar
flame thickness. For the curvature part we may write

ρsL6/R∝ ρ (1− 2Ỹ)

Ỹ(1− Ỹ)
(6̄)2. (13.21)

The curvature term is positive near the unburnt flame boundary, where the curved flame structures are
predominantly convex towards the fresh mixture, creating flame surface. This term is negative near
the burnt flame boundary, destructing flame surface.

The transport equation (13.18) for6̄ has a source term equal to〈KA〉f6. This means that first-
order stretch effects arising from the finite flame thickness are included in the correlation between
reaction and mixing, when the CFM model is used. So, instead of (13.15) for the BML model we now
have:

ρχ = (2Ym−1)ρ̇Y (1+ O(Ka)) (13.22)

with Ka = 〈KA〉 f δf/sL the average Karlovitz number, being the dimensionless stretch rate. The
absense of stretch effects in the BML model is related to the fact that the flame front thickness is
assumed to be zero, so thatKa = 〈KA〉fδf/sL = 0. Equation (13.22) describes the influence of
turbulent fluctuations in the preheating zone on the relation between mixing and chemistry in the
flame. This makes the CFM models more accurate for representing the averaged chemical source
term. Mantel and Borghi (1991) use a transport equation for the scalar dissipation rateχ instead of an
equation for6̄. It can be shown that the scalar dissipation rateχ is also proportional tō6.

G-equation Model

In the G-equation model, derived by Peters in a number of papers and combined in his book [10],
the strong correlation between mixing and reaction in the laminar flamelets is taken into account by
replacing the combined terms∇ ·(ρD∇Y)+ρ̇Y in equation (13.1) by the propagation term−mn·∇Y,
with m the laminar mass burning rate andn = − ∇Y/|∇Y| the unit vector on the laminar flame front
pointing towards the unburnt mixture. The arising equation is the kinematic equation for a reference
plane in the flame front

∂(ρG)

∂t
+∇ · (ρvG) = −mn·∇G (13.23)

and is refered to as the G-equation. The fieldG(x, t) is defined in such a way that it is equal toY0 at
G = G0, representing an iso-plane of the instantaneous progress variableY and is extended in some
way for G 6= G0 (normally, Peters uses|∇G| = 1, definingG as a distance function fromG0). An
equation for the averaged G-field can be derived, leading to

∂(ρG̃)

∂t
+∇ · (ρṽG̃) = mσ̄ = ρsT|∇G̃| (13.24)

which, for G̃ = G0 = Ỹ0, is the kinematic equation for a reference plane in the averaged turbu-
lent flame front. BeyondG̃ = G0, the G̃-field is again extended as a distance function by solving
|∇G̃| = 1 together with equation (13.24). The kinematic equation states that the flame front moves
with turbulent burning velocitysT with respect to the average turbulent gas velocity. The so-called
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flame surface area ratiōσ = |∇G| is dimensionless and is related to the flame surface density6̄.
It is a parameter describing the local wrinking of the instantaneous flame, compared to the average
tubulent flame front. A major difference with the BML and CFM models is that onlyG̃ = G0 has
a physical meaning, so that the G-equation only predicts the position of the turbulent flame. The
average progress variablẽY in the BML/CFM models, on the other hand, resolves the structure of
the turbulent flame. Furthermore, since the G-equation is a kinematic equation, a diffusion term does
not appear in equation (13.24). This means that no model is needed for the closure of the covariance
ṽ′′G as in the case of the BML/CFM model, meaning that gradient and counter-gradient diffusive
flux modelling is not necessary. However, to predict the thickness of the turbulent flame brushlF, an
additional kinematic equation has to be solved forl 2

F = G̃′′2:

ρ
∂G̃′′2

∂t
+ ρṽ ·∇G̃′′2 = ∇‖ · (ρDt∇‖G̃′′2)+ 2ρDt(∇G̃)2− csρ

ε

k
G̃′′2. (13.25)

Again, this equation only holds on the flame front interfaceG̃ = G0. The first term in the right-
hand side is a diffusive term along the flame and can be considered as an effective curvature term.
The second and third term in the right-hand side are turbulent production and dissipation terms. A
transport equation for the flame surface area ratioσ̄ completes the G-equation model, to predict the
turbulent burning velocity. The derivation of the transport equation forσ̄ is similar to that for6̄ and
finally reads:

ρ
∂σ̄

∂t
+ ρṽ ·∇σ̄ = ∇‖ · (ρDt∇‖σ̄ )+ c0ρ

(−ṽ′′v′′) : ∇ṽ
k

σ̄ + c1ρ
Dt(∇G̃)2

G̃′′2
σ̄ − c2ρ

sL√
G̃′′2

σ̄ 2. (13.26)

This kinematic equation has a curvature term (first term in rhs), a production of flame surface due to
mean velocity gradients (second term in rhs), turbulent production (third term) and kinematic restora-
tion due to flame motion (fourth term). The G-equation model is an elegant and efficient combustion
model which can be used to model turbulent flames in different situations, since it is not needed to
resolve the complete flame structure.

4 Gradient and Counter-Gradient Diffusion

In turbulent flows, one usually models the covariancẽv′′Y′′ using a gradient turbulent diffusion flux

assumption:̃v′′Y′′ = − νt∇Ỹ, with νt = u′L = k2/ε the turbulent viscosity. However, experiments
have shown that socalled counter-gradient diffusion plays an important role in premixed turbulent
combustion. The appearance of counter-gradient diffusion is related to the phenomenon that burnt
pockets of gas in the unburnt region move preferentially towards the burnt gas zone in the average
pressure gradient∇ p over the flame, because of their lower density compared to unburnt gas pockets.
This phenomenon has been studied first by Libby and Bray (1980a) and Libby and Bray (1980b) for
a planar turbulent flame and by many others after them. To describe the influence of the pressure

gradient on the correlatioñv′′Y′′ , a second-order turbulence closure relation has to be used for the

transport equation of the covariancẽv′′Y′′. It appears that counter-gradient diffusion is important in
the center part of the flame brush, but that the leading and trailing edge of the flame are essentially

dominated by gradient diffusion1. Furthermore, the second-order closure equation for̃v′′Y′′ does not

1This means that the turbulent burning velocitysT, which is governed by the combustion behavior near the leading edge
of the flame isnot influenced by counter-gradient diffusion.
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lead to a diffusive flux formulation as in case of gradient diffusion, which might lead to convergence
problems when applied in numerical models. For these reasons, it would be nice if there would be
a simple formulation, which combines a gradient diffusive-flux formulation (for the behavior near
the flame edges) with a simple expression for the counter-gradient part (being large in the center of
the flame brush). Such a simple model has been formulated on the basis of heuristic arguments by
Veynante et al. (1997):

ṽ′′Y′′ = −Ỹ(1− Ỹ)τsL ñ− α νt∇Ỹ (13.27)

whereα is a coefficient derived from DNS computations. For small velocity fluctuationsu′, expansion
dominates, leading to counter-gradient diffusion for low Reynolds numbers, while the second term
describes gradient diffusion for largeu′.

However, it appears that the counter-gradient diffusion part in (13.27), proportional toỸ(1− Ỹ),
does not vanish fast enough near the unburnt flame edgeỸ → 0 and therefore has an unwanted
unphysical effect on the turbulent burning velocity. An alternative model can be derived from the
second-order closure of the covariance equation of̃v′′Y′′, which has a more physical basis. Starting
point will be the description of counter-gradient diffusion using the BML model. Following (Libby
and Bray, 1980) the following transport equation for the covariance can be derived for a flat turbulent
flame:

d

dx
(̃uρu′′Y′′ + ρu′′2Y′′)+ ρu′′Y′′

dũ

dx
+ ρu′′2

dỸ

dx
+ Y′′

dp

dx
+ Y

dp′

dx
= 〈mu′′〉f6̄ − χ ′ (13.28)

where the dissipation termχ ′ arises from the viscous term in the momentum equation. Using the
profile of 1D flamelets it appears that∇u = (〈u〉b − 〈u〉u)∇Y and〈u′′〉f = (〈u〉b − 〈u〉u)〈Y′′〉f , i.e.
the gradients and fluctuations in the velocity are equal to the gradients and fluctuations in the local
progress variable, multiplied with the jump in conditional velocity over the front. Using theseu− Y
correlations gives

〈mu′′〉f6 − χ ′ = (〈u〉b− 〈u〉u)〈m(Y − Ỹ− k1)〉f6, (13.29)

after introducing the (Prandtl) numberk1 = µcp/λ, for the right-hand side consumption terms in the
covariance equation (13.28). The covariance equation is now rewritten in terms of the scaled variable

F = ρu′′Y′′

ρuuu
= ˜u′′Y′′

uu(1+ τ Ỹ)
. (13.30)

Using the following additional relations for a 1D turbulent flame

ρ = ρu/(1+ τ Ỹ)
ũ = uu(1+ τ Ỹ)

〈m〉f6 = ρuuu(1+ F ′)
dỸ

dx
Y′′ = Y− Ỹ = τ Ỹ(1− Ỹ)

1+ τ Ỹ
d(p+ p′)

dx
= − d

dx
(ρũ2+ ρu′2) = −ρuu

2
u(τ + I ′)

dỸ

dx

(13.31)

it then appears that all terms are proportional to the factordỸ/dx which drops out. The new equation
thus only depends oñY as independent variable instead ofx (phase space):

((1+ τ Ỹ)F)′ + K ′ + τF + I = τ Ỹ(1− Ỹ)

(1+ τ Ỹ) (τ + I ′)− (1+ F ′)F
(1+ τ Ỹ)
(1− Ỹ)

(
1− φn − k1

Ỹ

)
(13.32)
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where ′ denotes differentiation with respect tõY, I = ρu′′2/ρuu2
u is the scaled kinetic energy of

turbulent fluctuations perpendicular to the flame andK = ρu′′2Y′′/ρuu2
u. We also introduced the

momentφn = 〈Y〉f , a number which is close to 1, because reaction takes place nearY = 1. Libby and
Bray report that this equation shows gradient diffusion transport, if the pressure-gradient term (first
term in the right-hand side) is discarded, whereK ′ and I are production terms, while the chemical
source and dissipation term (proportional to(1 + F ′)F) are consumption terms. Counter-gradient
diffusion is found by the authors if the pressure-gradient term is included.

It is possible to derive a simple decomposition in gradient and counter-gradient parts. Insert
F = Fg+ Fc (with Fg andFc denoting the gradient and counter-gradient parts) in the above equation,
giving, after separating the corresponding contributions and after uncoupling the equations assuming
that(1+ F ′g+ F ′c)Fc = (1+ F ′c)Fc and(1+ F ′g+ F ′c)Fg = (1+ F ′g)Fg (because turbulent fluctuations
are normally smaller thanρuuu)

((1+ τ Ỹ)Fg)
′ + K ′ + τFg + I = −(1+ F ′g)Fg

(1+ τ Ỹ)
(1− Ỹ)

(
1− φn − k1

Ỹ

)
, (13.33)

and

((1+ τ Ỹ)Fc)
′ + τFc = τ Ỹ(1− Ỹ)

(1+ τ Ỹ) (τ + I ′)− (1+ F ′c)Fc
(1+ τ Ỹ)
(1− Ỹ)

(
1− φn − k1

Ỹ

)
. (13.34)

We now assume thatFg = −νt
dỸ
dx and solve (13.34) to find an expression forFc. To be able to solve

this equation analytically, a few further assumptions have to be introduced. First of all(1+ F ′c) is
replaced by 1 for relatively small perturbations and(τ+ I ′) is substituted byτ neglecting the influence
of pressure fluctuations. Finally, we assume thatφn = k1 in (13.34) based on the observation of Bray
and Libby thatφn = 0.833 andk1 = 0.85. Using all these approximations yields

F ′c +
2τ

(1+ τ Ỹ)Fc = τ 2Ỹ(1− Ỹ)

(1+ τ Ỹ)2 − Fc
1

(1− Ỹ)
, (13.35)

where the first term on the right-hand side produces the counter-gradient diffusion flux by the average
pressure gradient and the second term denotes its dissipation near the burnt flame boundary. This
equation, combined with the boundary conditionFc(0) = 0 can be solved exactly giving

Fc(Ỹ) = τ 2

2
Ỹ2(1− Ỹ)

(1+ 2
3τ Ỹ)

(1+ τ Ỹ)2 . (13.36)

No unknown parameters entersFc, the only parameter being the expansion factorτ . This behavior of
Fc as a function ofỸ is presented in figure 13.1. Comparing figure 13.1 with figure 4b of Libby and
Bray (1981), which showsF = Fc + Fg, indicates that the behavior is similar but that the maximum
in figure 6 is larger. This might be partly related to the fact that (the negative)Fg should be added to
figure 13.1 to make a direct comparison possible. Note thatFc has a maximum near̃Y = 0.5 and that
it increases almost linearly withτ as the results of Libby and Bray.

Combining the diffusive formulation ofFg with (13.36) forFc gives, when generalized to a flame
propagating in general directioñn yields:

ρ ˜v′′Y′′ = −τ
2ρusT

2
Ỹ2(1− Ỹ)

(1+ 2
3τ Ỹ)

(1+ τ Ỹ)2 ñ− µt∇Ỹ = −mTFc(Ỹ)ñ− µt∇Ỹ (13.37)
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Figure 13.1: The behavior of the counter-gradient
diffusion flux Fc as a function ofỸ using the sim-
ple model of equation (13.34).

where the minus sign is related to the orientation of the unit vectorñ. Compared to the expression of
Veynante, it appears that the most important differences in the counter-gradient diffusion part are the
proportionallity to(Ỹ)2 instead ofỸ near the unburnt boundary and that the turbulent burning velocity
sT appears instead of the laminar burning velocitysL . A similar simple decomposition of the flux in a
gradient and counter-gradient part can be derived for the6̄-equation:

〈v〉′′f 6 = −mTGc(Ỹ)6̄ñ− µt∇6̄. (13.38)

with

Gc(Ỹ) = τ 2

2
Ỹ(1− Ỹ)

(1+ 2
3τ Ỹ)

(1+ τ Ỹ)2 . (13.39)
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Chapter 14

Molecular Physics in a Nutshell

J. J. ter Meulen

1 Bohr’s quantum model

According to the quantum model of Bohr for the hydrogen atom the electron is considered as a point
charge−e moving around the nucleus (charge+e) in circular orbits (see figure 14.1). Only orbitals
with specific radiir are stable. This follows from the quantization of the orbital angular momentum
L = mvr with m andv the mass and velocity of the electron, respectively:

L = n~, with n = 1,2,3, . . . (14.1)

where~ = h/2π , with h the constant of Planck, equal to 6.626 · 10−34 Js. Each orbital corresponds
to a specific potential energyE. The electron can change its potential energy by jumping from one
orbital to another. If it jumps from an orbital with an energyEi to an orbital with a lower energyEf

the difference in energy is released in the form of radiation with frequencyν according to

Ei − Ef = hν (14.2)

In the other way around, if the electron is in an orbital with energyEi it can make a transition to an
orbital with a higher energyEf by absorbing radiation with frequencyν given by equation (14.2).

The potential energy of the electron is:

U = ke
e2

r
(14.3)

r

+e

−e,m

v

FCoul
Figure 14.1: Bohr’s model of the hydrogen atom.
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and the total energy is given by:

E = 1
2mv2− ke

e2

r
(14.4)

It follows from the force balance that the Coulomb force is equal to the mass times the centripetal
force:

kee2

r 2
= mv2

r
(14.5)

Consequently, the energy is equal to:

E = −kee2

2r
(14.6)

From equations (14.1) and (14.5) it follows that:

r = n2~2

mkee2
≡ rn. (14.7)

The smallest radiusr1 is called the Bohr radiusa0 and is equal to 0.0529 nm. When expressed in the
Bohr radius,rn is given by:

rn = n2a0. (14.8)

The energyEn of thenth orbital is:

En = − kee2

2a0n2
= −13.6

n2
(14.9)

The energy levels are schematically depicted in an energy level diagram, as shown in figure 14.2,
where also possible transitions between them can be indicated. The series of transitions from excited

gy

yman

n

∞
5
3

1

0

Lyman series Balmer series Paschen series

Energy

Figure 14.2: Energy level diagram of the hydrogen atom including the series of possible transitions between
the energy levels.
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energy states to the lowest state, the ‘ground state’, of the hydrogen atom is called the Lyman series,
with frequencies of the emitted radiation:

ν = kee2

2a0h

(
1− 1

n2

)
(14.10)

The integer numbern is called the principal quantum number.

2 Molecular energies

In an atom the energy levels represent different allowed electronic states, between which transitions
are possible by absorption or emission of radiation. A molecule also can absorb or emit energy as a
result of transitions between different electronic states. However, there are two other principle ways
in which a molecule can change its energy, and which cannot occur in atoms. This is related to the two
possible motions of the nuclei in the molecule: rotation and vibration, as illustrated in figure 14.3. A
molecule can absorb (or emit) a quantum of energy and increase (or decrease) its vibrational energy.
In the same way it can change its rotational energy. The quanta associated with these different types
of energy changes—electronic, vibrational, rotational—are of very different energy. In the Born-
Oppenheimer approximation the electronic and nuclear motions are treated independently. Since the
nuclei are so much heavier than the electrons, and consequently move much slower, the electrons
easily can follow their motion. The electron distribution can be considered as a smeared charge cloud
that adapts its shape to the nuclear positions. As a result the electronic energy to a good approximation
only depends on the nuclear coordinates. Although in an exact treatment the rotation and vibration
motions of the nuclei cannot be decoupled, we can, as a good approximation, treat them independently.
The total molecular energyET can then be considered as being made up of three contributions:

ET = Eel + Evib + Erot (14.11)

In general the order of magnitude of the electronic energies is 1–10 eV, of the vibrational energies
10−1 eV and of the rotational energies 10−4–10−3 eV. In molecular spectroscopy usually energies are
expressed as inversed wavelengths,λ−1 = E/hc, in cm−1 units. Sometimes also kcal/mole is used.
The conversion factors are 1 eV = 8000 cm−1 = 23 kcal/mole. A schematic view of the energy levels
of a diatomic molecule is given in figure 14.4. For a particular electronic state, indicated byE′ or E′′
where′ stands for an excited state and′′ for the ground state, a series of vibrational states is possible,
indicated byv′ or v′′, which is called the vibrational quantum number, with values 0,1,2,3, . . . For
each vibrational state a series of rotational states is possible, indicated byK ′ or K ′′, the rotational

Figure 14.3: The two possible nuclear motions in
a diatomic molecule: (a) rotation and (b) vibra-
tion.
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Figure 14.4: Energy level scheme of a diatomic molecule. The lower electronic energy levelE′′ has a number
of vibrational and rotational states which are indicated by their quantum numbersv′′ andK ′′, respectively. The
excited electronic, vibrational and rotational states are indicated byE′, v′ andK ′, respectively.
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quantum number. For most diatomic molecules the values forK are 0,1,2,3, . . . However, in some
cases, as for open shell moleculesK can take also half-integer values.

The probabilility that a molecule is in a particular vibrational and rotational state(vi , Ki ) is given
by the Boltzmann distribution:

f (vi , Ki ) = Ngi exp

(
− Ei

kT

)
(14.12)

whereEi is the energy of the state,gi = (2Ki + 1) is the degeneracy of the state andN is a nor-
malization factor. Since the average energy of a molecule at room temperature is about 1 kcal/mole
it follows from the Boltzmann distribution that molecules in general will be in the lowest vibrational
level of the ground electronic state, but will possess several quanta of rotational energy.

Transitions between different rotational levels of the same vibrational state give rise to spectra in
the far-infrared or microwave region. These spectra are called rotational spectra. Transitions between
different vibrational levels within the same electronic state give rise to spectra in the near-infrared and
are called vibrational spectra. Since in a vibrational transition also the rotational quantum number can
change one also speaks about rovibrational spectra. Transitions between electronic levels give rise to
spectra in the visible or ultra-violet region. These spectra are called electronic spectra or sometimes
rovibronic spectra since both the vibrational and rotational quantum number can change.

For a bound electronic state the potential energy has a minimum value at a given distance between
the nuclei, as shown in figure 14.5 for a diatomic molecule. At short distances the two positively
charged nuclei repel each other, whereas at large distances attraction occurs due to the electronic
charges. The internuclear distance at the potential minimumRe is called the equilibrium distance.

In figure 14.5 also the vibrational energy levels are depicted. One of the atoms is positioned at
R = 0, the other one vibrates about the minimum of the potential curve, the internuclear distance
changing according to the curve up to the minimum and maximum value given by the intersections of
the curve with the vibrational level. The vibrational energy is quantized according to figure 14.4. For
small movements of the atoms from their equilibrium position the restoring force is proportional to the
displacement and the atoms vibrate with simple harmonic motion (see below). The lower part of the
curve is, therefore, parabolic in shape. At higher energies the curve deviates from a from a parabola,
and the vibration becomes anharmonic. At sufficiently high vibrational energies the molecule will dis-
sociate. The energy at which this occurs is called the dissociation energy,D0 or De, corresponding to

V

D0 De

Re R

4
3
2
1

0

0

v′′ Figure 14.5: Potential energy curve of a diatomic
molecule.
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the energy above the ground vibrational state (v′′ = 0) or above the potential minimum, respectively.
The energy difference betweenD0 andDe is called the zero-point energy.

3 Rotation of diatomic molecules

Consider a diatomic molecule consisting of the atomsA andB with massesmA andmB, respectively,
and at a fixed internuclear distanceR (‘rigid rotor approximation’). The moment of inertiaI about an
axis passing through the center of mass and perpendicular to the molecular axis is:

I = mAr 2
A +mBr 2

B (14.13)

wherer A andr B are the distances of atomsA andB from the center of mass, respectively. Since

mar A = mBr B (14.14)

it follows that the moment of inertia can be written as:

I =
(

mAmB

mA +mB

)
R2 = µR2 (14.15)

with µ the reduced mass.
The angular momentumL of the molecule is

L = Iω (14.16)

whereω is the angular frequency. In quantum mechanics the motion of a particle is given by the
Schrödinger equation, from which it is found that (as for the electron around a nucleus) the angular
momentum is quantized according to:

L = ~
√

K (K + 1) (14.17)

whereK is the rotational quantum number with values restricted to:

K = 0,1,2,3, . . . (14.18)

Center of mass

Axis of
rotation

mA

mB

r A

r B

R

Figure 14.6: Rotation of a diatomic molecule.
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The energy of the rotating molecule is given by:

E = 1
2 Iω2 = L2

2I
(14.19)

It follows that also the rotational energy is quantized:

Erot = ~2

2I
K (K + 1) (14.20)

Usually the rotational energy is expressed in cm−1 units:

F(K ) = BK(K + 1) (14.21)

whereF(K ) = Erot/hc is called the rotational term value andB is the rotational constant in cm−1:

B = h

8π2cI
(14.22)

A typical rotational energy level scheme is shown in figure 14.7, where also transitions between the
levels are indicated. Only transitions involving a change in rotational quantum numberK of ±1 are
allowed. In figure 14.7 the possible transitions with1K = +1 are shown, corresponding to the
absorption of energy. There are two restrictions in order to make transitions possible:

1. the molecule should have an electric dipole moment, such as for HCl, in order to interact with
the electric field of the electromagnetic radiation field, and

2. the molecule should be heteronuclear; it follows from symmetry considerations that transitions
with 1K = ±1 are forbidden for homonuclear molecules, such as H2 or O2.

A transition between a rotational state with quantum numberK and a state with quantum number
K + 1 means an energy change of

1F = F(K + 1)− F(K ) = 2B(K + 1) (14.23)

which is also called the transition frequencyν (in cm−1).

E
K = 4

K = 3

K = 2

K = 1
K = 0

Figure 14.7: Lowest rotational energy levels of
a diatomic molecule and possible transitions with
1K = ±1.



222 Chapter 14 — J. J. ter Meulen

Figure 14.8: Far infrared spectrum of C12O16 showing rotational transitions withK ′′ = 3–9. Also lines of the
isotope C13O16 can be seen. Adapted from Fleming and Chamberlain [1].

Usually B is given in cm−1 units. For instance for CO the value ofB is 1.977 cm−1. A typical
absorption spectrum of CO is shown in figure 14.8. According to equation (14.23) the spectrum con-
sists of equidistantial lines with a frequency separation of about 4 cm−1. The intensity distribution is
mainly determined by the Boltzmann population distribution. For high rotational states the centrifugal
distortion has to be taken into account. As a result of the faster spinning of the molecule the bond
is slightly stretched by a centrifugal force. Consequently the moment of inertia is increased and the
rotational constant becomes smaller. It is found that this can be corrected for by an extra term in the
expression for the rotational energy:

Fv(K ) = BvK (K + 1)− Dv (K (K + 1))2 . (14.24)

The constantD is called the centrifugal distortion constant and is typically four orders of magnitude
smaller thanB. The subscriptv stands for the vibrational quantum number and takes into account the
vibrational dependence of the rotational constantsB andD. The vibrational dependence follows from
the fact that the equilibrium internuclear distanceRe increases withv as can be seen from figure 14.5.
Consequently the moment of inertia will increase withv as well and the rotational constant becomes
smaller. This is taken into account by a correction term in the expression forB:

Bv = Be− αe

(
v + 1

2

)
(14.25)

whereBe is the hypothetical rotation constant in the equilibrium position andαe the rotation-vibration
interaction constant, which is typically two orders of magnitude smaller thanBe.
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4 Vibration of diatomic molecules

In the neighbourhood of the minimum of the potential energy curve (see figure 14.5) the shape of the
curve is very nearly a parabola:

V = V0+ 1
2k(R− Re)

2. (14.26)

The interatomic force that gives rise to this potential energy follows by differentiation:

F = −dV

dR
= −k(R− Re). (14.27)

This force is the restoring force of a spring, and, like a spring, also a molecule undergoes a simple
harmonic oscillation. Classically the frequency of a harmonic oscillation of a body with massm and
connected to a spring with force constantk is:

ν = 1

2π

√
k

m
. (14.28)

When the harmonic oscillator problem is solved quantum-mechanically it turns out that the vibrational
motion is quantized as the rotational motion, and the frequencies are:

ν = (v + 1
2

) 1

2π

√
k

m
, (14.29)

wherev is the vibrational quantum number with possible values:

v = 0,1,2,3, . . . (14.30)

The vibrational energies corresponding to these frequencies are:

Evib = h
(
v + 1

2

) 1

2π

√
k

m
. (14.31)

The lowest vibrational state (v = 0) has a non-zero energy12hν0. The higher vibrational states do
not obey equation (14.29) because the parabolic approximation to its potential energy curve becomes
less and less valid with increasing energy. If the anharmonicity is taken into account the vibrational
energy can be written as:

Evib =
(
v + 1

2

)
hν0−

(
v + 1

2

)2
xhν0. (14.32)

wherex is the anharmonicity constant. As a result the spacing between the vibrational energy lev-
els becomes smaller with increasing vibrational quantum number. Usually the vibrational energy is
expressed in cm−1 units according to:

G(v) = ωe

(
v + 1

2

)− ωexe

(
v + 1

2

)2
, (14.33)

whereG(v) = Evib/hc is called the vibrational term value andωe the vibrational wavenumber.
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5 Vibration-rotation spectra

Including both vibrational and rotational energies the total term values S(v,K) are given by the sum of
the rotation term values Fv(K), given in equation (14.24), and the vibrational term values G(v), given
in equation (14.33):

S(v, K ) = ωe

(
v + 1

2

)− ωexe

(
v + 1

2

)2+ BvK (K + 1)− Dv (K (K + 1))2 , (14.34)

when higher order terms are neglected.
For hetero-nuclear molecules transitions are possible between two rotational states belonging to

two different vibrational states if the following selection rules are satisfied:

1v = ±1 (14.35a)

1K = ±1 (14.35b)

In figure 14.9 the possible transitions from a vibrational state|v〉 to a vibrational state|v+1〉 are illus-
trated, together with their spectroscopic notation. The1K = −1 transitions are called theP branch
and the1K = +1 transitions are called theR branch. Each transition is labelledP(K ) or R(K )
whereK represents the rotational quantum number of the lowest state. Transitions with1K = 0 are
forbidden except for open shell diatomic molecules with a non-zero electronic angular momentum,
such as NO and OH. These transitions, which are called theQ branch, are nearly coincident because
the rotational splittings in the two vibrational states are only slightly different. In figure 14.9 also a so
called stick spectrum is depicted, showing the frequencies and relative intensities of the transitions.
The frequencies follow from equation (14.34):

P-branch: νP(K
′′) = ν0− (B′ + B′′)K ′′ + (B′ − B′′)K ′′2 (14.36a)

Q-branch: νQ(K ) = ν0+ (B′ − B′′)K + (B′ − B′′)K 2 (14.36b)

R-branch: νR(K
′) = ν0− (B′ + B′′)K ′ + (B′ − B′′)K ′2 (14.36c)

where

ν0 = ωe− 2ωexe

(
v + 1

2

)
(14.37)

is called the band origin of this vibrational transition.
The relative intensities are given by the product of the line strength of the transition and the

population of the initial state, which depends on the term energy and the temperature according to the
Boltzmann distribution, given in equation (14.12). The line strength follows from quantum mechanics
and is a function ofK ′ andK ′′.

6 Electronic spectra

The electronic energy states of a molecule are determined by the electronic configuration which is built
up by all electrons in their individual orbitals. The properties of a particular electronic configuration
are amongst others given by the total orbital angular momentumL and the total electronic spinS of
the electrons. Similar to the angular momentum associated with the nuclear end-over-end rotation of
a diatomic molecule also the total electronic spin and orbital angular momentum are quantized. The
orbital angular momentum is strongly coupled to the internuclear axis, and it follows from quantum
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Figure 14.9: Rovibrational transitions of a hetero-nuclear diatomic molecule, their spectroscopic notation and a
stick spectrum. The dashed transitions are allowed for open shell molecules with a non-zero electronic angular
momentum.
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mechanics that it is only the component ofL along the internuclear axis which is important. This
component which is denoted by3, can take the values

3 = 0,1,2,3, . . . (14.38)

The electronic states are designated by the notation2S+13 where6,5,1,8, . . . is used for3 =
0,1,2,3, . . . and 2S+ 1 is called the multiplicity. This notation is preceded by a character, which is
X for the ground electronic state andA, B,C, . . . for the excited states with the same multiplicity or
a,b, c, . . . if the multiplicity is different from the one of the ground state. Transitions between states
with different multiplicity are forbidden, which means that the lowest excited state with a multiplicity
different from the one of the ground state, denoted witha, is a metastable state.

Each electronic state has a potential energy curve similar to the one shown in figure 14.5 for a
diatomic molecule. In figure 14.10 the potential energy curves of C2 are shown. The ground electronic
state isX16+g , from which it can be seen thatS= 0 and3 = 0. The subscriptg and superscript+
denote a symmetric behaviour of the electronic configuration with respect to two different symmetry
operations. For largeR the dissociation fragments are indicated. In table 14.1 observed transitions
between the electronic states of C2 are listed. As can be seen only transitions between states with same
multiplicity have been observed. This and other selection rules (which also hold for the transitions in
table 14.1) are:

1S= 0

13 = 0,±1

+ ↔ + and − ↔ −
g↔ u

(14.39)

These selection rules follow from the interaction between electric dipole moment of the molecule
and the electric field of the radiation field. This electric dipole moment consists of an electronic
part and a nuclear part. It is the electronic part that determines the selection rules (14.39) for an
electronic transition. The nuclear part is responsible for the selection rules between the rotational and
vibrational states. Since in an electronic transition also the rotational and vibrational states changes

Transition Name associated Spectral region (nm)

b36−g → a35u Ballik-Ramsay 2700–1100

A15g↔ X16+g Phillips 1549–672

d35g↔ a35u Swan 785–340

C15p→ A15u Deslandres-d’Azambuja 411–339

e35g↔ a35u Fox-Herzberg 329–237

D16+u ↔ X16+g Mulliken 242–231

E16+g → A15u Freymark 222–207

f 36−g ← a35u — 143–137

g31g← a35u — 140–137

F15u← X16+g — 135–131

Table 14.1: Electronic transitions observed in C2.



Molecular Physics in a Nutshell 227

Figure 14.10: Potential energy curves of C2.
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also the selection rules for a rotational and vibrational transition have to be taken into account:

1K = 0,±1

1v = 0,±1,±2,±3, . . .
(14.40)

In contrast to transitions between states of the same electronic state there is no particular selection
rule for vibrational transitions between states belonging to different electronic states. Figure 14.11
shows sets of vibrational energy levels associated with two different electronic states between which
an electronic transition is allowed. Two series of transitions can be distinguished. A series of tran-
sitions which start from the same vibrational state, either in the lower or in the upper state, is called
a progression; here the frequency separation between the spectral lines is given by the vibrational
spacings in the upper or lower electronic state. A series of transitions with the same1v is called a
sequence; in this case the distances between the spectral lines are much smaller since these are given
by the difference of the vibrational spacings in lower and upper electronic state.

The relative intensities of the vibrational spectral lines is determined by the Franck-Condon prin-
ciple, which follows from the quantummechanical treatment of the transition probability. In addition
also the population distribution of the initial vibrational states has to be taken into account. Usually
this is a Boltzmann distribution (equation (14.12)), but this is not necessarily the case for vibrational
states, since their populations can deviate from thermal equilibrium (for instance as the result of a
particular production process).

The total term valueS for a molecule in a rovibrational state|v, K 〉 in an electronic state with
a term valueT , corresponding to the energy of the potential energy minimum of the electronic state
relative to the potential energy minimum of the ground electronic state, is given by:

S= T + G(v)+ F(v, K ) (14.41)

whereG(v) andF(v, K ) are given by equations (14.33) and (14.24), respectively. Values forS can
be calculated from the molecular constants involved inG and F . These constants are tabulated in
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Figure 14.11: Series of vibrational transitions in the electronic spectrum of a diatomic molecule.
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of K . This is also the reason that the lowest indicated value is 1 instead of 0.

handbooks, as for instance by Herzberg [2]. In table 14.2 the constants are given for some molecules
which are major species in combustion processes. From the total term values the structure of the
spectrum can be calculated. An example of a spectral structure is given in figure 14.12, where the
lowest transitions of a15u, v

′ ← 16g, v
′′ transition are shown.

Usually the spectral structure is more complicated due to the presence of electronic spin and
angular orbital momentum. Moreover the sequence of lines of a particular branch can reverse as a
result of different molecular constants in the two electronic states involved in the transition. This is
illustrated in figure 14.13, where theA15u ← X16g spectrum of AlH is presented. The position
where the reversal takes place is called a bandhead.

7 Polyatomic molecules

Polyatomic molecules cover such a wide range of different types that it is not possible here to treat
them here. Only a few general properties will be considered. The polyatomic molecules can be divided
in tow groups: the linear and the non-linear molecules. For linear polyatomics the description of the
spectral structure is similar to that of diatomic molecules, including the classification of energy states
and the electronic and rotational selection rules. Due to the larger degree of freedom these molecules
have more possibilities for vibrational motion. In addition to the stretching vibration of diatomics
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Figure 14.13: The A15u← X16g electronic spectrum of AlH showing clearly a reversal of the lines of theR
branch. The lines indicated by anx are originating from impurities.

they also show bending vibrations. Each vibrational mode (3 for a triatomic nolecule) is indicated by
a quantum number:ν1, ν2, ν3, . . . Each vibrational state, which is designated by (ν1, ν2, ν3, . . .) has its
own rotational ladder. Electronic transitions of linear polyatomic molecules show the same structure
as transitions of diatomic molecules. However, it is possible that a polyatomic molecule which is
linear in its electronic ground state may be non-linear in some excited electronic states, causing a
more complicated structure of the spectrum.

For non-linear polyatomic molecules the use of symmetry arguments in discussing electronic state
properties is essential. Such a treatment is far beyond the scope of this course. The interested reader
is referred to handbooks about molecular structure, such as by Herzberg [3].

8 Absorption and emission of radiation

For the description of absorption and emission of radiation by an atom or a molecule we consider only
two energy states between which an transition is possible. These states can be two different electronic,
vibrational or rotational states When such a two-level system is subject to radiation of frequencyν,
corresponding to the energy separation1E = hν of the levels two different processes may occur:

1. stimulated absorption, in which the atom or molecule in the lower energy state absorbs a quan-
tum of radiation and is excited to the upper state, or

2. stimulated emission, in which the atom or molecule in the upper state emits a photon of the
same frequency and decays to the lower energy state.

In addition a third process may occur, independent of the presence of the radiation field:

3. spontaneous emission, similar to process (2) but without the stimulating field.

These three processes are illustrated in figure 14.14. The population transfer between the two states
can be expressed in terms of the so called Einstein coefficients. The rate of change of populationN2

of state 2 due to induced absorption is given by:

dN2

dt
= N1B12ρ(ν) (14.42)



232 Chapter 14 — J. J. ter Meulen

2

1

E2

E1

B12 B21 A21

Spontaneous
emissionemission

StimulatedStimulated
absorption

Figure 14.14: The three possible transition pro-
cesses for a two-level system.

whereB12 is the Einstein coefficient for stimulated absorption andρ(ν) the radiation density, given
by:

ρ(ν) =
8πh

(ν
c

)3

exp(hν/kT)− 1
(14.43)

Similarly, induced emission changes the populationN2 by:

dN2

dt
= −N2B21ρ(ν) (14.44)

whereB21 is the Einstein coefficient for stimulated emission, related toB12 via:

B12 = g2

g1
B21 (14.45)

whereg1 andg2 are equal to 2K ′′ + 1 and 2K ′ + 1, respectively.
For spontaneous emission:

dN2

dt
= −A21N2 (14.46)

whereA21 is the Einstein coefficient for spontaneous emission. The absence of a dependence on the
radiation densityρ(ν) indicates a spontaneous process. This process determines the natural lifetime
τ of the excited state. From equation (14.46) it follows directly thatτ is related toA21 via:

τ = A−1
21 (14.47)

In general, more spontaneous transitions are possible from an excited state and the lifetime is the
inverse of the sum over all spontaneous emission coefficients. Typical natural lifetimes of excited
molecules are 10−7 s for electronic states, 10−4 s for vibrational states and 1 s for rotational states.

In the presence of a radiation field all three processes can take place simultaneously. Assuming
no population loss:

dN1

dt
= −dN2

dt
(14.48)

the following expression for the population transfer is obtained from equations (14.42), (14.44–14.46):

dN2

dt
=
(

N1 − g1

g2
N2

)
B12ρ(ν)− N2 A21. (14.49)

In thermal equilibrium the populations are related through the Boltzmann law (equation (14.12)):

N2

N1
= g2

g1
exp

(
−E2 − E1

kT

)
. (14.50)
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Substituting this relation and equation (14.43) in equation (14.49) gives the result:

A21 = 8πhν3

c3
B21. (14.51)

The EinsteinB coefficient is determined by the quantum numbers of the two states involved and
is independent of the frequencyν. It follows that the EinsteinA coefficient is proportional to the
frequency to the third power, which explains why the lifetime of excited electronic states is so much
shorter than the typical lifetime of an excited vibrational or rotational state.
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Chapter 15

Laser Diagnostics in Flames

Nico Dam

Introduction

Optical flow diagnostics is the art of characterising a flow (reactive or not) in space and time by
means of light scattering. In its most straightforward implementation, one just looks at the light that is
emitted spontaneously by the process of interest. More detailed information can usually be obtained if
the flow is irradiated by an external light source, and individual spectral components of the scattered
light are collected. More often than not a laser is used as light source, and in this case we speak of
Laser Diagnostics, the subject of this chapter.

Numerous implementations of laser diagnostics have been developed over the past decades, and
there is a vast amount of literature on the application of laser diagnostics to a whole zoo of combustion
processes. Fortunately, there are two recent reviews of the subject, that I would recommend to anyone
working in this field of research:

• Applied Combustion Diagnostics, by K. Kohse-Höinghaus and J.B. Jeffries (eds.) [1]
(further referenced as ACD);

• Laser Diagnostics for Combustion Temperature and Species, by A.C. Eckbreth [2].

It is not my intention to review the working principles of lasers and detection equipment; for back-
ground info see e.g.

• Laser Spectroscopy: Basic concepts and instrumentation, by W. Demtröder [3]
(further referenced as DLS).

• Lasers, by P.W. Milonni and J.H. Eberly [4].

This chapter is divided in two parts. The first part is mainly an introduction to non-resonant light
scattering. (Resonant light scattering has been touched upon in the previous chapter.) The second
part involves a discussion of those implementations of laser diagnostics that are most often used
in experimental combustion research, as well as a few new techniques that I consider promising or
otherwise interesting.

235
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1 Non-resonant light scattering fundamentals

1.1 A coarse-grained classification of light scattering

Light can be described in terms of photons (‘light particles’) or in terms of waves. The relation
between photon energyE and wavelengthλ or frequencyν is well known1:

E = hν = hc/λ (15.1)

(with Planck’s constanth and the speed of lightc). We will usually describe a light beam in terms of
its spectral intensityI (ν) = I0g(ν), in which I0 is the overall intensity, andg(ν) a normalised spectral
distribution function, that is,

∞∫
0

g(ν)dν = 1 , so that

∞∫
0

I (ν)dν = I0 . (15.2)

A light beam is called monochromatic if the width of the spectral distributiong(ν) is small with re-
spect to other spectral features in the experiment (like a molecular transition linewidth, or the resolving
power of a spectrograph; this varies with the experiment).

The basis of laser diagnostics has been laid in the previous chapter on molecular physics. Scatter-
ing of light can be described in terms of an exchange of energy between the optical (electro-magnetic)
field and individual molecules in a medium. Since molecular energy levels are quantised, energy ex-
change, involving transitions between molecular energy levels, is quantised as well. The net scattered
field is, of course, the sum of all contributions by individual molecules.

All irradiated molecules in a probe volume will interact with an incident light beam (that we will
assume to be monochromatic in the following, that is,g(ν) = δ(ν − νin)), and it is good practice to
start worrying about the number of different kinds of scattering particles that may contribute to the
scattered light. In principle, molecules of a specific chemical species in a specific quantum state each
comprise one class of scattering particles.

Example: A light scattering experiment on room air would involve contributions from O2, N2 and possibly
water vapour and CO2. Depending on the experimental technique, these contributions can or can not be
distinguished.

The densityρα(Ej ) of molecules of chemical speciesα (e.g. CO, O2, H,. . . ) in internal energy
stateEj (involving electronic, vibrational and rotational degrees of freedom) depends on the (local)
composition of the medium and on the (local) temperature (via the Boltzmann factor, discussed in the
previous chapter). Each class of scatterers will interact with the incident light in its own way, and
contribute its own components to the scattered light. It is the experimentalists concern to sort out the
different components, and this is the discriminating factor between many laser diagnostic techniques,
as will be discussed further in the second part of this chapter.

A global classification of the kinds of light scattering that may occur on a single-molecule basis
is based on the net energy exchange between scatterer and incident light, and on the degree to which
the incident light frequency matches an allowed optical transition in a scatterer. We will callνin the
incident light frequency,νout the frequency of (a component of) the scattered light, andEi, f the energy
of the initial/final quantum state of the scattering molecule.

1Units: Wavelengths are usually expressed in nm orÅ (obsolete, but convenient). For frequencies several commonly
employed units are Hertz (Hz), wavenumber (the number of waves per cm; cm−1), electronvolt (eV) or even Kelvin (K).
They can be related through eq. 15.1: 1 eV≡ 8065.5 cm−1 ≡ 11604 K, and 1 cm−1 ≡ 30 GHz (takingc = 3 · 108 m/s).
Besides this, angular frequenciesω = 2πν are often used in the literature.
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Figure 15.1: A) Typical experimental configuration for a light scattering experiment. B) Schematic spectrum
of the scattered light. The intensities of the individual components are not to scale.

elastic scattering: νin = νout.
There is no energy exchange with the medium, so that the elastic contribution is not specific to
any class of scatterers: they all contribute.

inelastic scattering: νin 6= νout.
Energy conservation requires that

Ei + hνin = E f + hνout ⇔ νin − νout = (E f − Ei )/h .

Since the initial state is connected to only a limited number of final states by optically allowed
transitions, each class of scatterers contributes a relatively small number of very specific fre-
quency components to the scattered light.

resonant scattering: νin = |E f − Ei |/h .
Can be elastic or inelastic. The final statef must be connected to the initial state by an optically
allowed transition. Elastic scattering requires careful tuning of the incident light to a molecular
transition of interest.

non-resonant scattering: νin 6= |E f − Ei |/h ∀ allowed f.
Can be elastic or inelastic. The main difference between resonant and non-resonant scattering
is to be found in the scattering efficiency, this being much higher in the former case.

Although this classification is not as clear-cut as it may seem, it is useful from a practical point of
view, and it will be used as such in the rest of this chapter.

1.2 Molecular light scattering mechanisms

Consider a light beam, incident on a gaseous medium. Even if the wavelength of the light is not
resonant with any optically allowed transition of the medium, there will be some interaction between
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Table 15.1: Order-of-magnitude values for chraracteristic parameters of the most-used kinds of non-resonant
scattering. Shift: Frequency shift of the scattered light relative to the incident light. Width: Typical spectral
width of the scattered light, assuming monochromatic incident light. Coherent: Yes or No. (After Boyd (1992).)

Process Shift [cm−1] Width [cm−1] Coherent

Vibrational Raman 1000 5.0 N

Rotational Raman 100 0.5 N

Brillouin 0.1 0.005 Y

Rayleigh 0 0.0005 Y

the two. This interaction is mainly due to the non-resonant response of the electrons to the oscillatory
electric field, and results, for instance, in well-known phenomena like the refractive index or the
blue sky. The latter is a manifestation of what we will be concerned with here:non-resonant light
scattering. Resonant light scattering, in the context of optical combustion diagnostics, is more or
less synonymous with LIF, and has been dealt with in the previous lecture (Molecular Physics in a
Nutshell).

Figure 15.1 shows a typical configuration for any kind of light scattering experiment, together with
an observed spectrum that is typical for the case of a non-resonant incident beam. If the incident beam
is resonant with an allowed transition in the medium, the non-resonant part of the scattered light is still
present, but usually swamped in the much stronger resonant contribution. Some order-of-magnitude
values of characteristic parameters of each kind of scattering are listed in table 15.1.

The individual contributions to the non-resonant spectrum are due to different mechanisms:

• Vibrational Raman scatteringis due to the interaction of the incident light with vibrational
modes of the individual molecules (optical phonons, if you wish);rotational Raman scattering
is analogous due to the interaction with rotational motion.

• Rayleigh scatteringis due to the scattering off non-propagating density fluctuations (and is
therefore really elastic), whereas

• Brillouin scatteringis due the scattering off propagating density fluctuations (acoustical phonons,
or sound waves), and experience a (small) frequency shift.

All kinds of scattering are subject to aDoppler shiftof the scattered frequency if the scattering agent
moves. The Doppler shift1νD can be expressed as

1νD = 1

2π
E1k · Ev , (15.3)

in which E1k = Ekout− Ekin is the so-calledscattering wavevectorandEv is the velocity of the scattering
molecule (lab frame). The Doppler shift therefore depends on the experimental setup, viaE1k. Doppler
shifts typically vary between 1 MHz and 1 GHz (see also §2.5 on Filtered Rayleigh Scattering), and
Doppler-shifted elastic scattering is therefore also referred to as quasi-elastic scattering.
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Figure 15.2: Parameters used in the description of scattering efficiency. (After Boyd (1992))

1.3 Polarisability and scattering cross section

Light scattering in terms of macroscopic properties of the medium is described by the Maxwell wave
equation,

∇2 EE(Er , t)− 1

c2

∂2 EE(Er , t)
∂t2

= µ0
∂2 EP(Er , t)
∂t2

, (15.4)

in which EE denotes the electric field strength andEP the (induced) polarisation. From this equation it
can be seen thatEP acts as a driving force for the field. Since, in the case of light scattering,EP is also
inducedby the field, the problem becomes recursive, and has to be solved in a self-consistent way.
We will only consider the linear regime, in which

EP = Eµp + α EE = χε EE (15.5)

(µp is a possible permanent dipole moment,α is the polarisability,χ the susceptibility, andε the
dielectric constant of the medium). We will neglectµp, and considerα andχ , which are second rank
tensors in the most general case, as scalars in the following. The polarisability contains a static term
α0 that gives rise to elastic Rayleigh scattering, but also contains (usually smaller) dynamical terms
related to, for instance, the vibrational motion of the constituent atoms or the molecular rotation:

α = α0+ ∂α
∂q

q + . . . , (15.6)

in whichq denotes some appropriate coordinate (see further discussion in §2.6, on Raman scattering).
In all cases the second time derivative in the driving term∂2 EP/∂t2 gives rise to a scattered electric
field strengthEs ∼ ν2

s and thus to a scattered field intensityIs ∼ ν4
s , in whichνs denotes the scattered

light frequency. This explains the probably familiar 4th power dependence of Rayleigh and Raman
scattering efficiency on the frequency.

The intensity of the scattered light is usually expressed in terms of ascattering cross section, σ
(kind of a geometrical surface area for removing light out of an incident plane wave), or, alternatively,
a scattering coefficient, R. In the linear regime, the intensityIs of the light scattered into a particular
directionθ (see figure 15.2) is linearly proportional to the incident light intensityI0 and the illuminated
volume (or that part of the illuminated volume that is imaged onto the detector), and is inversely
proportional to the square of the distanceL to the detector:

Is = R
I0V

L2
. (15.7)
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Figure 15.3: Scattering configuration (after Boyd (1992)).

The power incident on a small detector of surface area dA is

dPdet= IsdA (15.8)

or, in terms of the solid angle d� = dA/L2 that it subtends,

dPdet

d�
= IsL2 = RV I0 . (15.9)

Unlike the scattering coefficient, the scattering cross section is defined on a single molecule basis:

Ps = σ I0 (single molecule), (15.10)

in which Ps denotes the total power scattered out of the incident beam. For a particular scattering
direction the definition is

dPs

d�
= dσ

d�
I0 . (15.11)

This last expression defines the so-calleddifferential scattering cross sectiondσ/d�. By comparison
of eqs. 15.9 and 15.11 we find a relation between macroscopical and microscopical parameters:

R= N

V

dσ

d�
= ρ dσ

d�
. (15.12)

The inclusion of the factorN (the total number of scattering molecules in the scattering volumeV)
assumes each molecule to scatter light independently of all the others, as will be explained in the next
section.

1.4 Fluctuations

Coherent light scattering (like Rayleigh scattering) can only result from non-uniformities in the optical
properties of a medium. In a completely homogeneous medium, illuminated by a plane wave (that
is, the illumination is also homogeneous; figure 15.3), the scattering by any volume element (voxel)
dV1, in any particular directionθ , is nearly always cancelled by destructive interference with scattered
light by another voxel, dV2. There is one exception, viz. the forward direction, for whichθ = 0 and
the distance between dV1 and dV2 goes infinite.
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In practice, a medium is never completely homogeneous, nor illuminated by a plane wave. For
the specific case of laser diagnostics of combustion phenomena, for instance, the medium is spatially
non-uniform in composition, temperature and, consequently, density, and all these parameters also
fluctuate in time.

These non-uniformities are crucial to the occurrence of non-resonant, coherent light scattering. To
see this, consider a total scattering volumeV in a gaseous medium with nominal number densityρ,
that is illuminated by a uniform intensityI0. The volumeV can be divided into a large number,N ,
of identical voxels of volume1V = V/N , each of which is sufficiently small so that all molecules
in 1V essentially radiate in phase. That is, the linear dimensions of1V are small with respect to the
wavelength of the incident light2, but large with respect to molecular dimensions. The radiated electric
fields of all molecules in1V then add up, so that the intensity (∝ |E|2) of the radiation scattered into
some directionθ by1V is given by

I1V(θ) = N2 Imol(θ) , (15.13)

in which Imol is the intensity due to scattering by a single molecule, andN = ρ1V is the number of
molecules in1V . From the discussion accompanying figure 15.3 we concluded that there would be
total cancellation of the fields forθ 6= 0 if N were constant. IfN fluctuates, this cancellation will not
be perfect. What remains is a net intensity

IV(θ) =
∑
1V

(N − 〈N〉)2 Imol(θ) = 〈1N〉2N Imol(θ) , (15.14)

in which 〈1N〉2 = 〈N2〉 − 〈N〉2, and the angle brackets denote averages. For a dilute ideal gas,
〈1N〉2 = 〈N〉, and we have

IV(θ) = 〈N〉N Imol(θ) = ρV Imol(θ) . (15.15)

A similar argument holds for fluctuations in other parameters that affect the optical properties of a
medium.

In short: Coherent light scattering is due to fluctuations in the (optical) properties of a medium,
and the proportionality to density is a result of the statistical properties of a dilute gas. Note that
incoherent light scattering (like spontaneous Raman scattering) also obeys relation 15.15, but more
directly because every single scattering event is uncorrelated with other events.

1.5 Rayleigh scattering

A scattering event is termedelasticif the scattered light has the same frequency as the incident light,
that is, if there has been no energy transfer to the scattering agent. On close inspection, molecular
scattering can hardly ever be elastic in this strict sense, because random motion of the scatterers im-
poses a Doppler shift on the scattered light. The (angular) frequency of light scattered off a molecule
moving with velocityEv is given by

νs = ν0− 1

2π
Ek · Ev or ωs = ω0− Ek · Ev , (15.16)

2This statement is in fact not completely correct. The relevant scale is not so much the wavelength, but rather the inverse
of the so-calledscattering wavevector, Ek = Ekinc − Eksc. Under typical experimental conditions (say 90◦ scattering),|Ek| ≈
|Ekinc|, and the argument in the text holds. For nearly-forward scattering, however,|Ek| � |Ekinc|, and density fluctuations on
a much larger scale become important. This gives rise to effects known as Collective Light Scattering (CLS). These effects
will not be considered here; a review can be found in Bonnetet al. (1995).
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in which Ek is the scattering wave vector andω0 = 2πν0 is the angular frequency of the incident light.
We will enlarge the definition of elastic scattering to include this kind of quasi-elastic scattering, and
will reserve the terminelastic scatteringfor events in which energy is transferred to internal degrees
of freedom (Raman scattering) or collective motion (Brillouin scattering) of the scatterers. For elastic
scattering of monochromatic incident light by a (single component) gas at temperatureT , the spectrum
of the scattered light will reflect the Maxwell-Boltzmann distribution of the molecular velocities, that
is,

Is(ν) = Is
1√
2π δ

exp

{
−(ν − ν0)

2

2δ2

}
, (15.17)

with a rms-widthδ given by

δ = ν0

√
kBT

mc2
(15.18)

(kB is the Boltzmann constant,m is the molecular mass,c is the speed of light). The spectral lineshape3

thus has a gaussian profile, and is said to beDoppler broadened.
Because the mass of the scattering particles figures in the expression for the spectral width of the

scattered light, the Doppler broadening for scattering off particulates (like soot or dust particles, or
liquid fuel or oil droplets) is usually negligible. This is exploited in the technique of Filtered Rayleigh
Scattering (FRS) for temperature field measurements (see below, Individual techniques, §2.5).

The differential cross section for 90◦ Rayleigh scattering of monochromatic light can be expressed
in terms of the refractive indexn as(

dσ

d�

)
Rayl

= 4π2(n− 1)2

ρ2c4
ν4 , (15.19)

and the power radiated into a solid angle�� 4π is

PRayl = ηρ
(

dσ

d�

)
Rayl

�V I0 , (15.20)

in whichη denotes a collection efficiency. Since the refractive index term(n−1) is itself proportional
to the density, the differential scattering cross section is independent of the density, and Rayleigh
scattering is therefore a measure for the total densityρ.

For scattering by a mixture of gases, every component (with mole fractionxi ) contributes to the
total scattered power according to its own efficiency, and

PRayl = ηρ
∑

i

xi

(
dσ

d�

)
i

�V I0 . (15.21)

Thus, in order to interpret a measurement of Rayleigh scattered power in terms of a total density,
the composition of the medium should be known4. Moreover, since the scattering cross sections of
particulates are many orders of magnitude larger than those of molecules, the scattering medium must
be virtually devoid of particulates for (unfiltered) Rayleigh scattering to be interpretable. This, of
course, considerably limits its application to combustion diagnostics.

3Note thatIs(ν) and Is in eq. 15.17 have different units:Is is an intensity (e.g.W/m2), whereasIs(ν) is a spectral
intensity (e.g.W/m2cm−1).

4Or, at least, theeffectivedifferential scattering cross section(
dσ

d�

)
eff
=
∑

i

xi

(
dσ

d�

)
i

should be known to within the desired experimental accuracy.
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Figure 15.4: Energy level schemes for Stokes (red shifted; left) and anti-Stokes (blue shifted; right) Raman
scattering. The initial and final energy levels of the molecular scattering partner are indicated byi and f ,
respectively.

1.6 Raman scattering

Unlike Rayleigh scattering, Raman scattering comes in a few flavours, like rotational, vibrational
and electronic Raman scattering, stimulated Raman scattering (SRS), and CARS. These differ in the
molecular energy levels that are involved, and whether they are spontaneous or stimulated processes.
Here we will consider only vibrational Raman scattering, which is probably the most widely used
form of spontaneous Raman scattering. CARS will be dealt with in a separate lecture.

Raman scattering involves an exchange of energy between the electromagnetic field and the inter-
nal degrees of freedom of the scattering molecules. In the case of vibrational Raman scattering this
implies a change in the vibrational state (quantum number) of the molecule by the scattering event
(figure 15.4). If the molecule takes up energy from the field (the only possibility for a molecule in
the vibrational ground state), the scattered light will be red-shifted with respect to the incident light,
and the process is calledStokes Raman scattering. If a vibrationally excited molecule gives up energy
to the field, the scattered light is blue-shifted, and the process is calledanti-Stokes Raman scatter-
ing. Since the vibrational energy of molecules is quantised, energy conservation imposes a discrete
frequency spacing between incident and Raman-scattered light. The frequency difference is called
Raman shift, and is given by

1νR = νinc− νs = Ei − E f

h
, (15.22)

in which Ei, f denote the inital and final energy levels of the molecule, andh is Planck’s constant.
Expressions for the vibrational energy levels have been given in the previous lecture on Molecular
Physics. Because the vibrational mode frequencies are specific for a specific molecule, a Raman
spectrum provides information on the chemical composition of the medium. Raman shifts of a few
representative molecules are collected in table 15.2.

Polyatomic molecules (three or more atoms) may contribute more than one band to the Raman
spectrum, since they possess more than one internal degree of freedom. AnM-atomic molecule has
(3M − 6) internal degrees of freedom (or(3M −5) if it is a linear molecule), all of which correspond
to a vibrational mode (some of which may be degenerate, though). Which of these modes show up in
a Raman spectrum is determined by selection rules, and, more generally, by transition strengths. For
molecules that possess some degree of structural symmetry (like homonuclear diatomics (H2, O2, N2)
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Table 15.2: Raman shifts (1νR), differential scattering cross sections (dσ/d�) and vibration-rotation interac-
tion constant (αe) for a number of molecules relevant to combustion processes. (After Eckbreth (1996))

dσ/d� (10−30 cm2/sr)

Molecule band 1νR [cm−1] 337 nm 532 nm αe [cm−1] Remarks

N2 2331 2.8 0.37 0.0173

H2 4160 8.7 0.943 3.062

O2 1556 3.3 0.47 0.0159

NO 1877 1.5 0.2 0.0171

NO2 ν1 1320 51.0 7.37

ν2 754 24.0 3.63

CO 2145 3.6 0.48 0.0175

CO2 ν1 1388 4.2 0.6 complex

2ν2 1285 3.1 0.45

H2O ν1 3657 7.8 0.9

CH4 ν1 2915 21.0 2.6 complex

ν3 3017 14.0 1.7

C2H4 ν1 3020 16.0 1.9

ν2 1623 5.4 0.76

C6H6 ν1 3070 30.0 3.7

ν2 991 44.0 5.6

or CH4, CO2, H2O, to mention a few examples relevant to combustion), the Raman spectrum tends to
be complementary to the linear absorption spectrum, in the sense that any particular vibrational mode
tends to be either Raman active or infrared active5.

As in the case of Rayleigh scattering, the Raman scattered power onto a detector subtending a
solid angle�� 4π can be written as

PRam(1ν
(i )
R , θ) = ηρxi

(
dσRam

d�

)
i

�V I0 , (15.23)

in which only a single chemical species is assumed to contribute to the band with a Raman shift1ν
(i )
R .

Note that the detection efficiency,η, now will also contain a term due to the required spectral filtering
of the scattered light.

As compared to Rayleigh scattering, Raman scattering is weaker but has the advantage of being
inelastic. A Raman spectrum contains information on the composition of the scattering medium (every
chemical species gives rise to its own specific Raman bands), and spectral filtering allows to suppress
the light elastically scattered off particulates and solid surfaces. Moreover, since Raman scattering
(like, by the way, Rayleigh scattering, but unlike Laser-Induced Fluorescence (LIF)) is a second-
order process, its scattering cross section is virtually independent of the environmental conditions,

5A vibrational mode is calledinfrared activeif it can be excited by absorption of single photons, which, in the case of
vibrations, are in the infrared spectral range.
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notably pressure and temperature (within limits, of course). As a result, Raman scattered intensities
are relatively easy to interpret quantitatively.

Obvious applications for Raman spectroscopy in the field of combustion studies are the quanti-
tative determination of molecular densities and of temperature. The latter is probably most conve-
niently done by comparing the first Stokes and anti-Stokes vibrational Raman bands of one particular
molecule, e.g. N2. (When H2 is present rotational Raman scattering is an alternative, because of the
relatively large frequency spacing between individual lines.) From eq. 15.23 it follows that

P(1νS)

P(1νaS)
= x(v = 0)

x(v = 1)
= exp

{
+ Ev

kBT

}
, (15.24)

in which Ev denotes the energy of the first vibrationally excited state (see lecture on Molecular
Physics). The temperature in eq. 15.24 is actually avibrational temperature, and its interpretation
as an overall temperature involves the assumption of thermal equilibrium.

A few spectroscopic details have been left out of the discussion so far, and will be shortly com-
mented upon here. Vibrational Raman scattering not necessarily implies that rotation is conserved.
In fact, Raman scattering being a 2-photon process, the rotational selection rules are1K = 0, ±2.
Since, however, the transition strengths for the O-branch (1K = −2) and the S-branch (1K = +2)
are often (diatomics) much smaller than that for the Q-branch (1K = 0), vibrational Raman scat-
tering is, for many practical purposes, Q-branch scattering. Still, because the rotational constantBv
weakly depends on the vibrational state (see again the lecture on Molecular Physics), this does im-
ply some extent of inhomogeneous spectral broadening of the Raman scattered light. The distance
between adjacent rotational lines in Q-branch Stokes Raman scattering is given by

δνQ = νv=1; J+1− νv=1; J = 2αe(J + 1) , (15.25)

which is on the order of 0.5 cm−1 for typical values ofαe (see table 15.2, and note the exception
H2). Although this is not particularly large compared with the resolution of typical spectroscopic
filters (and thus will not generally be a concern in the interpretation of Raman intensities), it is large
compared to typical Doppler shifts. As a result, spontaneous Raman scattering is not very suitable for
use in Doppler-based velocimetry or thermometry.

1.7 The relation to fluorescence

Laser Induced Fluorescence (LIF) is a two-step process, photon absorption followed, some time later,
by spontaneous photon emission. Both steps are typically single photon events (although various
kinds of multiphoton schemes have been reported), and occur between specific energy levels of the
molecules involved. Typically, the absorption step promotes a molecule to an electronically excited
state (this requires a visible or UV photon), and the radiative decay by spontaneous emission back to
the ground state is monitored (see the chapter on Molecular Physics for a more extensive discussion).
This implies two main differences with Raman scattering:

• Because both the absorption and the emission step are resonant, the transition strengths in LIF
are usually much larger than those involved in Raman scattering. In favourable circumstances
(and combustion is notone of those!) LIF allows the detection of single molecules.

• Because the emission step is a spontaneous emission event, the molecule stays a finite time
(typically in the order of 1− 100 ns) in the excited state. During this time it is subject to inter-
action with its environment, most notably due to intermolecular collisions. This may result in
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premature non-radiative decay, causing a reduced fluorescence yield. This severely complicates
a quantitative analysis of LIF intensities.

Fluorescence may interfere with Raman scattering (and, to a lesser extent, Rayleigh scattering) if
the incident light has a wavelength close to an optically allowed transition out of a populated state.
Exactly how close ‘close’ means depends on the strengths of the particular transitions involved. Since
LIF can easily be several orders of magnitude stronger than Raman scattering, it is generally advisable
for Raman experiments to stay several tens of absorption linewidths away from resonance. For the
same reason, care should be taken to remove a possible broad-band component from the incident light.

1.8 Some experimental issues

Laser diagnostics of combustion processes nearly always involve shining light on luminous matter.
(Emission spectroscopy being the only exception.) The luminous background of the flame itself is
generally regarded as a nuisant complication. For this reason, laser diagnostics generally employ
pulsed lasers and spectrally selective, gated (‘pulsed’) detection.

The work horses in pulsed laser spectroscopy are excimer lasers and Nd:YAG (Nd-doped Yttrium-
Aluminium Garnet) lasers, either used on their own or as a pump laser for tunable dye lasers. A few
parameters of typical laser systems have been collected in table 15.3 (for purposes of illustration
only). Under typical experimental conditions of a pulsed laser running at 10 Hz repetition frequency
(rep rate; fr ) and gated detection of the scattered light overτg = 100 ns after each laser pulse, the
luminous background of the flame itself is suppressed by a factor of( fr τg)

−1 = 106. This is usually
sufficient to render the background negligible if a narrow wavelength region of interest is singled out
by a suitable spectral filter.

The non-resonant light scattering techniques discussed above have the advantage that they can
be done with virtually all laser systems, and do not require tunability of the incident light. Theν4-
dependence of the scattering cross section favours the use of UV lasers, but care should be taken to
avoid LIF interference. Furthermore, an optimum should be sought between the scattering efficiency
and the detection efficiency. Frequently used fixed-frequency6 lasers that offer a good compromise
given the current technology are the tripled Nd:YAG laser (λ ≈ 355 nm) and the KrF excimer laser
(λ ≈ 248 nm). These laser systems also offer high-power pulses, which, for the hardly saturable non-
resonant techniques, is directly beneficial for the scattered power level. In cases where the incident
beam is tightly focussed, care must be taken to stay below the threshold for the onset of the stimulated
counterparts of the spontaneous processes discussed above.

On the detection side there is one issue of particular relevance to optical combustion diagnostics,
and that is the phenomenon of beam steering. Light generated or scattered in a probe volume located
within a flame must travel through (part of) the flame before reaching the detector. Refractive index
gradients encountered on the way (caused by temperature or composition gradients), will cause the
location of the probe volume to fluctuate in time. Although the problem is well known, it is difficult
to perform ana posterioricorrection for it (see [6] for a recent attempt).

References

[1] Kohse-Höinghaus, K., and Jeffries, J.B. (2002): Applied combustion diagnostics. Taylor and
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6In fact, the lasers mentioned can be tuned to some extent.
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Table 15.3: Parameters of typical pulsed excimer and Nd:YAG laser systems. Both higher and lower perfor-
mance systems are commercially available. This compilation gives central wavelength (λ), pulse duration (τ ),
pulse energy (E), spectral width of broad and narrow-band versions (1ν), and pulse repetition rate.

Laser λ [nm] τ [ns] E [mJ/pulse] 1ν [cm−1] Rep rate

Excimer lasers 20 broad
injection
seeded 0− 100

ArF 193 200 150 1.0

KrF 248 350 50 0.5

XeCl 308 250 30 0.3

Nd:YAG system 5 10− 50

fundamental 1064 1500 1 0.003

2nd harm. 532 750 2 0.006

3rd harm. 355 300 3 0.009

[2] Eckbreth, A.C. (1996): Laser diagnostics for combustion temperature and species, 2nd ed. Gor-
don & Breach, (UK).

[3] Demtröder, W. (1996): Laser spectroscopy; Basic concepts and instrumentation. Springer Ver-
lag, Berlin etc..

[4] Milonni, P.W., and Eberly, J.H. (1988): Lasers. Wiley, New York.

[5] Boyd, R.W. (1992): Nonlinear optics. Academic press, San Diego etc., chapter 7.

[6] Trollinger, J., Weber, D., Rose, W. (2002): An aero-optical test and diagnostics simulation tech-
nique. AIAA paper 2002-0825.
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2 Individual techniques

The table below summarizes a few details of more-or-less commonly used (laser) optical diagnostic
techniques in combustion studies. Most of the techniques mentioned in the table are concisely dis-
cussed on the pages that follow (last column; exclamation marks indicate subjects that are discussed
in other chapters of this course). References are given at the end of each section. A dot in one of the
following columns indicates the parameter that any particular technique is able to measure:

ρ: overall molecular density
ρi : specific molecular density

(* emission spectroscopy is a measure for excited state species density)
T : temperature
Ev: velocity
f : soot volume fraction
d: soot particle diameter.

The remaining columns specify experimental parameters:

D: maximum dimensionality in which data can be obtained simultaneously
(
∫

: Line-of-sight technique)
e/i: elastic or inelastic light scattering
m/p: molecular or particulate light scattering
n: power dependence,I n, with I the intensity

Blank entries: not applicable

Technique ρ ρi T Ev f d D e/i m/p n §

Absorption • • • ∫
e m 0 2.2,2.3

CRDS • • • ∫
e m 0 2.4

Emission ∗ ∫
m 2.1

Raman (spont) • ◦ 2 i m 1 2.6

CARS • • 0 (1) i m 2+ 1 !

LIF • • 2 i m 0− 1 2.7

Rayleigh • 2 e m 1 2.5

FRS • • • 2 (i) m 1 2.5

PIV, PTV • 2 e p !

LDA • 0 e p !

DGV • 2 (i) p (2.5)

MTV • 2 i m 2.8

(D)FWM ? • • 0 (e) m

LII • • 2 i p ? 2.9

Mie • 2 e p 1

Table 15.4: Overview of a number of laser diagnostic techniques that have been used for combustion charac-
terisation.
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2.1 Spontaneous Emission Spectroscopy

Spontaneous emission spectroscopy (or chemiluminescence spectroscopy) is the most straightforward
optical technique for combustion diagnostics. The generic setup is sketched in figure 15.5. Some
light collection optics (‘lens’) images light emitted by (part of) the flame onto the entrance slit of a
monochromator or spectrograph. The latter spectrally disperses the incident light, and the individual
components are detected by a photomultiplier tube (PMT) or, more efficiently, a CCD array. A typical
spectrum, obtained from a partially premixed CH4/air Bunsen burner, is shown in figure 15.6.

By its nature, emission spectroscopy is sensitive only to chemical species that are present in (elec-
tronically) excited states. Moreover, these excited states must have an efficient radiative decay chan-
nel, and the excited molecules must be present in sufficient amounts for their fluorescence to exceed
the background luminosity (due, for instance, to glowing soot or furnace walls). The collected power
in a specific emission band (that is, spectrally integrated over the band of interest) can be written as

Ps = C℘ρ∗α , (15.26)

in whichC is a detection efficiency,℘ = kr /(kr +knr ) a Stern-Volmer factor (the ratio of the radiative
decay ratekr to the total (radiative plus non-radiative) decay rate) andρ∗α the density of the excited
state species (irrespective of quantum state; we look at the spectrally integrated power). Of course,
there is no obvious relation betweenρ∗α andρα, the density of the same chemical species in the ground
electronic state. Even though the measured emitted power is directly proportional to the densityρ∗α,
the technique is hard to calibrate because of the difficulty to create a well-known density of excited
state species in the probe volume. Moreover, there is a risk of spectral interference, the spectral
resolution typically being limited by the resolving power of the spectrometer. Therefore, emission
spectroscopy is usually used for qualitative purposes.

The spatial resolution of emission spectroscopy is determined by the collection optics. In general,
the (effective) detector size determines the area of the probe volume perpendicular to the line of sight,
whereas the depth of field determines the length of the probe volume along the line of sight. Probe
volume sizes down to 0.1 × 0.8 mm2 (diameter× length) have been achieved using a Cassegrain
telescope [2]. In cases where optical access is limited (high-pressure combustion, for instance) optical
fibers can be used as collection optics, at the expense of sacrificed spatial resolution. The latter,
however, can be recaptured to some extent by use of tomographic techniques (see e.g. [3]).

In summary, emission spectroscopy is easy to implement, relatively inexpensive and it requires
minimal optical access. It does, however, provide only limited information.

flame

spectrograph

lens

Figure 15.5: Generic experimental setup for (spontaneous) emission spectroscopy.
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CH
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Figure 15.6: Emission spectrum of a partially premixed Bunsen flame. The main features are due to the 3064Å
system of OH∗ (A26+ → X25 at 308 nm), the 4300̊A system of CH∗ (A21 → X25 at 430 nm) and the
Swan bands of C∗2 (A35g→ X′35u at 516 nm).
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2.2 Absorption Spectroscopy: Linear absorption

Linear absorption spectroscopy is a very straightforward optical diagnostic technique, in which a light
beam is sent through the medium of interest, and the transmitted power is recorded as a function of
wavelength. Spectral selectivity can be achieved either at the source (scanning configuration; tunable,
narrow-bandwidth light source (typically a diode laser or dye laser) and broad-band detector) or at the
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Figure 15.7: Generic experimental setup for linear absorption measurements. A) Multiplexed configuration
(spectral resolution at the detector); B) Scanning configuration (spectral resolution at the source).

detector (multiplexed configuration; broad-band source (like a high-pressure Xe lamp), spectrograph
in front of the detector). Generic experimental setups for both configurations are shown in figure 15.7.
In order to discriminate the external light against the flame luminosity, a light source with high spectral
power is advantageous. This is most easily achieved using a laser source in the scanning configuration,
and I have focussed the following discussion on that scheme. An example of an absorption spectrum
(low-pressure C2H4 in the infrared spectral range) is shown in figure 15.8.

The relation between transmitted laser intensity (or power) and the molecular density is rather
complicated in the most general case, mainly because the finite bandwidths of both the laser and the
molecular transitions have to be taken into account. Below I will derive the general case first7, and
then discuss a few simplifications.

Assume a light source with spectral intensity distribution described by

I L(ν)dν = I0(νL) g(ν − νL)dν , (15.27)

in which I L(ν) is a spectral intensity (units J/m2cm−1), I0 is the spectrally integrated laser intensity
(J/m2), ν is the frequency,νL the central laser frequency, andg a spectral distribution function (cm =
(cm−1)−1). We will takeg normalised, so that∫

g(ν − νL)dν = 1 and
∫

I L(ν)dν = I0(νL) . (15.28)

Lambert-Beer’s law for absorption of narrow-band light by a thin slice of the medium (figure 15.9)
reads

d[ I L(ν)dν] = − [ I L(ν)dν] · α(ν)dz . (15.29)

The absorption coefficientα(ν) can be written as

α(ν) =
∑

i

σi (ρi − ρ∗i ) fi (ν − νi ) , (15.30)

7Absorption is discussed in the frequency domain, using wavenumbers (cm−1) as a unit. (1 cm−1 ≡ 30 GHz)
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Wavenumber

Ps

Figure 15.8: Part of the infrared absorption spectrum (λ ≈ 3.2 µm) of ethene, C2H4, under low pressure (ca.
130 Pa), recorded with a tunable Color Center Laser (frequency bandwidth≈ 5 MHz) as light source and a
pyro-electric detector to measure transmitted laser power. The dashed line indicates the zero power level. Dips
in the transmitted power all correspond to specific transitions between rovibrational energy levels of C2H4.
Note that the power level of the laser is not constant during the scan (red wavy line).

hν

*

0

I0

flame

I (z) I (z+ dz)

dz

Figure 15.9: Configuration for linear absorption measurements. A laser beam travels along thez-direction
through a non-uniform medium. Its wavelength is close to a transition in a particular chemical species (lower
state 0, upper state∗).

in which the summation runs over all transitions in all chemical species in the illuminated volume,
σ is the absorption cross section (m2), ρi andρ∗i are the number densities of molecules in the lower
and upper level of a transition, respectively (m−3) and f is the (dimensionless) absorption line shape
function. For non-monochromatic light, eq. 15.30 can be integrated to yield

dI L =
∫
ν

d[ I L(ν)dν]

= −
∑

i

σi (ρi − ρ∗i )I0(νL)

∫
ν

g(ν − νL) fi (ν − νi )dν dz . (15.31)

In this equation the spectral integrals
∫

g(ν − νL) fi (ν − νi )dν are calledoverlap integrals, because
they describe the overlap of the incident laser spectrum with the absorption spectrum of a particular
molecule. Finally, the expression for the transmitted intensity becomes

I L(z) = I L(0)exp

−
z∫

0

∑
i

σi (ρi − ρ∗i ) g f (νL, νi )dz

 , (15.32)
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in which we have writteng f for the overlap integrals.
Clearly, since absorption spectroscopy is a line-of-sight technique, there is no spatial resolution

along the propagation direction of the laser beam. (See section 2.3 for a variant thatdoesprovide this.)
Equation 15.32 is complicated, and not easily inverted to yield (even average) molecular densities. In
the general case, several different chemical species (and particulates) may contribute to the absorption,
and in non-uniform flames not only the densitiesρi and ρ∗i will vary with position, but also the
overlap integrals, because of the composition- and temperature-dependence of the absorption line
shape functionfi .

Often, absorption spectroscopy is used under conditions that allow considerable simplification
of eq. 15.32. When visible or UV light is used in the measurement (this usually corresponds to
electronic transitions), the upper levels of the transitions involved are insignificantly populated, even
at temperatures relevant to combustion. In these casesρ∗i can be neglected.

Example: Absorption of 500 nm light (photon energy≈ 2.5 eV) implies that the upper level of a transition is
2.5 eV above the lower level. At 2500 K (kT ≈ 0.22 eV) the relative thermal population of these levels
is ρ∗/ρ ≈ exp{−1E/kT} ≈ 10−5.

If the incident frequency can be choosen such that only a single transition contributes to the ab-
sorption, the summation can be left out, resulting in

I L(z) = I L(0)exp

−
z∫

0

σρ(z)g f (νL, z)dz

 , (15.33)

which is the least complicated expression that is still of fairly general use. Note, however, that also in
this case it is notthe average density (ρ̄ = ∫ ρ(z)dz) that occurs in the exponent, but that the density
is still ‘weighted’ by the possibly position-dependent overlap integral. A further simplification would
be possible if the laser bandwidth were much smaller than the absorption linewidth (then

∫
g(ν −

νL) fi (ν − νi )dν ≈ fi (νL − νi )), but that is not generally the case.
The sensitivity of linear absorption spectroscopy is determined by the minimum intensity de-

crease,1I = I L(0)− I L(z), that can be detected. This is determined to a large extent by the stability
of the incident intensity (both in time and in frequency). With pulsed laser systems (notorious for their
pulse-to-pulse fluctuations), typical values are1I /I L(0)10−2; with stable cw systems (notably diode
lasers) and suitable detection techniques (lock-in detection and/or frequency modulation; see DLS)
10−5 can be achieved in quiescent media. Higher sensitivity requires a different approach, like Cav-
ity Ring-Down Spectroscopy (CRDS, §2.4) or Laser-Induced Fluorescence (LIF; §2.7). Examples of
applications of diode-laser-based absorption spectroscopy to combustion can be found in ACD [1, 2].
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2.3 Absorption Spectroscopy: Bidirectional illumination

An interesting recent development in absorption spectroscopy makes use of light scattering (either
Mie scattering off particulates, or LIF) induced by two counterpropagating laser beams to measure
the local extinction coefficient with spatial resolution along the propagation direction of the laser
beams as well. The method is still under development, but (in my opinion) elegant and promising.

First a qualitative description. Consider a thin, monochromatic laser beam traversing a medium
(along the+x̂-direction, say). The medium absorbs and scatters part of the light. An imaging detector
(CCD camera, in practice) records the scattered light intensity,S(x), with spatial resolution along
(part of) the beam path. Clearly,S(x) is proportional to the local scattering coefficient and the local
laser intensity, that is, at each positionx you record one datum (S(x)) which is a function of two
unknowns. This is insufficient to solve for the parameter of interest, which is the local laser intensity.
(Of course, knowing the laser intensity distribution along the beam path is equivalent to knowing the
distribution of the extinction coefficient, see eq. 15.33.) Therefore, another measurement on the same
medium is made, using an exactly counterpropagating laser beam. At any position, the signalS′(x)
is proportional to the same scattering coefficient, but to a different laser intensity, since the beam has
arrived there after traversing a different part of the medium. Of course, the total attenuation of both
beams will be the same. Thus,S(x) and S′(x) constitute two independent measurements based on
two unknowns, so the latter can (at least in principle) be retrieved.

In more rigorous terms, the algorithm (for the slightly more general case of light sheet illumina-
tion) runs as follows (copiedin toto from Stoffelset al. [1]). In general, images recorded by a CCD
camera represent a spatially resolved light scattering efficiency. Assuming that only a thin plane per-
pendicular to the line of sight of the camera is illuminated, the signalS(x, y) recorded by any pixel
can be written as

S(x, y) = C A(x, y)n(x, y) σ (x, y) I L (x, y), (15.34)

in which (x, y) represent co-ordinates in the illuminated plane,I L(x, y) denotes the local illumination
intensity, σ (x, y) is a light scattering cross section,n(x, y) the density of scattering particles and
A(x, y) a collection efficiency. The detailed forms ofn(x, y) andσ (x, y) depend on the actual light
scattering mechanism (likee.g. LIF, Rayleigh/Mie, Raman), whereasA(x, y) is determined mainly
by the experimental setup.

Equation 15.34 generally contains several unknowns, so that additional information is needed to
extract any of these. Often, the densityn(x, y) is the parameter of interest, and then the distribution
of the illumination intensityI L(x, y) should be known. This is a notoriously difficult problem in
absorptive media, in which the intensity changes along the propagation direction in a way that depends
on the characteristics of the medium at hand. As a rule,I L(x, y) is not amenable to direct and non-
intrusive measurement.

In this paper the determination ofI L(x, y) in an absorbing medium will be considered, using two
distributions of elastically scattered lightS(x, y) recorded from the same probe volume but using laser

forward beambackward beam f.o.v.

x = L x = 0

Figure 15.10: Configuration for bidirectional scattering.
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illumination from opposite directions (see figure 15.10). If the images are recorded simultaneously
(or in any case on a time scale that is much shorter than the time scale on which macroscopical
fluctuations in the probe volume occur), the only difference between the images will be due to the
different laser intensity distributions. Since, however, the attenuation of the laser beams is due to the
same medium, the distribution of the attenuation coefficient can be reconstructed, as will be shown
below.

The local intensity of a laser beam traveling along the positivex-direction (henceforth called
‘forward direction’) I for(x, y), is given by Lambert-Beer’s law as

I for(x, y) = I for(0, y)exp

− x∫
0

[nσ ]ext(x
′, y)dx′

 , (15.35)

in which I for(0, y) is the initial laser intensity at(x = 0, y). This initial distribution need not be
uniform along they-direction. The factor[nσ ]ext(x, y) is an effective attenuation coefficient for the
laser radiation given by

[nσ ]ext(x, y) = [nσ ]sca(x, y)+ [nσ ]abs(x, y), (15.36)

where[nσ ]abs(x, y) and [nσ ]sca(x, y) are the effective contributions of absorption and scattering to
the laser extinction. It will be assumed in the following that[nσ ]abs(x, y)� [nσ ]sca(x, y).

If the laser sheet traverses the medium along exactly the same path but in opposite direction (called
the backward direction), a similar equation can be used. The intensity of the backward travelling light
sheet,Iback(x, y), with an initial intensityIback(L , y) at (x = L , y), is given by

Iback(x, y) = Iback(L , y)exp

− x∫
L

[nσ ]ext(x
′, y) (−dx′)

 , (15.37)

in which the reverse direction of integration is indicated explicitly.
If the forward and backward scattering signals are recorded simultaneously from the same area,

both the loss factorsA(x, y) as well as the absorption cross section and density of the scattering par-
ticles (equation 15.34) are the same, and cancel if both scattering signals are divided. The sensitivity
factorC may be different for the two cases (sayC andC′ for the forward and backward going beams,
respectively), for instance because different detectors may be used. Using equations 15.34 to 15.37,
the ratioR(x, y) between both scattering signals can be written as

R(x, y)
def= Sback(x, y)

Sfor(x, y)
(15.38)

=
(

C′

C

Iback(L , y)

I for(0, y)

)
exp

− x∫
L

[nσ ]ext(x
′, y) (−dx′)+

x∫
0

[nσ ]ext(x
′, y)dx′


=

(
C′

C

Iback(L , y)

I for(0, y)

)
exp

2

x∫
0

[nσ ]ext(x
′, y)dx′ −

L∫
0

[nσ ]ext(x
′, y)dx′

 .
Note that after the division of the signals only the part concerning the extinction of the laser radiation
is left and the experiment actually is reduced to measuring extinction. Taking the natural logarithm of



256 Chapter 15 — Nico Dam

the ratio of the scattered signals results in

ln R(x, y) = ln

(
C′

C

Iback(L , y)

I for(0, y)

)
+ 2

x∫
0

[nσ ]ext(x
′, y)dx′ −

L∫
0

[nσ ]ext(x
′, y)dx′. (15.39)

If the derivative of lnR(x, y) with respect tox is taken, only the second term on the right-hand side of
equation 15.39 contributes, since the other terms are independent of the variablex. Using the Leibnitz
theorem for differentiation of an integral this gives

d

dx
ln R(x, y) = 2 [nσ ]ext(x, y), (15.40)

which can be rewritten as

[nσ ]ext(x, y) = 1

2

d

dx
ln

(
Sback(x, y)

Sfor(x, y)

)
. (15.41)

Thus, an effective attenuation coefficient[nσ ]ext at any position(x, y) can be determined from two
simultaneously recorded elastic scattering images. This result is independent of the initial intensity
distribution of the two beams along they-direction, and also does not depend on losses in the optical
detection pathway. A distribution of the local laser intensity decrease inside the observation volume
can be calculated by integrating[nσ ]ext(x, y) over the path in the observation volume, for both the
forward and backward directed laser beams (using equation 15.35 or 15.37, respectively).

Following the above recipe, this method, combined with light sheet illumination, in principle
allows to determine the 2-D distribution of the extinction coefficient (each image line is treated sep-
arately). Up to now, the method has been used in Diesel engines to reconstruct the local laser inten-
sity, required for processing independent LIF images [1]. In a non-sooting flame, the bidirectional
illumination method has been used as an alternative to LIF, for the quantitative determination of OH-
densities [2].

Sensitivity, as so often, is the main limitation of the method. Even though it is based on a scattered
light measurement, the bidirectional illumination method is essentially an absorption measurement.
Moreover, the measured signal is interpreted as reliable data, which is supposed to be free of noise.
Noise, however, cannot be avoided. The reconstruction recipe, involving logarithms and a derivative,
is very sensitive to noise. Additive noise, as illustrated in figure 15.11, is considerably worse than
multiplicative noise. The development of robust statistical methods to evaluate the signals in the
presence of noise is a still untackled challenge.
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A B C

Figure 15.11: Effect of noise on the reconstruction of a linear extinction coefficient distribution (one image line
of a CCD image, if you want). The columns correspond to different noise contributions, the upper row shows
the simulated signals generated by forward (green) and backward (blue) travelling laser beams on a gaussian
scatterer distribution; the lower row shows the reconstructed distribution of the scattering coefficient. Column
a: no noise; the input distribution is faithfully reproduced. Column b: 2% multiplicative noise (noise level
proportional to signal strength); this reduces the S/N ratio to about 6, with considerable noise levels in the
wings. Column c: 2% additive noise (noise level independent of signal strength); reconstruction dominated by
noise in the wings. In red: magnified central part (×105).

2.4 Cavity Ring-Down Spectroscopy

Like the bidirectional illumination method (§2.3), cavity ring-down spectroscopy (CRDS) is also an
alternative approach to measuring absorption coefficients. It is based on the following principle. A
short light pulse (of, say, a few ns duration) is locked inside a high-finesse optical cavity. Here it
will bounce back and forth between the mirrors, loosing energy in each round trip because of mirror

lens
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high
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reflector

reflector

flame
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fast oscilloscope

fast PMT

et/τ
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Figure 15.12: Experimental setup for Cavity Ring-down Spectroscopy.
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imperfections and by absorption and/or scattering by the medium between the mirrors. The decay
time of the intensity of the light pulse in the cavity (also called thering-down timeof the cavity) is a
measure for the extinction losses induced by the medium. In CRDS this ring-down time is measured
as a function of incident light frequency (or wavelength). The subject has recently been reviewed by
Berdenet al. [1], and applications to CRDS to combustion environments have been treated in detail
by e.g. Evertsen [2] and by McIlroy & Jeffries [3]. Only a concise description of the essentials will be
given below.

A setup for the practical implementation of CRDS is shown in figure 15.12. The tunable laser is
typically a pulsed dye laser (pulse duration ca. 5 ns), which is followed by a lens/pinhole combination
to clean up its spatial intensity profile. This beam is sent into a stable optical cavity8, formed by two
(usually identical) concave mirrors, a distanced apart. The light that leaks out of the cavity through
one of the mirrors is detected by a fast photomultiplier tube (PMT; rise time typically in the order
of the laser pulse duration), the transient output of which is recorded, for instance by a fast digital
oscilloscope. It is good practice to split off part of the output and record it on a CCD camera, in order
to monitor the mode structure of the cavity (see figure 15.13 [2]). Assuming a properly aligned cavity,
each laser pulse gives rise to the PMT detecting a light pulse with a steep rising edge (determined
by the temporal profile of the laser pulse and the detection system), and a much slower exponentially
decaying trailing edge, the decay (ring-down) timeτ of which is given by [1]

τ(ν) = d

c

(
| ln R(ν)| +∑

i
σi (ν)

l∫
0
ρi (x)dx

)

≈ d

c((1− R)+ κ(ν)l ) (15.42)

in which c is the speed of light (30 cm/ns is a practical unit, in this case),R the mirror reflectivity,
σi the absorption cross section of chemical speciesi with number densityρi , and the integration runs
over the extentl ≤ d of the absorbing medium within the cavity. The lower line of eq. 15.42 shows a
simplified form, in terms of the decay timeτ0 of the empty cavity (τ0 = d

c(1−R) , in which 1− R� 1
has been assumed) and the effective absorption coefficientκ(ν).

Evidently, CRDS derives its sensitivity from two features. One of them is the fact that high mirror
reflectivities cause the light pulse to traverse the medium many times.

Example: Using mirrors withR = 99.95%, each pulse traverses the cavity about 2000 times. Ad = 0.5 m
cavity would then result in an effective absorption pathlength of 1 km.

The second feature concerns the fact that adecay timeis measured, rather than the absolute value
of the transmitted power. This renders the method insensitive to the incident laser power, as long as it
is sufficient, of course, to yield a good PMT output. Thus, CRDS can be performed with the ubiquitous
pulsed laser systems, that are notorious for their pulse-to-pulse intensity fluctuations (10% being no
exception). Nevertheless, CRDS is not a true zero-background technique, because the experimental
parameter of interest is the decrease of the ring-down time of the empty cavity.

There are some practical issues that should be considered:

• The cavity length should be (much) shorter than the laser pulse length, so that the light pulse
is ‘folded’ inside the cavity, and the output has a smooth time profile rather than consisting of
individual spikes. Typically,d ≈ 0.3− 0.5 m and the light pulse is about 1.5 m long.

8An optical cavity of two mirrors with radius of curvaturer and distanced is stable if(1− d/r )2 < 1.
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Figure 15.13: Output of the cavity in case of bad alignment (a) and good alignment (b). (False colour images
recorded with a CCD camera that looks into the cavity along its axis.) Artist impressions of the beam path
within the cavity are shown above each image.

• Best sensitivity is obtained ifκ(ν)� c(1− R), that is if R→ 1. Typically, R99.8%, and mir-
rors with R99.99% can be bought for specific wavelengths. Such specifications, however, only
hold for very narrow wavelength ranges, and often each chemical species of interest requires its
own dedicated set of mirrors.

• If averaging is required to increase signal-to-noise ratio, one should average the decay times of
individual transients, not the transients themselves.

Recently, there have been a few derivative implementations of CRD that, for instance, allow its
use with cw lasers. This is discussed in Berden’s review [1].
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2.5 Rayleigh scattering

Rayleigh scattering is undoubtedly the most straightforward non-resonant light scattering mechanism.
Its physical basis was discussed in section 1.2, which resulted in the following expression for the
Rayleigh-scattered power into the (small) solid angle�:

PRayl = ηρ
∑

i

xi

(
dσRayl

d�

)
i

�V I0 . (15.43)

Here,η is a detection efficiency,ρ the total number density,xi the mole fraction of chemical speciesi

with differential Rayleigh scattering cross section
(

dσRayl

d�

)
i
, V is the irradiated volume andI0 the inci-

dent laser intensity. Rayleigh scattering is elastic (or quasi-elastic,vide infra), and therefore does not
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Figure 15.14: Generic setup for (planar) Rayleigh scattering measurements, with two alternatives for detection.

provide information on individual chemical species. Thus, in order to extractρ from the measurement
of PRayl, the composition of the medium (the mole fractionsxi ) must be known.

A typical experimental setup is shown in figure 15.14, which includes two alternatives on the
detector side. In the simplest setup (left) all scattered light is detected without spectral filtering.
This, evidently, is prone to errors due to spurious sources, notably Mie scattering (off dust or soot
particles, for example) and reflections off solid objects, even if these are far outside the depth of
field. Inelastically scattered light, due to Raman scattering or LIF, is also detected by this setup.
Raman scattering cross sections tend to be several orders of magnitude lower than those for Rayleigh
scattering, and can generally be neglected, but LIF should be avoided by proper choice of the incident
laser wavelength. A slightly more involved setup (figure 15.14, right) includes a spectral filter in
front of the detector to suppress the inelastic contributions. Also in this case, however, a main source
of error is elastic scattering off solid or liquid objects. For this reason, it is advisable to use CCD
cameras as detector, even if only point measurements are taken, because a camera allows to recognize
and interpret the scattering sources. As an example, figure 15.15 shows an image of a thin light sheet
passing through still, ambient air, recorded without spectral filtering. The bright dots represent dust
particles, some of them hit directly by the laser beam, some others just illuminated by stray light.

Rayleigh imaging has been used mainly for qualitative flow imaging. Also, it has been used for
thermometry in incompressible flows, relating density to temperature through the ideal gas law. For
temperature imaging, however, the method of Filtered Rayleigh scattering, briefly discussed below, is
probably better suited.

Filtered Rayleigh scattering

Rayleigh scattered light is, in practice, not really elastically scattered. Instead, individual molecules
impose a (small) Doppler shift onto the scattered light, due to their random thermal motion. Thus,
one often refers to Rayleigh scattering as quasi-elastic scattering, or Rayleigh-Brillouin scattering.
Narrow-band light incident on a gas phase sample will therefore give rise to scattered light with a
gaussian, Doppler-broadened spectral profile. For scattering of monochromatic light (frequencyνin)
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by a single-component gas (molecular massm) at temperatureT , one has9

P(ν)dν ∝ exp

{
−(ν − νin)

2

2δν2

}
with δν = νin

√
kT

mc2
. (15.44)

Thus, the spectral width of the scattered light is related, via the average thermal velocity, to the
temperature.

Example: N2 at room temperature results inδν = 550 MHz for illumination with 532 nm light. The Doppler
linewidth of the much heavierI2 at about 60◦C, often used in Filtered Rayleigh Scattering, amounts to
about 200 MHz.

In Filtered Rayleigh Scattering (FRS), Rayleigh-scattered light is detected through a spectrally
narrow molecular absorption filter, using a laser frequency that is tuned to be blocked by this filter.
Thus, the filter only transmits the wings of the Doppler-broadened scattered light, which results in a
measured power that is related to the temperature of the scattering medium. This principle is outlined
in figure 15.16. If the laser frequency is tuned to the center of the molecular absorption filter, truly
elastically scattered light (like that off solid objects, or dust particles; the latter move so slowly that
the Doppler shift is negligible) is absorbed completely.

The setup required for FRS (figure 15.17) is much more complicated than that for unfiltered
Rayleigh scattering. More details can be found in Elliott’s review [2]. Because of the small Doppler
shifts (a few GHz, when visible light is used; the frequency of the incident light itself amounts to
about 6· 105 GHz), both the laser and the absorption filter must have a bandwidth of at most a few
hundred MHz. In practice, an injection-seeded frequency doubled Nd:YAG laser is used, in combi-
nation with gently heated cells containing molecular I2. A separate I2 filter is used to monitor the
laser frequency. Since injection-seeded Nd:YAG lasers can be tuned over a few GHz, two modes of
operation are possible:

Fixed mode: In fixed mode the Nd:YAG laser frequency is fixed, either at the center of a strong
I2 absorption line (forT measurements) or halfway the flank of an absorption line (for|Ev|
measurements). The amount of light transmitted by the filter is a measure for either the thermal
Doppler broadening and/or the Doppler shift, respectively.

9The line shape is actually more complicated, because of the contribution of acoustical modes. This will not be consid-
ered here; see Forkey’s thesis [1] for details.

laser beam

field of view max

min

Figure 15.15: Elastic scattering image of a thin light sheet, derived from a single pulse of a KrF excimer laser
(λ ≈ 248 nm), in ambient air. These are raw data, represented in false colour. Vertical structure is due to the
inhomogeneous laser intensity profile; the bright (white) blobs are due to dust particles.



262 Chapter 15 — Nico Dam

-10 -8 -6 -4 -2 0 2 4 6 8 10

0.0

0.2

0.4

0.6

0.8

1.0

-10 -8 -6 -4 -2 0 2 4 6 8 10

0.0

0.2

0.4

0.6

0.8

1.0

laser line

Rayleigh
scattered

iodine
absorption
line

Frequency (arb. un)Frequency (arb. un)

Figure 15.16: Principle of Filtered Rayleigh Scattering. Left: Spectral profiles of the incident laser light and
the scattered light. Right: Idem, plus the absorption line shape of a molecular absorption filter (in practice: a
gas cell with low-pressure I2 vapour). The laser line is completely absorbed, whereas the wings of the scattered
light are partly transmitted (red).
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Figure 15.17: Typical setup for Filtered Rayleigh Scattering.

Scanning mode: By scanning the Nd:YAG laser frequency over an I2 absorption line and recording
the scattered light through the filter, the spectral profile of the scattered light can be recon-
structed. This profile has a non-trivial shape, that allows to retrieve Doppler shift (i.e. velocity),
temperature and density [1].

Finally, FRS is applied in particulate-seeded flows in the techique known as Doppler Global Ve-
locimetry (DGV). Since it here concerns a particulate-seeded technique, it falls outside the scope of
this chapter, and will be considered here only very briefly. Thermal motion plays no role for the par-
ticles, so that the Doppler shift imposed on light scattered off seed particles is due only to the gross
velocity of the flow. Thus, the measured transmission is actually a measure for the translation (in
frequency space) of the spectral profile of the scattered light, that is, to the Doppler shift. Since the
scattering vectorEk = EkL − Eks (subscriptL for laser,s for scattered) not only depends on the viewing
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Figure 15.18: Left: Car in the large wind tunnel at DLR-Cologne, with a light sheet passing at the back. Right:
3-component 2-D DGV data.

direction but also on the incident light propagation direction, illumination of the same volume with
three different light sheets results in three different scattering vectors, and three different velocity
components. (The same can be achieved through a combination of PIV with single-component DGV.)
An example is given in figure 15.18, taken from the DLR-Cologne (D) website, where the technique
is used in large scale wind tunnel applications (R. Schodl’s Institute of Propulsion Technology; see
e.g. Roehleet al. [3] for a description of the equipment).
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2.6 Raman scattering

Spontaneous Raman scattering is arguably the single most powerful laser diagnostic technique, lim-
ited, however, by its low sensitivity. It is based on the non-resonant response of molecules to incident
radiation, which not only involves an elastic component (Rayleigh scattering), but also inelastic com-
ponents as a result of energy exchange between the molecules and the electro-magnetic field. For
diagnostic purposes, vibrational Raman scattering is used most frequently (as compared to rotational
and electronic Raman scattering), and this will be the only variant discussed here. Schematically,
Raman scattering is often discussed in terms of a so-calledvirtual level as intermediate state (see
figure 15.4 in the introduction). This virtual level, indicated by a dashed line in figure 15.4, does not
correspond to a real (stationary) energy state of the molecule, but rather serves as a mnemonic for the



264 Chapter 15 — Nico Dam

net non-resonant interaction of the field with all energy states of a molecule. In fact, therefore, Ra-
man scattering (like Rayleigh scattering, by the way) is atwo-photon process: the interaction between
molecule and field involves two photons (the incident and the scattered ones) simultaneously.

The fact that there is no real intermediate state involved has two important consequences:

1. Scattering cross sections are small (in the order of 10−10 Å2/molecule; see table 15.2 in the
introduction). Typically, Raman scattering is two to three orders of magnitude less efficient than
Rayleigh scattering, and up to ten orders of magnitude less than Laser-Induced Fluorescence
(LIF; see section 2.7). This is a main limitation of the technique, especially in non-stationary
situations.

2. Collisional quenching, a main bottleneck in the quantitative interpretation of LIF signals (§2.7),
is irrelevant, there being no excited intermediate state that is populated. This facilitates straight-
forward interpretation of Raman scattering signals.

It should be stressed, by the way, that Raman scattering and LIF, although superficially similar, are two
very different processes. LIF is a sequence of two single-photon events (absorption followed, some
finite time later, by emission), whereas Raman scattering is one single event involving two photons
simultaneously.

The general experimental setup for Raman scattering experiments is shown in figure 15.19. A
crucial role is reserved for the spectral filter, for two reasons:

1. Because Raman scattering cross sections are so small, the technique is sensitive to stray light.

2. Raman shifts typically range from 500–3500 cm−1 (see table 15.2 in the introduction; remem-
ber that we discuss vibrational Raman scattering only). As a result, contributions by different
chemical species tend to be spectrally close, both to each other and to the incident light.

Example: For O2 and N2 the Raman shifts1νR are 1556 cm−1 and 2331 cm−1, respectively. Using 355 nm
incident light (frequency-tripled Nd:YAG laser) yields the O2 Raman band at 376 nm and the N2 band
at 387 nm. These cannot be satisfactorily separated by off-the-shelf optical band-pass filters of 10 nm
fwhm.

Experimentally, spectral filtering is most easily accomplished by interference band-pass filters. These
are easy to handle, can be purchased for a variety of central transmission wavelengths, but are not

pulsed laser

flameflame power meter

CCD
camera

lenslens

spectrograph

band pass filter

Figure 15.19: Generic setup for (planar) Raman scattering measurements, with two alternatives for the detec-
tion.
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Figure 15.20: Raman spectrum of a lean methane/air Bunsen-type flame, with 1-D spatial resolution. Left:
Setup. The incident laser beam propagates along thex-direction. Middle: Spectrum. False colours correspond
to intensity; image lines correspond to parts of the spectrum at a particular position alongx; columns correspond
to scattered light wavelengths. Right: Average spectra over regions indicated; see text for details.

usually selective enough to single out individual contributions to the Raman spectrum of a sample.
(Selectivity and transmission efficiency are mutually exclusive; increasing one decreases the other.)
Moreover, such filters have the disadvantage that spectral interferences, if they occur, cannot be de-
tected. For this reason it is recommendable to incorporate a spectrograph in Raman diagnostics, in
parallel with, or even instead of, a band-pass filter. When combined with a detector array (linear or
2-D CCD device), a spectrograph with a suitably chosen grating allows constant monitoring of the
whole spectral range of interest.

As an example, figure 15.20 shows the spectrograph output recorded by an intensified CCD cam-
era. The object is a partially premixed CH4/air Bunsen flame, intersected by an ArF excimer laser
beam (λin ≈ 193 nm). The field of view of the detection system is indicated by the narrow rectangle
on the left. The image in the center is a false colour representation of the spectrum, with a spectral
axis along the horizontal direction, and a spatial one along the ordinate. The spatial axis corresponds
to the long side of the field of view. Graphs of the average spectra over the individual regions in the
flame are shown at the right. They correspond to the following regions:

a) Ambient air, outside the flame. Spectral features are due to O2 (1556 and 3088 cm−1 Raman
shift), N2 (2331 cm−1) and H2O (3660 cm−1). The O2 bands are relatively strong because of
near-resonance effects.

b) Flame boundary. Spectral features are due to hot O2.

c) Coflow region. Spectral features mainly due to NO (1902 and 3709 cm−1).

d) As in b) (boundary between coflow and central flow).

e) Central flow, with bands due to O2, N2 and CH4 (the complex structure around 3000 cm−1).
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Clearly, a lot of information can be obtained simultaneously from a single spectrum, but it is also clear
that good spectral filtering is required to isolate individual spectral components out of such complex
spectra. In fact, quite a few spectral features in figure 15.20 are due to LIF rather than to Raman
scattering10; this is the case for the NO-bands and to some extent the O2-bands. Only the N2 bands
and the CH4 band structure are due solely to Raman scattering.

Intermezzo: For quantitative Raman experiments on combustion phenomena, the ArF excimer laser is proba-
bly not a very good choice, in spite of theν4-scaling of the scattering cross section (see the introduction).
Main reasons for this are the unavoidable resonance enhancement of the O2 bands, and the relatively low
sensitivity and selectivity of detection equipment at this wavelength. In practice, the use of frequency-
tripled (λ ≈ 355 nm) or -doubled (λ ≈ 532 nm) Nd:YAG lasers is recommended.

Under favourable circumstances an imaging spectrograph in combination with a CCD camera
can also be used to record full 2-D images by Raman scattering. The principle is as follows. An
imaging spectrograph is designed to project an image of the entrance slit onto the exit plane. Every
wavelength component in the incident light produces its own image on the exit plane, and the position
of that image depends on the wavelength: A spectrograph is essentially aλ-to-x encoder. All this
holds irrespective of the width of the entrance slit; a wider entrance slit just means a wider image on
the exit plane, and this is the key to imaging through a spectrograph. Of course, this works well only
for monochromatic light. For polychromatic incident light (as is typically the case if one considers
Raman-scattered light), the overlap between images produced by differentλ-components increases
if the entrance slit is opened up. (This is generally referred to as ‘loss of spectral resolution’, but
that is a result, rather than a cause.) Complications arise because of this intermingling of spectral
and spatial information11. It can be shown that this mix of spatial and spectral information takes the
form of a convolution. Thus, when the spectral structure is known (from a reference measurement on
the pure compound, for instance), the hidden spatial information can be retrieved by a deconvolution
procedure. In practice, this is not at all straightforward (deconvolution tends to enhance noise), but
statistical methods of data analysis exist that can do the job [1].

As an example, figure 15.21 shows the steps in the determination of the spatially resolved stoi-
chiometry distribution in a non-burning premixed methane/air flow. The flow issues from a flat-flame
burner (25 mm diameter) and hits a fine metal mesh about 12 mm downstream of the burner deck. A
light sheet derived from a tripled Nd:YAG laser passes between the burner deck and the metal mesh.
Raman scattered light is collected in a direction perpendicular to the plane of the light sheet by a
spectrograph equipped with an intensified CCD camera in the exit plane. The field of view is such
that part of the methane/air flow and part of the adjacent ambient air are imaged along the height
of the entrance slit, whereas the gap between burner deck and metal mesh just fills the width of the
spectrograph entrance slit. The raw data (average of 625 laser pulses of 320 mJ each) are presented as
a false colour image on the left. The uppermost structure is due to N2 (present in the flow as well as
in ambient air; truncated at left and right by the spectrograph entrance slit height), the lower structure
is due to CH4. In this image, the horizontal axis (parallel to the entrance slit height) is a purely spatial
axis, whereas along the vertical axis (perpendicular to the entrance slit height) spatial and spectral
information are convolved. The Raman spectra of both compounds are indicated in the middle. This
is used to deconvolve the raw data, yielding the spatial distributions shown at the right. Qualitatively,

10In cases of doubt, scanning the excitation laser allows to distinguish between Raman and LIF. Raman bands shift
together with the excitation wavelength (constant Raman shift), whereas fluorescence bands appear and disappear if the
excitation laser is scanned over a resonance.

11Along one axis of the image only; a good imaging spectrograph spectrally disperses the incident light along one axis
(perpendicular to the entrance slit height), and produces a faithfull image along the other axis (parallel to the entrance slit).
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Figure 15.21: Raman imaging through a spectrograph of N2 and CH4 in a premixed methane/air flow issueing
from a flat-flame burner. The experimental setup (side and top views) is shown at the top. The left panel
shows the raw data in false colours, the right panel shows the same data, after deconvolution using the spectrum
indicated in the middle. Note that especially the tail at the bottom of the methane band has disappeared. The
stoichiometry distribution in this flow field, as derived from the N2 and CH4 data, as shown in the bottom-right.
(Figure taken from a poster by Ren´e Tolboom (KUN), presented at the meeting of the FOM section Stroming
& Warmte, fall 2001.)
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the disappearance of the diffuse tail below the methane structure is most apparent. The stoichiometry
distribution of this (non-burning) mixture can now simply be derived by a pixel-by-pixel division of
the two spatial distributions. This results in the false colour image (colour scale indicated) shown in
the bottom-right. The fanning out of the boundary of CH4 flow where it hits the metal mesh is clearly
visible. Also, there is a weak horizontal ripple-structure in the stoichiometry image, which is a resid-
ual artefact of the deconvolution procedure. Quantitatively, the results agree very well with the preset
conditions of the flow (using calibrated mass flow controllers for methane and air), with a standard
deviation of typically 10% (table at bottom-left).
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2.7 Laser Induced Fluorescence Spectroscopy

Laser Induced Fluorescence spectroscopy is probably the most widely used optical diagnostic tech-
nique for at least qualitative assessment of chemical species distributions. Many molecules will flu-
oresce when promoted to a suitable excited state, and this is the key to the wide applicability of LIF.
Because LIF is a resonant process, the excitation and fluorescence efficiencies are generally large,
resulting in strong signals. Thus, LIF is often very suitable for 2-D imaging studies, also on minority
species. Because of the same reason, however, most laser-excited molecules dwell some finite time
in the excited state before radiative decay takes place. During this time, there are other processes
that may cause non-radiative decay. In practical cases, these processes are collisional energy transfer
and/or intersystem crossing. The parameters governing these non-radiative decay processes are often
not or incompletely known, and that is the main problem in the quantification of LIF data.

There is an enormous body of literature on both the principles of LIF and its application to the
study of combustion phenomena. An overview of minority species that have been detected by laser
techniques (often LIF) is given by Smyth & Jeffries [1]. A useful simulation program for the calcu-
lation of spectra of diatomics like OH, NO and CH is provided (free) by Luque [2]. Below, I will
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Figure 15.22: Generic experimental setup for Laser-Induced Fluorescence (LIF) spectroscopy, with two alter-
natives for detection.
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Figure 15.23: Simplified and schematic energy level scheme relevant to LIF experiments. Incident (laser)
light is resonant with the transition between levels 1 and 2; absorption of each photon results in exciting one
molecule out of level 1 into level 2. Stimulated emission back to level 1 is neglected. Excited molecules may
loose energy by radiation (A; only one lower state 3 is indicated, but in general there are several possibilities), by
non-radiative, collision-induced decay (so-called quenching; Q), by dissociation (D) or by chemical reactions
(C; can also be included in Q).

not attempt anything like a review, but just discuss the general principles. Usually, every particular
molecule has its own special peculiarities that have to be taken into account.

The experimental setup for LIF (figure 15.22) is not much different from that used for Rayleigh
or Raman scattering, except that a tunable laser is required for resonant excitation. Absorption of this
radiation produces molecules in an excited state, that is, molecules with a lot of internal energy. Usu-
ally, it concerns electronically excited states, but there is some progress in LIF imaging by vibrational
excitation [3]. These excited molecules will loose energy, but there is a variety of competing mecha-
nisms by which this can occur. The main pathways are illustrated in figure 15.23, in which radiative
transitions (either induced or spontaneous) between energy levels (horizontal lines) are indicated by
straight arrows, and all other processes that affect the level populations by wavy arrows. Important
mechanisms by which excited molecules may loose energy include

• Radiative decay, that is, fluorescence (A). The associated time scale strongly depends on the
molecule and on the excited state that is produced; typical values range from 1− 100 ns.

• Non-radiative decay (Q), caused by intermolecular collisions. At atmospheric pressure, typical
time scales are 1− 10 ns, but this, again, depends strongly on the particular system at hand.

• Dissociation (D), that may occur if a molecule is excited above its lowest dissociation limit. A
well-known case is O2, that can be excited in the so-called Schumann-Runge bands by 193 nm
radiation from an ArF excimer laser. The upper state involved (B36−u (v′ = 4); see the previous
lecture by ter Meulen for notation) is strongly predissociated. This means that, although it is in
principle a bound state, there is an internal mechanism that efficiently leads to dissociation. The
dissociation process, that produces two ground state O-atoms, takes place on a ps time scale.

• Chemical reactions (C), that may be expected to be of special importance in combustion envi-
ronments, which already contain a lot of reactive species. This, however, is a subject of which
little is known.

The population transfer (that is, the number of molecules that, on average, make transitions between
energy levels) in systems like those of figure 15.23 can conveniently be described in terms of rate
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Figure 15.24: Left: Potential energy curves for the NO molecule. The ArF excimer laser can induce transitions
between rotational levels of the ground state (X(v′′ = 1)) and the electronically excitedD(v′ = 0)-state
(arrow). Right: Energy levels relevant for ArF laser-induced fluorescence of NO. Horizontal lines represent
energy levels, the energy increases vertically upwards (not to scale). Red: excitation; blue: fluorescence; green:
collisional decay routes.

equations. Denoting level populations byN, the excitation rate bykI and decay rates byk (all rates
in s−1) we have, for the (simplified) case of figure 15.23,

dN1

dt
= −kI (t)N1 (15.45)

dN2

dt
= +kI (t)N1 − (kQ + kD + kC + kA)N2 (15.46)

dN3

dt
= +kAN2 (15.47)

Note that the excitation ratekI (t) has been written with explicit time dependence, because it is pro-
portional to the incident laser intensity. LIF experiments are often performed using pulsed lasers, and
kI (t) is often approximated by a block function. The other rate constants are either intrinsic molecular
properties (kA andkD) or depend in part on the environment (kC andkQ). Since all molecules that
end up in level 3 must have gotten there by fluorescence,N3(t → ∞) equals the number of emitted
fluorescence photons. Evidently, this is only a fractionkA/(kA + kQ + kD + kC) of the total number
of molecules that ever were excited. This factor,kA/

∑
ki , is a quantum efficiency for fluorescence,

known as Stern-Volmer factor.
For the sake of definiteness, let us consider the case of LIF of nitric oxide, NO, induced by a

pulsed, tunable ArF excimer laser (λ ≈ 193 nm). A compilation of potential energy curves of NO is
shown in figure 15.24, together with a schematical representation of the relevant energy levels. The
ArF laser can be tuned to some extent, between 192.8 and 193.8 nm. Within this range a number
of rovibronic transitions in the so-calledε-system of NO,D26+(v′ = 0, J ′) ← X25(v′′ = 1, J ′′),
can be resonantly excited. Note that the lower state of this transition is a vibrationally excited state
(ωe = 1904 cm−1 ≡ 2726 K; see table 2 of the previous lecture by ter Meulen), the population of
which is strongly temperature-dependent: this transition is good for probing hot NO. Assume the laser
to be tuned to one particular rovibronic transition. During the laser pulse, the lower level is depleted,
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Figure 15.25: Excitation emission spectrum recorded in the combustion chamber of a running Diesel engine,
at 42◦aTDC. See text for a aTDC: Undefined variable. description.

and the upper level is populated. This creates strongly non-thermal population distributions in both the
ground electronic state (thermal, except for a ‘hole’ in the depletedJ ′′ level) and the upper electronic
state (only oneJ ′ populated). Intermolecular collisions will tend to restore thermal equilibrium by
(mainly) rotational energy transfer (RET), a very efficient process that operates on the time scale of
typical laser pulse durations.

Example: Intermolecular collision rates can be approximated by considering the molecules as hard spheres,
with a geometrical cross-sectional areaσgk that is in the order of several tens ofÅ2. The hard-sphere
collision rate, orgas kinetic collision rateis then given bykgk ≈ ρσgkv̄rel, in whichρ is the total number
density andv̄rel the average relative velocity of two molecules. For flames at atmospheric pressure,
kgk ≈ 109 s−1, or one collision per nanosecond. Since about every collision is effective for rotational
energy transfer [4], the timescale for rotational equilibration is in the order of nanoseconds.

For the purpose of laser diagnostics, the occurrence of fast RET is beneficial, because it delays the
onset of saturation (which occurs as soon as the lower level is considerably depleted; not discussed
further here).

In the case of NO, predissociation does not occur, and on eventual reaction rates there are no data
(which I take as good justification for neglecting them). Fluorescence is observed not only out of
rotational levels in theD(v′ = 0)-state, but also out of the vibrational ground states of the nearby
C25 and A26+ electronic states. Apparently, there is efficient collisional energy transfer from the
D-state into theC- and A-states. An example of the rich spectral structure usually present in LIF
measurements is shown in figure 15.25. This is a so-calledexcitation-emission spectrum, in which
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the measured fluorescence intensity is represented in false colours as a function of both the excitation
wavelength (or wavenumber, in this case; along the ordinate) and of fluorescence wavelength (along
the abscissa). Horizontal cross sections through such a spectrum provide fluorescence spectra (bot-
tom) induced by a particular excitation wavelength (red arrow at≈ 51713 cm−1), and vertical cross
sections provide excitation spectra (right) at one particular fluorescence wavelength (purple arrow at
≈ 216 nm). Clearly, there is a lot of information in such an excitation-emission spectrum. Some
specific features of the spectrum of fig. 15.25:

• Bright fluorescence spots often occur in pairs (one of them is green encircled at(x, y) =
(205,51690)). These can all be attributed to hot O2, not to NO.

• The relatively dark horizontal band through the middle of the spectrum (y ≈ 51685) is due to
absorption of the excitation laser by cold O2 on its way through ambient air towards the engine.

• Fluorescence bands of NO are diffuse blobs (one of them encircled at(215,51655)) and rela-
tively weak (compared to the O2 features).

• The fluorescence spectrum at the bottom shows several vibrational bands of theD(v′ = 0)→
X(v′′) progression (v′′ is indicated in the graph). The band at 225 nm in fact overlaps with
another band, that belongs to a different electronic transition, viz. theA(v′ = 0)→ X(v′′ = 0)
band (with a progression that extends further to the red; not shown).

• Fluorescence bands are typically 1–2 nm broad (≈ 200–400 cm−1 in this wavelength range),
that is, much broader than you would expect from fluorescence out of a single rotational state.
This is due to the fact that the upper state (mainlyD(v′ = 0)) is rotationally thermalized
by RET, so that there is fluorescence out of many differentJ ′-levels. Detection equipment
generally does not resolve individual rotational transitions.

• The intense vertical line atx ≈ 208 nm is due to fluorescence of the entrance window for the
excitation laser beam.

The main conclusion to be drawn out of this example is that LIF is a very selective technique. In
order to fully exploit this selectivity (and to fully avoid unexpected spectral interferences), it is good
practice to start experiments with a spectroscopic survey.

From an excitation-emission spectrum, a combination of excitation and detection wavelengths can
be selected for quantitative measurements on a particular chemical species. One of the large advan-
tages of LIF is that scattering efficiencies tend to be high, and once a suitable combination of excitation
and detection wavelengths has been choosen, it is often possible te record two-dimensional fluores-
cence images, even with relatively low-power lasers (usually Nd:YAG-pumped pulsed dye lasers, with
1−10 mJ/pulse). To this end, the laser output is shaped into a thin light ribbon by means of cylindrical
lenses. This light sheet cuts through the medium of interest, and fluorescence (which now originates
from the illuminated plane only; this provides spatial resolution along the line of sight) is collected
in a direction perpendicular to the plane of the light sheet by a (usually intensified) CCD camera.
This scheme is known as planar LIF, or PLIF. An example is reproduced in figure 15.26, showing a
false colour map of OH fluorescence in the flame of an oxy-acetylene welding torch. Excitation was
in the A26+(v′ = 0) ← X25(v′′ = 0) band near 308 nm, using a frequency-doubled pulsed dye
laser; fluorescence in theA(0)→ X(1) band at 343 nm was recorded by an intensified CCD camera
(384×256 pixels) through a Schott WG305 cut-off filter, the latter to block reflections of laser light off
the burner and substrate surfaces [5]. Residual reflections of stray laser light are still visible, but they
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Figure 15.26: False colour image of laser-induced OH fluorescence, recorded in an oxyacetylene flame pro-
duced by a welding torch. The flame burns downwards onto a metal plate. See text for discussion.

are localised and not interfering. The sharp ”V” in the center is due to OH present in the flame front,
but the main OH fluorescence lobes are located at the boundary between the flame and the ambient
air.

In order to evaluate fluorescence intensities quantitatively, the recorded pixel valuesSLIF can be
expressed as

SLIF = η℘(T, P)g(νa, νL) fv,J(T)I Lρi , (15.48)

that is, the pixel values are proportional (factorη) to the number densityρ of the molecule that is
probed (OH in this case), and to the local laser intensity,I L . The latter decreases along the path
of the laser beam through the medium, and this explains why the left-side fluorescence lobe is less
intense than the right-side one in figure 15.26. Because only a single rotational transition is excited,
the total number density has to be multiplied by a (temperature-dependent) Boltzmann-factorfv,J(T)
to yield the number density of the probed state. Finally, there is a Stern-Vollmer factor℘(T, P),
discussed above (depends on temperature, pressure and local composition of the medium) and an
overlap integral (discussed in section 2.2) to account for the excitation efficiency. In many cases, the
total densityρ of the species of interest is the desired quantity, and it is clear that there are quite a lot of
other parameters that need to be known in order to extract thisρ out of the measured pixel valuesSLIF.
In favourable cases, this can be achieved by a simple calibration on a known density of the species
of interest. In combustion environments, however, there tend to be large spatial variations of at least
temperature and composition, which give rise to more or less strong position dependence in all factors
appearing in eq. 15.48. Much research is directed to finding appropriate ways to achieve calibration
also in such circumstances, and the reader is urged to consult the relevant literature (ADC is a good
start, in particular the compilation by Smyth & Jeffries [1]) before setting up an LIF experiment.
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Figure 15.27: Principle of Molecular Tagging Ve-
locimetry (from Gendrichet al. (1997)). (a) Ini-
tial distribution of tagged molecules, created by two
‘combs’ of thin laser beams (grey scale; white = 0%,
black = 100%). (b) 8 ms later, the distribution is
modified by the flow.

Figure 15.28: Principle of Molecular Tagging Ve-
locimetry (from Gendrichet al. (1997)). Velocity
field derived from figure 15.27. This experiment was
done in water, using phosphorescent molecules.

[3] Kirby, B.J., Hanson, R.K., 1999: Planar laser-induced fluorescence imaging of carbon monoxide
using vibrational (infrared) transitions. Appl. Phys. B69, 505-507 (1999).

[4] Lambert, J.D., 1977: Vibrational and rotational relaxation in gases. Clarendon press, Oxford, UK.

[5] Klein-Douwel, R.J.H., Spaanjaars, J.J.L., ter Meulen, J.J., 1995: Two-dimensional distributions
of C2, CH and OH in a diamond-depositing oxyacetylene flame measured by laser-induced fluo-
rescence. J. Appl. Phys.78, 2086-2096.

2.8 Molecular Tagging Velocimetry

Velocity is defined as the rate of change of position with time (all relative to one specific frame of
reference),

Eu = dEr
dt
. (15.49)

Velocity (field) measurement techniques can accordingly be categorized in two classes, as follows:

Indirect methods: These do not measure velocity itself, but a related quantity, like heat flux (hot
wire anemometry) or total pressure (pitot tube).

Direct methods: These measure the displacement of tracer particles over a well-defined time span,
that is, the r.h.s. of eq. 15.49.

The indirect techniques will not be considered here. All optical techniques belong to the second
class12, the direct velocimetry methods. Some of them are based on light scattering off small solid
or liquid particles that are ‘seeded’ into the flow of interest (LDA, PIV, PTV; see the lecture by
Koen Schreel). Others avoid particulate seeding, since they are based on optical labelling of specific

12Whether LDA is a direct or an indirect method is open to discussion, but to some extent semantic. It depends on the
point of view you adopt: Doppler or fringe traversal.
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Figure 15.29: Experimental setup for APART. Other implementations may require a different write-laser
(read-laser is more flexible). In the case of tagging with phosphorescent molecules (like in the example of
figure 15.27), no read-laser is required.

molecules in the flow. The latter techniques are collectively known as Molecular Tagging Velocimetry
(MTV), and they are the subject of this section.

Molecular tagging velocimetry is typically a two-step process (illustrated in figure 15.27). In the
first, so-calledwrite-step, a well defined spatial pattern of molecules in the flow is labelled (tagged).
The labelling process (discussed below) makes these molecules in some way or another distinguish-
able from their surroundings (figure 15.27-a ). In the second step (theread-step), taken a well-defined
time interval1t after the write-step, the distribution of tagged molecules, now modified by the flow in
which they are embedded, is read out (figure 15.27-b), often by means of LIF (section 2.7). The veloc-
ity field is then derived from the displacement and/or deformation of the pattern (figure 15.28). Thus,
the evaluation of the velocity field proceeds similarly to that of PIV, but the markers are molecular,
rather than particulate.

Over the last 15 years or so a variety of MTV implementations have been developed, that differ
from each other in the way by which tagged molecules are created, and how they are read out. Some
of them have been designed for liquid velocimetry (like figure 15.27), some others are suitable for
the gas phase. As in other sections of this lecture, I will not attempt a review13, but rather restrict
myself to one particular scheme (dubbed APART), that has been shown to be applicable not only to
non-reactive flows but in combustion environments as well [4].

Air photolysis and recombination tracking

Air Photolysis And Recombination Tracking (APART) is an implementation of MTV that uses newly
created NO molecules as flow label [3]. The experimental setup (in principle similar to most other
MTV schemes) is shown schematically in figure 15.29. Att = 0 a pulse from the ArF excimer
laser, weakly focussed into the flow field, ‘writes’ a thin line of NO molecules in its waist region.
For a single beam, this results in a thin line of NO molecules, typically about 100µm diameter and
10 mm long. Read-out is performed by planar LIF in theγ -system (A26+ − X25) of NO, using a
pulsed, frequency-doubled dye laser (λ ≈ 226 nm) that is fired at an adjustable time delay1t after
the write-laser.

Chemistry: The chemical pathway along which the NO formation proceeds is not known exactly. In plain

13See Koochesfahani [2] for the most recent one. Since then, a few interesting new schemes have been reported; these
are cited in ref. [3].
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Figure 15.30: APART velocimetry in a CH4/air flame. See text for details.

air, it is very likely that O-atoms and N+2 -ions play a role. Both are present in the waist region of the
excimer laser beam. In practice, the NO production can conveniently be optimized by optimizing the
fluorescence in the first negative system (B26+u − X26+g ) of N+2 at about 392 nm. When applied to
a flame, the mechanism is probably different from that in air, perhaps involving H2O photolysis (very
speculative).

Two examples14 of the application of APART to a methane/air flame are given in figure 15.30.
All panels show an image recorded by the CCD camera, with the timing chosen such that all NO
fluorescence induced by the read laser would be captured; the time delay between read and write lasers
is indicated. In the images of the middle column, the write-laser wrote a line of NO downstream of the
flame front of a flat, laminar flame. Because the flame itself produces NO as well, the images contain
a broad background (image in the left column; the height is limited by the width of the read laser light
sheet) onto which a well-defined more intense line (obviously due to the ‘written’ NO) is superposed.
This line is advected by the flow (upwards in the images) at a speed of 2.3(3) m/s, as derived from the
images. Also, the written line is seen to broaden considerably with increasing time delay. This is due
to molecular diffusion. In the end, it will be a limiting factor for the velocity resolution that can be
achieved. An important conclusion that can be drawn from these images is that, on the spatial scale
that is resolved by this setup, there is no evidence for a perturbation of the flame, that is, under the
conditions of this experiment the APART method is non-intrusive indeed.

The column at the right in figure 15.30 shows an example in which APART is not non-intrusive

14Including a bad one; this is an honest course.
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Figure 15.31: Denver airport (fromhttp://www.ala.org/acrl/bigdia.html ).

any more. This experiment was performed on the same burner, but the gas flow speed was increased to
such an extent that the flame front became wrinkled, with upward cusps and local points of attachment
to the burner surface (looking more-or-less like the roof of Denver airport, see figure 15.31). The
write-laser beam passed through one of these cusps, crossing the flame front on two points in the field
of view. In the center of the field of view, a bright blob is seen to grow, undoubtedly due to local
ignition of the flame by the write laser. This, of course, is an expression of the fact that, when all is
said and done, MTV is notreally non-intrusive. Energy is put into the flow by the write-laser (and this
holds for all MTV schemes published thus far), and this energy may (or, in some cases, must) trigger
chemistry. Especially in combustible mixtures, which are already chemically unstable by themselves,
this may lead to undesired side-effects. However this may be, I would assert that MTV in principle
allows velocimetry in the least intrusive way.
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2.9 Laser-Induced Incandescence

Laser Induced Incandescence is about the only technique that provides global information on soot
properties. It isnot non-intrusive, being based on brute force overheating of the soot particles, and
this is part of the reason why there is still some controversy on the interpretation of the data. The
treatment given below is based mainly on ACD [1].

Soot is not a well-defined notion. What it generally refers to is a broad class of particulate matter,
to a larger or lesser extent based on carbon, but possibly containing all kinds of chemical compounds,
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Figure 15.32: Soot morphology in an ethene flame. Left: sampled from the upper buoyancy region, without
laser irradiation [2]. Right: Sampled after heating by Nd:YAG laser pulses (λ = 1064 nm) of different energy
content (a–d: 0.15, 0.3, 0.6 and 0.9 J/cm2) [3].

including aromatics and traces of metallic elements. Moreover, the morphology is generally erratic,
and the size distribution may span the range from several tens of nanometers to several hundred mi-
crometer. A diagnostic method to nevertheless characterize the soot distribution in a combustion pro-
cess would have to deal with all this variation. The philosophy behind Laser-Induced Incandescence
(LII) is that the variation is removed when the soot particles are heated up to their evaporation limit
(≈ 4000 K). At this temperature the soot, irrespective of its initial constitution, has metamorphosed
into rather loose agglomerations of±spherical carbonaceous particles, the so-calledprimary particles
(figure 15.32). These particles (typically 10–60 nm diameter) emit black- (or grey-)body radiation,
and this is the incandescence detected experimentally. The amount of light that is emitted by a single
soot particle is a measure for the particle volume, whereas the time during which it emits light, which
is finite because the particle cools down, is a measure for the size of the particle.

There are two main implementations of the technique:

• Time resolved LII (Tire-LII). The time-resolved radiative output is monitored immediately fol-
lowing the heating laser pulse. Basic idea is that small particles cool down faster than larger
ones, and Tire-LII is often used for primary particle size measurement.

• Planar LII. The total radiative output after a heating laser pulse is monitored by a CCD camera
(see setup in figure 15.33). This is a measure for the soot volume fraction within the field of
view.

Analysis of the LII signal proceeds through an energy balance equation, that can be written as

ms
dcsTs

dt
− Hv

Mv

dms

dt
= I LCabs−h As(Ts−T∞)−

∞∫
0

4CabsEb,λ(Ts)dλ+
∞∫

0

4CabsEb,λ(Tw)dλ , (15.50)
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Figure 15.33: Experimental setup for planar LII measurements. For time-resolved measurements, the CCD
camera must be supplemented with a fast detector.

in which the symbols have the following meaning:ms: mass of the (primary) soot particle with surface
areaAs, specific heatcs, and temperatureTs; T∞: surrounding gas temperature;Tw: temperature of
radiant surroundings;Hv: vaporization enthalpy;Mv: vapour molecular weight;I L : incident laser
intensity; Cabs: absorption cross section of the particle;h: convective coefficient;Eb,λ: black body
spectral irradiance. The individual terms in eq. 15.50 can be identified as follows. Left hand side:
(1) rate of increase of the particle internal energy; (2) loss rate of internal energy due to vaporization.
Right hand side: (1) rate of energy absorption from the incident light; (2) collisional cooling rate (this
is a tricky term); (3) radiative emission rate; (4) radiative absorption rate (of radiation emitted by the
surroundings). The total radiative output power can be shown to be approximately proportional to the
soot volume fractionfv, and this has also been confirmed experimentally (see e.g. [4]). Calibration
can be performed by extinction measurements, or, in the case of only weakly sooting flames, by CRDS
(see section 2.4).

A typical setup for planar LII is shown in figure 15.33. Excitation is usually performed by the
fundamental (1064 nm) or second harmonic (532 nm) of a Nd:YAG laser; the former has the advantage
that C2 fluorescence in the Swan bands (ca. 515 nm) is avoided. Besides the CCD camera, it is
advisable to have a spectrograph available, to have at least some clue as to the structure of the emitted
spectrum. Possible pitfalls include the aforementioned Swan bands as well as grey body effects.
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Chapter 16

Coherent Anti-Stokes Raman Spectroscopy
(CARS)

Th. H. van der Meer and H. B. Levinsky

1 Introduction

In combustion, next to fluid velocities, temperature is an important variable to be measured. Thermo-
couples have been used quite successfully in the past, but they have the drawback, that their accuracy
for very high temperatures is rather low. Radiation losses, conduction losses and catalytic properties
of the thermocouple material are error sources. Besides it is impossible to measure temperature fluc-
tuations in turbulent flames. Several laser techniques can be used for temperature measurements. One
of the most powerful techniques is Coherent anti-Stokes Raman Spectroscopy.

CARS has been a very attractive diagnostic technique for various combustion processes for over 20
years [1]–[6]. It allows non-intrusive, temporally and spatially resolved measurements of temperature
and major species concentrations. The large increase in S/N afforded by CARS relative to spontaneous
Raman scattering makes it possible to probe the highly luminous, particle laden flames as used in many
practical combustion systems. In air-fed turbulent flames, broadband CARS thermometry of nitrogen
is most commonly applied to measure instantaneous and mean temperatures, temperature fluctuations
and PDFs (probability density functions) [6]–[10].

CARS is a non-linear Raman technique. With the linear Raman technique photons at frequency
ω1 induce a linear polarisation in a medium (see figure 16.1). During this interaction process energy
is exchanged. If the photon loses energy, the scattered photon is Stokes shifted, if the photon gains
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Figure 16.1: Raman scattering. Figure 16.2: CARS.
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energy, it is anti-Stokes shifted. From the amount of energy transferred during this interaction process,
medium properties can be obtained. Raman scattering occurs in all directions and it is a very weak
signal. One of every 10 million photons is inelastically scattered. Very powerful lasers have to be
used and only very clean flames can be probed with this technique. CARS is a non-linear four-wave
mixing process (see figure 16.2). Two laser beams of frequencyω1, the pump beam, andω2 , the
Stokes beam, interact with the medium via the third order susceptibility. This interaction induces a
third coherent beam at frequencyω3 = (2ω1 − ω2). If ω1 − ω2 is tuned to a Raman transition of
molecules present in the measuring volume, the CARS signal is resonant and species can be detected.
The CARS beam is laser-like and thus the collection efficiency can be much higher than for Raman.
Also the conversion efficiency is a factor of 1000 higher. So CARS is much stronger. The Stokes laser
beam can be narrow band for scanning CARS or broadband for single-shot CARS. In this broadband
configuration an entireQ-branch signature of a molecule can be recorded in one single laser shot.
This allows single shot temperature measurements in turbulent flames. The CARS process is most
effective if conservation of momentum is maintained. The incident beams must be aligned such that
the mixing process is properly phased. This ensures that the CARS signal generated at a certain point
will be in phase with the CARS generated at all points in the measuring volume are in phase, leading
to a constructive build-up of the signal. In figure 16.3 two phase matching schemes are illustrated. In
the first scheme all CARS beams are aligned with each other. This is the simplest arrangement, but the
overlapping region where the CARS signal is generated, is very wide. A better spectral resolution can
be obtained with the BOXCARS arrangement. Here the three beams cross each other in a measuring
volume, which may have similar sizes as a measuring volume of LDA optics.

2 Thermometry

The intensity of the CARS signal is dependent in a non-linear way on parameters such as temperature,
species concentrations Raman line width and pressure. A computer model of the spectrum of the
probed species must be used for the quantification of the intensity of the CARS signal. For the
CARS theory is refered to [1]. The temperature sensitivity of the CARS technique results from the
variation in rotational-vibrational populations of the Raman transitions of the species probes, which
is N2 for thermometry. Thus a spectroscopic, rather than a translational temperature is measured with
this technique. In most combustion sytems these temperatures are equal. An example of a CARS
spectrum of N2 at 2000 K is given in figure 16.4. This spectrum would be measured if the resolution
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Figure 16.4: CARS spectrum of N2 Figure 16.5: Measured and fitted spectrum.

of the laser and the detector system would be perfect. The spectrum however is broadened by the laser
system, the grating of the spectrometer and the detector used. A typical spectrum that was measured in
a real laminar flame up is given in figure 16.5, together with a calculated spectrum, which is corrected
for the broadening of the laser and detection system. The comparison of the calculated spectrum with
the measured spectrum gives us an accurate measure of the temperature.

The CARS intensity is very dependent on temperature: the intensity at 300 K is more than
1000 times the intensity at 2000 K. The reason for this is twofold. In the first place the densities
differ by a factor of 6 to 7. In the second place the width of the spectrum is much smaller at low
temperatures. In turbulent diffusion flames with large temperature gradients this is a cause of high in-
accuracy. With only a small portion of the measuring volume in a cold region the spectrum is so much
influenced by the signal from this region that an accurate measuring volume averaged temperature is
impossible to determine. This leads to inaccuracies of over 150 K in temperature measurements near
flame zones, even with a very small length of the measuring volume less than 1 mm [10].

3 Experimental arrangement

A typical CARS experimental set-up is shown in figure 16.6 [10]. It consists of a frequency-doubled
Nd:YAG laser (Continuum YA-680) which yields 400 mJ per pulse atλp = 532 nm, with a typical
pulse duration of 6 ns at a repetition rate 10 Hz. The laser is multimode pumped, resulting in a
ωp linewidth of 1 cm−1. Eighty percent of theωp beam is split off to pump a broadband oscillator
amplifier dye laser (Continuum TDL-60). Rhodamine 101 in methanol is used in the dye laser to
generate a broadband Stokes beamωs with a bandwidth of 150 cm−1 FWHM centered at 607 nm.
The remaining 20% of the pump radiation is split off to form two equal intensity pump beams. The
Stokes and the two pump beams are focused inside the flame by a 350 mm focal length lens. A
folded BOXCARS phase-matching scheme is used for good spatial resolution and ease of CARS
signal separation. The resulting CARS beam (ωas = 2ωp − ωs) is recollimated, spectrally dispersed
in a SPEX-1404 0.85 m double spectrometer and recorded on a CCD camera (Princeton Instruments
TE/CCD-1100P) with a 17-bit dynamic range. The camera contains 1100×330 pixels and the vertical
direction was accumulated within the laser repetition rate of 10 Hz to obtain an array with 1100 pixel
values. The corresponding spectral dispersion is 0.3 cm−1 per pixel and the spectral resolution of
the recorded CARS spectra is about 1 cm−1. The pixel arrays containing active CARS spectra are
digitized and stored in a Pentium-based PC.
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Figure 16.6: Experimental CARS arrangement.

Several computer codes that can be used to fit the experimental spectra with theoretical spectra
are available, such as CARP3 [11], CARSFIT [12] and DACAPO [13]. These codes calculate the
theoretical CARS spectra, contain a calibration procedure to determine and incorporate instrumental
parameters and a least squares fitting program. A library of N2 CARS theoretical spectra is firstly cal-
culated in the range of 300–2200 K with steps of for example 100 K. Interpolation results in accurate
spectra for other temperatures.

In a typical CARS experiment, the background, non-resonant (in a pure methane cell) and res-
onant room temperature nitrogen CARS spectra are recorded for calibrations purpose. The instru-
ment function for the CARS optical arrangement is determined from the room temperature CARS
spectrum. The non-resonant CARS spectrum in a pure methane cell represents the spectral intensity
profile of broadband dye laser. In order to eliminate the shot-to-shot fluctuations, a large number of
non-resonant spectra are averaged to generate the reference non-resonant spectrum. The resonant N2

CARS spectra are then measured in the flame. The flame spectra and reference non-resonant spectra
are background subtracted. The flame spectra are then fitted with theoretical spectra, which are convo-
luted with the instrument function and multiplied by the reference non-resonant spectrum. In spectra
fitting processes, the temperature and the concentration of nitrogen are the main varying parameters,
but frequency shifting and vertical stretching are also fitted.
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Chapter 17

Laser Velocimetry Techniques: LDV, PTV, PIV

K. R. A. M. Schreel

1 Introduction

The velocity of a flowing medium can be measured in many different ways. One can be interested in
purely statistical information, time-resolved information, space resolved information, or combinations
of any of these. The ideal method measures the complete three dimensional field with a very high
spatial and time resolution, but obviously, such a method does not exist. What do exist, are methods
which have both weak and strong properties, and have a limited applicability. The choice of method
depends on the problem that is to be solved, and for some problems, no solutions exist as of today.

In this chapter I will focus on three optical methods, one point method (Laser Doppler Velocime-
try) and two closely related whole field methods (PIV/PTV). All three methods rely on the use of
seeding particles in the flow and are suited for combustion problems. Other promising techniques
are Molecular Tagging Velocimetry (treated in section 2.8 on page 274), Filtered Rayleigh Scattering,
and Doppler Global Velocimetry (treated in section 2.5 on page 260). A more intrusive (non-optical)
technique for point measurements is hot-wire anemometry (HWA). For some problems this technique
is better suited than LDV, but not in the case of combustion, and will not be treated here.

Velocimetry techniques can be characterized by the following properties.

• Dimensionality: the number of vector components that can be retrieved in what number of
spatial dimensions. Common PIV and PTV are both a two component (2C) and two dimensional
(2D) technique. LDV can be characterized as (up to) 3C/0D.

• Data rate: the number of measurements per second. Typical values are 50 kHz for hot-wire
anemometry, 1 kHz for LDV, 30 Hz for PTV and 15 Hz for PIV. When one really wants to
follow coherent structures in fast gas flows, the possibilities are very limited.

• Dynamic range: the variation in velocities that can be recorded at one instant or during a series
of measurements. LDV has a high dynamic range of two or more orders of magnitude. PTV
and PIV do not offer more than a factor of 10. For both techniques spatial resolution can be
sacrificed in favor of the dynamic range. PIV is better to measure higher velocities (see later).

• Spatial resolution: the ability to measure differences in velocity between neighboring points in
space. The resolution of LDV is very high (sub-mm), but measurements at different positions
cannot be performed simultaneously otherwise than by duplicating a complete setup for every
measurement point. The resolution of PTV is slightly higher than that of PIV, at the sacrifice of
a bit of accuracy.

287
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• Accuracy: speaks for itself. Seeding (when needed) is a very important factor in the accuracy.
For techniques using cameras, optical distortions (by lenses, at interfaces, due to variations in
refractive index) also play an important role.

• Intrusivity: the extent to which a technique disturbs the flow. A hot wire disturbs the flow rather
badly in comparison to seeding. Seeding, however, can disturb the flow too. It changes the
density and heat capacity of the gas. Especially with PIV, where one needs quite a high seeding
density, this can pose problems.

As shall be seen, both PTV and PIV have good properties for various types of meaurements.
PIV is at the moment better suited for application in combustion processes, but PTV will be treated
in detail too, because interesting hybrid combinations of PTV and PIV have been introduced lately.
Furthermore, PTV can be extended to a 3C/3D technique with a simpler set-up than holographic PIV.

Both techniques have a lot in common, but there are some notable differences and they both come
in various different variants. The common denominator is the use of tracer particles, and the use of
comparable lighting sources and cameras. These aspects will be treated first.

1.1 Seeding

As already stated, seeding is common to both PIV, PTV, and LDV. These particles seeded must be
chosen carefully. The following requirements hold for the sake of accuracy and non-intrusivity:

• Ideally the particles have the same density as the flow. This is possible for liquids, but for gases
this is very difficult.

• The particles have to be small and monodisperse. Smaller sizes follow the flow better, espe-
cially when their density is much larger than the density of the flowing medium. A possible
disadvantage of small particles is agglomeration and their (lack of) visibility. The monodis-
perse criterion is important when imaging particles, since the intensity of the scattered light
is (for small particles) proportional tod2

p, with dp the diameter of the particle. Since digital
cameras typically have a dynamic range of 8 bits, even a rather small variation in size (or ag-
glomeration) can lead to overexposed areas in the image. When using LDV, one can often reject
the measurements of too large particles based on scattering intensity.

• The particles should be spherical. This is to achieve uniform light scattering properties. If a
particle rotates between two successive images and this results in a change in scattered intensity,
this can lead to unwanted noise when analyzing the images.

• The particles should be distributed homogeneously in the flow. A lot depends on the way the
seeding is introduced in the flow. But even if this is performed to perfection, most combustion
problems feature large density differences due to thermal expansion. These differences are
reflected in the seeding density.

For combustion a special requirement holds:

• The particles should not be consumed by the combustion process.

In practice, Al2O3 particles of 1µm diameter are best suited for combustion problems. The melting
point of 2300 K is high enough to survive most fuel-air combustion and it can be produced rela-
tively cheap at the required diameter. For a detailed overview see e.g. Hassel and Linow [10] and
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dp
∼= 0.2λ dp
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∼= 10λ

Figure 17.1: Polar representation of the intensity of Mie scattering for particles at several diameters. The
incoming radiation comes from the left and the figure is axi-symmetric around this direction. The intensity is
scaled logarithmically.

Melling [11]. Other candidates are MgO (higher melting point) and ZrO2 (high melting point of
2800 K and extremely high evaporation point of> 4000 K, but twice the density of Al2O3).

I will highlight four important aspects which are of influence on meaurements: scattering by
particles, the motion of particles in a fluid, the imaging of particles, and the seeding density.

Mie scattering

In contrast to Rayleigh scattering, which has a simple angular dependence of the scattered radiation,
scattering off particles with a diameter of the order of the wavelength is rather complex. As can be
seen in figure 17.1, the angular dependence can show strong fluctuations, and has as a general property
that forward scattering is much more effective than backward scattering.

Motion of a particle in a moving fluid

Particles dispersed in a fluid will generally move with a different velocity than the fluid. Due to this
velocity difference,Eup − Euf , the particles will experience a drag force. Spherical particles in viscous
fluids at very low Reynolds number can be described with

EF = mEap = ρp

πd3
p

6

dEup

dt
= (ρf − ρp)

πd3
p

6
Eg− k(Eup− Euf), (17.1)

with k = 3πηdp the viscous friction coefficient for a sphere with diameterdp according to Stokes.
The difference in density between the particle and the fluid gives rise to the term with the gravitational
force Eg. Because of temperature gradients an additional thermophoreses force can arise (∝ −∇T/T),
because of which particle velocities will differ even more in areas with strong temperature gradients
(e.g. flame fronts). In a quiescent isothermal medium, the fall (or rise) velocity follows from equa-
tion (17.1) as

Eup = (ρp− ρf)
d2

p

18η
Eg. (17.2)
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Figure 17.2: The response of a particle in a turbu-
lent flow.

When the fluid has a constant velocityEv, the following expression follows

Eup− Euf = (ρp− ρf)
d2

p

18η
Eg. (17.3)

If the flow accelerates, the acceleration dEup/dt will have to be calculated according to equation (17.1).
Neglecting gravitation, equation (17.1) can be rewritten as

dEup

dt
= 18η

d2
pρp

(Eup− Euf
) = C

(Eup− Euf
)
. (17.4)

In figure 17.2 the response of the particle velocity to a sinusoidally fluctuating fluid velocity is plotted
as a function of frequency andC. For an Al2O3 particle with a diamter of 1µm (C = 1.2 · 105 s−1),
the response is very good up to several kHz. See also Melling [11].

Imaging of particles

In figure 17.3 a schematic drawing of the imaging of particles is presented. The relation between the
object distance (Z0) and the image distance (z0) is given by the well known equation

1

f
= 1

Z0
+ 1

z0
, (17.5)

with f the focal length of the lens. The magnification factorM is defined as

M = z0

Z0
(17.6)

Light sheet

Lens
Z0

z0

Image

Figure 17.3: Imaging a light sheet on a film or
CCD.
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PTV PIV
Ni � 1, Ns � 1 Ni � 1, Ns . 1

Figure 17.4: The differences in particle images
between PTV and PIV

and is equal to the ratio of the size of the image and the size of the object. For small particles, however,
diffraction plays a role, which will effectivelyincreasethe diameter of the particle image. The real
diameter (dr) of the particle image is related to the diameter of the particle (dp according to

d2
r = M2d2

p +
(

2.44
λz0

φ

)
, (17.7)

with λ the wavelength of the incident light, andφ the diameter of the lens.

Marker density

For both PIV and PTV the marker density is a key parameter, determining the feasibility of the tech-
nique. If the fluid contains particles with a densityC (in units of number per volume), the source
density is defined as

Ns = CδZ0
πd2

r

4M2
, (17.8)

with δZ0 the thickness or depth of the illuminated volume. A source density ofNs > 1 indicates that
the particle images start to overlap eachother.

The image density is defined as

Ni = CδZ0
A

M2
, (17.9)

with A the surface of the area of interest. For PIV this is the interrogation area and for PTV this is the
search area (see later).

2 Laser Doppler Velocimetry

As already mentioned, Laser Doppler Velocimetry is a 3C/0D technique at best, but with a high
temporal resolution. Because of this, it can be used for the measurements of turbulent kinetic energy
and turbulent length scales. LDA was introduced in 1964 by Yeh and Cummings [1]. In the 1970’s
the technique matured and in the 80’s it was fully commercialised. Now very compact instruments
using fibre optics are widely used.

Another (older) technique with characteristics comparable to LDV is Hot Wire Anememometry
(HWA). Compared to HWA, LDA has the following advantages

• LDA is non-intrusive apart from the seeding of small particles in the flow.

• LDA measurements can be directionally unambiguous. Especially for low velocities hot wire
anemometry is not.
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• With hot wire anemometry in both gas and water flows high turbulent frequencies up to 100
kHz can be measured. With LDA this is possible in water flows, but problematic in air flows.

• With LDA very low velocities can be measured. Hot wire anemometry is problematic in the
cm/sec range.

• With LDA measurements in high turbulence and recirculations are possible

• LDA can be used in non-isothermal flows such as flames

• LDA does not need calibration

• The spatial resolution of hot wire anemometry is higher

For more detailed information on LDA see references [2] to [4].

2.1 The Doppler effect

When waves are scattered by a moving object, a frequency difference is introduced between the in-
cident and scattered wave. This effect is commonly refered to as the Doppler effect and can, for
example, be experienced when listening to the sound of a passing car. The pitch of the sound is
high for an approaching car, and low when the car is moving away. As will be shown, the frequency
difference between the two signals is proportional to the velocity of the car.

For an observer moving towards a source with velocityv, the measured frequencyωi is given by

ωi = ω0

1− v
c

, (17.10)

with c the group velocity of the wave, andv is taken to be positive when the observer is moving
towards the source. This expression holds in principle for all wave-like phenomena like sound, surface
waves, electro-magnetic waves etc.1 For the frequency shift (ωi − ω0) the following expression holds

1ωi = ωi − ω0 = −ωiv

c
= −ki v, (17.11)

or, more generally,
1ωi = −Eki · Ev. (17.12)

When the source is moving, this changes to

1ωs = Eks · Ev. (17.13)

When light is scattered from a particle, both effects apply at the same time. The frequency shift seen
by a motionless observer with respect to a motionless source is then given by (see figure 17.5)

1ω = 1ωs+1ωi = (Eks− Eki) · Ev, (17.14)

leading to

1ω = 2|Eki ||Ev| sinθ cosα of

1ν = 2|Ev|
λ

sinθ cosα
(17.15)

1For very high velocities (v in the order of the velocity of light), a relativistic expression needs to be used.
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Figure 17.5: Geometry of the scattering of light by a moving particle.

approximating|Eki | ≈ |Eks|. This approximation is valid for frequency shifts that are small in compari-
son with the source frequency. The relative shift is given by

1ν

ν
= 2|Ev|

c
sinθ cosα, (17.16)

giving an order of magnitude ofv/c = 10−8 for the scattering of light and a velocity ofv = 1 m/s.
This is of course sufficiently small for using equation 17.15, but poses a problem with regard to
detectibility. In order to detect the shift directly, the frequency of the light has to be measured with
an accuracy better than 10−9. The answer to this problem is heterodyning the source wave with the
scattered wave. This is basically nothing more than using the fundamental trigonometric relation

cosω1t + cosω2t = 2 cos
(

1
2(ω1+ ω2)t

)
cos

(
1
2(ω1− ω2)t

)
. (17.17)

In our case we can write

ω1 = ω
ω2 = ω +1ω. (17.18)

yielding for equation 17.17

cosω + cos(ω +1ω) = 2 cos
((
ω + 1

21ω
)

t
)

cos
(

1
21ω t

)
. (17.19)

The sum of two cosines with a difference in frequency can be written as a product of two cosines,
one having the average frequency and the other having half the difference frequency. In the case
that1ω/ω � 1 a wave results with frequencyω + 1

21ω ≈ ω which is amplitude modulated with
frequency1

21ω. In figure 17.6 the resulting ‘beat pattern’ is shown.

Figure 17.6: Amplitude modu-
lated signal as given by equa-
tion (17.19). The number of
zero crossings of the envelope is
double the modulation frequency,
1ω.
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Figure 17.7: An LDV setup using a reference beam. The angleα as defined in figure 17.5 is 0◦ in this case.
Check this for yourself.

In practice, light detectors behave aspower-detectors, meaning that the signal is proportional to
thesquareof the amplitude. Furthermore, they have a limited bandwidth and cannot detect the high
frequency part in equation 17.19. The detector signal will be proportional to

I (t) ∝ cos2
(

1
21ω t

)
∝ cos(1ω t).

(17.20)

When the original wave and the scattered wave are combined with approximately equal amplitude onto
a power detector (retaining coherence between the two waves), the detector will see a beat signal, of
which the frequency is proportional to the velocity of the particle.

2.2 Basic setup

The most straightforward configuration with which one can do LDV measurements is presented in
figure 17.7. The beam of a laser is split into two beams: an object beam and a reference beam. Since
the intensity of the scattered radiation arriving at the detector needs to be approximately equal to the
intensity of the reference beam, the intensity ratio between the object and reference beam needs to
be adjustable and quite strongly in favor of the object beam. Both beams are focused and overlaid
by the lens, and the detector is placed in the path of the reference beam. The focussing of the beams
limits the detection volume and increases the scattering intensity. When the geometry of this set-up
is compared to figure 17.5, it can be concluded thatα = 0 for the reference beam andθ = 0 for the
object beam. Hence, the reference beam is not shifted, only the object beam. The frequency shift of
the object beam is determined by|Ev|, the angleθ and the angle betweenEv and1Ek (α, not indicated in
figure 17.7), according to

1ν = 2|Ev| cosα sinθ

λ

= 2v⊥ sinθ

λ
.

(17.21)

Effectively, in this way the absolute value of the ‘vertical’ velocity component is detected. A disadvan-
tage of this setup is that your experiment needs to be optically accessible from two fixed directions. A
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Figure 17.8: An LDV setup in ‘dual-beam’ or ‘fringe’ mode. Three different configurations can be distin-
guished:back scatter, forward scatterandside scatter.

more flexible way of working is by using equal intensity beams and to combine the scattered radiation
of both beams (see figure 17.8). The detector signal is then the sum of two Doppler shifted signals.
For beam 1

νs,1 = νi
1− Ev · Eki,1/c

1− Ev · Eks/c
, (17.22)

and for beam 2

νs,2 = νi
1− Ev · Eki,2/c

1− Ev · Eks/c
. (17.23)

The frequency difference at the detector, under the assumption that 1− Ev · Eks/c ≈ 1, is then given by

1ν = νs,1− νs,2 = νi
Ev · (Eki,1− Eki,2)

c
. (17.24)

When we make use of
νiλ = c, (17.25)

it follows that

1ν = Ev · (Eki,1− Eki,2)

c

= 2v⊥ sinθ

λ
,

(17.26)

which is the same result as for the reference beam setup. There is no real influence of the detector’s
position on the Doppler shift. Generally three configurations are distinguished: forward-, side-, and
back-scatter. Currently, back-scatter is the most frequently used. The clear advantage is the easy
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optical access, and often commercial systems are built with ‘LDV heads’ containing all foucusing
and detection optics in one package, which is fiber-optically coupled to a laser. The disadvantage
of back-scatter is that the intensity of Mie scattering for the backward direction is nearly two orders
of magnitude weaker than for the forward direction (see section 1.1). Where you can use a 20 mW
HeNe laser for forward scattering, one usually uses a Ar+-laser of several Watts for a backward scatter
system.

Another way of analyzing LDV is not to interpret the signal as being Doppler shifted, but as a
fluctuating scattering intensity due to so-called Moir´e fringes. When two coherent beam are overlaid,
an interference pattern arises, consisting of bands with constructive intereference, alternated with
bands of destructive interference. This is sketched in figure 17.9. The intersecting wave fronts cause
a fringe pattern parallel with the bisector of the angle between the beams. The vertical distance (δz)
between the fringes is given by

δz= λ

2 sinθ
, (17.27)

with λ the wavelength. When a particle moves through this interference pattern, the scattered light
will vary in intensity with frequency

νdet= v⊥
δz
= 2v⊥ sinθ

λ
, (17.28)

with v⊥ the velocity perpendicular to the fringes. It won’t be a surprise that this result is equal to the
result obtained previously with the Doppler analysis. It is, however, in this way easier to understand
the time depenendency of the Doppler signal.

A particle can only scatter light when there is incident light. Hence, the oscillating Doppler signal
will only be visible during a short time. This is called aDoppler burst. In figure 17.10 the idealized
shape of such a burst is given. The faster the particle moves, the shorter the burst will be, but the
number of oscillations will remain the same. This number can be estimated using the fringe model.
The width of the focus of the laser beams (d) can be estimated using the diffraction limit

d = 2.44
λ f

φ
, (17.29)

with d as defined in figure 17.9 andφ the diameter of the laser beam at the position of the lens.
Although the shape of the beam is not really parallel in the focus, we will assume this to be the case
over the short length of the overlap region of the two beams. For the largest width of the overlap
region (W, see figure 17.9), one can write

W = d

cosθ
= 2.44λ f

φ cosθ
. (17.30)

W

d

θ
δz

Figure 17.9: The interference pattern resulting from the overlay of two coherent beams.
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Figure 17.10: Detector signal of
the light scattered by a particle
moving through the area of in-
tersection, a so-calledDoppler
burst. The envelope of the beat
pattern is a result of the variation
of incident light intensity (beam
profile of the laser).

The maximum number of fringesnmax is then given by

nmax= W

δz
= 2.44λ f

φ cosθ

2 sinθ

λ

= 2 · 2.44 f

φ
tanθ.

(17.31)

Taking into account that tanθ = 1
2 D/ f (figure 17.7), it follows that

nmax= 2.44
D

φ
. (17.32)

The average number of fringes can then be estimated with

n ≈ D

φ
, (17.33)

which is, perhaps a bit surprisingly, independent ofλ and f . The spatial resolution is, however,
determined byW and this is dependent ofλ and f .

2.3 Frequency preshifting

An issue not addressed yet, is formed by the directional ambiguity of LDV in its basic form. The
frequency shift is in principle sensitive to the direction of the particle moving through the overlap
area. If in equation (17.26)v⊥ is exchanged by−v⊥, 1ν will get a minus sign as well. The detector
signal, however, will not change. The solution to this is to introduce deliberately a well defined
frequency shift into one of the two beams (1νshift), which transforms equation (17.20) into

I (t) ∝ cos((1νshift+1ν)2π t) . (17.34)

When1ν gets a minus sign, the detected frequency will change as well.
In practice, often a frequency shift of 40 or 80 MHz is used, and is introduced via an acousto-optic

modulator (or Bragg-cell) into one of the beams. The frequency shift has as an additional advantage
that noise filtering becomes easier.

2.4 Signal processing

The signal from the detector needs to be analyzed to derive the Doppler frequency. Several methods
exist and are applied to do this. An extensive overview of signal processors is given by Heitoret.
al. [2].
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Figure 17.11: A filtered Doppler burst.

Frequency counter

One of the most frequently used processors is the frequency counter. The Doppler signal is passed
through a broad band-pass filter. This filter removes the pedestal of the Doppler burst and removes at
the same time high frequency noise. The filter has to be broad enough to allow all possible velocities
present in the measuring volume. Often criteria for the band-pass filter are used related to the width
of the probability density function of the velocity (3σ or 5σ criterium). A filtered Doppler burst is
shown in figure 17.11.

After filtering the frequency counter performs a burst detection. When the filtered signal is higher
than a certain threshold level a Doppler burst is expected to be passing the measuring volume. With
the help of an amplitude discriminator, a Schmidt trigger, the Doppler signal is transformed into a
rectangular wave with the same frequency. Then the time required for the signal to pass a certain
number of zero crossings is measured with a fast electronic clock (500 MHz). Commonly two num-
bers of zero crosses (for instance 5 and 8) are counted and if the result of both measurements is in
agreement with each other, this is classified as a valid measurement.

Correlator

An autocorrelation of the filtered Doppler signal can also be used to determine the dominant frequency.
A fast correlation of the signal serves a burst detector. At the same time the signal is digitised. If the
correlation coefficient passes a preset threshold, a more accurate correlation from the digitised signal
is made. This results in a frequency measurement. The correlator can handle signals with a lower S/N
ration than the signal processing counter.

Burst Spectrum Analyser

For signals with a very low signal-to-noise ratio also the correlator fails to give reliable results. In
that case a spectral investigation of the signal might still be an option. With a burst spectrum analyser
(BSA) the filtered signal is processed using a fast Fourier Transform Circuit. This is a very good
method to find a dominant frequency in a signal with a low signal-to-noise ratio.

2.5 Multicomponent LDV

LDV can quite easily be extended to a two component technique. The straightforward and often
applied approach is to use a second pair of beams through the same optics, but placed in a plane
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Figure 17.12: Diverging fringes because of misalignment of the focus. [What’s wrong in this figure?]

perpendicular to the plane of the other two beams. These beams need to have a different wavelength
than the other two beams, otherwise their signals will interfere with eachother. When the detectors
are fitted with a spectrally selective filter, each of both detects only scattered radiation from one set of
beams. In this case it is very advantageous to use the multiline feature of the Ar+-laser, utilizing the
488 nm and 514 nm lines at the same time. In this case the alignment is relatively easy.

Special consideration is needed with regard to the timing of the signal processor. To do real two-
component measurements, both detectors must see the same particle, and a stringent check on the
correlation between the bursts of he two signal analyzers is to be performed. This will lead to a drop
in sample rate.

The extension to three components is less straightforward. Of course the same trick can be used
with regard to wavelength, but the measurement head needs to be placed perpendicular to the head
used for the other two components. This alignment is far from trivial and even if one succeeds to do
it properly, the overlap region between the three foci is very small due to their elongated shape. This
will drastically reduce the sample rate.

2.6 Practical issues

Optical requirements

Optically the most important consideration is alignment of the foci. This seems trivial, because a
geometrical consideration can only lead to the conclusion that two parallel beams are focused in
exactly the same spot. This, however, is not true for diverging beams (see figure 17.12). In that case
the foci of the beams are positioned slightly further away than the overlap region, and the resulting
fringes will not be parallel anymore. The same can happen when the beams travel through thick
windows, leading to a displacement of the beams without changing the position of the focus.
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Figure 17.13: LDV measurements of a sound wave. The left graph shows a real-time (sample and hold) signal
with a supposed waveform superposed. The right graph shows a phase correlated plot of a large set of velocity
meaurements and a sinusoidal fit to the data. Note that Fourier transforming the sample and hold signal would
lead to a phase shift and an underestimation of the amplitude.

Random sampling

LDV is a random sampling technique. There is no fixed time between the occurrence of Doppler
bursts. This has a significant impact on the analysis of the obtained data. When converting the time
dependent information to the frequency domain, a Fourier transform cannot be applied. There are
roughly two approaches to solve this problem, which are extensively described and analyzed by Van
Maanen [9].

• Velocity signal reconstruction.

When the data rate is high in comparison to the highest frequency occurring in the flow (prefer-
ably one order of magnitude), the velocity data can be resampled (effectively interpolated) on a
regular time basis. Subsequently, standard techniques can be used to obtain frequency informa-
tion and correlation functions.

• Using known properties of the flow.

When certain statistical properties of the flow are known, they can be combined with the known
statistical properties of the LDV measurement technique. For the estimation of the auto corre-
lation function this has lead to the development of the slotting technique. An extreme example
of using flow properties is the measurement of sound. When each Doppler burst is correlated
to the phase of the driving signal, an accurate reconstruction can be obtained for sampling rates
even far lower than the actual frequency, see figure 17.13.

Biasing

Inherently to the LDV technique is the presence of a bias towards higher velocities when statistically
interpreting the data. This effect is best explained using a simple example. Suppose that a flow has
a velocityv during half a second and velocity 2v for another half a second. When in the first half
a second 500 particles pass through the measurement volume, 1000 particles will pass through the
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measurement volume during the second half a second. When estimating the average velocity based
on the sum of all measured velocities divided by the number of samples, the average velocity becomes

ū = 500· v + 1000· 2 · v
1500

= 12
3v,

which is clearly wrong, since the actual average isū = 1.5v.
This effect is closely related to the random sampling property of the LDV technique, and the more

advanced techniques of data anlysis deal with both biasing and randomness at the same time.

3 PIV and PTV

3.1 Light sources

Because of the requirement of small seeding particles, often a strong light source is required. Further-
more, the light source should have nice optical properties so it can be shaped in sheets or beams with a
uniform intensity. Light sources which are used include Xe-lamps, slide projectors, and flashlamps or
strobe lights. The most suited for the purpose of PIV and PTV, however, is a laser. Although it seems
relatively expensive to use a laser as an upgraded flashlight or slide projector, lasers have excellent
properties which cannot be matched by any other lighting source. Their most outstanding properties
are the fact that they are monochromatic, have a high intensity, and that they are stable. Furthermore,
pulsed lasers can have a very short pulse duration and can be excellently timed. Monochromaticity
is important when dealing with interfaces (glass) or media (water) which are dispersive, and when
several techniques are combined (e.g. LIF and PIV) and the laser used for PIV must be blocked for
the LIF camera.

Three types of lasers are commonly used, the Ar-ion laser, the Nd:YAG laser, and the copper-vapor
laser (although occasionally someone uses a Ruby laser).

The Ar-ion laser can be operated at several different wavelengths (single mode) ranging from the
UV to the blue green, but their highest power output is achieved when operated in multimode, i.e. all
lines at the same time. In that case it is not a real monochromatic light source anymore. There are
both continuous wave (cw) and pulsed types, but the cw variant is the most common. Power output
can be as high as 8 W cw (multimode).

The Nd:YAG laser has a fundamental wavelength in the near-infrared of 1.064µm, but is used
most frequently in combination with a frequency doubler (output 532 nm). Also frequency tripling
(355 nm) and quadrupling (266 nm) is possible. Both cw and pulsed versions exist. The modern
cw versions combine a very small laser head with high output powers (up to 10 W) and are even
price competitive with Ar-ion lasers. The pulsed versions can have a pulse duration in the order of
6–8 ns and typical pulse energies are 200 mJ/pulse at 532 nm. Typical repetition frequencies are in
the range of 10–50 Hz for flashlamp pumped systems. For PIV, where two images are recorded in
short succession, often a double Nd:YAG laser is applied, or a single laser which is doubly pulsed.
The latter is less flexible with timing and intensity variations. Diode pumped systems can be operated
at several kHz, but with much lower pulse energies, comparable to a copper vapor laser.

Copper vapor lasers typically operate at very high repetion frequencies of 5–20 kHz at 511 or
578 nm. Their pulse energies are low in comparison to a Nd:YAG laser, 10 mJ. They are mainly
applied in applications where a strobe illumination is required or in combination with high-speed
cameras.
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3.2 Photographic/video equipment

There used to be a time when photography on film was the only way to record images of sufficient
resolution. This had the disadvantage that the time between setting up the equipment and the final
measurements was large due to the processing time of the films. Nowadays, modern (digital) cameras
allow for instant access and analysis of the image data. Several different systems can be applied,
ranging from (cheap) monochrome video cameras to (expensive) interline frame transfer digital cam-
eras. I will only treat digital systems, because the modern camera systems almost outperform classical
photography.

Overview

ANALOG (VIDEO) CAMERAS Since this type of camera is frequently used in surveillance and in-
spection systems, it is relatively cheap and easy to interface. They have a resolution of 767× 582
(PAL) or 647× 484 (NTSC) pixels. Their most important drawback is the fact that they areinter-
laced. This means that the camera operates at 50 Hz, but at every clock tick only the even or the odd
lines are recorded. When imaging moving objects (and that’s what we do), the even lines will show
the image at a different position than the odd lines. When dealing with particle images measuring
only a few pixels, this can distort the images severely even for moderate displacements. Only to be
applied for PTV at very small displacements between time steps.

Digital recording systems consist of a camera, frame-grabber, and a computer. When the recording
capacity of the computer is not large enough, images can be temporarily stored on a VCR, and later
on digitized. The dynamic ratio is often not too good. Although the frame grabbers usually work with
8 bit digitization, only 6 bits are usable.

PROGRESSIVE SCAN CAMERAS They use the same protocol as ordinary video cameras, but the
image is recorded non-interlaced. The image is transferred to the frame grabber as an interlaced
signal, so the same frame grabber hardware can be used as for normal video cameras. They are
available at resolutions up to 1000× 1000 pixels and much more suited for flow visualization than
ordinary cameras.

DIGITAL CAMERAS There used to be a time when this type of camera was called ‘slow scan’. The
principle is that the content of a pixel of the CCD (several thousand electrons) is not converted into
an analog signal, but digitized in the camera itself into a digital value. These digital values are then
transferred to a computer via a special interface (often also called frame grabber). The term ‘slow
scan’ is a remainder of the time when pixel rates were limited to 100 kHz. For average resolutions
this means that only a few images/second can be recorded. Today, pixel rates up to 30 MHz or more
can be achieved, allowing 30 frames/s for 1000× 1000 pixel images. Digitization often occurs at
8 bits. Increased digitization accuracy often has the penalty of (much) slower readout rates.

Another advantage of this type of camera is the timing flexibility. Since there is no analog protocol
to which must be adhered, images can be taken randomly or externally triggered (e.g. by a laser).

INTERLINE FRAME-TRANSFER CAMERAS This special type of digital camera uses a special CCD
sensor of which half the amount of pixels is masked (the even or the odd lines). The charge content
of a pixel can be moved very quickly to a neighboring pixel (down to 1µs). These cameras can be
operated at two modes. The first mode (and that is what they were designed for initially) is that as
soon as an image has been recorded, the image is moved under the mask. Then readout of the masked
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pixels can proceed concurrently with the recording of the next image by the unmasked pixels. This
means that exposure times of 1/30 s are possible with a readout rate of 30 frames/s.

The other mode of operation is the so called ‘double frame mode’. As soon as the first image
has been recorded, this image is moved and the second image is recorded. After this, the CCD is
completely filled, and readout can start of all pixels. In this way, for a 30 frames/s camera, 15 image
pairs per second can be recorded with a time delay between the images of each pair down to 1µs. This
type of camera is often sold as ‘PIV’ camera. The best known commercial model is the Kodak/Roper
Scientific ES1.0.

HIGH SPEED DIGITAL CAMERAS This type of camera can acquire a short succession of images in
a very short time. This is due to the storage of the image datain the camera itself. Although a lot
of useful applications exist, their use in flow visualization is limited to the tracking of a low number
of particles because of their limited resolution. Frame rates of up to 10 kHz can be achieved at a
resolution of 64× 64 pixels. Higher resolutions can be obtained at a reduced frame rate.

3.3 Storing image data

The storage of digital image data is an art on its own. The modern Megapixel cameras operating at
30 frames/s and digitized at 8 bits result in a data stream of 30 MB/s. The easiest way to record this
stream is to fill the main memory of the computer. This RAM, however, is usually limited to 512 or
1024 MB. For PIV this can be sufficient, but for PTV this is quite limited. The only solution is to use
hard disk recording on high speed devices. With the right hardware, storage speeds limited by the PCI
bus bandwidth (133 MB/s) can be achieved.

4 Particle Tracking Velocimetry

The name particle tracking velocimetry is used for a broad class of methods. Some people use the
name to denote a technique where one (or a small set of) particles is illuminated by a stroboscopic
light source. The particle is then photographed by exposing one image for some time resulting in a
trace of particle images in one photograph. Analysis of this trace is relatively straightforward, and
yields positions and velocity information of the particle. Another technique carrying the same name
is formed by illuminating a set of particles for a long time compared to their velocity. The particle
images will then appear as a line on the photograph. The length of the line is a measure of the speed.

PTV as we use it, applies to a technique in which a large set of particles is followed (‘tracked’)
in time. This number can be quite large, up to several thousands. PTV is a technique in which every
image is illuminated only once. After identification of all the particles in one frame, their positions
are matched (correlated) with the positions of particles in the next frame. This results in a trace of
every imaged particle, yielding the velocity (and shear!) information. It is in its basic form a 2C/2D
technique.

4.1 Analysis

In more detail, the following steps are taken in the analysis algorithm (see figure 17.14):

1. Particle localization. After preprocessing of the images (usually some background filtering is
applied), the positions of all particle images is calculated. Several algorithms can be used, but
most often used are
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Figure 17.14: Schematical illustration of a 2D PTV algorithm.

(a) an intensity weighted average of a group of pixels above a certain threshold, or

(b) the center position as obtained by fitting a two-dimensional Gaussian function through the
group of pixels.

Both methods yield good results with differences in the order of 0.1 pixel. The general accuracy
of the position estimation is 0.1 pixel for particle images with an area of 6 pixels. Smaller
images result in a worse accuracy, and larger images result in a lower maximum image density.

2. Transformation. When the camera image coordinates(x, y) are calibrated with respect to the
world coordinates(X,Y), a transformation can be applied(x, y) → (X,Y). This transforma-
tion can be quite complex, depending on the distortions by lenses and interfaces.

3. Matching. This is the crucial step in which a particle at timet1 is correlated with a particle at
time t2. The most straightforward approach is to just select the particle in the next frame located
most closely to the particle under consideration att1. This results in the following restrictions
on the images:

(a) Within a certain area of interest, only one particle can be present. This means that the
image densityNi must be smaller than 1 and consequently the diameter of the area of
interest can be at most the average distance between two neighboring particles.

(b) Between two timesteps, the maximum displacement is the (equivalent of the) diameter of
the area of interest.
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Figure 17.15: General PIV/PTV setup consisting of a light source (laser), sheet forming optics, and a camera.

The last requirement puts an upper bound on the (image) velocity of the particles of about
3 pixels/timestep. For 30 frames/s cameras, this renders the method practically useless for
combustion problems.

4. Iteration. The above steps are iterated for every following timestep. The resulting traces can
be analyzed for velocity information and more (e.g. shear). Normally only traces with a length
of at least five consecutive timesteps are taken into consideration. Shorter track lengths have a
too high risk of containing mismatches.

4.2 Experimental setup

A typical experimental setup is presented in figure 17.15. The output of a laser is formed with optics
into a thin lightsheet, which illuminates the volume of particles. A camera is positioned at a square
angle to avoid a large perspective error.

4.3 Sources of errors

Mismatches

The largest source of errors is formed by mismatches. If there are areas in the image where the
velocity exceeds the maximum allowable, these regions will generate only nonsense after analysis.
The best remedy is to avoid large particle displacements and to use a long minimum track length. An
alternative is to use High Resolution PV (see section 6.1).

Perspective error

Another source of errors which is often overlooked and for which no remedy exists, is the presence
of an out-of-plane velocity component. If this component of the velocity is significant this will at first
lead to the loss of particles. As soon as a particle leaves the illuminated sheet, the trace is ended. In
the same way, a particle which enters the lightsheet can give rise to mismatches. This ‘problem’ can
be softened by using a thicker lightsheet, but then a subtle error comes into play, the perspective error.
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Figure 17.16: Illustration of the perspective error. Figure 17.17: Illustration of the digital autocorre-
lation function.

In figure 17.16 a sketch of this situation is drawn. As can bee seen, a particle with an out-of-plane
component of the velocity will have a different displacement on the image than a particle without
the out-of-plane component, but otherwise the same velocity. This effect is the strongest towards the
edges of the image.

5 Particle Image Velocimetry

Where PTV uses a trace of particles to obtain velocity information, PTV uses groups of particles
which are correlated between two (or more) timesteps. Only two frame single exposure and one
frame double exposure digital PIV will be treated here. For an overview of the other techniques the
reader is referred to the books by Raffelet al. [12] and Westerweel [13]. Standard PIV is a 2C/2D
technique.

With PIV, the image density is strongly increased in comparison to PTV, see figure 17.4. This
means that no single particles can be tracked in time. A pattern of particles, however, still can be
tracked, provided that the velocity gradients are not too high. The images are then analyzed by digital
correlation techniques. Suppose thatI = I (Ex, t) and I ′ = I (Ex, t + δt) are two consecutive intensity
patterns. In the case of two frame PIVI andI ′ are recorded in two different images. In the case of one
frame PIV bothI andI ′ are recorded in the same image yielding an intensity distributionG = I + I ′.

5.1 Cross correlation

In the case of two frame PIV, the cross correlation function yields the average displacement within a
certain interrogation area:

RI I ′ (Ex − vecx′, t, t + δt) =
∫∫

Ai

I (Ex, t)I (Ex′, t + δt) dEx

=
∫∫

Ai

I (Ex, t)I (Ex + (Ex′ − Ex), t + δt) dEx,
(17.35)

in which Ai is the interrogation area. The cross correlation only depends in de difference vector
(Ex − Ex′). The functionRI I ′ will contain a peak atEx − Ex′ = EDi , where EDi = EDi (Ex, t, t + δt) denotes
the average displacement of the particles in interrogation areai . The velocity is found by calculating
Evi = EDi /δt .



Laser Velocimetry Techniques: LDV, PTV, PIV 307

Figure 17.18: An example of image shifting by
rotating a mirror.

5.2 Auto correlation

In the case of doubly exposed single frame PIV, the autocorrelation is calculated:

RGG(Ex − Ex′) =
∫∫

Vi

G(Ex)G(Ex′) dEx =
∫∫

Vi

G(Ex)G(Ex + (Ex′ − Ex)) dEx. (17.36)

The functionRGG will now show three peaks, one peak at positionEx − Ex′ = EDi , but because the
information about which frame was recorde first, also a peak at positionEx − Ex′ = − EDi will show
up. The third peak is formed by the correlation of all particle images with themselves, atEDi = 0, see
figure 17.17.

This ambiguity is not always a problem, because in some cases the global direction of the flow is
known. If it is a problem, however, and two frame PIV cannot be applied, a solution might be to use
image shifting between the two exposures. This is somewhat similar to frequency shifting with LDA.
In figure 17.18 this is illustrated

5.3 Calculation of the correlation function

The direct calculation of the correlation function is, even with today’s computers, not something one
wants to wait for too long. It can be shown [12, 13] that the correlation function can be calculated
quite efficiently by using fast Fourier transforms. This limits the size of the interrogation areas to
powers of two. Common sizes found in the literature are 32× 32 or 64× 64 pixels.

5.4 Experimental requirements

1. Size of the interrogation area. De velocity gradient in one area should not exceed a certain
value. Either choose a smaller interrogation area, or zoom in. A good value is to choose the
length of a sidea such thatga/vi � 0.05, with g the local velocity gradient endvi the local
velocity.

2. Minimum number of particles. The minimum number of particle image pairs should be larger
than 10, otherwise the signal to noise ratio of the correlation function is too large and the chances
on lost pairs are too large.

3. Maximum in-plane displacement. Both in thex and y-direction in the interrogation area
the displacement should not be too large:δsx/a < 1

4 andδsy/a < 1
4. Whenδs/a > 1

2 the
correlation peak disappears.
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Figure 17.19: Image and vector map of a Bunsen flame. This is a doubly exposed image which has been
analyzed by autocorrelation.

4. Maximum out-of-plane displacement. In the direction perpendicular to the plane of illumi-
nation the velocity should be small. An optimal value isδsz/δZ0 <

1
4. Note, however, that the

perspective error as described with PTV (section 4.3) also applies for PIV, so there is a limit to
the thickness of the sheet.

5. Minimum displacement. The minimum displacement should be 2 pixels for autocorrelation
and 1 pixel for cross correlation PIV.

5.5 Sources of errors

Apart from the perspective error and mismatches due to a bad S/N ratio, the main error is formed by
the accuracy with which the correlation peak can be detected. Several methods exist, similar to the
particle image detection techniques used with PTV. A subtle error comes into play when the particle
images are too small. Just like PTV, the accuracy then drops from 0.1 pixel to 1 pixel, because most
intensity information is lost. In PIV this effect is called ‘peak locking’.

Furthermore, when using the standard FFT analysis technique, a certain bias is introduced in the
displacement detection for large displacements, because the correlation function automatically get a
lower value due to the smaller overlap.

5.6 PIV in combustion

PIV is a well known technique in the combustion society, and has been applied successfully in many
applications ranging from Bunsen flames [14] to turbomachinery [15]. Especially the combination
of PIV with other whole field techniques like planar LIF gives good insight in combustion phenom-
ena [16, 17, 18, 19].

In figure 17.19 an example of autocorrelation PIV is shown on a Bunsen flame. Note especially
the drop in density after the flame front and the problems arising from the large gradient at the flame
front.
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Figure 17.20: Image en velocity map of a rectangular water channel. As can be seen from the image the seeding
is very homogeneously dispersed. This image was analyzed with an interrogation area size of 4× 128 pixel
leading to a very high vertical resolution. The vertical velocity denpendence is plotted in the graph for two
different phases of the oscillating flow (measurement by C. Meuleman).

6 Advanced techniques

The limitations of standard PIV and PTV give rise to numerous enhancements and special techniques.
I will address some of them. The first interesting technique is called 2 color PIV. In this technique a
color camera is used to record both exposures on the same image, but now both exposures are made
with a different color of laser. This combines the advantage of one frame frame PIV (cheaper camera)
with the advantage of two frame PIV (cross correlation). This technique has been demonstrated by
Watsonet al. [16] in combination with CH imaging via LIF.

Another collection of enhancements is formed by interrogation area tricks. Examples include
multipass analysis in which the interrogation area is reduced in every pass, but the velocity result of
the former pass is used to select another area to correlate with. Effectively the reolution is enhanced
because very small ineterrogation areas can be used in the final step. Another example is shown in
figure 17.20 where the flow is essentially 1D. This allows for the application of an odd interrogation
window size of 4× 128 pixels, yielding a loss of resolution in te horizontal direction, but a strong
enhancement in the vertical direction.

Two techniques will be treated in more detail now: HiResPV, stereo PIV, and 3D-PTV.

6.1 High resolution PV

Hig Resolution Particle Velocimetry [20] and Super-Resolution PIV [21] apply to principally the
same technique: a hybridization of PIV and PTV. That is, first a standard PIV analysis of an image is
performed, and subsequently a PTV analysis, using the information obtained with the PIV analysis.
This works only when cross correlating two separate images. This technique combines the advantages
of both PIV and PTV. It offers the resolution of PTV, but without the requirement of needing a trace
length of 5 timesteps. Furthermore the particle density can be increased with regard to standard PTV,
because the area of interest can be made very small, since an average velocity is known.

The particle density must be high enough for PIV, but single particles still must be detectable,
otherwise the PTV step will fail. An example of a measurement in water is shown in figure 17.21,
where a Von Kármán vortex street is measured with approximately 10,000 independent vectors.

This technique holds the promise that the advantages of PTV can be made accessible to combus-
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Figure 17.21: Image obtained with Hi-Res PV containing 10000 vectors. The object is a cylinder dragged
through water at moderate Reynolds number showing a Von K´armán vortex street.

tion research.

6.2 Stereo-PIV

Stereo PIV is a technique in which two cameras are used to record the same area, but with a different
angle. What first was presented as the perspective error, now is pursued actively: the lightsheet is
made much thicker, introducing a strong perspective effect for each camera. But since the perspective
of each camera is different, the third velocity component can be resolved. This is a 3C/2D technique
with the possibility of application to combustion.

6.3 3D-PTV

3D-PTV is PTV, but now for three (or more) cameras at the same time [22]. The difference with
standard PTV is that in the transformation step, images of three cameras are used to reconstruct 3D
positions of the particles. This is a full 3C/3D technique.

The key is formed by the 3D localization. For a camera setup as shown in figure 17.22 first a
grid with known dot positions is photographed. This grid is recorded at several different positions,
resulting in a rectangular volume of points of which for every point the particle image location on
each of the cameras is known. Now the inverse transformation is calculated: for every particle image
position(x, y) on each of the camera images, a line in world coordinates(X,Y, Z) can be assigned on
which the particle should be positioned. When combining all lines from all cameras (see figure 17.23),
all points where three lines cross is a particle position.

In figure 17.24 the same Von K´armán vortex street as in figure 17.21 has been recorded. This was
done with a rather low quality video camera setup (3 5122 pixel interlaced video cameras) but it still
yielded several hundred particle traces. With a new setup, we expect to be able to track 2000 particles.

This technique is not directly applicable to combustion, but one never knows what the future
holds. . .
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Figure 17.22: Camera setup for 3D-PTV
Figure 17.23: The localization of particles in 3D
space.
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Figure 17.24: Interpolated 3D-PTV result showing the velocity andz-component of the vorticity of a Von
Kármán vortex street behind a heated cylinder. An escaping thermal plume can be identified.
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Chapter 18

Application of Laser Diagnostics in Turbulent
Flame analysis

Th. H. van der Meer

1 Introduction

One of the biggest challenges in turbulent combustion is its accurate modeling. The modeling should
help to organize a combustion system in such a way that the combustion process is most efficient, the
heat transfer is optimal, emission of pollutants are minimal, and that product quality is maximal. Since
this is not an easy task in which many model assumptions have to be made there is a need for com-
parisons of model predictions with experimental data. These experiments should be done under well
defined conditions, leaving as little room as possible for the modeler to tune the models into the direc-
tion of the experimental data. Experiments on an industrial scale for this reason are not very suitable
for detailed model validations. Over the years experimental databases have been gathered from ex-
periments on laboratory flames using different gaseous fuels in different burner configurations. These
flames have been discussed in an international forum and are now well accepted as standard flames
for model comparisons. One of these flames is the Delft piloted diffusion flame, which is the topic of
this contribution. Here results from various experimental studies are gathered (see references[1]–[7]).

2 The Delft piloted diffusion flame burner

The Delft piloted diffusion flame burner was used to produce a laboratory-scale axisymmetric turbu-
lent diffusion flame. The burner is described by Peeters et al. [1] and in full detail in the theses of
Stroomer [3] and de Vries [2]. The burner consists of a central fuel jet, surrounded by two concentric
co-flows of air. Figure 18.1 shows the burner head.

The fuel jet nozzle is 6 mm in diameter. It is separated from the primary air stream by a 4.5 mm
wide rim. Twelve small pilot flames, necessary for the stabilization of the flame on the burner, are
issued from holes located on this rim. The outer diameter of the primary air annulus is 45 mm. The
length of the burner is 100 cm. In the first 94 cm, the inner diameter of the primary air annulus is
30 mm, decreasing to 15 mm in the final 6 cm. This gives rise to a small negative radial velocity
component of the primary air in the exit plane of the annulus. The initial diameter of the central fuel
pipe is 8 mm. A pilot flame insert placed in the exit of the fuel pipe causes a decrease in diameter to
6 mm starting at a position 16 mm upstream of the nozzle exit. Although the decrease in diameter is
gradual, with a 7◦ angle, the flow leaving the fuel pipe cannot be considered to be fully developed.

Experiments were performed for different sets of inlet boundary conditions. In this contribution
we will restrict ourselves to two flames, denoted Flame III and IV. Figure 18.1 shows photographs of
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Figure 18.1: Top and side view and photograph of the burner head, dimensions are in mm. At the right
photographs of Flame II and Flame IV.

these flames. Flame III is considered as a reference flame or ‘base case’. The fuel jet velocity was
21.9 m/s and at room temperature (Re= 9700). The primary air flow velocity was 4.4 m/s, also at
room temperature (Re = 8800). In Flame IV the flow rate of the primary air stream was doubled
(Uannulus= 8.0 m/s, Re = 16000) to study the effect of different turbulent mixing rates. For both
flames, the secondary air stream was kept at a velocity of 0.3 m/s. The air flow was produced by
positioning the burner in a wind tunnel with an exit cross-section of 254× 254 mm.

The pilot flames were fed with a premixed acetylene/hydrogen/air mixture with an equivalence
ratio ϕ of 1.4. The C/H ratio was the same as that of the natural gas. The heat release in the pilot
flames was about 1% of the total thermal power of Flame III. A small recirculation zone located
directly above the narrow rim provided a second mechanism for flame stabilization.

A large number of measurements using different techniques have been performed in the flames
from this burner. The techniques that have been used are Laser Doppler velocimetry (LDA) for veloc-
ity measurements, Laser Induced Fluorescence (LIF) for the measurements of radical species concen-
trations, Coherent anti-Stokes Raman spectroscopy (CARS) for temperature measurements. These
experiments were performed in the Thermofluids group of Delft University of Technology. Next
in cooperation with Sandia National Laboratories combined Rayleigh-Raman-LIF for simulataneous
measurements of species concentrations and temperature were done. Finally time resolved PLIF mea-
surements of OH were done in cooperation with the Division of Combustion Physics of Lund Institute
of Technology. In the following measurements from these studies will be discussed.

3 Experimental results

3.1 LDA experiments

Measurements of the fluctuating velocity component at a position of 50 mm. above the burner exit at
two positions in Flame IV are given in figure 18.2 together with results from temperature measure-
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Figure 18.2: Radial profiles of velocity fluctuation, OH-concentration and temperature at axial location of
50 mm

Figure 18.3: Radial profiles of velocity fluctuations, OH-concentration and temperature at axial location of
250 mm.

ments and measurements from OH-concentrations. Figure 18.3 shows the same variables at a position
of 250 mm. above the burner exit.

Figure 18.2 shows symmetric profiles ofu′rms , cOH and T with peaks is the region where the
natural gas from the inner tube mixes with the air from the annulus. The position of the flame front
can be expected at the stoichiometric value of the mixture fraction, being 0.06. From figure 18.2 it is
clear that the position where the OH-concentration and the temperature have their maximum, does not
coincide with the position where the fluctuating velocity is maximal. This position of max.cOH andT
is on the air side of the shear layer between natural gas and air from the annulus. This is in agreement
with the position where the mixture fraction has a the stoichiometric value. From figure 18.3 this
difference in position of the maxima is not present anymore. The turbulent mixing process now has
caused much broader peaks at this location.

From autocorrelation functions of axial velocity fluctuations at several locations turbulent integral
time scales were found in the flames. Taylors hypothesis was used to find estimates of turbulent inte-
gral length scales from these time scales. In such a way at the centerline of flame IV at axial distance
of 250 mm. an integral length scale of 7.5 mm. was found. Also from 1D LIF measurements of OH-
concentrations and NO-concentrations turbulent length scales of OH-structures and NO-structures
could be derived. This led to an integral scale for NO of 3.1 mm. and an integral scale of OH equal
to 1.9 mm. At the radial location where the turbulence intensity has its maximum also estimates of
these scales were found: a velocity scale of 8.5 mm., from NO measurements also 8.5 mm, from OH-
measurements 1.5 mm. The integral OH scales are much smaller than the velocity and NO scales.
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Figure 18.4: The Raman-Rayleigh-LIF system

This is because OH is strongly influenced by chemical reactions. OH exists in very narrow regions
and the chemical time scale of the reactions in which OH takes part must be smaller than the integral
velocity scale. This may lead to the smaller integral OH-scales, which will be confirmed later by time
resolved OH measurements.

3.2 Rayleigh-Raman-LIF measurements

The experimental set up for simultaneous temperature and species concentration measurements is
shown in figure 18.4. This set-up is described in detail elsewhere [8]–[12]. The set up consisted
of four separate laser systems. One Nd:YAG laser for the Raman-Rayleigh measurements and three
separate Nd:YAG/dye laser systems for the LIF measurements of OH, CO and NO. Because all lasers
were fired almost simultaneous quantitative corrections were possible for collisional quenching of the
LIF signals. Interferences between the different systems were avoided by the application of a timing
delay of 100 ns, small compared to typical chemical and turbulent length scales. The vibrational
Raman signals of CO2, O2, CO, N2, CH4, H2O and H2 were recorded using PMT tubes aligned along
the exit plane of a polychrometer. Three additional PMTs were positioned in between the Raman
channels to mionitor the fluorescence background. The probe volume length was estimated to be
0.75 mm.

3.3 N2, CO2 and O2

The interpretation of the Raman signals was complicated by interferences with Raman scattering from
other species and with non-resonnant fluorescence from heavy hydro-carbons such as PAHs and other
soot precursors. The cross-talk with other species was taken into account by a calibration procedure
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Figure 18.5: Scatterplot of the N2 Raman signal versus the fluorescence interference signal without (left) en
with (right) interference correction (Flame III,x = 150 mm,r = 8 mm).

Figure 18.6: Scatterplot of the CO2 Raman signal versus the fluorescence interference signal without interfer-
ence correction atx = 150 mm. Flame III (left), Flame IV (right).

involving the recording of Raman signals over a wide range of temperatures, gas compositions and
concentrations. The broadband fluorescence interferences from the heavy hydrocarbons were mon-
itored by PMTs positioned at spectral locations in between the Raman channels. The PMT at the
615 nm channel provided the best signal-to-noise ratio and was used in the correction procedure. The
correction procedure for fluorescence intereferences is illustrated in the scatter plots in Figure 18.5.
The uncorrected N2 Raman signal in the left graph shows a positive correlation with the interference
channel. To the right, the fluorescence contributions to the single-shot N2 concentration have been
corrected and the resulting N2 concentration shows no correlation with the fluorescence signal.

For the species O2 and CO2 the interference correction cannot be performed in the above manner
as for N2. Figure 18.6 shows the scatterplots of CO2 versus fluorescence interference signal at a typical
position in Flames II and IV. The scatter plot for flame III shows two distinct branches, apparently cor-
responding to two different fluorescence interference modes. In flame IV, the interferences are weaker
and, more importantly, only the lower branch is observed. Clearly, the structure of the fluorescence
interferences in flame III is such that it is not possible to correct for it using a single linear correlation
with the monitor channel. It was found that the upper branch corresponds to fluorescence from richer
mixtures at lower temperatures. However, no useful correlation between this additional fluorescence
and the interference contribution to the CO2 Raman signal could be identified. In the processing of
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Figure 18.7: Comparison of centerline dry CO2 (left) and O2 (right) mole fractionprofiles for flame III.

the data collected in flame III, it is therefore preferred not to use the CO2 Raman signals from points
with instantaneous signals on the 615 nm fluorescence monitor channel above a certain threshold.
For these points, the CO2 concentration is obtained from an indirect procedure using the measured
Rayleigh temperature and data from a laminar flamelet calculation instead. In this procedure, it is
assumed that the thermochemical composition in the flame is close to that in a laminar flamelet with
strain ratea = 100 s−1. A progress variable based on the Rayleigh temperature, introduced below,
is used to describe small deviations from this composition. Simulations show that flame III exhibits
a wide range of strain rates. However, realistic CO2 concentrations can be obtained with a procedure
based on a single representative strain rate. The same procedure was used for the determination of
O2 concentrations. Obviously, the resulting CO2 and O2 concentrations are strongly correlated with
temperature. As such, they do not provide independent information on the interaction between the
turbulent flow field and the chemistry. The main purpose of the procedure is to obtain CO2 and O2

concentrations that are adequate for the evaluation of the mixture fraction and the effective Rayleigh
cross- section. For further analysis of the limitations of the above method for determining CO2 and
O2 concentrations the mean values were compared to probe measurements. For Flame III on the
centerline atx = 150 mm. this comparison is shown in Figure 18.7.

On the centerline, the CO2 and O2 Raman signals suffer from substantial contributions of fluores-
cence interferences. Consequently, the CO2 and O−2 concentrations are overestimated if calculated
directly from the Raman signals. The values from the laminar flamelet procedure show a reasonable
agreement with the probe data. For the radial traverse atx = 150 mm, similar results are obtained.
These results indicate that the CO2 and O2 concentrations from the laminar flamelet procedure are
more reliable than those derived directly from the Raman signals.

3.4 OH, NO and CO

Here some results of the OH, NO and CO measurements are presented. The OH and NO LIF signals
are calibrated by comparing them to signals from flames with well-known concentrations. For OH, a
premixed CH4air flame from a Hencken burner with an equivalence ratio of 0.95 is used. The nominal
OH concentration in this flame is 1.44× 10−5 moles.dm−3, determined by a laser absorption mea-
surement. This concentration is close to the non-adiabatic equilibrium concentration at the reference
flame equivalence ratio and at a temperature 50 K below the equilibrium temperature. The NO system
is calibrated using a premixed CH4-N2-O2 flame (ϕ = 0.72), stabilized on a McKenna burner. By
replacing part of the N2 by NO, flames with different concentrations of NO can be produced. Laminar
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Figure 18.8: Mean resonant and non-resonant OH fluorescence signals (left) and scatterplot of uncorrected OH
concentration (molecules cm−3) versus mixture fraction (middle) atx = 150 mm in flame III. To the right, the
effect of interference correction on the mean OH concentration (molecules cm−3) at x = 150 mm in flame III.

flame calculations show that the doped NO is conserved through the flame front. Thus, the signals
recorded from flames with different known doped NO levels can be used to construct a calibration.
The single shot temperature and composition measurements are used to correct for:

• the difference between the population fractions at the reference temperature in the calibration
flame and the temperature in the probe volume,

• the collisional quenching rate in the calibration flame relative to the collisional quenching rate
in the probe volume,

• the different spectral overlaps between the laser and the selected transition at the reference
temperature in the calibration flame and at the probe volume.

Although the LIF signals are stronger than the Raman signals, they still are affected by interferences
from heavy hydrocarbons. This is mainly because of the wider spectral intervals over which the signals
were collected. The interference contribution to a LIF signal was estimated from the off-resonance
signal, where the dye laser system was tuned to a wavelength where none of the probed molecules
were excited. As the fluorescence interferences from heavy hydrocarbon species are generally broad-
band, the off-resonance signal is considered to be a reliable estimate for the interference contribution
to the LIF signal. The off-resonant signals cannot be measured simultaneously with the resonant
signals. Consequently, they cannot be used to subtract the interference contributions from the LIF
signals on a single-shot basis. However, the off-resonant measurements provide valuable insights into
the distribution of the interferences in both physical and composition space.

The left graph in figure 18.8 presents the mean resonant and non-resonant OH signals measured
at x = 150 mm in flame III. It is seen that near the centerline, forr < 5 mm and whereξ >

0.4, nearly the entire recorded LIF signal originates from interferences. At the positions where the
maximal resonant OH signals are measured, the non-resonant contribution is only about 2%. The
middle graph shows the distribution in mixture fraction space of the OH concentration calculated
from the uncorrected resonant signal. Clearly, the non-zero OH concentrations forξ > 0.4 stem
from interferences: the OH is expected to be confined to a narrow zone located around stoichiometric
mixture fraction. The non-resonant contributions to the measured OH concentrations can therefore be
removed by setting the OH concentrations to zero for mixture fraction values above a certain threshold.
The threshold value employed in this work is 0.20. This value is not critical: threshold values of 0.10
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Figure 18.9: Mean resonant and non-resonant NO fluorescence signals (left) and scatterplot of non-resonant
NO signal versus the fluorescence interference channel (right) atx = 150 mm in flame III.

Figure 18.10: Mean resonant and non-resonant
CO fluorescence signals atx = 150 mm in
flame III

and 0.30 give nearly identical results for the mean OH concentration. The unphysical non-zero OH
levels found near the centerline position in the uncorrected profile are hereby eliminated. In the zones
with high OH concentrations aroundr = 14 mm, the non-resonant contributions are negligible and
the corrected and uncorrected profiles coincide.

For the case of NO, a different approach was employed to suppress non-resonant interferences.
The left graph in figure 18.9 shows the mean resonant and non-resonant signals atx = 150 mm in
flame III. The ratio of the non-resonant and resonant signals is found to be approximately constant
across the profile. Scatter plots show that the structure of the NO off-resonance signal in mixture
fraction space does not allow for a correction analogous to that used for OH. However, the off-resonant
signal exhibits a strong correlation with the fluorescence interference channel monitored at 615 nm
(figure 18.9 to the right). This correlation is used to subtract the interference contributions from the
resonant signal before the NO concentration is calculated.

Figure 18.10 presents the mean resonant and non-resonant CO signals atx = 150 mm in flame III.
The non-resonant contribution is some 8% of the total signal. The CO non-resonant signal is found to
exhibit a correlation with the interference channel, although not as strong as in the case of NO. This
correlation is incorporated in the response matrix used in the inverse Raman signal problem. Using
this approach, the non-resonant contributions are reduced to about 5%. In flame IV, the absolute non-
resonant OH signals atx = 150 mm are found to be typically four times smaller than those in flame III.
The absolute OH concentrations are somewhat smaller as well. The non-resonant contribution near
the centerline is about 50%. The non-resonant NO and CO signals atx = 150 mm in flame IV are
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Figure 18.11: Comparison of measured mean and
RMS of temperature atx = 100 mm (bottom)
and 200 mm (top) in flame III. Mean tempera-
tures of CARS (red), Reynolds-averaged Raman-
Rayleigh (blue) and Favre-averaged Raman-
Rayleigh (green) measurements are indicated with
solid symbols. Open symbols give temperature
standard deviations.

typically six and three times smaller, respectively, than those at the same position in flame III.

3.5 Temperature

Figure 18.11 presents profiles of the mean and standard deviation of temperature from the Raman-
Rayleigh measurements together with the CARS data for two axial locations in flame III (x = 100 mm
andx = 200 mm). As the instantaneous density is available in the Raman- Rayleigh measurements,
it is straightforward to compute both the Favre- and Reynolds-averaged temperature for these data.
The density weighting in the Favre averaging procedure gives rise to lower mean temperatures. The
difference between the Reynolds and Favre mean temperature varies from about 15 K at positions near
the centerline to some 350 K in the outer flanks of the profiles. The Favre peak mean temperatures
are typically 120 K lower than the Reynolds values. The maximum and centerline values of the
temperature standard deviations are similar. The Favre-averaged profiles show a faster decay in the
flank region, consistent with the shape of the mean temperature profile. It is unclear whether the CARS
measurements yield conventional (Reynolds) or density-weighted (Favre) averages. The CARS mean
temperatures in figure 18.11 are nearly identical to the Reynolds-averaged Raman-Rayleigh results,
especially in the flank regions of the flame. At the centerline, where the differences between Reynolds-
and Favre-averaged temperatures are relatively small, the CARS and Raman-Rayleigh means agree
well and are within the experimental uncertainty. The CARS temperature standard deviations are
closer to the Reynolds-averaged Raman-Rayleigh values as well. Comparison of the different datasets
at other axial locations yields similar results.

Figure 18.12 shows temperature PDFs measured at four radial positions atx = 150 mm in
flame III. The graphs compare the CARS PDFs with the Reynolds and Favre PDFs obtained from
the Raman-Rayleigh measurements. The CARS and Raman-Rayleigh PDFs are constructed from
5000 and 4000 points, respectively. For the relatively narrow, monomodal PDF found at the center-
line, the Reynolds and Favre PDFs are very similar (figure a). Except for a small difference in standard
deviation, they agree well with the CARS result. Atr = 7.5 mm (figure b), the PDFs are somewhat
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Figure 18.12: Comparison of measured temperature PDFs for different radial positions atx = 150 mm in
flame III. Favre-averaged (green) and Reynolds-averaged (blue) PDF’ss constructed from the Raman-Rayleigh
measurements. CARS results from Zonget al. Positions:r = 0.0 mm (a),r = 7.5 mm (b),r = 11.5 mm (c)
andr = 15.5 mm (d).

Figure 18.13: Scatterplot of the measured OH
concentration (molecules.cm−3) at x = 150 mm.
The lines represent the Favre conditional average
(red), a laminar flamelet calculation witha =
100 s−1 (magenta) and and chemical-equilibrium
calculation (blue).

wider. For the bimodal PDF atr = 11.5 mm, figure c, the Favre and Reynolds PDF shapes differ
substantially. The density weighting in the Favre PDF produces a larger probability at lower temper-
atures. At this position, the CARS PDF is closer to the Reynolds than to the Favre result. Figure d
shows the PDFs measured in the outer flank of the temperature profile (r = 15.5 mm). Although
the three results are qualitatively similar, the relative weights of the room temperature peak and the
high-temperature tail are different for the Favre PDF on one side and the Reynolds and CARS PDFs
on the other side.

Figure 18.16 shows typicalCOH-ξ scatterplot data obtained from the Raman-Rayleigh-LIF exper-
iments in flame III, together with the profiles from a 100 s−1 flamelet and a chemical-equilibrium
calculation. Comparison of the scatterplot data to the equilibrium profile clearly shows that OH is
present in super-equilibrium concentrations in the upstream part of the flame. The OH levels predicted
by the equilibrium model are some 3 to 5 times lower than the measured values. The occurrence of
super-equilibrium OH concentrations is a well-known phenomenon in the type of jet flame considered
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here. Figure 18.16 shows that super-equilibrium OH levels are similar to those observed in moderately
strained flamelets.

3.6 Time resolved PLIF of OH

Although much insight into the natural gas flames has been gained from the measurements discussed
above, time resolved measurements are needed to visualize the evolution of turbulent reactive struc-
tures. With these measurements a better understanding of turbulence chemistry interactions can be
obtained. Time resolved measurements also add to a more complete database.

In this paragraph, we present time-resolved OH PLIF measurements, at repetition rates of the
same order as the characteristic frequencies of the flow, in turbulent diffusion flames from the Delft
burner withRenumber in the range of 7000 to 16000. We show how turbulent structures interact with
the reaction zone in the turbulent diffusion flames and track their development in a film like manner.

For details on the laser system the reader is referred to [13]. Briefly, the laser consists of 4
individual Nd:YAG oscillator/amplifier units (B.M. Industries, France). The individual channels are
each equipped with a double pulse option (DPO) where the Pockels cell is switched twice during the
duration of the flashlamp pulses. In this way two pulses can be extracted per cavity with selectable
delays ranging from≈ 25 to 145µs. Thus a total of 8 pulses can be obtained from the system
propagating as a single beam. Pulse energies at 532 nm are around 600 mJ per pulse in single pulse
mode (total of four pulses) or around 270 mJ per pulse in DPO mode. For the experiments presented
here, the laser was mostly run with a total of four pulses per sequence thus affording higher pulse
energies and better signal to noise ratios.

A single, frequency doubled, dye laser system (Continuum) operating with Rhodamine 590 dye
containing methanol solutions was pumped with this laser pulse train. Due to thermal loading effects
and dye degradation in the dye laser the resulting beam profile and intensity was degraded from one
pulse to the next within a sequence. This dye memory effect made shot-to-shot referencing of the
beam profile essential (see subsequent paragraphs for details).

Typically around 8–10 mJ per pulse around 283 nm were obtained with a linewidth of 0.3 cm−1.
The wavelength was tuned to theQ1(8) transition in thev′ = 1← v′′ = 0 band of theA26+ ← X25

system of OH. For all experiments OH fluorescence in the 1→ 1 and 1→ 0 bands near 310 nm were
detected by passage through bandpass interference filters. The light was spatially filtered and focused
into a sheet whose dimensions in the interaction region were approximately 50 mm in height and
0.25 mm in thickness.

For the concentration measurements described, laser sheet profiles were recorded online which
could be used to normalize PLIF data on a shot by shot basis. For this purpose, a reflection of the laser
sheet was directed into a cell containing fluorescing dye. The resulting LIF signals were imaged onto
the detector concurrently with the OH PLIF images which were subsequently divided by this profile.
The procedure is described in detail in [12].

A custom modified Imacon 468 framing camera (Hadland Photonics, UK, see [12] for details) was
used as a detector for the PLIF signals. The system features 8 independent intensified CCD detectors
(ICCD) with 384× 576 pixel arrays and 8 bit dynamic resolution. To increase the overall gain of the
system and to make it UV sensitive an additional three-stage intensifier module was attached to the
optical input of the camera prior to the prism beam- splitter.

Measurements were performed at eight heights from 0 to 395 mm above the nozzle for each
flame. Different time separation between events in a recorded sequence at 125µs, 250µs, 500µs,
1 ms and 2 ms were varied to track the different temporal scales of the turbulent eddies. Several
representative images showing the time development of the turbulence-flame interaction are presented
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Figure 18.14: OH island formation: Time sequence OH PLIF images of Flame III show the formation of an
OH island indicated by the arrow. Image center height is 370 mm from nozzle.

Figure 18.15: Flame vortices movement: Time sequence of OH PLIF images shows a flame vortices movement.
Images are of flame III, center height of upper images is 370 mm from nozzle. Lower images correspond to the
indicated box in the upper images.

in figures 18.14–18.17.
Figure 18.14 shows OH island formation in flame III at the height of 345 to 395 mm downstream

from the nozzle. In the remainder of this discussion we will refer to center heights only, which is for
this case 370 mm. In image (a) (t=0 ms), a very low intensity OH layer (indicated by the arrow) is
wrinkled, most probably because of an air-sided anticlockwise turbulent eddy near the air/fuel shear
layer. The wrinkle develops into a flame tongue wrapped around the eddy and the tip of the tongue
connects with the upper thick OH area in the next 1ms. The tip of the flame tongue becomes thick
and strong due to both the strains of the eddy and the connection with the upper thick flame area.
At t = 2 ms, the flame tongue highly curves and almost touches itself. It stretches the upper thick
flame area and makes it thin and weak. Finally, att = 3 ms in image (d), the flame tongue touches
itself, resulting in a flame island separating from the main body. The flame island becomes smaller by
consuming the oxidizer inside the island, while it continues moving upwards and rotating. The time
scale of the formation of an OH island is of the order of several ms. The length scale of the turbulent
eddy, which causes the formation of the flame island, is about 10 mm.

At the same axial position in the same flame another interesting event is illustrated in Figure 18.15.
Further details are presented in the lower enlarged images (a) to (d). Att = 0 ms, an upstream
flame tail caused by turbulent movement is seen in image (a) (indicated by arrow 1). After 1 ms it
has become thinner, especially in the base position (indicated by arrow 2). It could be caused by a
significant strain due to an anticlockwise vortex-induced rotational motion. Then, att = 2 ms, the
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Figure 18.16: Flame extinction: Time sequence OH PLIF images shows occurrence of a local extinction
(indicated by arrow 1). Images are of flame III, at the image center height of 270 mm from nozzle.

Figure 18.17: Extinction and re-ignition: Time sequence OH PLIF images from flame IV at a center height of
170 mm from nozzle. A local extinction is indicated by arrow 2. Arrow 1 and 3 indicate flame re- ignition.

flame tail separates from the main flame layer. It follows the anticlockwise rotational movement while
moving up and consuming itself. In the last image at 3 ms. we see OH in the complete structure, which
means that gas and air were trapped inside the structure and reactions have taken place. Meanwhile
the main flame zone becomes thick too. It could be predicted that at the next moment the separated
flame tail would connect with the main flame and the topology changes into one thick flame zone.
The scale of the flame vortices, estimated from the images, is 5mm in diameter.

An occurrence of local extinction indicated by arrow 1 can be seen clearly in Figure 18.16. This
is caused by two turbulent eddies. A thick curved OH layer (indicated by arrow 2) curves and rotates
with time. Following this structure 2 in time shows that it rotates clockwise. The compressive strain
induced by the eddy thickens the flame layer and the extensive strain thins it. Such a mechanism
has been previously postulated to explain the oscillating flame layer thickness in jet flames . Another
wrinkle occurs in the lower OH layer indicated by arrow 3 in figure 18.16. It could be caused by the
same reason as the upper structure (indicated by arrow 2). The OH layer between these two curved
flame layers (indicated by arrow 1) undergoes significant extensive strain caused by both eddies. The
result is that here the flame zone becomes thinner, and, finally, extinguishes due to the high strain (see
image (d)). The whole local extinction procedure occurs within several ms.

Figure 18.17 shows a time sequence of OH PLIF images in flame IV at a height of 170 mm
downstream. Very curved flame structures can be seen all over the image region. These flame struc-
tures show more and smaller wrinkling than those from flame III in figure 18.16. This is because the
Reynolds number of the air flow for flame IV is twice as high as that of flame III. A local extinction
is indicated by arrow 2. It is most possibly caused by either a high strain from the flame layer above
it or by strain coming from a turbulent eddy beside it. Arrow 1 and 3 highlight regions where a bro-
ken flame re-ignites. These re-ignited structures are thick pointing at a certain degree of premixing
during the period that the flame was locally extinguished. These results show the interaction between
combustion and small turbulent structures.
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4 Conclusions

The application of the Raman technique in the undiluted natural-gas flames considered here proves to
be very challenging because of the high fluorescence interference levels. The interference contribu-
tions to the recorded Raman signals are identified and subtracted using empirical correlations between
the Raman signals and the signals on the interference monitor channels. This procedure proves to be
adequate for most species. However, it is found that the empirical approach cannot be used to remove
the interference contributions to the CO Raman signal. This also holds for the CO2 and O2 sig-
nals in Flame III, the flame with the highest interference levels. The concentrations of these species
are determined using alternative approaches. Because of the fluorescence interferences, the acquired
Raman-Rayleigh-LIF dataset has certain limitations, the most important of which is the absence of
independent CO2 and O2 measurements in Flame III. The obtained profiles of mean temperature and
temperature fluctuations agree very well with CARS temperature measurements obtained in Flame III.
In Flame IV, which shows substantial local extinction, small differences in the boundary conditions
are expected to be important. The Raman-Rayleigh-LIF measurements of the OH concentration com-
pare well with the existing semi-quantitative one-dimensional LIF data. The Raman-Rayleigh-LIF
experiments provide nearly all of the desired simultaneous measurements of temperature and major
species concentrations. The Raman-Rayleigh-LIF data therefore form a valuable and useful extension
of the existing database for the Delft piloted jet diffusion flame burner. The film-like results presented
here give a detailed view of the evolution of the flame front following turbulent eddies and vortex
motion. Several phenomena, which are characteristic for turbulent flames, were visualized in time
and analyzed qualitatively in this paper. A turbulent eddy causing the formation of a flame island was
clearly observed. The pattern of a flame vortex movement—rotating, departing and attaching—was
catched in time. The secret of single flame extinction caused by turbulence was revealed from the
time sequent images. The extinction occurred when the flame zone was stretched too much by the
turbulent eddies. Flame re-ignition was also visualized. In contrast with previous structural inves-
tigations based on planar LIF measurements, time- resolved PLIF measurement results allow direct
observation of both the spatial and the temporal effects of flame turbulence interaction. However,
some of the results are ambiguous to interpret due to the general limitation of 2D imaging techniques
for the study of essentially 3D phenomena. A 3D volumetric rendering technique is being developed
in Lund Laser Center to perform 3D OH concentration measurements.
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Chapter 19

Combustion applications: furnaces

D. Roekaerts, Th. H. van der Meer

1 Introduction

Combustion is used in many practical devices and industrial systems such as gas turbines (in aircraft
engines, or for stationary power production), internal combustion engines (Diesel or spark ignited
engines), industrial processes (manufacturing of steel, cement, glass or chemicals, waste incinerators).
Combustion has also a strong impact on the environment as it produces pollutants contributing to
acid rain. This has led to more tight environmental legislation, specifying the maximally allowed
emissions in many countries. Furthermore the contribution of the main combustion product CO2

to the greenhouse effect and global warming has intensified the search for more efficient ways of
combustion. For these reasons progress in the area of clean and efficient combustion science and
technology is of great interest.

Figure 19.1 gives and overview of both the application areas and the research areas, focused on the
topic combustion dynamics. The figure expresses that to come to applications of combustion research
integration of contributions from experimental work, theoretical analysis and numerical simulations is
needed. The view expressed by figure 19.1 is in fact somewhat futuristic. The amount of fundamental
science that was used in the development of many of the current combustion systems is much less than
what the picture suggests. Straightforward engineering tools and trial and error always have played an
important role and still do. Nevertheless, the trend towards the use of more sophisticated experimental
and computational tools is real.

The rest of this chapter is restricted to gas-fired furnaces. The description should give some hints
on the gaps between fundamental combustion research and needs of practical industrial combustion. A
good insight on what is important in practical combustion in process furnaces is given in Refs. [1, 2],
which has been used as reference material. On the other hand, in addition to the material presented
in these lecture notes, a detailed presentation of theoretical and numerical modeling of combustion is
given in Ref. [3].

2 Industrial furnaces

Major refinary processes requiring a combustion chamber are: distillation, thermal cracking, catalytic
cracking, hydroprocessing, hydroconversion. They are used for preheating, direct firing and reboiling.
The application in the petrochemical plants can be broadly classified in two categories depending on
the temperature. Low and medium firebox temperatures are needed for preheaters, reboilers and steam
superheaters. High firebox temperatures are needed in pyrolysis furnaces and steam-hydrocarbon
reformers. The latter category represent about 80% of the chemical industry heater requirements and
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Figure 19.1: Objective and organization of a combustion research network in the area of combustion dynam-
ics (from an expression of interest prepared by D. Veynante and S. Candel, Ecole Centrale Paris, and with
participation of several research groups in the Netherlands.)

are unique to the chemical industry.
Typical petrochemical process heaters consist of a radiant section and a convection section. These

regions are named after the dominant mode of heat transfer. In the radiant section, refractory wall
surface temperatures can be higher than 1200◦C. Radiant heat is incident on the process tubes carrying
the fluid to be heated, both from the high-temperature surfaces and directly from the flame. In the
convection section convective tubes receive heat from the direct contact with the flowing combustion
gases. The transition from the radiant to convective sections is knows as the bridgewall. Typical fluids
to be heated include gasoline, naphta, kerosine, gas oil. Using tubes to contain the load (the object
to be heated) is somewhat special compared to other types of industrial furnaces found in the steel
industry or glass manufacturing industry. Advantages include suitability for continuous operation,
good controllability, high heating rates, more compact equipment

In general well-controlled profiles of heat flux are needed to guarantee process stability and prod-
uct quality. When the heat flux exceeds certain peak values the formation of deposits at the inside
of the process tubes will rapidly lead to coking, increase of pressure drop and the need to stop and
clean the furnace tubes. Since this leads to production loss a lot of effort has been made to avoid this
scenario by careful design.

Reactors such as cracking furnaces and reforming furnaces are more extreme versions of process
heaters. Here, the process fluid undergoes chemical transformations. For example, in an ethylene
cracking furnace, liquid or gas feedstock transforms to ethylene (C2H4), an intermediate in the pro-
duction of polyethylene and other plastics. A hydrogen reformer takes natural gas and reformulates it
into hydrogen in a catalytic chemical process that involves a significant amount of heat. The reformer
is a direct-fired combustor containing numerous tubes, filled with catalyst, inside the combustor. The
raw feed material flows through the catalyst in the tubes which, under the proper conditions con-
verts that material to the desired end products. The burners provide the heat needed for the highly



Combustion applications: furnaces 335

endothermic chemical reactions.

3 Emissions

The major pollutant species arising in combustion of hydrocarbon fuels are CO, nitrogen oxides
(NOx), sulfur oxides (SOx), volatile organic compounds and particulates (e.g. soot). (NOx stands
for either nitric oxide NO, nitrogen dioxide NO2 or nitrous oxide N2O, SOx for a whole set of sulphur
oxides.) For high temperature natural gas combustion the formation of NO is the prime NOx source.
(Once in the atmosphere NO rapidly combines with O2 in the atmosphere to form NO2.) The forma-
tion of NO can be split into three routes: ‘thermal’ NO, ‘prompt’ NO and ‘fuel’ NO. The last depends
on the presence of fuel-bound nitrogen and is not active in natural gas combustion. The prompt NO
formation mainly occurs in fuel rich regions of the flames. The thermal NO formation mechanism (or
Zel’dovich mechanism) is the major NO formation pathway in high-temperature furnaces. The emis-
sions of CO, partially burned or unburned hydrocarbons and soot can be suppressed by tuning the
combustion equipment such that sufficiently long residence times and high temperature are achieved,
allowing a complete oxidation process. However, in general this conflicts with the optimal conditions
for low NOx formation.

4 Burners

The burners can be located in the furnace at various locations: for example in the floor, firing vertically
upward, or in the wall firing parallel to the floor or firing radially along the wall (radiant wall burners).
A unique aspect of process heaters is that they often used natural-draft burners. This means that no
combustion air blower is used. The air is inspirated into the furnace by the suction created by the
hot gases through the combustion chamber and exhausting to the atmosphere. On the other hand, the
radiant wall burners use high pressure fuel to educt combustion air from the ambient environment.
The fuel and combustion air are then mixed in a tube prior to the combustion zone.

Another unique aspect of those heaters is the wide range of fuels used, which are often byproducts
of the petroleum refining process. These fuels can contain a large amount of hydrogen which has a
large impact on the burner design. It is also fairly common for multiple fuel compositions to be used,
depending on the conditions at a given time. Adding this to the requirements for turndown, it becomes
clear that it is quite a challenge to design burners that will maintain stability, low emissions and the
desired heat flux distribution over the range of possible conditions.

The interest in reducing pollutant emissions has had a large impact on burner design. For example,
a well accepted technique for reducing NOx emissions is known as staging, where the primary flame
zone is deficient in either fuel or air. The balance of the fuel or air is injected further downstream.
Staging reduces the peak temperatures in the primary flame and influences the chemical conditions,
leading to lower NOx emissions. Lower flame temperatures due to staging may adversily affect the
radiative heat transfer (proportional toT4). But on the other hand staged combustion may produce
more soot which can increase flame radiation. The actual impact of staging on the heat transfer from
the flame is highly dependent on the actual burner design.

Many types of burner designs exist due to the wide variety of fuels and oxidizer composition,
combustion chamber geometry, environmental regulations, thermal input size and heat transfer re-
quirements. There are many potential problems that could affect the performance of burners and
therefore the performance of the heaters, boilers and furnaces. Flame impingement on the tubes can
cause premature coking and significantly reduce the operational run time. Flames leaning away from



336 Chapter 19 — D. Roekaerts, Th. H. van der Meer

the tubes may reduce performance. Ref. [1] contains chapters on burner testing, installation and main-
tenance, burner/heater operations and troubleshooting and several chapters on specific types of burners
(duct burners, boiler burners, flares).

5 CFD of industrial furnaces

As should be clear from the other lectures in this course, numerical solution of combustion models
is intrinsically difficult because they combine the difficulties of fluid mechanics equations and kinetic
equations. In general, solving for combustion means solving for the flow and for the chemical species.
Since flow and species distributions are strongly coupled the solutions must be simultaneous. Com-
busting flows require new numerical schemes compared to inert flows because heat release induces
changes in density, viscosity and diffusion coefficients. The stiffness of the chemical source terms is
an additional crucial problem. In addition, in the case of furnaces the radiative transfer equation, also
has to be solved simultaneously using specific solutions methods.

In industry, most CFD simulations of furnaces are made using one of the large commercial CFD
packages. In these codes not all models for turbulent combustion discussed in other lectures of this
course are available. It would in fact not be possible to use them, because of the size of the problem,
which appears in:

• The need to consider a three-dimensional computational domain

• The large size of the computational domain in combination with the need to focus on details.

• The need to include radiative heat transer

• The complexity of the turbulent flow

• The complexity of the combustion chemistry

• The limited amount of information available on boundary conditions (turbulence profiles at
inlets, wall radiative properties)

There is a long tradition of drastic model simplifications most notably the use of simplified chemistry
and of turbulence modelling. In general simplification cannot be avoided but the challenge is to
use the available numerical techniques and computational power in the optimal way, making only
simplifications not destroying the (limited) predictive capability. To judge the role of various model
assumptions and the lack of information on boundary conditions often a number of simulations have
to be done in order to show the sensitivity of the predictions to the assumptions.

Past research has identified a suitable set of submodels for predicting overall properties of heat
transfer quite well. The next section reports on the application of such a set of submodels.

6 CFD simulation of a semi-industrial furnace

6.1 Introduction

At TU Delft, simulations have been performed of the NG7 trials carried out by the International Flame
Research Foundation (IFRF) at IJmuiden. The calculations reported here were done using the CFD
code FURNACE. A complete description of the code and the simulation results can be found in [9]
and [10]. The experiments are described in full detail by Nakamura [7, 8]. A schematic drawing of
this furnace is given in figure 19.2.
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Figure 19.2: Schematic drawing of the IFRF furnace.

In these experiments the load was located on the floor, an arrangement representative for furnaces
used in glass manufacturing and in the steel industry. The burner has a simple design. It consists
of separate air and fuel injection ports (non-premixed combustion). Several firing modes were used:
natural gas injection above the air injection port (overport firing) and injection of fuel under the air
injection port (underport firing). It can be expected that the heat transfer and the emissions depend on
the location and angle of the fuel jet and this has been studied in the experiments and the modeling.
The firing characteristics were:

Thermal input 500 kW
Combustion air temperature 1373 K
Mean load temperature 1400-1470 K
Excess air level 10%

The high air preheat temperature is characteristic for the use of regenerative burners (see below) and
can lead to high NOx emissions.

6.2 Description of the computational model

Turbulence model

The standard k-ε turbulence model, including wall functions to treat the near wall zone, was used. The
solution of the k-ε model uses the mean density provided by the combustion model. The Reynolds
flux in the scalar transport equations (enthalpy, mean mixture fraction, mixture fraction variance,N Ox

mass fraction and soot variables (see below)) is modeled using the gradient diffusion assumption using
the turbulent diffusivity provided by the k-ε model.

Combustion model

The conserved scalar approach to non-premixed combustion (See chapter 8) is used. The temperatures
in flames in furnaces generally are high enough to lead to high Damk¨ohler numbers necessary to use
the conserved scalar approach. Since flames in furnaces are generally non-adiabatic, because of the
large amount of radiative heat transfer, the enthalpy is not a conserved scalar, and has to be kept as
an independent scalar variable, besides mixture fraction. Furthermore soot and NOx are added as
reacting scalars, independent of mixture fraction. In the subdivision of models presented in chapter 8
the present model combines points 4 and 5 of paragraph 5.2 ‘flamelet models, including mixture
fraction PDF models’ on page 125. Several fast chemistry models have been used in this study:

1. An extension of themixed-is-burntmodel. Rather than the standard one-step irreversible in-
finitely fast reaction, a two step model is used. The first step forms intermediate species CO
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Figure 19.3: Comparison of three conserved scalar chemistry models. Adiabatic case.

and H2, the second step forms the final products of combustion. To allow NOx predictions, the
model is combined with the assumption that the O-radicals are in chemical equilibrium with the
O2 molecules.

2. The full chemical equilibrium model.

3. The constrained chemical equilibrium model. In this model the mass fraction of fuel hydrocar-
bons are prescribed as piecewise linear functions of the mixture fraction. (See also chapter 8)

Figure 19.3 shows the adiabatic flame temperature and mass fractions of CH4, CO and O as a function
of the mixture fraction for these three models. In the fuel rich zone CO is strongly over predicted
by the full equilibrium model resulting in under predicted temperatures. The two-step model predicts
presence of O-radicals at the lean side of the stoichiometric mixture fraction (0.06) only.

Fuel rich mixture, for which the predictions of the different conserved scalar models deviate from
each other, is present in only a small part of the furnace. In fact, when the models are applied in a
full furnace simulation, the difference in predicted mean furnace temperature, flue gas temperatures



Combustion applications: furnaces 339

Figure 19.4: Enthalpy loss models.

and furnace roof temperatures are only in the order of 1% . More important differences occur in CO
and NOx concentrations. The equilibrium models predicted 40% higher NO-values and 50% lower
CO-values than the two-step flame-sheet model.

Enthalpy loss model and PDF shape

Because of substantial radiative heat transfer the enthalpy may not be treated as a conserved scalar
in furnace calculations. This means that the dependent thermo-chemical quantities are not only a
function of the mixture fraction, but also a function of enthalpy. The two dimensional joint PDF of
both mixture fraction and enthalpy is required to determine averaged quantities. This would require
the solution of transport equations for both mean mixture fraction and mean enthalpy as well as for
their variances and covariance. To avoid this complexity a simplification is adopted. It is assumed that
the fluctuations in mixture fraction and enthalpy are coupled. It is assumed that in each region with
a certain mean value of mixture fractioñZ and a mean value of enthalpyh̃, the coupled fluctuations
in mixture fraction and enthalpy are described by a curveh = h(Z; Z̃, h̃), passing through (̃Z,h̃).
Several approximations for this function have been suggested in the literature.

Figure 19.4 shows three models together with the adiabatic case. The first model, proposed by
Salooja [11], assumes that the enthalpy loss is independent of the fluctuation in the mixture fraction
(and equal to the mean enthalpy loss). However this implies high losses from initially cold regions (air
or fuel), which is physically unrealistic. Therefore Megahed [12] proposed a piecewise linear profile.
Peeters [10] proposed a parabolic function. For small fluctuations it resembles Salooja’s model, for
large fluctuations it resembles Megahed’s model.

Applying any of these enthalpy fluctuation models we can evaluate the influence of turbulent fluc-
tuations on mean thermo-chemical variables if we know the fluctuations of the mixture fraction, as
expressed by the PDF. In the frame of the assumed PDF approach, the simulation results then in prin-
ciple depend on the assumptions made on the shape of PDF. The sensitivity of some key variables to
the chosen shape have been studied. The following shapes were considered: a single Dirac delta func-
tion (this means neglect of turbulent fluctuations), a double Dirac delta function, a top-hat distribution,
aβ-function and a clipped Gaussian distribution. When using a singleδ-function, the maximum tem-
perature in the furnace is much higher and consequently the NOx concentration is much higher than
when using any of the other PDF’s.

For a given choice of assumed PDF one can also look in more detail at the influence of the chosen
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enthalpy loss model. Table 19.1 shows the results of such comparison for the case ofβ-function
PDF and double delta PDF. The results for the predicted mean furnace temperature, maximal furnace
temperature, flue gas temperature, NOx and CO concentration in the flue gas and the heat flux to the
furnace load are shown.

The Megahed model predicts higher averaged temperatures and consequently the NOx emissions
and bath load are also higher. This is related to the fact that, taken local fluctuations into account,
the parabolic fit model always predicts higher local heat losses; hence lower temperatures, than the
Megahed model. The choice of the PDF shape also has a clear effect on the results, especially on the
flue gas temperature and the bath load. Using theβ-function PDF the averaged emissive power, which
is proportional to T4, is higher in regions just above the load. Hence the gas loses more energy to the
load and the flue gas temperature is lower.

Thermal NOx model

Simplified kinetics of thermal NO formation

Many high temperature industrial furnaces,e.g.glass melting furnaces, are operated at fuel-lean or
near-stoichiometric conditions. In that case, the NO formation kinetics are described by the Zel’dovich
mechanism:

N2+O 
 NO+ N (19.1)

N+O2 
 NO+O (19.2)

N+OH 
 NO+ H (19.3)

The forward and reverse reaction rate constants of these three reactions (k1f, k1b, k2f, k2b, k3f andk3b)
have been determined experimentally with reasonable accuracy (values are given in [10]).

The rate limiting step is the reaction N2+O→ NO+N which has the highest activation energy.
High temperatures will promote the formation of ‘thermal’ NO, as will the presence of sufficient
oxygen and nitrogen atoms and molecules.

The Zel’dovich reactions are relatively slow; in the flame zone the NO concentrations will often
lie below their equilibrium values at the local conditions. Beyond the flame zone the concentrations
may exceed their local equilibrium values, because the destruction of NO is slow as well. Since the
Damköhler number for NO formation is small, no direct conserved-scalar analogy can be made. It is
not a good assumption to relate NOx directly to mixture fraction. Instead, the evolution of NOx has
to be described as a finite rate process and in the case of a turbulent flame the closure of the mean
reaction rate has to be addressed.

Enthalpy loss model PDF type Tmean(K) Tflue (K) NOx,flue (ppm) COflue (%) q
load,av

Megahed β-function 1696 1748 1378 0.481 71.18

parabolic fit β-function 1684 1730 1122 0.475 67.87

Megahed δδ-function 1694 1777 14211 0.592 68.52

parabolic fit δδ-function 1682 1756 12021 1.553 64.15
1A top-hat PDF has been used for the closure of the NO source term.

Table 19.1: Results from different choices of enthalpy-loss model and PDF-model
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In this lecture we restrict to the standard ‘short’ Zel’dovich mechanism, by assuming that the third
reaction (19.3) has a negligible contribution. For a similar treatment of the complete mechanism,
see [10].

¿From the known forward and reverse reaction rates, we have:

dCNO

dt
= k1fCN2CO+ k2fCNCO2 − k1bCNOCN − k2bCNOCO (19.4)

or:

ρSNO = MNO
dCNO

dt
(19.5)

where in general:
SNO = SNO(ρ, T,YNO,YN2,YO2,YO,YN) (19.6)

The quantitySNO is a scaled formation rate with dimension s−1, and may be viewed as the reciprocal
characteristic chemical time scale of net production or destruction of NO. The quantityρSNO is the net
source term in the transport equation forYNO. ¿From (19.6) it is seen that not only the mass fractions
of the main species O2 and N2, but also of the radicals O and N are required in order to determine
the instantaneous formation rate of NO, assuming that the NO concentration is known. In the simple
one-step or two-stepmixed-is-burntmodel no direct information on radical concentrations is included.
To allow for reasonable predictions, a reduction of the chemistry description is pursued, as described
by Peters [13]. The procedure described here provides examples of more generally used chemistry
reduction methods.

Firstly, it is assumed that the N-radicals are in steady state:

dCN

dt
= k1fCOCN2 + k2bCOCNO− k1bCNCNO− k2fCNCO2 = 0 (19.7)

This yields the N-radical concentration as a function of the other species concentrations:

CN = CO
k1fCN2 + k2bCNO

k1bCNO+ k2fCO2

(19.8)

Secondly, it is assumed that O-atoms are in equilibrium with O2 molecules through the dissocia-
tion/recombination reaction:

O2+ M 
 O+O+ M (19.9)

In low-temperature flames the O-atom concentration is known to exceed its equilibrium value consid-
erably, but for higher temperatures and increasing Damk¨ohler numbers, the equilibrium assumption
will become valid more and more. Since the Zel’dovich mechanism itself is a valid simplification only
at high temperatures the approximations made are justified. This produces:

CO = KOC
1
2
O2

(19.10)

whereKO is the square root of the equilibrium constant for the dissociation/recombination reaction.
Thus, the O-radical concentration is directly coupled to the O2 concentration.

With the aid of the expression (19.8) forCN we can derive the modeled chemical source term for
NO formation:

dCNO

dt
= 2CO

k1fk2fCN2CO2 − k1bk2bC2
NO

k1bCNO+ k2fCO2

(19.11)
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Figure 19.5: Thermal NO formation rate atYNO = 0 for various chemistry models, using air at 1400 K and
natural gas at 300 K. Symbols: —- one-step flame sheet, – – full equilibrium,· · · constrained equilibrium.

This expression can be rewritten if we employ the relationship for the equilibrium concentration
C2

NO,eq≡ KeqCN2CO2:

dCNO

dt
= 2CO

k1fk2fCN2CO2

k1bCNO+ k2fCO2

(
1− C2

NO

C2
NO,eq

)
(19.12)

In the limit of very low NO concentrations the NO formation rate can be approximated by:

dCNO

dt
≈ 2k1fCOCN2 ≈ 2k1fKOC

1
2
O2

CN2 (19.13)

In the presence of significant amounts of NOx, this approximation is no longer justified, and the
complete formula (19.11) should be used.

Combining NO source term with fast chemistry model

Within the framework of the conserved scalar models, all thermochemical quantities are directly re-
lated to the mixture fractionZ. Non-adiabaticity effects are included by means of an empirical local
relationshiph = h(Z; Z̃, h̃), as explained above. As a result, all concentrations and the temperature
appearing in (19.11) are functions ofZ:

SNO = SNO(Z,YNO) (19.14)

This serves as a starting point for the closure of the average reaction rate.
In figure 19.5 a comparison of the formation rate as a function of mixture fraction is given for

three different chemistry models. The NO mass fraction is taken to be zero. Calculations have been
performed for the combustion of natural gas at 300 K with preheated air at 1400 K, closely resem-
bling the fuel and air streams in high-temperature glass melting furnaces. The stoichiometric mixture
fraction for the natural gas fuel under consideration is 0.062. The O-atom concentration in the one-
step infinitely fast chemistry model is inferred from (19.10), and is compared with the mass fraction
profiles for the two equilibrium models in figure 19.6. Since in the flame sheet modelYO2 = 0 for



Combustion applications: furnaces 343

0 0.05 0.10 0.150

0.5

1.0

1.5

2.0

2.5

Z

CO

(10−5 kmol
m3 )

Figure 19.6: Concentration of O-atoms for various chemistry models. For symbols see figure 19.5.
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Figure 19.7: Influence of non-adiabaticity on thermal NO formation. (a) One step mixed-is-burnt model (b)
Full equilibrium model. Symbols: —- adiabatic case; — — 5% heat loss, - - - 10% heat loss,· · · 15% heat
loss,4 20% heat loss.

Z > Zst, the largest differences in figure 19.5 occur for fuel rich conditions, and there is a similarity
between the dependence on mixture fraction of the O-atom concentration and the NO formation rate.

The influence of non-adiabaticity is investigated in figure 19.7. For lower enthalpy (representing
radiative heat loss) the instantaneous NO formation rate drops quickly, as a consequence of the large
activation energy of reaction 1f.

As the NO mass fractions increases, the net formation rate will decrease and become zero for
chemical equilibrium. The equilibrium concentration as a function of mixture fraction is plotted in
figure 19.8. In figure 19.9 the net formation rate of NO is depicted for increasing concentration levels.
In large scale furnaces the concentration may exceed 1000 ppm, showing that the reverse reaction
rates become non-negligible.
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Figure 19.8: Equilibrium NO mass fraction as a function of mixture fraction, for natural gas combustion using
air at 1400 K and fuel at 300 K, calculated by the one-step mixed-is-burnt model.
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Figure 19.9: Thermal NO formation rate for increasing values ofYNO, using the one-step mixed-is-burnt model
for combustion of air at 1400 K and natural gas at 300 K. Symbols: —- 0 ppm, — — 400 ppm, - - - 800 ppm,
◦ 1200 ppm,· · · 1600 ppm,4 2000 ppm.
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6.3 PDF closure for mean NO formation rate

As shown in the previous section, the modeled NO formation rate only depends on the mixture fraction
Z and the NO mass fraction. This offers the possibility to calculate the mean source termS̃NO by
means of a two-dimensional joint Favre p.d.f. ofZ andYNO.

S̃NO =
1∫

0

1∫
0

SNO(z, y) f̃ ZYNO(z, y)dy dz (19.15)

This presents a difficulty, since the joint p.d.f.̃fZYNO is an unknown function in our model so far.
As a first important approximation, it is assumed that fluctuations ofZ andYNO are independent. In
that case, the joint p.d.f. can be written as the product of the two marginal p.d.f.’s ofZ andYNO:

f̃ ZYNO(z, y) = f̃ Z(z) f̃YNO(y) (19.16)

For convenience, we will drop the indexNO in the sequel, takingY ≡ YNO. f̃ Z is already known
from the model for the main combustion process. The p.d.f. for the NO mass fractionf̃Y can be mod-
eled analogously tõfZ. In other words,̃fY is characterized by its first and second moment. Generally
speaking, we have to solve the transport equation forỸ′′2 which closely resembles the transport equa-
tion for the mixture fraction variancẽZ′′2, with the exception that an additional correlation term̃Y′′S
enters the equation.

With the present model assumptions (mixture fraction, reduced NO kinetics), the correlation term
Ỹ′′S is closed through the p.d.f. integration:

Ỹ′′S=
1∫

0

1∫
0

(y− Ỹ) S(ζ, y) f̃ Z(ζ ) f̃Y(y)dζ dy (19.17)

As a first approximation, one can consider the marginal p.d.f. ofYNO to be represented by a single
δ-function p.d.f., thus neglecting fluctuations inYNO: f̃Y = δ(y − Ỹ). The final simplified model for
the joint p.d.f. then reads:

f̃ ZY = f̃ Z δ(y− Ỹ) (19.18)

The mean NOx source term then becomes simply:

S̃NO =
1∫

0

f̃ Z(z)SNO(z, ỸNO)dz (19.19)

Radiation model

Accurate prediction of heat transfer in furnaces requires accurate prediction of the radiative heat trans-
fer. For NOx-emission predictions the accurate prediction of temperature is necessary and this also
requires accurate treatment of radiative transfer.

The radiation transport in absorbing, emitting and scattering media is described by the radiation
transport equation (RTE), which is an equation for the radiant intensity. Radiant intensity is an amount
of radiative energy per unit surface orthogonal to the direction of propagation, per unit spherical angle,
per unit wavelenght interval. It is a function of position in space (three coordinates), direction (two
angular coordinates) and wavelength. In the absence of scattering, the radiative transfer equation,
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describing the transport of radiating heat through a participating medium at local thermodynamic
equilibrium along a line-of-sight, is given by:

∂ i ′λ(s)
∂s
= −κλi ′λ(s)+ κλi ′b,λ(s) (19.20)

wheres is the distance through the medium,iλthe spectral intensity in an intervaldλ aroundλ andi
′
b,λ

the spectral black body intensity. Hereκλ is the spectral absorption-emission coefficient.
To obtain the net energy crossing an infinitesimal area requires integration over a solid angle to

include the contributions from all directions. Because we are dealing with integral equations, as op-
posed to partial differential equations arising from the flow field modelling, specific techniques are
used for solving the radiative transfer equation. Two of the most often used models are the Hottel Zone
Method (HZM) [15] and the Discrete Transfer Method (DTM) [16]. Alternatively, the angular depen-
dence can be treated using either an expansion in spherical harmonic functions (Pn approximation)
or by discretizing the range of the spherical coordinate (discrete ordinates method). Also a Monte
Carlo method can be used . In the latter method, individual ‘photons’ of radiant energy are emitted,
reflected and absorbed by opaque surfaces and participating media using ray tracing algorithms. For
more information on solution methods of the radiative transfer equation, see the books by Modest [4],
by Siegel and Howell [5] and by Mbiock and Weber [6].

Molecular gas radiation from nonluminous (blue) hydrocarbon flames is mostly due to CO2 and
H2O, and in most cases it is sufficient to consider only these molecules. Their radiative properties are
well understood, but have to be represented in a simplified way to keep the computational cost of the
CFD simulation within acceptable limits. The presence of soot in a flame can significantly increase
the flame emissivity. Soot consists of particles formed in the fuel rich zone of the flame. The radiation
of soot is smoothly depending on wavelength and its contribution can be computed and added to the
absorption and emission by the combustion gases.

A complete simulation would account for each individual line in the spectra of the absorbing
species. This involves considerable computing times [14]. For engineering applications often the
wavelength dependency is neglected, and the medium is treated as a grey gas. Both absorption and
emission can then be characterised by a single, uniform absorption-emission coefficient. Boerstoel [9]
compared several radiative gas property models with various degrees of complexity, which yield to-
tal emissivities and absorptivities. From this study he concludes that for engineering calculations,
where one is merely interested in predicting trends qualitatively, it seems sufficient to use a constant
absorption-emission coefficient. However, when NOx-emissions has to be known quantitatively as
well, this is not accurate enough, and it is necessary to use a more accurate model (E.g. statistical
narrow band model).

The HZM is based on a discretization of the boundary surface and gas volume into a number of el-
ements, which are assumed to be uniform of temperature, emissivity and absorption coefficient. A set
of geometrical factors, usually called direct exchange areas, is defined, which are used to express the
heat exchange from one surface or gas element to another. The integral form of the radiative transfer
equation can then be described by a set of algebraic equations, which are solved by matrix calcula-
tions. With a constant absorption-emission coefficient the direct exchange areas can be calculated in
advance. Then this method is very economic. However when the absorption-emission coefficient has
to be varied, for instance when soot radiation is being accounted for, the direct exchange coefficients
will have to be recalculated many times, and computer times increase dramatically.

Also the DTM starts by dividing the geometry into a number of surface and volume elements with
uniform properties. In each surface element the hemisphere is divided into a number of solid angle
elements for each of which beam direction has been defined. Given this direction the beam is traced
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Figure 19.10: Distribution of the heat flux to the
load computed with the HZM and the DTM.

Figure 19.11: Roof temperature computed with
the HZM and the DTM.

towards the other side of the enclosure. From there the beam is thought to emerge with an energy
depending on the boundary conditions. Then, the beam is followed backwards and the intensity is
determined in each volume it crosses, until the beam has reached the first surface element where
now the incoming intensity from this direction is known. The absorption-emission coefficient can be
non-constant and position dependent with this method. Also non-grey gases can be described more
economically with DTM then with HZM.

A comparison between HZM and DTM is shown in figures 19.10 and 19.11. These are results
form a complete furnace calculation done by Boerstoel [9] with the constrained equilibrium model,
parabolic enthalpy loss model,β-function PDF closure, constant and uniform absorption-emission
coefficient, without soot. Both heat flux distribution to the load and roof temperature of the furnace
agree very well in both solutions. Also the mean, maximum and flue gas temperatures between both
simulations are very similar, while the NOx-concentration only deviated 4% .

When using the DTM in combination with very fine grids for the flow field, the number of beams
will increase dramatically in order to have enough beams crossing each individual volume. In the
present furnace calculation an accurate solution of the radiation can be obtained on a relatively coarse
and uniform grid.

Soot model

For the simulation of sooting flames it is important to include a model predicting soot, because soot
has a clear effect on flame temperature and thus on the NOx production.

Soot generated in natural gas combustion consists of mainly carbon with a quite different struc-
ture than graphite. Soot particles are aggregates of a diameter up to about 200 nm. Despite essential
progress in understanding the highly complex nature of the chemistry of soot formation and oxida-
tion in flames, no comprehensive theory or models are currently available. The available models
are based upon general principles, like nucleation, coagulation, surface growth and oxidation. These
models consist of transport equations for soot particle number density and soot mass fraction, with
appropriate source terms, which are solved in addition to the transport equations describing the main
combustion process (mixture fraction, enthalpy). The effect of the soot evolution on the main com-
bustion process is essentially only via the enhancement of the radiative heat loss term via the soot
emissivity. The source terms depend on mixture fraction and enthalpy (temperature) and on the soot
properties. They contain terms describing soot formation and terms describing soot destruction (oxi-
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dation). The influence of turbulent fluctuations is taken into account by averaging the soot source term
with the PDF of mixture fraction. In the following we give two examples of soot formation models
and a soot oxidation model.

KHAN AND GREEVES FORMATION MODEL This is a one-equation model for the soot mass fraction
Ys, similar to that developed by Khan and Greeves [17] for the simulation of soot in diesel engines.
The source term for the soot mass fraction takes the form:

Sf (Ys) = Cf pfuϕ
n exp

(−Tf

T

)
(19.21)

Here pf u is the partial pressure of the fuel,T is the temperature andϕ is the local equivalence ration
defined by

ϕ =
(

f

1− f

)(
1− fst

fst

)
with fst the stoichiometric mixture fraction.Cf , n andTf are model parameters.

MOSS, STEWART AND SYED FORMATION MODEL This is a two-equation model for the evolution
of soot mass fractionYs, and the particle number densitynp, developed by Moss et al. [18] for a
laminar acetylene diffusion flame. Two convection-diffusion equations have to be solved for which
the following source terms were formulated:

Sf

(
np

ρN0

)
= α( f )− β( f )ρ2

(
np

ρN

)2

Sf (Ys) = γ np+ Cδα( f )

(19.22)

HereN0 is Avogadro’s number andα, β andγ are functions of the mixture fractionf . They are given
by:

α = Cαρ
2T

1
2 Xfu exp

(−Tα
T

)
β = CβT

1
2

γ = Cγ ρT
1
2 Xfu exp

(−Tγ
T

) (19.23)

and represent the processes of nucleation, coagulation and surface growth, respectively.Ci andTi are
model parameters.

MAGNUSSEN AND HJERTAGER OXIDATION MODEL This oxidation model is an eddy-beak up
model [19] assuming that turbulence decay controls the rate of oxidation. The source term is com-
puted as the minimum of two expressions, one for the regions where the local mean soot concentration
is low compared to the oxygen concentration, and the other applicable to regions where oxygen con-
centration is low and limits the rate of soot combustion. For the soot mass fraction the oxidation rate
is given by:

So(Ys) = AρYs
ε

k
min

(
1,

YO2

Ysss+ Yfusfu

)
(19.24)

WhereYfu andYO2 are fuel and oxygen mass fractionsss andsfu are stoichiometric oxygen require-
ments for the soot and fuel. A is a model parameter with a value of 4.
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Figure 19.12: Soot volume fraction profiles of the UP flame at three distances from the furnace inlet.

The above-mentioned models have been validated for high temperature furnaces by Boerstoel [9].
Soot volume fraction measurements reported by Wieringa [20] for an underport fired case and an
overport fired case were used. With the original model constants from both oxidation models the
simulation results were far off. It appeared not to be possible to simulate both cases UP an OP firing
with the same set of model constants. Figure 19.12 shows the fit of the Khan model and the Moss
model to the experimental results for the UP flame. The fit for the OP flame is shown in figure 19.13.
In the Magnussen oxidation model for both cases the original model constant of 4 was used. The
profiles at 1.2 meter were used to fit the constants. For the UP flame the Khan model predicts the right
volume fraction close to the inlet, where the Moss model under predicts the level of soot here. At 2.4
meter in the furnace both models over predict the volume fraction largely. This indicates a too slow
oxidation of soot. For the OP case the Khan model over predicts at 0.6 meter, while the Moss model
fits reasonably well. At 2.4 m both models under predict soot levels pointing at a too fast burnout of
soot. The results show that there is a lack of generality of these soot models. The influence of soot on
the model predictions of some characteristic variables is shown in Table 19.2. With the fitted models
the influence on the NOx concentration is large: for the low sooting UP flame the NOx concentration
is 10% less, for the highly sooting OP flame the NOx concentration is predicted to be 30% less. This
clearly shows the importance of including the effects of soot.
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Figure 19.13: Soot volume fraction profiles of the OP flame at three distances from the furnace inlet.

Underport Overport

Tflue NOflue qload,av Tflue NOflue qload,av

Soot model K ppm kW/m2 K ppm kW/m2

No soot 1724 1167 64.3 1724 893 75.9

Khan-Magnussen 1703 1025 66.7 1687 607 80.6

Moss-Magnussen 1700 1042 67.0 1686 652 80.7

Table 19.2: Influence of soot on model predictions and measured values: flue gas temperature, NO emission
and average heat flux to the load.
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6.4 Full furnace predictions

As an example of the capabilities of the full model two examples are shown of predictions of the
UP and OP flame in the IFRF furnace. The model consists of the constrained chemical equilibrium
model,β-function PDF closure for both the combustion reactions as for the NOx post processor, the
parabolic heat loss model, the DTM radiation model, the Khan soot formation model, the Magnussen
soot oxidation model, and 32× 48× 40 grid points.

Simulated and measured temperature profiles at five downstream distances (y = 0.6 m,y = 0.9 m,
y = 1.2 m, y = 1.8 m, y = 2.4 m) in the symmetry plane (x = 0.0 m) of the furnace are shown in
figure 19.14, as well as at three downstream distances (y = 0.6 m, y = 1.3 m, y = 1.8 m) in the
parallel plane 0.1 m from the symmetry plane. Atx = 0 m, y = 0.6 m the two peaks at either side of
the gas jet are clearly visible. These peaks are not captured by the measurements. In the recirculation
zone, i.e. for heights> 0.5 m, the temperature profile is nearly uniform and the simulations agree very
well with the experiments. Further downstream,y > 1.8 m, measurements show a lifted flame with
a more smeared out temperature profile than the simulation, and the temperatures in the recirculation
zone are under predicted. This is probably due to buoyancy effects, which are not properly predicted
by the simulations. Atx = 0.1 m, parallel to the symmetry plane, the temperature distribution is
much more even. Here, the agreement between simulation and experiment is very good. figure 19.15,
shows the comparison between simulated and measured NO concentration profiles. The very high
peaks aty = 0.6,0.9 and 1.2 m in the symmetry plane, that are found in the simulations were not
found experimentally. It is possible that the peaks are narrower than the simulations indicate and that
they are missed by the experiments. However, in the recirculation zone and at the plane parallel to the
symmetry plane, the agreement is very good. Also the simulated NO flue gas concentration agrees
very well with the measurements: 1271 ppm and 1214 ppm, respectively.

In the OP flame the fuel and air injections are parallel. For that reason the mixing between fuel
and air is much slower than in the UP flame where the fuel is injected upwards and air is injected
downwards. The simulations clearly show a temperature peak between the fuel and air streams. This
is not so pronounced in the experiments as can be seen from figure 19.16. Atx = 0, y = 0.6 m a
minimum at a height of 0.45 m. is found, representing the gas jet. At either side peaks are observed,
with the one above the gas jet being the lower one, because here gas mixes with oxygen lean recir-
culation gases. This peak is simulated accurately. Below the jet the peak flame temperature is higher
because of the higher oxygen availability. In the simulations this peak is largely over predicted. Also
next to the gas jet, atx = 0.1, y = 1.2 m, peak temperatures are over predicted. Apparently the
combustion rate is over predicted, probably due to errors made by the turbulence model, leading to
an over prediction of the peak flame temperatures. In the second half of the furnace the agreement
between simulations and experiment is better.

The over prediction of peak flame temperatures leads to an over prediction of NO concentrations,
as can be seen from figure 19.17. The simulated NO concentrations are almost twice as high as the
measurements, and, therefore, NO concentration in the flue gases is over predicted by a factor of two.

7 A new development: flameless combustion

Simply using the heat of the flue gases to preheat the air increases furnace efficiency but in general
leads to higher NOx emissions because of the increased temperature of the flame zone. Therefore
additional techniques to reduce peak temperatures have been introduced in burner and furnace design,
mostly based on dilution techniques. It turns out that the combination of sufficiently high temperature
and strong dilution leads to stable combustion with low NOx formation. This is such a remarkable
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Figure 19.14: Comparison between simulations and in-flame measurements of temperature for the NG7 UP
flame, y is the distance along the furnace from the inlet, x is the distance from the symmetry plane of the
furnace.



Combustion applications: furnaces 353

Figure 19.15: Comparison between simulations and in-flame measurements of NO concentration for the NG7
UP flame, y is the distance along the furnace from the inlet, x is the distance from the symmetry plane of the
furnace.
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Figure 19.16: Comparison between simulations and in-flame measurements of temperature for the NG7 OP
flame, y is the distance along the furnace from the inlet; x is the distance from the symmetry plane of th e
furnace.
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Figure 19.17: Comparison between simulations and in-flame measurements of NO concentration for the NG7
OP flame, y is the distance along the furnace from the inlet; x is the distance from the symmetry plane of the
furnace.
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achievement that it has lead to research and development programs specifically devoted to the ad-
vancement of these new techniques. The dilution is so high that the oxygen concentration in the
reactive mixture is substantially reduced with respect to the standard 21%. This has strong effects on
the properties of the reaction zone. This regime is characterized by the absence of a steady flame front
(with its strong gradients in temperature and species concentration) where temperature and species
are distributed over a larger volume within the combustion chamber. One can speak of a volumetric
combustion regime instead of a flame front regime. A stabilized flame front is already missing with
a modest depletion of oxygen to 17% (corresponding to 20 to 30% of flue gas recirculation) under
the conditions that gas temperatures are sufficiently high to prevent flame extinction. Different names
have been introduced in the literature to denote more or less the same development:High tempera-
ture air combustion[21], Excess Enthalpy Combustion (EEC), flameless oxydation (FLOX), MILD
combustion, Fuel Direct Injection (FDI).

A very interesting aspect of flameless oxydation is that the heat flux to the wall or the process
tubes tends to be more uniform than in standard flame-mode combustion.

In EEC, part of the heat of the flue gas is used to preheat the air. The air preheating is done
locally in a burner, in contrast with conventional air preheating methods which use an external heat
exchanger. To preheat the air the burner contains a heated ceramic block. This system is dynamic
because the ceramic cools down in time. After a certain time the air inlet temperature would decrease
to a value where the required oven temperature would not be maintained. Before this limit is reached,
the burner switches from combustion mode to regeneration mode. In some cases the burners operate
in pairs, with always one burner in combustion mode and the other in regeneration mode, in other
cases, the burner is auto-regenerative and the switching between combustion mode and regeneration
mode applies to different channels in a the burner. (In the start-up phase hot flue gas is not yet present
and the burners operate in a standard combustion mode, possibly with externally preheated air.)

The basic chemical-physical phenomena are still far from fully understood but this (of course)
does not prevents pilot and larger scale demonstration projects to be started and show very attractive
breakthrough performance in new, clean and energy effective processes. The book by Tsujiet al. [21]
describes a set of computational models used in the prediction of high temperature air combustion.
Partial success and limitations of the models are described.

8 Conclusion

The presentation given in this lecture was restricted to a general description of the design of some
industrial furnaces, a detailed description of a specific computational study and an outlook towards
future developments. As such it is far from complete. However, it should have made clear that it is
difficult to directly apply the precise models described in the other lectures.

Radiative heat transfer, which most often is not included in studies of laboratory scale flames
plays a dominant role in furnaces and should be included from the start. The geometry of a furnace
with many burners and process tubes is complex and to obtain a solution of the computational model
within acceptable time one has to restrict to simple models. It is a remarkable achievement that using
these models often very reasonable predictions of flow patterns, and profiles of heat flux profiles and
temperature in industrial furnaces can be obtained.

The complexity of the flow in the near burner zone of low NOx burners however is too high to
capture it with simple fast-chemistry combustion models and simple turbulence models. The need
to reduce emissions has led to flames with regions of local extinction, caused by the combination
of high turbulence levels and dilution effects. Accurate NOx predictions continue to be a challenge.
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Quantitatve prediction of thermal NOx in turbulent flames remains a problem because it requires ac-
curate prediction of temperature fluctuations. Predicting other pathways to NOx formation is difficult
because it involves more extended chemical reaction mechanisms. It is a challenge to use and extend
the models described in some of the other lectures of this course. Carefully combining improvements
in turbulence modeling, with efficient but still accurate models for radiative heat transfer and chem-
ical transformation processes, better accuracy and good prediction of a wider range of quantities is
possible.

9 Exercise

The Reynolds number of the flow in furnaces are generally much larger than in labscale experiments.
This has impact on the characteristics of the turbulence-chemistry interaction. Consider a burner in
a furnace. Premixed reactants (fuel and air) are injected via an inlet with diameterL. The speed of
injection isU , the throughputM then is proportional toU L2. Burners of different throughput can
differ in L and inU , and there are several possibilities for ‘scale up’, to a larger throughput. The rule
determining the relation between the size and injection speed at different throughputs is called scaling
rule. When scaling a reacting system it is important to take into account the relations between the
scales of turbulence and the scales of flame structures.

Consider a scale up problem with an increase by a factor 1000 between labscale and industrial
scale for a system with chemical time scale 0.01 ms. Construct a diagram with on the horizontal axis
the Damköhler number and on the vertical axis the throughput (logarithmic scale). How do appear
lines of constant Reynolds number in this diagram? And lines of constant Karlovitz number? And
lines of constant Damk¨ohler number? How does appear the line corresponding to the scaling rule
‘KeepingU constant’? How different is the turbulence-chemistry interaction at the labscale and at the
industrial scale?
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Chapter 20

Combustion Systems for Solid Fossil Fuels

H. Spliethoff

1 Introduction

Solid fuels are responsible for approximately 25% of the world primary energy production. When only
electrical power generation is considered, this fraction increases to almost 50% (figure 20.1). It may
be evident that the combustion of solid fuels is economically very important. Scientific understanding,
however, is limited, mainly due to the complex nature of the process.

This chapter can serve as an introduction to the combustion of solid fuels, and solid fossil fuels in
particular. First the different solid fuels are classified, after which some fundamentals of solid particle
combustion are treated. The chapter is concluded with an overview of some techniques for large scale
solid fuel combustion.

2 Classification of fuels

Solid fuels comprise a large category of different materials with varying properties. Two large groups
can be distinguished: the coal like fuels and biomass. Examples of the latter are wood, straw, and
waste. Coal comes in a large number of varieties like brown coal, bituminous coals, or anthracite.
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Figure 20.2: A proximate analysis of a solid fuel.

Solid fuels contain both combustible and inert material. Their thermal behavior is complex, and
includes thermal decomposition (evaporation, pyrolysis) and even melting or softening of the inert
material (ash). All fuels can be characterized by their composition. This can be done either by an
ultimate analysis in terms of the mass fractions of the different atoms (C, H, N, S, O,. . . ), or by a
proximate analysis in terms of:

• moisture,

• volatiles,

• fixed C,

• ash.

An example of a proximate analysis is given in figure 20.2. Some fuel is placed on a balance in a ni-
trogen athmosphere. With an increasing temperature, first the moisture is released from a temperature
higher than 100◦C. This mass loss can accurately be registered by the balance. This process stops at a
certain temperature, but at a temperature around 400◦C, the volatiles are being released. This process
stops at 900◦C, and is followed by a replacement of the athmosphere by air, in order to burn the fixed
carbon. When this process is finished, the ash remains.

3 Combustion Fundamentals

The purpose of the combustion process is to release by oxidation the energy which is chemically
bound in the fuel and to convert it into sensible heat. The heterogeneous combustion process of solid
fuels is more complex than the homogeneous combustion of gaseous fuels. Solid fuels such as coal
are built of different fractions of organic matter and minerals. As the fuel heats up in the firing, the
pyrolysis of the organic matter starts. In this process, volatile intermediate products are generated such
as hydrocarbons, carbon oxides, hydrogen, sulphur and nitrogen compounds and also residual coke as
a solid intermediate product of combustion. The ignition starts the combustion. Prerequisite for the
ignition besides a sufficiently high temperature is the forming of an explosive mixture. Subsequently,
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Figure 20.3: Schematic drawing of the combustion process in a pulverised fuel firing.

the volatile matter and the residual coke combust together with the oxygen of the combustion air.
Figure 20.3 schematically presents the combustion process of coal in pulverised fuel firing. The
combustion of solid fuels evolves in partial processes:

• drying,

• pyrolysis,

• ignition,

• combustion of volatile matter, and

• combustion of the residual coke.

The first two partial processes are a thermal decomposition as a consequence of the heating up of the
fuel. The quantity of heat necessary to heat up the fuel to ignition temperature is mostly transferred
by convection. In pulverised fuel firing, for example, hot flue gas is admixed in the near-burner zone,
and in a fluidised bed, the heat is transferred by particles of solid matter. In grate firing systems,
heating up is also carried out by means of refractory-lined hot walls transferring the heat to the fuel
by radiation. In the last two partial processes — combustion of volatile matter and combustion of
residual coke — the organic matter is converted chemically. Conversion is divided into homogeneous
and heterogeneous reactions. The partial processes do not necessarily run one after the other but,
depending on the firing type, may overlap. Table 20.1 gives guidelines for the time necessary for each
of the partial processes. The table makes clear that the total combustion time of all firing systems is
determined by the combustion of the residual coke.

In the following, the partial processes of solid fuel combustion are discussed in more detail.
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Table 20.1: Partial processes of coal combustion in firing systems.

Firing Particle Heating Drying and Time of Volatile Time of
System Diameter Rate Pyrolysis Matter Residual Coke

[mm] [K/s] Period [s] Combustion [s] Combustion [s]
fixed-bed < 100 < 1 ca. 100 determined by ca. 1000
firing release and
fluidised bed < 10 103–104 10–50 mixing with 100–500
firing combustion air
pulverised < 0.1 103–106 < 0.1 < 1
fuel firing

3.1 Drying

Water can adhere both to the particle surface and inside the particle pores of the coal. In the furnace,
the fuel is heated and the water vaporised at temperatures above 100◦C. At temperatures up to 300◦C,
the water vaporised in the pores becomes desorbed or outgases. Besides water vapour, other gases such
as methane, carbon dioxide, and nitrogen, which have formed during the coalification process, outgas
as well.

Depending on the combustion system, the firing is capable of drying fuels with different moisture
contents. Whereas grate or fluidised bed firing systems can be fed with moisture-containing fuels
without further treatment, the fuel in the case of a pulverised fuel firing is predried in mills in order to
ensure a fast combustion process within the available residence time.

3.2 Pyrolysis

The decomposition of the organic coal substance and the formation of gaseous products during the
heating of the coal is termed devolatilisation or pyrolysis.

The devolatilisation process is schematically shown in figure 20.4. Devolatilisation of volatile
matter by cracking of compounds of organic coal structures starts at temperatures above 300◦C. In
a temperature range up to about 600◦C, tars, liquid at normal temperature, and gaseous products are
formed. The gases consist of carbon dioxide (CO2), methane (CH4) and other light hydrocarbons
such as C2H6, C2H4 and C2H2. Tars are complex hydrocarbon compounds, in their organic structure
similar to the base fuel, which evaporate from the coal substance at temperatures between about 500
and 600◦C . The particle form remains almost unchanged up to temperatures of about 400◦C. Above
this temperature, the coal particle begins to soften. The tars and gases formed inside the coal can
intumesce the particle at temperatures reaching slightly above 550◦C. The particle solidifies into the
so-called semi-coke which has a cavity structure with a distinct pore system and an enlarged surface.

-

-

-

-

particle deformation (burst), softening

Temperature

swelling and formation of liquids (tar)
and gases (CxHy, COx, H2O, H2S, etc.)

semi-coke formation

semi-coke devolatilisation (CO, H2) and
coke formation

1000◦C

Figure 20.4: Processes during pyrolysis.
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Figure 20.6: Composition of the volatile matter as a
function of the temperature during pyrolysis.

Further heating up above more than about 600◦C converts the semi-coke into coke separating mainly
carbon monoxide and hydrogen. With rising temperatures, light gas components such as hydrogen
and carbon monoxide and also soot form from the tar compounds. The fraction and the composition
of the volatile components and the history of their release depend on the coal type, the grain size, the
heating rate and the final temperature of the heating. With increasing heating rate and coalification
degree, the devolatilisation maxima of the components shift towards higher temperatures.

The yield of volatile matter increases with rising end temperatures. Figure 20.5 shows the weight
losses of a hard and a brown coal determined during pyrolysis at short residence times and high
heating rates. The volatile matter content determined at high temperatures and heating rates of the
entrained-flow reactor may amount to 1.1–1.8 times the content detected in proximate analysis. For
coals with a strong tar release in particular, the yields of volatile matter are clearly higher because the
conditions of the entrained-flow reactor impede the decomposition of the tar into coke and gas.

Figure 20.6 shows the composition of the volatile matter as a function of the temperature during
the pyrolysis of a hard and a brown coal. In the pyrolysis of the hard coal, the tar products predominate
whereas CO and water comprise the larger fraction of the volatile matter in the case of the brown coal.
At higher temperatures, stable compounds form increasingly, while the tar fraction decreases.

3.3 Ignition

The ignition starts the combustion. The ignition temperature is defined as the temperature above which
combustion evolves independently. At temperatures below ignition temperature, the heat released
during fuel oxidation is dissipated to the environment, so the temperature does not rise notably. Only
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at or above the ignition temperature does the reaction velocity reach a rate where the amount of heat
released exceeds the amount dissipated. Thus the reaction is accelerated so a stable combustion can
be maintained.

In the combustion of solid fuels, both the volatile components and the residual coke have to
be ignited. The volatile components ignite as soon as they form a combustible mixture with the
combustion air and the ignition temperature of the mixture is either reached or exceeded. The residual
coke particle, in order to ignite, has to reach or surpass its ignition temperature and receive sufficient
oxygen at its surface. The ignition temperatures of the combustible mixture of volatile matter and
combustion air range between 500 and 700◦C, the ignition temperatures of the residual coke particle
lie above 800◦C.

In coal combustion, history and sequence of ignition processes above all depend on the heating
rate and the particle size. The impact of these two parameters on the ignition mechanisms in the
combustion of a high volatile bituminous coal, determined at a laboratory-scale plant, is described
in figure 20.7. During slow heating and with coarse particles, first the volatile components outgas,
ignite in the near-particle zone and burn out. Devolatilisation and volatile matter combustion result in
a gas atmosphere that envelops large particles thus impeding the diffusion of oxygen to the particle
which can ignite only after the volatile matter has burned up (ignition mechanism I). Coarse particles
and high heating rates favour the simultaneous ignition of volatile matter and residual coke (ignition
mechanism II). Pyrolysis reactions shift towards higher temperatures, with the ignition temperature
of the particle changing to less extent. This way, the ignition on the particle is possible already before
all gases are burned completely.

With very small particles, ignition happens directly on the particle surface. Given the great
surface-to-volume ratio, these particles are rapidly heated also from the inside so the ignition tem-
perature of the particle is already reached before an ignitable mixture has formed around the particle
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(ignition mechanism III).
Besides the gas, coal analysed in figure 20.7, a low-volatile anthracite coal was investigated as

well. At the same parameter range, ignition, with this coal, takes place on the particle.
In the case of a coarse-grained coal in a grate firing, the volatile matter ignites first, whereas

medium-sized coal particles and higher heating rates in the fluidised bed firing promotes the simul-
taneous ignition of volatile matter and particle. High heating rates and small particle sizes in a pul-
verised fuel firing make low-volatile bituminous (lvb) coal ignite on the particle, whereas high-volatile
bituminous (hvb) coals ignite both on the volatile matter and on the particle.

The ignition temperature, in solid fuel combustion, not only depends on the properties of the sub-
stance characteristics such as volatile matter, moisture and ash contents and on the physical structure,
such as particle size and inner surface of the coal but also on the combustion conditions of the firing
system (heating rate, dust and gas concentrations etc.). Depending on the fraction of volatile com-
ponents, the ignition temperature is high with lean fuels and coke and low with higher-volatile fuels.
The temperature decreases with increasing fineness of the fuel. Figure 20.8 gives reference values as
a function of the volatile matter content for the design of pulverised-coal firing systems. These values
were determined at heating rates comparable to those in a pulverised fuel firing.

The ignition velocity — which has to be understood as the rate of flame propagation in the mixture
— has a clear dependence on the volatile components, the ash content and the primary air mixture in
the case of a hard coal flame, as figure 20.9 shows. The ignition velocity always reaches a maximum
depending on the primary air fraction. At low air ratios, the oxygen in the primary air is not sufficient
anymore to combust the volatile matter in the near-burner zone. With a stronger primary air flow, the
primary air fraction which is not needed for the combustion of the volatile matter decreases the flame
temperature. In both cases, the ignition velocity decreases. A higher ash content also has a delaying
effect on ignition. The ignition velocity is a crucial parameter for the burner design for two reasons.
On the one hand, the burner throat velocity has to be notably higher than the ignition velocity in order
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to surely prevent the flame from flashing back. On the other hand, to have a stable flame front, it has
to be possible that zones form where the flow velocity is equal to the ignition velocity.

In pulverised fuel firing, along with the coal also the carrier gas flow, consisting of primary air
fraction and vapours, has to be preheated — starting from classifier temperature — to values equal to
or higher than the ignition temperature. For this reason, only that amount of primary air should be fed
as is necessary for the combustion of the volatile matter.

3.4 Combustion of Volatile Matter

The homogeneous combustion of the volatile components is characterised by a very high reaction
velocity. The burning time of volatile matter is essentially determined by its release and mixing with
air.

The relatively highest concentrations of volatile components develop on the particle surface, di-
minishing again with increasing distance from the particle. Temperature and oxygen concentration of
the particle environment show the reverse behaviour. Their diminishing goes along with a decreasing
distance from the particle. The volatile matter combustion stabilises as diffusion flame in the area
of a stoichiometric concentration of volatile matter and oxygen. The diameter of a flame enveloping
a particle is about three to five times the diameter of a particle. In pulverised coal combustion, the
volatile matter combustion processes of the individual particles combine so they can be considered a
coherent gas flame.

3.5 Combustion of the Residual Char

The volatile matter being released from the particle, it remains a porous structure consisting almost
only of carbon and ash. The carbon, at a sufficiently high particle surface temperature, is oxidised
with oxygen, carbon monoxide, carbon dioxide and water vapour.

At the same temperature, the reaction velocity of the heterogeneous combustion of solid residual
coke with oxygen is orders of magnitude lower than the homogeneous volatile matter combustion.
Residual coke combustion therefore determines the total combustion time and is decisive for the de-
sign of firing systems.

Figure 20.10 schematically shows the course of residual coke combustion on a single particle. On
the surface or inside the particle, the heterogeneous oxidation of the carbon takes place with oxygen,
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carbon dioxide and water vapour as oxidants.

C+ 1
2O2 
 2 CO (20.1)

C+ CO2 
 2 CO (Bouduard reaction) (20.2)

C+ H2O 
 CO+ H2 (heterogeneous water-gas reaction) (20.3)

Today it is considered proven that directly on the particle, first only a conversion to carbon monoxide
takes place, either by combustion (20.1) or by gasification (20.2 and 20.3). Around the coal particle,
a gaseous atmosphere forms consisting of the combustion products CO and H2 and the oxidants O2,
CO2 and H2O. The oxidants have to diffuse to the particle surface through this laminar boundary layer
and, vice versa, the combustion products from the particle to the environment.

The following homogeneous oxidation

CO+ 1
2O2 
 CO2 (20.4)

H2+ 1
2O2 
 H2O (20.5)

takes place in the surrounding boundary layer.
In heterogeneous reactions, the conversion velocity dmC/dt of the carbon massmC of a coal

particle is proportional to the reacting surfaceA, to the reaction velocityktot and to the oxygen partial
pressurepO2 in the environment of the particle.

dmC

dt
= Aktot pO2 (20.6)

Given that besides the chemical kinetics also the mass transport processes exert an influence on the
burning process, the conversion velocity of the residual coke combustion is limited by the slowest one
of the participating processes. Which of the partial processes determines the conversion velocity in
the end, depends essentially on the reaction temperature.

As a function of the temperature, a distinction is made between three areas. In each, either

• the chemical reaction, or

• the pore diffusion, or

• the boundary layer diffusion

works as velocity determiner. The three areas are shown in an Arrhenius diagram in figure 20.11. In
this diagram, the natural logarithm of the reaction velocity is plotted over the reciprocal of the absolute
temperature.

In the chemical reaction (area I), the oxygen can sufficiently fast reach the inside of the coke
residue via the finely branched pore system at low temperatures without undergoing notable con-
versions at first. Thus the concentration is equal to the concentration in the free gas atmosphere, see
figure 20.12. Only the chemical reaction of the oxygen with the carbon surface of the pores is decisive
for the combustion velocity.

In pore diffusion, the velocity of the chemical reaction increases with rising temperatures. In the
inside of the coke residue, the oxygen molecules get depleted so that a concentration drop from the
fringe to the centre of the particle develops. The burn velocity in this area depends on how fast oxygen
can be supplied by pore diffusion.

In boundary film diffusion (area III), at still higher temperatures, oxygen is not able anymore
to penetrate to reach the pore inside. The gradient of the oxygen partial pressure shows that the



368 Chapter 20 — H. Spliethoff

boundary layer
diffusion

pore
diffusion

chemical
reaction

1/T

IIIIII

to
ta

l

k ~ T1,8 k ~ exp (- )
E/2
R T k ~ exp (- )

E
R T

Figure 20.11: Arrhenius diagram of coke combustion.

I

III

Oxygen
concentration

laminar
boundary
layer

porous
particle

II

Figure 20.12: Oxygen concentration
profile around a char particle.

0,0 0,1 0,2 0,3
0,0

0,5

1,0

1,5

2,0

2,5

char

brown coal

hvb coal

mvb coal

b
u
rn

o
u
t
tim

e
[s

]

particle size [mm]

Figure 20.13: Burn times for pulverised coal as a func-
tion of particle size (T = 1300◦C, λ = 1.2; hvb: high-
volatile-, mvb: medium-volatile-, lvb: low-volatile bi-
tuminous).

combustion process takes place only on the outer surface of the particle. The particle is enveloped
by a laminar boundary layer. The conversion velocity is determined by the diffusion of the oxygen
through the boundary layer.

The total velocity is the result of the single reaction velocity constants:

ktot =
(

1

kdiff,b
+ 1

kdiff,p
+ 1

kchem

)−1

(20.7)

The temperature zones shift depending on the particle size and the coal type. Whereas pore and
boundary layer diffusion determine the reaction velocity at temperatures above a level of 1450◦C
or so in the case of coal particles of 20µm, this holds true already at 1150◦C in the case of larger
particles of 200µm.

During the combustion process, the relative ash fraction in the coal particle increases. An ash
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layer enveloping the remaining combustible matter develops so the oxygen has to penetrate this ash
cover. Given that, as the burn process proceeds, the ash cover grows thicker, the combustion velocity
gradually decreases. The combustion is the more retarded, the more ash and the less pores the fuel
contains. The pyrolysis process preceding the coke combustion has a positive effect on the burn-up.
Depending on the volatile matter content, a more or less marked cavity structure is formed in the
coke during pyrolysis. This structure considerably enlarges the surface available for the chemical
reaction in the raw coal particle. Coals with higher volatile matter content burn faster because the
respective residual coke gets a much larger surface by pyrolysis than the residual coke of a low-volatile
bituminous (lcv) coal. Figure 20.13 shows the combustion time of different coals at a temperature of
1300◦C.

3.6 NOx emissions

Thermal NOx is generated from the oxidation of N2 at temperatures exceeding 1500◦C (see fig-
ure 20.14). Furthermore, NOx can be generated from nitrogen present in the fuel (either as part of the
volatile compounds, or as part of the coke). The last mechanism is the prompt NO formation via CH
radicals.

For gaseous combustion only thermal NOx formation plays a role. When the temperature of the
combustion is limited, NOx emissions below 100 mg/Nm3 are possible. For coal combustion, the
nitrogen present in the fuel is the main source of NOx (with a typical content of 1–1.5%). For older
burners this leads to NOx emissions ranging from 800–1500 mg/Nm3. Modern low-NOx systems can
reduce this to 300–400 mg/Nm3.

4 Combustion systems

Coal-firing systems comprise fuel supply and preparation, fuel and combustion air transport and dis-
tribution, the combustion system for releasing the heat from the fuel in the furnace and the flue gas
cleaning. The systems utilised for solid fossil fuels are:

• grate firing,

• fluidised bed firing, and

• pulverised fuel firing.
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bed in rest bubbling bed circulating bed pneumatic transport

Figure 20.15: Schematic representation of the main types of firing systems.

Fixed
bed

Pulverized FuelFluidized Bed

bubbling circulating

Heat transfer coefficient

Pressure loss

uL uS gas velocity
[m/s]

lg
a

[k
W

/(
m

2
K

)]
P

re
s
s
u
re

lo
s
s

lg
Dp

[b
a

r]
V

e
lo

c
it
y

[m
/s

]

particle velocity

Increasing
particle
load

slip
gas velocity

bed expansion

Figure 20.16: Distinctive features of firing systems

Figure 20.15 gives a schematic overview of the different firing systems. Figure 20.16, besides pre-
senting the schematic drawings, gives the characteristic gas and solid fuel flow velocities, pressure
losses and heat transfer coefficients of each of the combustion systems.

4.1 Grate firing

In a grate firing system, the solid fuel lies in a bulk bed on a moving grate (figure 20.17). The fuel burns
with the combustion air which is blown through the grate bars and the bulk. At low flow velocities,
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Figure 20.17: The combustion process on a traveling-grate stoker.

the single coarse coal particle with a size up to 30 mm, the size of a nut approximately, remains in
the coal layer on the grate. Notable quantities of solids are not ejected from the bulk. Because of the
limited size, coal fired grates are only used for industrial and thermal power plants of small capacity.
Grate firing is the preferred system for ballast-containing fuels such as waste, or for solid industrial
wastes, or biomass.

4.2 Fluidized bed firing

In a fluidised bed firing, the solid fuel whirls and burns staying in a fluidised gas-solids suspension.
The fluidising medium also provides the oxygen for the oxidation of the fuel. With the lower flow
velocities in the bubbling fluidised bed (BFB), only the fine-grained ash is ejected from the fluidised
bed after burnout and abrasion of the coal. Coarse-grained ash accumulates in the fluidised bed, from
where it is removed. Given the higher flow velocities of combustion air and combustion gases in the
circulating fluidised bed (CFB), the entire solids flow in the furnace is entrained and circulated. The
circulating fluidised bed takes the total space of the furnace. In both systems, the solids stay in the
furnace clearly longer than the gas flow. In figure 20.18 an example of a circulating fluidized bed
combustor is presented.

4.3 Pulverised fuel firing

In pulverised fuel firing systems, the particle is carried along with the air and combustion gas flow.
Pulverised fuel and combustion air are injected into the firing and mixed in the furnace. With a fine
milling degree of the raw coal and high flow velocities of the combustion gases, particle and gas
residence times are almost equal. The combustion of the pulverised-coal/air mixture being a rapid
process distributed over the entire furnace makes it possible to utilise relatively higher capacities than
in the case of grate or fluidised bed firing systems.
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Figure 20.18: Example of a 250 MWe circualting fluidized bed combustor with external bed cooler.

Figure 20.19: Two examples of pulverised fuel combustors. The left side is a sketch of a 600 MW EVT-once
through steam generator with EVT-brown coal firing. The right side is a once-through steam generator with
EVT-bituminous coal firing, flue gas decentrification and desulphurization for a 475 MW unit.
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Table 20.2: Comparison of grate, fluidised bed, and pulverised fuel firing systems.

Grate Firing Systems Fluidised Bed Firing Systems Pulverised Fuel Firing Systems
Advantages of grate firing systems:

• little fuel preparation ex-
penditure

• clear design

• high degree of availability

• simple operation

• little auxiliary power re-
quirements

• low NOx emissions
(e.g. bituminous coals
< 400 mg/m3)

• partial desulphurisation by
limestone addition

Disadvantages:

• high combustion losses of
2–4% by unburnt carbon

• high flue gas temperatures
due to limited air preheating

• unsuited for fine-grained fu-
els

Advantages of bubbling and circu-
lating fluidised bed firing systems
(BFB and CFB):

• little fuel preparation ex-
penditure

• flue gas cleaning consists
only of flue-gas particulate
collection

Disadvantages of BFB and CFB:

• high limestone demand for
sulphur capture at excess air

• ash not utilisable without
further preparation

Advantages of BFB against SFB:

• better burnout

• lower limestone demand for
sulphur capture

• better emission values

• no in-bed heating surfaces
at risk of erosion

• better power control

Advantages of pulverised fuel fir-
ing systems:

• high degree of availability

• large capacities

• high power density

• good burnout

• utilisable ash

Disadvantages:

• high fuel preparation expen-
ditures

• flue gas cleaning needed for
particulates, SO2, and NOx

Table 20.3: Output ranges of firing systems.

Firing System Output Range [MWth]
pulverised fuel firing 40 up to 2500
stationary fluidised bed firing up to 80
circulating fluidised bed firing 40 up to 750
grate firing 2.5 up to 175

4.4 Comparison of the different firing systems

Table 20.2 confronts the advantages and disadvantages of different combustion systems. The choice
of the firing system depends on the properties of the fuel and on the steam generating capacity. Com-
bustion systems for solid fuels are offered on the market with the capacities shown in table 20.3.
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