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ABSTRACT

The purpose of this review is to evaluate the competence of cone-beam computed tomography in
estimating the thickness of gingiva. PubMed database was searched for studies conducted in the period
from 1st January 2005 to 30t June 2020 for the procurement of the potentially relevant abstracts. The
search was conducted by two methods; the first one includes only Medical Subject Headings (MeSH) and
the second one includes the keywords which have a similar meaning. Appropriate articles which we’re
highlighting the aim of the study and fulfilled the inclusion criteria were included in this study. 343
articles were obtained while searching the PubMed database, out of which 50 articles were included on a
title basis. After that, on the abstract basis, only 19 articles were extracted and finally, only 12 articles
were fulfilling the inclusion criteria. Cone-beam computed tomography (CBCT) is a simple and non-
invasive method, which shows guaranteed results in the measurement of the thickness of the gingiva.
Nowadays, CBCT is considered an authentic and more appropriate technique used by clinicians for
determining the association between the various structures supporting the periodontium.

Keywords: CBCT, Gingival thickness, Soft Tissue CBCT, Noninvasive technique, Cone-beam computed
tomography, Gingival Biotype.
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INTRODUCTION

The discrepancy in periodontal anatomy has an association between the alveolar bone and surrounding tooth
structures as well as a probable association to periodontal health and disease [1,2]. Ochsenbein and Ross [3]
constituted that there were two types of gingival contour which follow the underlying bony contour and are related
to the shape of teeth, one is associated with triangular and tapered teeth, with festooned margin is “thin scalloped
gingiva” and another related with squarish shape of teeth and flattened marginal gingiva is “thick flat gingiva”. In
1989 Seibert and Lindhe [4] coined the term “Periodontal Biotypes” and they also elucidate the discrepancy
concerning the shape and length of teeth along with morphology of gingival tissue and underlying bone. While
compiling the literature, morphology of gingiva could be classified into three significant groups: (a) triangular and
tapered teeth, the contact point is more towards incisal, slight cervical protuberance, scanty keratinized tissue, thin
gingiva followed by thin underlying bone all these belong to a thin scalloped type. (b) the squarish shape of teeth
marked cervical protuberance, the contact point is shifted apically, ample keratinized tissue, thick gingiva followed
by thick underlying bone belongs to thick flat. (c) teeth are slender, the gingiva is thick, highly scalloped gingiva,
scanty keratinized tissue belongs to thick scalloped [3-7]. Periodontal biotype appears to be an important feature
while contemplating the inference of the various dental procedures especially in the treatment of periodontal
disease. Inflamed periodontium severely affects the clinical conditions it leads to the increased depth of pocket in
case of thick flat gingival biotype and leads to recession in case of thin scalloped gingival biotype [8].

Visual Examination is one of the simple and oldest method for examining the gingival biotype. The effectiveness of
this method is evaluated by the clinician’s experience [9]. Thick gingival biotypes were easily recognized as
compared to thin ones. Another method used for measuring gingival thickness is the ultrasonic device propound by
Muller in 2007 [10]. Inference indicated that the Ultrasonic Device method is more authenticated but not reliable in
identifying small variations [11]. Another more effective method for evaluating the gingival thickness is
Transgingival Probing[8] in which an endodontic file or periodontal probe is used. This method is more precise and
was used to assess the outcome of guided tissue regeneration [12]. Gingival thickness was assessed by sounding the
facial facet of bone with the help of a periodontal probe [13]. If the probe is visible while bone sounding then the
biotype is thin if not then the gingival biotype is thick [14]. Three-dimensional radiographic techniques, such as cone-
beam computed tomography (CBCT) have been introduced for the image analyses of the maxillofacial region [15].
CBCT technology offers high-quality diagnostic images for the clinician and has become an essential tool in dentistry
[16]. Soft tissue CBCT is a pioneering technique that is derived from CBCT to envision and actual evaluation of the
distance between the hard and soft tissue. This is a non-invasive and simple method, with the help of this method
clinicians will be able to determine the association between the various structures supporting periodontium [17]. The
purpose of this review is to evaluate the competence of cone-beam computed tomography in the estimation of the
thickness of gingiva.

MATERIAL AND METHODS

Search strategy

PubMed database was searched for studies conducted in the period from 1st January 2005 to 30t June 2020 to find
potentially relevant articles for this review. The search was conducted by two methods; the first one includes only
Medical Subject Headings (MeSH) and the second one includes the keywords which have a similar meaning. In the
first method we searched for the “Cone Beam Computed Tomography” and “Gingival Thickness”. and in the second
method, we searched these keywords “cone beam computed tomography” or “CBCT” or “digital volume
tomography” and “Gingival thickness” or “Gingival biotype” and then results procured from the first and second
methods were combined and common ones were taken only once. (Table 1)

Eligibility criteria
The search for the articles was limited to the following inclusion criteria: 1) should be original articles, not a review
one. 2) only clinical studies which were conducted in the human population were included. 3) It should examine the

40147



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©1JONS
Vol.13 / Issue 71 / April / 2022 International Bimonthly (Print) ISSN: 0976 — 0997

Himanshu Deswal et al.,

accuracy of Cone Beam Computed Tomography in measuring the gingival thickness. 4) only articles written in the
English language were considered.

Screening and selection

Appropriate articles were screened firstly based on titles; irrelevant titles were excluded from the study, then
selected articles were screened based on abstract by keeping in view of inclusion criteria. Then full-text of selected
articles which were fulfilling the inclusion criteria were procured in this study. All the articles were screened
independently by two reviewers, in case of discrepancy third reviewer’s judgment was considered final. For
assessing the risk of bias both at the study level and at the outcome level, we used a checklist for assessing a
diagnostic or predictive test developed by Leake [18] after modification. This was performed by two reviewers
independently; finally, disagreements were resolved by discussion between the two reviewers; if no agreement could
be reached, it was planned that a third author would decide. The following were the questions included in the
checklist:

Was there a clear question for the study to address?

Were the exclusion and inclusion criteria mentioned?

Was the sample size sufficient?

Was the test clearly described?

Did the test report the technical parameters that may influence the results?

Was the test evaluated in a valid clinical setting?

ok wn kP

RESULTS

The results were summarized in a flow diagram (figure 1). A total of 343 articles were procured while searching the
PubMed database, out of which 50 articles were included at the title stage and 293 articles were excluded. After that,
at the abstract stage, only 19 articles were extracted that were relevant and related to our main aim and 31 articles
were excluded. Only 12 articles were fulfilling the inclusion criteria which were included for this review; they were
published between 1st January 2005 to 30t June 2020. Meanwhile, 7 articles were also excluded out of which 4 were
written in other languages and 3 of them were animal studies and some studies on cadavers. The data were extracted
from the 12 included studies were made (Table 2). Then, these studies were scored using the previously mentioned
checklist (Table 3). Finally, the results of the criticism revealed that no studies scored <50%, while when it comes to
the meta-analysis, all should be included in the results; however, in the end, we found that no meta-analysis for the
collected data could be made due to the lack of complete and detailed statistical presentation of the CBCT
measurements for gingival thickness.

On analyzing the data pooled from the studies included in this review, we have seen that Borges et al.[21]assessed
CBCT asa potent diagnostic method to envision and evaluate gingival thickness and distance between gingival
margins and vestibular and interproximal bone crests. Two studies have used CBCT in assessing palatal mucosa,
which was conducted by Ueno et al.[20]and Yilmaz et al.,[22]both analyzed the palatal mucosal thickness and used
CBCT for the identification of the greater palatine foramen location and palatine groove. A study conducted by
Mallikarjun et al.[24]in which they compared cone beam computed tomography and RVG for the gingival thickness
in the anterior maxilla. But no statistically significant differences were achieved while comparing the above. They
concluded that measurement of hard and soft tissue cone beam computed tomography and RVG methods can be
used. In another study conducted by Silva et al.[26] in which they assessed gingival tissue and bone on the labial
surface of the anterior maxilla and compared CBCT values with clinical probing. They find CBCT as a noninvasive
technique for the measurement of gingival thickness. Alves et al.[27] found Computed Tomography reliable and
clinically useful for assessing the biotype of gingiva via computed tomography scanning (CTS) along with the
transparency of periodontal probe, transgingival photography.
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DISCUSSION

While trying to find an answer to our question, we found that the CBCT is effective in measuring gingival thickness.
Howvever, in the included studies, we tried to highlight the proficiency of the noninvasive method CBCT to envision,
assess the dimensions, and evaluate the association of several structures of the periodontium and dentogingival
attachment apparatus while comparing it with other invasive and non-invasive methods like visual evaluation,
transgingival probing, ultrasonic device and radiovisiography (RVG). Visual inspection is one of the possible
methods of inspecting gingival thickness but this method is not reliable and also requires expertise and experience.
This method is also not reliable in the esthetic areas. One of the old and most reliable method of measuring gingival
thickness is transgingival probing, no specific equipment is required. This method is invasive as it requires local
anesthesia and is quite uncomfortable for the patient.[30-32] This method has certain limitations as it can be done
while using a rubber stopper on the endodontic file or probe for bone sounding and which might slip while
performing this, which misleads the measurement.

The ultrasonic device has been suggested as a more effective method than transgingival probing. Eger et. al.[11]
concluded that an ultrasonic device is more reliable and valid in measuring the gingival thickness with a resolution
of 0.1mm. There is an issue about transducer probe diameter due to which it is quite difficult to use it in the posterior
region. Besides CBCT is widely used in assessing hard tissue, due to its high diagnostic accuracy used in assessing
soft tissue. Januario et al.[17] demonstrate that gingival thickness was measured by using the ST-CBCT technique in
which CBCT scans were taken by retracting lip and tongue. In another study conducted by Yilmaz et al.,[22] the
palatal thickness was measured and high contrast and resolution medical LCD displays were used to detect the soft
tissue structures to make a proper measurement while using CBCT. It is important to mention that this is a
quantitative assessment method and not a qualitative assessment because differentiation of particular macro and
microscopic characteristics of the tissues cannot envision such as inflamed gingiva would have a similar appearance
on the Soft Tissue CBCT scans as healthy gingiva. In a similar manner, it is not possible to differentiate between
gingival connective tissue and gingival epithelium which shows a similar appearance on the Soft Tissue CBCT scans
[17].

CONCLUSION

It can be conducted that CBCT is a noninvasive method that has the most promising results regarding the
measurement of gingival thickness. CBCT is considered a reliable and more convenient technique for clinical
diagnosis of gingival phenotype which enables the clinician to avoid complications in Periodontology, Implant
Dentistry in the esthetic zone, Prosthetic Dentistry, Operative Dentistry, and Orthodontics.
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Table 1: The search strategy developed using the PubMed database

association of the structures of
dentogingival unit and also measures
dimensions.

Search Method Terms/Query Item found
1 Cone beam computed tomography (MeSH¥*) 14076
2 Gingival thickness (MeSH*) 1148
3 Cone beam computed tomography and Gingival thickness 85
4 Cone beam computed tomography or CBCT or digital volume 16599
tomography
5 Gingival thickness or Gingival biotype 1255
6 Cone Beam Computed Tomography or CBCT or digital volume | 343
tomography and Gingival thickness or Gingival biotype
*MeSH — Medical Subject Headings
Table 2: Summary of the findings of the articles included in the study
Author Title Findings
Januario et al. To establish ST-CBCT* to enhance the | ST-CBCT scans showed a clear presentation of the
(2008)[17] image of soft tissue and find the | soft tissue, easy to measure the dimensions, and

relationship of the structures of the periodontium
and dentogingival attachment apparatus.

Cooket al. (2011)
[19]

To examine the differences in the
thickness of the labial plate in patients
with thin and thick biotypes.

Periodontal biotype is significantly associated with
labial plate thickness, keratinized tissue width,
alveolar crest position, probe visibility, and gingival
architecture but no association with facial recession.

Ueno et al.
(2014) [20]

To evaluate the thickness of palatal
mucosa from the margin of the gingiva to
the mid-palatine suture in the Japanese
population while using CBCT**,

Palatal mucosa was thickest at 9 to 12 mm from the
gingival margin in canine to premolar regions.
CBCT** has been used to identify greater palatine
foramen and palatine groove which can help in
diagnosing the palate to diminish surgical
complications.

Borgeset al.
(2015) [21]

To evaluate CBCT** as a diagnostic
method to determine the thickness of
gingiva and distance between gingival
margin and vestibular and interproximal
bone crests.

CBCT** is a potent diagnostic technique to envision
and evaluate gingival thickness and distance
between gingival margin and vestibular and
interproximal bone crests.

Yilmazet al.
(2015) [22]

To assess the thickness of palatal mucosa
and location of greater palatine foramen
using Cone-beam computerized
tomography.

Palatal mucosal thickness from 2@ molar to canine
were 3.7, 3.3, 3.7, 3, and 3 mm, respectively. There
was no association between the palatal junction
angle and the palatal depth. Greater palatine
foramen was observed at the level of a third molar
tooth, between third and second molar, second
molar.
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Maria et al.
(2016) [23]

To explore the association between
periodontal morphometric parameters
and to develop the gingival biotype
based on the variables by using CBCT**.

The thickness of gingiva at CEJ was positively
associated with the thickness of labial bone plate
and crown form. The crown form was not
associated with the thickness of labial bone plate.

Mallikarjunet al.
(2016) [24]

To evaluate the gingival thickness of the
maxillary anterior and its association
with underlying alveolar bone thickness
by comparing radiovisiography and
CBCT*.

While comparing radiovisiography (RVG) and
CBCT* no statistically significant differences were
procured. They also failed to disclose any
significant association between the gingival width
and the alveolar bone width in the maxillary
anterior region.

Esfahanizadeh et
al. (2016) [25]

To determine the thickness of soft tissue
and buccal bone and their association in
the maxillary anterior region using
CBCT**,

The mean buccal bone and soft tissue thickness in
the anterior maxilla was <Imm and there was a
mild linear correlation between them.

Silva et al. (2017)
[26]

To assess the influence of lip retraction
on CBCT** measurements of bone and
gingival tissues on the labial surface of
the anterior maxilla.

Gingival tissue thickness obtained from CBCT**
scans with lip retraction showed significant
correlations with those obtained clinically.

Alveset al. (2018
) [27]

To evaluate the validity of gingival
biotype using CTS***,

The comparison between CTS** and the
transgingival method shows high specificity and
low sensitivity for defining thin biotypes.

al. (2018)[29]

using cone-beam computed tomography
and to co-relate with the ultrasonic
device and transgingival probing
measurements.

Shao et al. To examine the distribution of | Thick-flap type with low aesthetic risk is the most
(2018) [28] periodontal biotype in the young Chinese | common periodontal biotype in the young Chinese
population and also measure the gingiva | population.
thickness by different methods.
Gurleket To assess the thickness of Soft tissue by | The thickness of soft tissue depends on the

measuring method and location. The high
agreement between CBCT and transgingival
probing has promising results for measurements of
soft tissue thickness.

*ST-CBCT- Soft Tissue Cone-Beam Computed Tomography
*CBCT - Cone beam computed tomography
***CTS-Computed tomography scanning

Table 3: Checklist scoring

Name of authors and year Checklist scoring
Januério et. al. 2008 5/6
Cook et. al. 2011 4/6
Ueno et. al. 2014 5/6
Borgeset. al. 2015 5/6
Yilmazet. al. 2015 4/6
Maria et. al. 2016 5/6
Mallikarjunet. al. 2016 3/6
Esfahanizadeh et. al. 2016 5/6
Silva et. al. 2017 5/6
Alveset. al. 2018 5/6
Shao et. al. 2018 3/6
Gurlek et. al. 2018 4/6
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Figure 1 Flow diagram summarizing results
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ABSTRACT

In recent years, fish waste management has become a global issue. Disposal of seafood waste pollutes the
environment. Waste from seafood includes small fish, head, viscera, fins skins which are not suitable for
human consumption. The seafood waste can be formulated to produce feed for animal and fish as a
supplement. These wastes are a rich source of protein, minerals and vitamins which can overcome
nutrient deficit in the animals when added to their diet. Fish silage, fish meal and fish oil are by-products
prepared from fish waste. Fish oil in particular provides the triglycerides of fatty acids and
phospholipids in animal feed, whereas protein hydrolysates supply a significant amount of nitrogen.
These are also utilised in the production of pet food and fertilisers. Fermentation, biotechnology, and bio
preservation processes are used to prepare these by-products for feeding.

Keywords: Fish processing waste, Fish meal, Fish silage.

INTRODUCTION

The development of new creative products from fish processing waste benefits the environment by reducing the
problem of waste disposal, it also increases revenues of the processor. The biggest advantage is nutritional, as fish
waste accounts for half of the industry’s raw material volume and is a low-cost source of nutrients (Oetterer,
2002).Transporting fish waste to by-products processing factories is not always a sustainable operation(Nunes, 1999).
When it comes to energy conservation, companies must develop techniques for utilising wasteas it causes major
problem of environment pollution. The ideal solution is maximum utilization of the raw materials and production of
a by-product from waste (Maia et al., 1998). The waste-to-energy conversion technologies have not been adopted
commercially due to its higher initial cost.
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The unpleasant odour makes it impossible for sanitary landings and effluent treatment ponds as an alternative in
areas of interior and coastal waterways, as these water are mostly used for recreational purpose. Despite all the
efforts and campaign been made on the nutritional properties and consumption of fish, there will always be some
portion which are regarded as insufficient due to personal choices, sizes, appearance and exceed the processing
capacity (Lustosa Neto, 1994). The transformation of fish waste into a product that may be used as an element in
animal diets is one technique to reduce the environmental difficulties caused by the excessive amount of fish waste
(Ristic et al., 2002). The goal of this review was to discuss about how to use fish waste, how to make chemical silage,
and how to use it as an aquaculture feed ingredient.

Uses of marine processing waste

The manufacturing of animal feed from waste seafood products is important for minimising pollution and offering
low-cost animal production (Westendorf et al., 1998; Westendorf, 2000).The processing wastes are easily available as
they are not fit for human consumption and due to the problem of disposal. When converted these waste becomes a
rich source of protein of low cost feed ingredients for aquaculture, poultry and cattle (Esteban et al., 2006). Lipids,
minerals, proteins, and fats are found in the waste of mackerel, croaker, flying fish, and sardine (Rustad, 2003; Khan
et al., 2003).

Fish meal

Fish meal is made by drying whole fish or undesirable fish parts and grinding them into a powder. Menhaden,
capelin, and anchovy are the most commonly utilised fish for fish meal (Hevroy et al., 2004). This fish meal is
combined with other ingredients to make fish and shrimp feed.In fish meal, the main nutrient is protein constitute
about 70%, 10% of minerals, fats constitute 9%, water content is 8% and the remaining consists of vitamin, ashes,
pantothenic acid and a variety of other minerals. It can be divided into several quality levels based on freshness,
solubility, amino acid types, and processing method (Barlow and Windsor, 1984; Babbitt, 1990; Gildberg, 2002).
Advancements in fish meal production processes have resulted in the development of new processing equipment
which requires lesser time as compared to the conventional methods. Fish meal is the main component incorporated
in aquaculture feeds, cattle, pig, ruminants, pets and poultry.Kriton et al., 2018 investigated whether total or high
substitution of sustainable plant raw materials (plant meal and oils) in long-term feeding for rainbow trout, gilthead
sea bream, and common carp can cause deterioration during ice storage.

Fish oil

Fish oil, which can be derived from discarded fish and unwanted fish products, is also a major component of fish
and crustacean feed. The amount is usually determined by the fat content of the specific fish species. Fish normally
has a fat content of 2-30%. Nearly half of the body weight produced as waste during the processing of fish will be a
significant source of highquality fish oil for human consumption or biodiesel generation. Fish oil contains the main
fatty acids docosahexaenoic acid (DHA) and eicosapentaenoic acid (EPA). They are polyunsaturated fatty acids
known as omega-3 fatty acids. They’re mainly found in marine species that have a lot of polyunsaturated fatty acids
(Zuta et al. 2003).

Fish bones

The backbone and cartilage of fish contain a lot of calcium phosphate, minerals, and about 30% protein. To obtain
protein hydrolysates, scientists used a variety of enzymes, including proteases, chymotrypsin, and neutrases, on the
backbone of a tuna fish (Je et al., 2007). These bone Protein hydrolysates are effective antioxidant agents and can be
used to make feed (Morimura et al., 2002). Many natural antioxidants and germicides are now employed to improve
food quality, and many are derived from food waste (Ucak et al., 2018). Seaweeds contain a variety of polyphenals,
flavanols, and flavanol glycosides. When these substances are included in diet, they can have a positive impact on
human health (Topuz et al., 2016). Unwanted fish products are sorted into dry, liquid, fresh, and frozen forms, which
are then used to benefit agriculture. After composting these small fish with huge amounts of carbon sources such as
sea shells and fish bones, these products are used as a fertiliser in agriculture. These undesired substances are also
utilised in fish and crustacean feed and as a fish trap.
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Fish silage

Fish silage is a liquid product made from the whole or sections of a fish, with acids, enzymes, or lactic acid
producing bacteria added, and the bulk liquefied by the action of the fish’s enzymes (FAO, 2003). A. | Virtanen
invented acid silage in 1920 to preserve forages by utilising hydrochloric and sulphuric acid. In 1936, hydrochloric,
sulfuric, and formic acids, as well as sugars, were used in fish experiments in Sweden (Tatterson and Windsor, 1974).
Organic acids, like formic acid, are more expansive than mineral acids in general. Organic acids, like formic acid, are
more expansive than mineral acids in general. They do, however, produce fewer acid silage that do not require
neutralisation prior to use. It is necessary to consider bactericide action. It has been suggested that a mixture of
formic and propionic acids be used. Preservation reagents for chemical silage are inorganic acid, organic acids, or a
mixture of both organic and inorganic acids, which are slightly more acidic than formic acid but do not require
neutralisation before use. Because of their inexpensive cost, inorganic acids such as hydrochloric acid and sulphuric
acid are recommended (Oetterer, 2002).

Use of fish silage

Fish meal can be replaced with fish silage. In comparison to fish meal, silage production has the following
advantages: the technology is simple, scale-independent, can be used on-site, low investment, the process reduce
effluents. The products needs to be dried as consumption in pastry form is voluminous (Kompiang, 1981; Beerli et
al., 2004). A lot of attention has been paid to the use of fish silage in fish feeding. Because of its similarity to the raw
material and low cost, silage has a lot of potential in aquaculture (Goddard and Perret, 2005; Hussain and Offer,
1987; Fagbenro et al., 1994; Vidotti et al., 2003). Microbial fish silage when added with soumeal, bone meat powder
and poultry by-products into diet of Oreochromis niloticusandClariusgariepinus, there is no significant difference in
growth performance, carcass composition and protein consumption with diets prepared using fish meal as a source
of protein (Fagbenro and Jauncey 1988; Fagbenro et al. (1994).

Uses of by-products of shellfish

Shrimp waste meal, which includes the includes the heads, appendages, and exoskeleton, is high in lysine. Shrimp
meal can be in place of fish meal in the composition of broiler feed. The presence of lysine and methionine in shrimp
waste makes it protein higher quality as compared to fish meal (Fanimo et al., 2000). Squid contain high quality
protein (Gokoglu et al., 2017). Qyster shells are a great source of protein for animal feeds (Sathiadhas and Aswathy,
2004). Red crab are not consumed by human beings due to their smaller sizes but are a great additives to animal feed
for their highnutritional content. It provides a significant amount of protein and minerals (Villarreal et al., 2004), who
found favourable results for the American lobster when utilising feed supplemented with red crab meal. Red crab is
also high in -carotene and two astaxanthin esters (Wilkie, 1972).

Chitin

Exoskeletons of crustaceans include 15-20 percent chitin by dry weight, making it a structural component. The
synthesis of chitin and chitosan from food waste (crustacean canning) has proven to be both environmentally and
economically viable, particularly when carotenoids are recovered. The wastes contain significant levels of chitin,
which is marked as a fish food additive (Arvanitoyannis, 1999; Kumar, 2000). Coward-kelly et al. (2006) treated
shrimp head waste (Penaeus indicus) with lime at different temperatures (75, 100 and 125°C) and lime/shrimp ratios
(0,0.05,0.1, 0.2 g Ca(OH)2 per gram dry shrimp to determine the repeatability, effect of temperature, and effect of
lime loading on solubilizing protein in shrimp head waste. Shrimp heads were hydrolyzed in less than 15 minutes
and not need any special treatment (low temperature, low lime loading and short times). 20 % ash, 10.3% total
Kjeldhal nitrogen (64% crude protein and chitin), 18 % lipids and other compounds, and little amino acid
degradation were found in shrimp head waste. The protein rich material can be utilised as a monogastric animal feed
supplement, with the residual solid — which is high in calcium carbonate and chitin- being used to manufacture
chitin and chitosan. The latter can be used as a dietic product or as edible films for food preservation in a variety of
ways, either alone or in combination (Arvanitoyannis et al., 1997, 1998).
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Environmental and economic impact

Fish waste management has become a concern that has a negative impact on the environment (Arvanitoyannis and
Kassaveti, 2008). As a result, Fish waste management has become a concern that has a negative impact on the
environment (Arvanitoyannis and Kassaveti, 2008). As a result, those methods are utilised for waste management
that are both inexpensive and environmentally friendly. Fish meal, fish oil, fish silage and organic fertilisers are
examples of these strategies.

CONCLUSIONS

The aim of this review is to describe how fish processing waste can be used in animal feed and aquaculture feeding.
Various biotechnology and biopreservation approaches can be utilised to extend the life of seafood wastes. The
intake of wastes in this manner compensates for the protein and other nutrients deficient in the animal feed
industry's processing. The conversion of waste material and subsequent reutilization can provide economic benefits
to the sector while also addressing a major issue with waste discharge, which is a polluting material. The usage of
waste in the fish industry, as well as the cost of rations, will be major economic factors (Borghesi, 2004; Ferraz de
Arruda et al., 2006).
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ABSTRACT

In this paper, the new idea of finding the causes of accidental zone in traffic flow using vertex colouring
of Pythagorean fuzzy graph and examined the chromatic number of a graph with an illustrative example.

Keywords: Pythagorean fuzzy graph, Vertex coloring, Traffic flow, Accidental zone, Chromatic number.

INTRODUCTION

Yager (2013) introduced a Pythagorean fuzzy set (PFS), whose origin from great philosophers, mathematicians
named Pythagoras. Yager suggests that PFS is useful for decision making purpose. Garg (2018) explored an idea of
Pythagorean fuzzy sets in decision-making. Later he proposed concept of Pythagorean fuzzy set (PFS) has been
extended to interval-valued Pythagorean fuzzy set and hesitant Pythagorean fuzzy set. Graph theory plays a vital
role in the area of mathematics and has numerous applications in day-to-day life such as in area of modern science
and technology, transportation system, data mining, image capturing, social network. The graph theory was first
introduced by Swiss mathematician Leonhard Euler (1735) by solving a Konigsberg bridge problem. Zadeh (1965)
introduced fuzzy set which has been implementing in various fields like group decision, engineering etc. Fuzzy
graph was found by Rosenfeld (1975), he described that fuzzy analogues of different basic graph-theoretic ideas like
bridges, paths, cycles, trees, connectedness and some properties.

Krassimir T. Atanassov (1998) was established the intuitionistic fuzzy set (IFS) which is generalization of the fuzzy
set. Later he extended various concepts and properties of intuitionistic fuzzy set (IFS). Krassimir T. Atanassov
(1999), were introduced the concept intuitionistic fuzzy graph. Parvathi.R and Karunambigai.M.G (2006) gives a new
definition to the intuitionistic fuzzy graph and describe its properties. Muhammad Akram et al. (2019) extended the
definition of Pythagorean fuzzy sets (PFS) to Pythagorean fuzzy graphs (PFG) and its properties, and studied the
regularity of Pythagorean fuzzy graph (PFG) product. The Pythagorean fuzzy graph is an extension of intuitionistic
fuzzy graph and it provides an accurate value for the problem which is vague. Francis Guthrie’s (1852) four color
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conjecture introduced a graph colouring in graph theory. Graph coloring has wide application in the area of
telecommunication, networking, scheduling, timeline, etc.

Susana Munoz et al. (2004) proposed two approaches to graph coloring in fuzzy graph. The first approach is to
generalize the concept of chromatic number of graph. The second approach is based on an extension of coloring
function by defining distance between colors of timetabling problem is analysed using exact algorithm for obtain
chromatic number. Myna.R (2015) represents the traffic network of city using application of fuzzy graph in traffic.
Muhammad Akram et.al. (2019) extended the concept of Pythagorean fuzzy graph from Pythagorean fuzzy set,
Pythagorean fuzzy graph help us to find the solution for vague concept. Yamuna et al. (2020) developed the concept
of Pythagorean Fuzzy Graph Vertex Coloring with an illustrative example, Pythagorean fuzzy graph act as a tool in
the area of decision making. In this paper, we discussed about one of the applications of graph theory in real life
(i.e., Traffic flow in a city) by using Pythagorean fuzzy graph and we have discussed various accidental zones in a
city with an illustrative example.

Preliminaries
Definition 2.1. A Fuzzy graph G = (G, u) is a pair of functions 6. V — [0,1] andp:VxV —> [0,1], where
forall U,v eV ,wehave p(u, V)S ) (u)/\ ) (V)

Definition 2.2. An Intuitionistic fuzzy graph (IFG) is of form G = (V, E) where
1. V :{vl,vz...vn}such that p,:v— [0,1] and y,:v— [0,1] denotes the degree of membership and

non-membership of the element V; € V' respectively and 0 < p,(v,)+y,(Vv;)<1 for every Vv, €V, (i=
1,2,.n)
2. EcVxV Where p,:VxV —[0,1] and y,:VxV — [0,1]such that
lflz(Vi’Vj)S min [“1(Vi )’ Ml(vj)]
i) (vaj) < max [Yl(vi )1 Yl(vj)]
And 0 < uz(vi,vj)+ yz(vi,vj)sl for every (vi,vj)e E.

Definition 2.3. A Pythagorean fuzzy graph (PFG) on a non-empty set S is a pairG =(M,N) with M a
Pythagorean fuzzy set on S and N a Pythagorean fuzzy graph on S such that

7y (Xy) <7y (X) ATM(Y), @, (XY) = 0, () v @, (Y) and 0 <7y (xy) +@?n (Xy) <1 and for all
Xy € SxS, where the membership function of N is7o :SxS —>[01], ¢, :SxS —>[01] is the non-

membership function of N.

Definition 2.4. A k-vertex coloring of a graph G is an assignment of k colors, 1,2,...k, to the vertices of G. The
coloring is proper if no two distinct adjacent vertices have the same color. The chromatic number ¥ (G) of a graph G
is the minimum k for which, G is k-colorable.

Definition 2.5. The Pythagorean fuzzy graph G(G, }/) consisting of a family ={l//l,l//2 ,...,l//k}of Pythagorean
fuzzy set on a set P is called a K-vertex coloring if

() maxy,(X)=o0,Vxeo

(i) min(y;,y;)=0

(i) mindy; (a; (X)), (i ()] = 0 and maxdqy; (5 (X)), (B (¥))] =1, (1 <i <K), ¥ strong edge of G.
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The minimum colors for G with k-vertex color is called the coloring number of the Pythagorean fuzzy graph G, or
the Pythagorean fuzzy coloring number and it is denoted by ¥ (G) .

Expressing the traffic flow problem using pythagorean fuzzy graph:

Graph theory has a wide application in various disciplines. A graph is a pictorial way of representing two or more
objects. The graph is drawn using vertices and edges; graph theory is widely implemented in the area of traffic
signals. Traffic management plays an important role to avoid accident; consequently we have to regulate a traffic
flow. In this paper we express traffic flow using Pythagorean fuzzy graph. In fig.1, the traffic flow is defined by
vertices and edges; the arrow represents the direction of vehicles. The number of vehicles passing in all paths is not
similar. Since every left turn does not interfere with the traffic flow (i.e.) the vehicles can pass without any
disturbance. Remaining direction in figure 1lis marked from A to H indicate the traffic flow that met with an accident.
The traffic flows are represented using Pythagorean fuzzy graph. In which the membership is denoted by the
number of vehicles moving in the path. When number of vehicles passing in any path is high then membership value
is consider to be a higher, when number of vehicles passing in any path is less then membership value is consider to
be a lower, and non-membership is denoted by the waiting time of vehicles in the path.

Accident region depends upon the number of vehicles passing in each lane. So we have to consider a traffic pattern
in which vehicles can pass through intersecting line without obstructing the other vehicles. In this problem, we
denote each traffic flow using vertices of Pythagorean fuzzy graph. The traffic signal plays an important role to avoid
vehicle collision. In given problem vehicle collision depends on vertices that are adjacent. For example, let us
consider the direction of traffic flow from fig.1; in which A and H are coincide, so there is a chance of collision
between vehicles. The adjacent vertices for A are C, F, G and H. Similarly the adjacent vertices for H are A, B, C, E
and F It gives an idea that possibility of accident depend upon the adjacent vertices and its membership value. The
number of vehicle is high there is a risk of traffic jam and accident. The vehicle passing is between the ranges 5,000 to
10,000 per hour; then its membership value is represented as higher, when vehicle passing is between the ranges 0 to
5,000 per hour. If the speed of vehicles is high there is a chance for accident. So speed limit for vehicles must be
controlled in all paths in order to avoid collision of vehicles. The non-membership are represented using the waiting
time of a vehicle in path, if waiting time in any path is high there will be risk for high traffic jam.

Traffic Signal Control
Consider the above road map with intersecting road; where signals are essential to take diversion in road to avoid
vehicle collision. In fig.3, A to H represents the road. There is a free left in which vehicles can pass smoothly, thus

every left turn does not require a signalie. H - F,E —C,D — B, A— G where — represent the direction

of vehicles in path. The table below indicate how signals are used in order to avoid traffic jam and accident. Thus
signals play a great role in area of traffic control.

Numerical example

Consider a Pythagorean fuzzy graph Fig.l with vertex set o ={AB,C,D,EF,G, H} and edge set ﬂ =
{BC,BD,BE,BH,CA,CH,CE,DG,DF,DE EG,EH,FAFG,FH,GA HA}

Let a family of spherical fuzzy setbe I = {Cl,C2 ) C3,C4} defined on X as:

(0.205) ifi=A

(0.6,0.8) if i=E

0,0 otherwise

(0.30.7) ifi=B

(0.7,03) ifi=F

0,1 otherwise

Cl (VI )

¢, (%)
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(0.10.4) ifi=C
c,(v,) ={(0602) ifi=G
0 otherwise
(0.50.3) ifi=D
c,(v,) =1(0.304) ifi=H
0,1 otherwise

Hence the family = {Cl,C2 ,Cs, C4} satisfies the condition of Pythagorean fuzzy vertex coloring of the graph G.

Therefore, the chromatic number is )((G)=4. Thus, minimal number of way of coloring the graph is four. Thus
graph G is called properly colored graph.

CONCLUSION

A Pythagorean fuzzy graph helps to find out the vagueness of problem in an accurate way. In this article, the traffic
flows are represented by vertices and edges of Pythagorean fuzzy graph. Membership value represents the
accidental zone in a city and non-membership value helps to analyse waiting time of the vehicles in all path. This
paper provides an attempt to explain traffic flow using Pythagorean fuzzy graph, efficient way for planning of traffic
signal and also helps to analyse about the minimal ways required for coloring the graph with an illustrative example.
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Table 1: Signal Control for Road H

GREEN SIGNAL -1

RED SIGNAL -1

Road - H
Vehicles allowed

H—->CadH—>B

Vehicles not allowed

E—-BE—>G
D>F,D—>G
A—->F,A->C

Table 2: Signal Control for Road E

GREEN SIGNAL -2

RED SIGNAL -2

Road - E
Vehicles allowed

E—->Band E—>G

Vehicles not allowed

D>F,D—>G
A—->F,A->C
H->CH->F

Table 3: Signal Control for Road D

GREEN SIGNAL -3

RED SIGNAL -3

Road -D
Vehicles allowed

D—>Gand D> E

Vehicles not allowed

A—->F,A->C
E—-BE—>G
H—-CH->B

Table 4: Signal Control for Road A

GREEN SIGNAL -4

RED SIGNAL -4

Road - A
Vehicles allowed

A—>F and A>C

Vehicles not allowed

Do>F,D—>G
E->AE—>G
H—-CH->B
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Table 5: Value of Vertex in Pythagorean Fuzzy Graph
Vertex A B C D E F G H
Value (0.2,0.5) 0.3,0.7) 0.1,0.4) (0.5,0.3) (0.6,0.8) (0.7,0.3) (0.6,0.2) (0.3,0.4)
Table 6: VValue of Edge in Pythagorean Fuzzy Graph
Edge BC BD BE BH CA
Value (0.1,0.7) 0.3,0.7) (0.3,0.8) (0.3,0.7) (0.1,0.5)
CH CE DG DF DE EG
(0.3,0.4) (0.1,0.8) (0.5,0.3) (0.5,0.3) (05,0.8) (0.6,0.8)
EH FA FG FH GA HA
(0.6,0.8) (0.2,0.5) (0.6,0.3) (0.3,0.4) (0.2,0.5) (0.2,0.5)
Table 7: Adjacent Vertices of Pythagorean Fuzzy Graph
Vertex Adjacent vertices
A CFGH
B C,D,EH
C ABEH
D B,EF,G
E B,C,D,G,H
F AD,G,H
G AD,EF
H AB,CEF

Fig 2. Pythagorean Fuzzy Graph

D

G

Fig 3. Road Map for Signal Control

Graph

Fig 4. Vertex Coloring of Pythagorean Fuzzy
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ABSTRACT

The kidney is an important major target organfor evaluation of drug-induced toxicity. Use of many therapeutic
drugs is a common source of acute kidney injury. The use of such drugs may produce nephrotoxicity is a major
problem of kidney dysfunction which may affects potential kidney functions and can affect the investigation of
new herbal drugs and pharmaceutical products. To control drug induced toxicity to the kidney the new
methods are needed for evaluation of herbal crude drugs &chemically synthesized drug. In this review article
we have described overview of methods which are being used to induce nephrotoxi city (in-vivo as well as in-
vitro methods)for evaluation of curative or protective effect of drugs. The objective of this review paper is to
provide the collective list of most relevant models for in-vivo & in-vitro neuroprotective evaluation. Here we
provided collective information of different in-vivo and in-vitro models which are being utilized over the last
decades to evaluate drug induced renal injury which will serve as a useful resource to understand the
mechanism of in vivo & in vitro models for nephrotoxicity. The brief information of all these methods we have
explained which would be helpful for more sophisticated, precise, effective response of drug to minimize the
use of animals and could be more relevant model for researcher for nephroprotective evaluation of drugs.

Key words: Drug induced toxicity, nephroprotective, in-vivo models, in vitro models
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INTRODUCTION

The kidney is an essential and prime organ in human body, which receives an abundant blood flow of 20-25% of
cardiac output and removes xenobiotic and metabolic products from the blood into the urine (Sales & Foresto, 2020).
There are threeprocesses are involved during the formation of urine in kidneys, including glomerular filtration,
tubular reabsorption and tubular secretion (Pharmacology behind Common Drug Nephrotoxicities, n.d.). The glomerular
filtration is essential process for the kidneys to rapidly remove waste products and toxins from the blood. The renal
tubules are responsible for reabsorption and secretion of substances (H. Wu & Huang, 2018). The different
compartment of kidneys are normally exposed to high concentrations of metabolites as well as drugs, therefore,
causes susceptibility to drug toxicity (H. Wu & Huang, 2018). Drug-induced nephrotoxicity is one of the major
pathogenic factors of acute kidney injury (AKI), chronic kidney disease (CKD), acute renal failure (ARF) and end-
stage renal disease (ESRD).(Coca et al., 2012)It was predicated that drug-induced renal failure is accounted for 25% of
all cases of acute renal failure (Lopez-Novoa et al., 2011), the incidence in older patients is even as high as 60%.(H.
Wu & Huang, 2018).

The diagnosis of drug-induced nephrotoxicity at an early stage is difficult to determine, because slight renal damage
and mild urinary sediment abnormalities that associated with some prescribed medications are frequently
unrecognized. In consequence, detection of nephrotoxicity is often delayed until an overt change in renal function
with an increasing level in serum creatinine and an early therapeutic opportunity is generally lost. Drug-induced
renal injury may be resulted from cumulative dose-dependent toxicity or idiosyncratic dose-independent toxicity at
any time during therapy. (Basile et al., 2012)In the past decade, extensive efforts have been made to identify serum
and urine biomarkers for diagnosing renal cellular injury, such potential biomarkers including kidney injury
molecule-1 (KIM-1), neutrophil gelatinase-associated lipocalin (NGAL), clusterin and urinary proteins with
enzymatic activity like N-acetyl--glucosaminidase (NAG). Some cases of renal injury can be predicted and
monitored. For example, cumulative dose-dependent renal toxicity can be anticipated and prevented, but
idiosyncratic renal toxicity is difficult. (Bonventre, 2009), (Mishra et al., 2003)Therefore, understanding the
mechanisms and biomarkers of drug-induced nephrotoxicity and exploring the strategies to prevent drug-induced
nephrotoxicity could predict and detect kidney injury at an earlier stage, as well as decrease the risk of renal failure.
In this review, simplified brief information on drug-induced kidney injury mechanisms with available and recently
used in-vivo & vitro-models to predict effective relevant models for nephroprotective activity is discussed, with
aspecial focus on novel developments in the field of investigation of nephroprotoxic drugs.

Drug-induced kidney injury:

Nephrotoxicity induced by drug is a type of injury which may cause directly or indirectly by the use of medications.
The toxicity of kidney varies from an acute or chronic lowered glomerular filtration rate (GFR) to nephritic syndrome
and renal tubular damage.(Sales & Foresto, 2020). Nephrotoxicity by toxins may produce acute or chronic kidney
failure or physiological injurymainly due to of peculiar injury to tubular epithelial cells. The common pathways of
cytotoxic injury are associated with final ischemic-reperfusion injury which lead to cellular adaptation, low toxic or
toxic injury, and activation of regeneration and repair pathways. (Walker & Endre, 2013)

Mechanism of nephrotoxicity

A mechanism of nephrotoxicity drug-induced nephrotoxicity is classified as either dose dependent or dose
independent. (Downes et al., 2020), (Downes et al., 2020) Prediction of dose-dependent toxicities and it may be
correlated to the main pharmacological effect of the drug (type A reactions). Dose-dependent toxicities can be
warding off by reducing dose, however sometimes itis necessary fortermination of therapy. Dose-independent
toxicities, known as type B reactions, are genetically determined, may occur at any time during therapy and are
highly varying from patient to patient.(Downes et al., 2020), (Fuchs & Hewitt, 2011)
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Models for nephrotoxicity screening

Antimicrobial drug induced nephrotoxicity

Antimicrobial agents are one of the most commonly prescribed drug classes in children. In a clinical study was done
in 2012, and suggested that the use of antimicrobial agents can develop nephrotoxicity in 37% of hospitalized
children across in different hospitals were receiving antimicrobials including 61% of pediatric ICU,
patients.(Versporten et al., 2016)Study has investigated and reported that lifesaving and often critical, many
antibiotics are unfortunately produced nephrotoxic effects. In other study scientist observed and explained that,
many class of antimicrobials have potential to cause nephrotoxicity, (Choudhury & Ahmed, 2006) and the frequency
of toxicity may vary which depends on the properties of the individual drug, as well as the physiological status and
underlying condition of the patient receiving the drug. (Hofmann et al., n.d.)There are variety of primary
nephrotoxicity like tubuloepithelial injury acute tubular necrosis (ATN), also tubulointerstitial disease acute
interstitial nephritis (AIN) and obstructive crystal nephropathy was developed by antimicrobial drugs. (Downes et
al., 2020)

Antibacterial Models

Aminoglycosides model

It has been reported in the research study that, one the most useful class of antimicrobial agent i.e. aminoglycosides
are nephrotoxic may develop a dose-dependent decrease inof kidney function of patients.18(Moore et al., n.d.)Mostly
common cause of aminoglycoside-induced renal toxicity is due to toxicity to proximal convoluted tubule. Then
aminoglycoside entersthe cytosol and accumulates in organelles such as themitochondria, Golgi complex, and the
nucleus.(Nagai & Takano, 2004)In few cases of distal tubule damagewith hypomagnesaemia and decreased
concentrating abilityhas been reported.(Patei & Savage, 1979)In this aminoglycoside category, gentamicin is
antimicrobial agent is the most nephrotoxic drug which commonly used, followed by tobramycin and amikacin.
Among the aminoglycosides neomycin is high nephrotoxic, neurotoxic and ototoxic potentialas it has highest affinity
to proximal convoluted tubule(PCT) and therefore is rarely used clinically.

In-vivo Model and Experimental Protocols

Gentamicin model

The nephrotoxicity can be induced using 80 mg/kg volume (5 mL/kg) gentamicin administered in animals by
intraperitoneal injection and toxicity developed in rats by administration of drug once a daily.(Jado et al., 2020)
Mechanism behind the gentamicin-induced toxicity to kidney in rats may be associated as hyper cellularity occurs in
mesangial cells and association of parietal and visceral layers of Bowman’s capsule (proliferative glomerulonephritis;
arrow), with degeneration of renal tubular epithelium. (Abdelrahman, 2018). The use of aminoglycosides
antimicrobials models for nephroprotective activity is most popular method the gentamicin-induced of herbal drugs;
however newer method could be adopted for induction of nephrotoxicity. The nephrotoxicity induced by gentamicin
in rats had been reported that, oxidative damage with significantly decreasing creatinine, SOD, LDH, BUN, protein
in urine & urine volume. (Patei & Savage, 1979)In addition to this researcher investigated and observed that,
gentamicin induced nephrotoxicity may alter histopathological parameters with elevation of in the biomarkers like
serum level of Creatinine, Blood Urea Nitrogen (BUN), renal neutrophil gelatinase-associated lipocalin (NGAL), and
Kidney injury molecule-1(KIM-1). In other study biomarkers of nephrotoxicity which increases due to gentamicin
induced nephrotoxicity like malondialdehyde (MDA), protein carbonyl (PC), and nitric oxide (NO)= level; as well as
decreased cellular antioxidant activity of glutathione (GSH) content and superoxide dismutase (SOD) and catalase
(CAT) activity in the kidney tissues. (Amin, 2021)

Amikacin model

The other antimicrobials like amikacin can be used as an animalmodel in animals by inducing nephrotoxicity with
that of renal toxicity in humans. The researcher investigated by subcutaneous administration of amikacin with
single-dose of 100 or 500 mg/kg of body weight in Sprague-Dawley rats.(Chan et al., 2020)The satisfactory results by
amikacin induced toxicity in nephrons may be useful for induction of nephrotoxicity in animals it may be associated
with a higher amikacin concentration in renal tissues which can be correlated with the study protocol.(Chan et al.,
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2020), (Kaynar et al., 2007), (Kara et al., 2016) The studies has been done on the impact of amikacin induced
nephrotoxicity rats and have reported that, increase in reactive oxygen radicals species (ROS) responsible for lipid
peroxidation which develops malondialdehyde (MDA)which may develop nephrotoxicity. In addition to this more
lesions with glomerular congestion, mononuclear cell infiltration, tubular dilatation, cortical and medullary
hemorrhage, proximal and distal tubular degeneration, which indicate renal tissue damage.(Asci et al., 2015)

Adriamycin model

In previous research study it was reported that anephritic syndrome can be developed by use of Adriamycin (10
mag/kg)injection by tail-vein and evaluation were done in that the structure and ultrastructure alteration, podocytes
proteins expression, was investigated for heparinase activity.(Assady et al., 2015)The mechanism of development of
nephrotoxicity by Adriamycin is due to direct toxicity and damaging to the glomeruli along with injury to tubular
interstitial tissue. Adriamycin causes changes to the barrier of glomerular filtration, including endothelial cells of
glomeruli, basement membrane of glomeruli and podocytes. (V. W. Lee & Harris, 2011). This model can be used to
induce nephrotoxicity by Adriamycin in the nephroprotective investigation of drugs.

Rifampicin model

The use of rifampicin most effective drug treatment in TB from aminoglycosides category have reported for
nephrotoxicity and have renal toxicity by 0.8 ml/Kg injection intraperitonealto induce nephrotoxicity. Investigators
observed that the administration of Rifampin in animal with a dose of 50 mg/kg body weightgiven orally.(Ruta
Graveolens Protects Against Isoniazid/Rifampicin-Induced Nephrotoxicity through Modulation of Oxidative Stress and
Inflammation, n.d.)This dose causes renal injury and glomerular dysfunction with elevation of serum urea, creatinine,
sodium and potassium levels act as nephrotoxic drug. (Ramadan et al., 2016). In addition to this cause lesions
including atrophy of glomerular tuft, dysplastic renal tubules and inflammatory cells infiltration (Ruta Graveolens
Protects Against Isoniazid/Rifampicin-Induced Nephrotoxicity through Modulation of Oxidative Stress and Inflammation,
n.d.)The use of rifampicin for induction of nephrotoxicity would be alternative model in assessment
nephroprotective effect of investigating drugs.

Vancomycin model

The current use of antimicrobial agent vancomycin may be effective model for development of nephrotoxicity in
animals with creating variety of risk factors for Acute Kidney Injury (AKI). The much more commonly Vancomycin
Associated Nephrotoxicity (VANT) occurs, thebased on some experimental studies it was reported that, the toxicity
of vancomycin to kidney is due to the development of tubular ischemia by oxidative stress. In recent
studies,demonstrated that, the vancomycin nephrotoxicity due to formation of vancomycin cylinders with
uromodulin, with greater attention in plasma values, and early increased creatinine level compared with other
nephrotoxic drugs. (Zrouri et al., 2021)The use of two combined combined use of piperacillin-tazobactam (PTZ) with
vancomycin was reported as enhanced potential nephrotoxicity compared to vancomycin without this
combination.(Filipponeet al., 2017).

Antiviral nephrotoxicity

Oral acyclovir model

In the clinical study have observed that, the use acyclovir can cause changes of retinol-binding protein and {3 -
microglobulin, indicating injury to the proximal renal tubule and acute renal failure (ARF) in severe acute
pancreatitis (SAP). The ARF was due to SAP and have observed and mentioned that clinical manifestations including
increased levels of blood, urine amylase, serum creatinine, blood urea nitrogen abdominal pain, with slight swelling
of the pancreas. (Meng et al., 2011)The use of acyclovir antiviral drug could be considered as good model for
nephrotoxicity in rats as an alternative method in development of kidney injury.

Tenofovir model

It has been investigated & reported that, the use of antiviral drug tenofoviras active metabolite which may be
responsible to produce the by altering DNA expression of endothelial nitric oxide synthase due to accumulation of
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tenofovir in renal proximal tubular cell, which may cause dysfunction of sodium-phosphorus cotransporter, sodium/
hydrogen exchanger 3, and aquaporin 2. The formation of disoproxil fumarate (TDF) after administration of
tenofovir and exposed to renal tissues which may increase risk of proteinuria, increased risk of rapid decline, and
increased risk of chronic kidney disease. (Novick et al., 2017)

Antifungals model

Nephrotoxicity can be induced by the use of antifungal agents which is having major treatment complication
associated with the treatment of fungal infection.(Udawatte et al., 2020) Amphotericin is most preferably used
antifungal agent which has dose-dependent mechanism-based potential for glomerular and tubular toxicity and
which can induce nephrotoxicity insexisting renal damage, immunocompromisedor severely ill patients with
collateral therapies with other potentially nephrotoxic drugs.(Tragiannidis et al., 2021). The Mechanism behind the
development of nephrotoxicity by amphotericin is due to direct action on the renal tubules as well as of drug-
induced renal vasoconstriction with a subsequent reduction in renal blood flow and glomerular filtration rate. (Fanos
& Cataldi, 2000)

Antineoplastic drugs

Cyclophosphamide model

The commonly used alkylating antineoplastic drug which may develop nephrotoxicity can be an effective model for
nephroprotective potential effect of drugs. The commonly use antineoplastic drug like cyclophosphamide renal
toxicity can be developed within 7 days at dose of 150 mg/kg body weight using intraperitoneal route in rat model.
(Mahipal & Pawar, 2017)The mechanism behind the toxicity in nephrons is due to increased production of both
reactive oxygen and nitrogen species in kidney tissues, along with the lipid peroxidation and inhibition of
superoxide dismutase activity.(Ayza et al., 2020)(Ayza et al., 2020)

Cisplatin model

The alkylating antineoplastic agent cisplatin induced soxidative stress and inflammation in animals may be the
mechanisms of cisplatin-induced nephrotoxicity and suppressed the endogenous antioxidant machinery in renal
system. (Ibrahim et al., 2018)Cisplatin induced nephrotoxicity is indicated with elevated levels of renal biomarkers
like serum transaminases, oxidative stress markers andurine kidney function markers, and histopathological changes
in kidney.(Kpemissi et al., 2019)The based on reported study use of high dose & short duration of cisplatin can be
used for induction of nephrotoxicity inanimal models for most common and severe side effects i.e. acute kidney
injury (AKI) by cisplatin in can patient.(J. Lee et al., 2020) The cancerous model with the evaluation of
nephroprotective action can be investigated together by development of such model at laboratory level.

Methotrexate (MTX) model

The use of antimetabolite and antifolate antineoplastic drug methotrexate which can cause renal injury induced by
use of 20mg/kg i.p. or 60mg/kg/orally is mainly associated with its accumulationof drug and along with its
metabolite in the kidney tubules. A significant rise in serum creatinine and blood urea nitrogen (BUN) was reported
in the study. The use of methotrexate indicated that animpairment of renal function may be responsible for toxicity
in renal tissues.(Sherif et al., 2019)It is mentioned and suggested that methotrexate produces more than twice higher
levels of serum creatinine, cystatin C, and BUN, along with more than ten times higher level of microalbuminuria,
which is responsible for development of a significant renal impairment in the animal model.(Abouelela et al., 2020)

Ifosfamide Model

The use of another an alternative cytotoxic a prodrug Ifosfamide is nephrotoxic compound i.e. chloroacetaldehyde
(CAA) which can be effective method for induction of nephrotoxicity in rats.(Choucha-Snouber et al., 2013). Based on
the pharmacokinetic study, it is reported that the toxicity by ifosamide is due to development of metabolizing agent
chloroacetaldehyde (CAA) on renal cells via its (IFO) by liver cells. This model described the production of CAA by
the liver cells and its transport to the renal cells can be considered for an effective alternative model.(Leclerc et al.,
2016)
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Carfilzomib (CFZ) model

The use of an effective non-reversible selective proteasome inhibitor anticancer drug carfilzomib (CFZ) is usedin
myeloma. (Fotiou et al., 2020)The mechanisms of carfilzomib caused renal injury by may be due to prerenal damage,
with prerenal or vascular short-term rise in creatinine, observed during the therapy of carfilzomib. So this
antineoplastic agent induced nephrotoxicity can be an effective model in pathophysiology of cancer for testing of
nephroprotective activity of drugs.(Jhaveri et al., 2013)

Immunosuppressive model

Cyclosporine A (CsA) model

Cyclosporine is used to treat psoriasis and immunosuppressive agent which can elicitan effective nephrotoxicity,
with increased serum levels of creatinine and BUN classical nephrotoxicity markers, alongside an increased renal
NGAL protein expression. (Arab et al.,, 2021)In the previous study suggested that, cyclosporine can generate
nephrotoxicity by its direct effects on renal tubular epithelial cells which include the induction of epithelial-
mesenchymal transition (EMT). (Q. Wu et al., 2018)The cyclosporine can be administered in a daily 15 mg/kg/day
dose by subcutaneous route for induction of nephrotoxicity(Carlos et al., 2014). The use of cyclosporine treatment of
75 mg/kg daily for 4 weeks in mice can develop severe nephrotoxicity with histopathological changes like tubular
vacuolization, casts, and cysts in renal tissues.(Ramirez-Bajo et al., 2020)

Tacrolimus model

The most used and effective but limited use immunosuppressive agents tacrolimus produces secondary effect i.e.,
nephrotoxicity in the treatment of transplantation. The mechanisms of nephrotoxicity remain unknown. but may be
related to elevation of the chemokine receptor which enhances the renal fibrosis progression which develop toxicity
in renal tissues. (Wang et al., 2019)The intraperitoneal injection of tacrolimus at 2 mg/kg per day can develop
toxicitywith various side effects, and most common is nephrotoxicity can developed in animal group. (Wang et al.,
2019).Researcher suggested that, the drug-induced nephrotoxicity is the major dose-limiting side effect of tacrolimus
which limit its use. (Alshamsan et al., 2020)

NSAIDs Induced Nephrotoxicity model

Acetaminophen (AAP) model

Acetaminophen is most preferably used and easily available OTC analgesics& antipyretic drug. Use of
acetaminophen causes nephrotoxicity by the toxic effect of N-acetyl-p-benzoquinone imine (NAPQI) by oxidation in
liver. The development of acetaminophen induced toxicity by formation of reactive oxygen species (ROS) causes
nephrotoxicity in renal tissues.(Chinnappan et al., 2019)The acetaminophen induced nephrotoxicity model can be
developed by intraperitoneal administration of 200 mg/kg dose per day for 14 days. The mechanism of
nephrotoxicity by acetaminophen may be due to tubular injury in the kidneys and with appearance of markers in
urine like phosphaturia, low molecular weight proteinuria which may turn into severe renal failure.(Neelima et al.,
2020). In addition to this, an elevation of urea and creatinine in animal group provided significant results for kidney
injury. (Chinnappan et al., 2019)

Diclofenac model

Diclofenac is most prescribed and recommended drug for pain and inflammation which may develop the toxicity in
renal system of rats with significant elevation of serum creatinine and urea is the mechanism for diclofenac induced
development of nephritis& nephrotoxicity. In addition to that, reduction of prostaglandin E-2 (PGE-2) production
due to COX-2 inhibition could be the result for renal damage.(Mostafa et al., 2020)The necrotic changes indicated ata
50 mg/kg dose rate, which develop oxidative stress in the kidneys. In addition to this pyknotic nucleus develops in
the tubular epithelial cells in the renal parenchyma of the animals (rabbit).(Iftikhar et al., 2015), In other studies it has
been reported that, for the development of nephrotoxicity diclofenac sodium was administered with the dose of 100
mg/kg body weight/day, i.p. for evaluation of nephroprotective effect of drug.(Famurewa et al., 2020). The treatment
of diclofenac in mouse causes acute tubular necrosis in the kidney, including development of vacuole in the tubular
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epithelium, sloughing of tubular cells into the lumen, tubular dilation and loss of brush border with depletion of the
antioxidant defense molecules glutathione (GSH) and superoxide dismutase (SOD).(Huo et al., 2020).

Radiographic contrast media (RCM) induced nephrotoxicity

The third leading cause of hospital-acquired acute renal failure most commonly due to use of radiographic contrast
media (RCM) in diagnosis and interventional procedures. (Karaman et al., 2016)Contrast media-induced (CIN)
nephropathy (CIN) is caused by the iodinated contrast media acute kidney injury (AKI) within 48 hours to 72 hours
after CM administration. The primary mechanisms by which CM causes AKI are by causing renal ischemia and by
direct tubular epithelial cell toxicity. (Brezis, 2005), (Lohani & Rudnick, 2020)It has been reported that, the
nephrotoxicity induced by single dose of 10 ml/kg body weight by intravenous administration via tail vein of iohexol
(contrast media, CM) over a period of2 min to the animals.

Proton pump inhibitor induced model

Omeprazole model

The proton pump inhibitors (PPI) are most commonly prescribed inpeptic ulcer and gastroesophageal a reflux
disease. One of them is omeprazole is self-medicatingin significant percentage PPIs are among the most commonly
prescribed drugs.(De Milito et al., 2007)Based on previous study, the use of omeprazole in mice at dose of 40
mg/kg/day administered intraperitoneal route for 10 or 28 days of study.(De Milito et al., 2007)The mechanism of
nephrotoxicity by PPI is either due to interference in lysosomal acidification, proteostasis or may be due to
hypomagnesemia increased oxidative stress, with acceleration of wear and tear damage in human renal endothelial
cells.(Arif, 2017)With structural damage and loss of function of renal system and significant appearance of renal
biomarkers for drug-induced kidney injury in conventional in vivo model which may be the good models for testing
of nephroprotective action of drug. (Cunningham et al., 2010). The in-vitro methods are poorly predictive for
nephrotoxicity in animal models or humans.(Magee et al., 2013). However, the use of such in-vitro studies could be
effective in minimization of methodological error, minimum usage of animal with more productive results. (Huang
et al., 2015)Some of the advanced methods of in-vitro methods can be beneficial for more economical, accurate
prediction and minimization of use of animal for nephroprotective screening of new chemicals.

Advanced in vitro models

In vitro methods offer rapid and cost effective screening methods in specific types of cell for specific effects.
(Choudhury & Ahmed, 2006), Hofmann et al., n.d.) In vitro screening method provides platform for evaluation of
chemical to differentiate direct and indirect effects at a cellular and subcellular level. In vitro methods have been
played crucial role in helping to understand the mechanisms of well-developed nephrotoxins.. (In Vitro Methods in
Pharmaceutical Research by Jose V. Castell, Maria Jose Gmez-Lechn (z-Lib.Org), n.d.) Recently, to minimize the
mortality and use of laboratory animals in research study, the use vitro modelsas primary cells are with similar the
physiological action of cells likes to that in vivo. Despite of low growing capacity, to study basic renal cellular
functions and the effects of nephrotoxic drugs primary renal cells are still remaining a most effective option. (Faria et
al., 2019)

Common sources of kidney cells

Primary renal cell cultures provide a more realistic model with abundance of renal transporters, with the exceptions
of BCRP and MATE-2K, within the human kidney cortex has been quantified (Prasad et al., 2016).The use of kidney
cell lines to evaluate transporter interactions in the context of nephrotoxicity have been previously reviewed (Fisel et
al., 2014; George et al., 2017).The kidney proximal tubule epithelial cell (PTEC) is the most common cell type used for
in vitro evaluation of kidney toxicity. Single-layer two-dimensional (2D) cultures of kidney PTECs from various
origins have been used to investigate the toxic effect of drugs on the kidney.(Nieskens & Sjogren, 2019) Freshly
isolated primary human proximal tubule epithelial cells (HPTECs) most reliable in vivo cells in terms of
morphology, polarization, drug transporter activity, and biomarker expression. (Nieskens & Sjégren, 2019)
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Novel in-vitro models for nephrotoxicity:

Kidney on chip

Rodents are used continuously in preclinical studies but has some drawbacks of at the time of evaluation of
nephroprotective efficacy of drugs which are the nephrotoxic drugs have severe toxicity to kidney. (Barnett &
Cummings, 2018). It was suggested the use of kidney-on-a-chip could be the effective method for prediction of
assessment of nephrotoxic and nephroprotective drugs which will be helpful minimize the gap between traditional
in-vivo method could be helpful for prediction of mechanism of action.(Wilmer et al., 2016)

Pluripotent stem cells

Use of stem cell-derived in vitro models can be adopted that use of 3D multicellular kidney models which derived
from hPSC (human pluripotent stem cell), can minimize the severity of nephrotoxins from benign compounds.(Bajaj
et al., 2018)

Organoid

In the future use of use of organoid could be more effective and predictive vitro model, in which the very complex
structures of kidneys can be replaced which can produce with same efficacy of kidney like blood filtration and urine
re-absorption units could be developed for their function and homeostasis.(Soares et al., 2020)

Bio functionalized hollow fibers

In the research study investigated that immortalized proximal tubule epithelial cells can be utilized on the surface of
hollow fibers of exterior part which can be coated with an extracellular matrix, making such a monolayer of cells
biofunctionalized hollow fibers could be useful as in vitro model. This could be emerging method of in vitro model
can be useful in future research with minimization of toxicity to animal and to obtain more predictive and with time
limits method. (Soo et al., 2018)

CONCLUSION

In kidney nephrotoxicity may be associated with notable death and development of disease conditions. Currently the
drug-induced nephrotoxicity is a problem with impairments of renal system there is a need to develop more effective
kidney-based in-vivo and in-vitro model for the study of nephrotoxicity. Nowadays, vast majority of drugs,
chemicals, herbal plants are being used globally used to investigate the potential of test compound against
nephrotoxicity. The knowledge of the mechanisms of kidney injury, the drugs that originate it, the risk factors for its
development, and the methods for its prevention and/or treatment, is required. In this review we focused on useful
information of drugs used clinically and have good potentials for development of nephrotoxicity. This study
provides some evidence against development of nephrotoxicity in both in vitro as well as in vivo evaluation of
drugs. The information obtained from these in-vivo & vitro models which will prevents the unnecessary wastage of
drugs from the development pipeline but also ease the drug development of safe drugs and nephrotoxic adverse
effects can be managed more effectively in clinical use. Hence, this review concluded that the many animal models
can be developed and used for renoprotective potential of many herbals, synthetic drugs in future preclinical studies.
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ABSTRACT

Cancer, is one of the leading cause of death world wide. Topoisomerase Il is used as molecular target for
developing novel inhibitors for cancer treatment. This study aims to identify Chalcone derivatives as
Topoisomerase Il inhibitors using in silico design and molecular docking studies. In silico design of
proposed derivatives were conducted and derivatives obeying Lipinski‘s rule of five were selected for
molecular docking studies by Auto Dock Vina using the protein ID5gwk from Protein data bank.
Visualization and analysis were conducted by Py MOL. Molinspiration studies revealed that, the
designed derivatives had physical and chemical properties meant for an orally bio available drug. Based
on the docking results, derivatives PTC-3 and PTC-5 showed high affinity and high polar interaction
towards active site of protein 5gwkwq. The designed Chalcone derivatives were found to possess good
binding affinity and good interaction in the binding pocket of target 5gwk, so these derivatives are
expected to exhibit good anticancer property inin-vitro and in-vivo studies.

Keywords: Cancer, Topoisomerase Il, Docking, Auto Dock Vina, Etoposide.
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INTRODUCTION

Cancer, a generic term, which is used to refer a group of diseases that can affect any part of the body. It is also known
by the name malignant tumor and neoplasm. It involves abnormal cell growth with the potential of spreading to
other parts of body known as metastasis, which is the primary cause of death from cancer. It occurs as a result of the
interaction between a person’s genetic factors and external agents called as carcinogens. They are categorized into
three main classes, physical, chemical and biological carcinogen. Physical carcinogen includes ultraviolet and
ionizing radiations. Chemical carcinogen includes asbestos, arsenic, aflatoxin, components of tobacco smoke etc.
Biological carcinogen include infections from certain viruses, parasites or bacteria’s. Worldwide it is one of the
leading causes of death. About 10 million people died due to cancer in 2020[1]. The most common cause of cancer
deaths in 2020 were lung cancer (1.80 million death) followed by breast (6,85,000 deaths), stomach (7,69,000 deaths),
colon and rectal (9,35,000 deaths) and liver cancer (8,30,000 deaths)[2]. A correct diagnosis is an essential factor for
effective treatment because every cancer type requires a specific treatment regimen. Radiotherapy, chemotherapy
and/ surgery are the common treatment methods. There are several drugs available for cancer treatment. Target
therapy is one of such treatment methods which interfere with specific proteins that help tumor growth and spread.
Both Small molecule drugs and monoclonal antibodies are used in targeted therapy[3].

Topoisomerase enzyme is one of the effective targets for cancer therapy and development of novel anticancer drug. It
plays an important role in DNA replication especially in the over winding and under winding of DNA. This problem
arises during replication and transcription when DNA get over wound ahead on replication fork. The torsion results
in the arrest of DNA or RNA polymerases to continue down the strand. Such topological problems of DNA are
corrected by DNA topoisomerases. Topoisomerases can be further classified into two families; type 1 and type 2.
Type | family is again classified into two subfamilies type | a and type | B. [4] Topoisomerase targeting drugs mainly
act through topoisomerase poisoning resulting in replication fork arrest and double strand breaking. Recent studies
suggested that isoform specific human topoisomerase Il inhibitors may be developed as safer anticancer agents. [5]
Some of the most powerful anticancer drugs used clinically as topoisomerase inhibitors are Etoposide, Tenoposide,
Daunorubicin, Mitoxanrone, Amiscarine etc. Natural compounds such as alkaloids, polyphenols, terpenoids and
flavonoids were reported to exert anticancer activity by targeting various metabolic pathway [6]. Chalcone is an
aromatic ketone and an enone that forms a central nucleus for a variety of biologically active compounds. They are
generally known as chalcanoids., that comes under flavonoid family [7] It is a privileged scaffold in medicinal
chemistry. Various synthetic compounds derived from chalcones such as chalcones attached to heterocyclic rings like
pyrazole, indole etc are proved to be effective anticancer agents [8,9] They also demonstrate anti-inflammatory action
[10].

In recent years In silico drug designing methods have been actively used to expand the knowledge on the structure
and role of Topoisomerase Il and development of novel inhibitiors [11]. In designing structure-based approaches
such as docking and molecular dynamic simulations, ligand-based approaches such as QSAR were studied.
Molecular docking is a kind of bioinformatics modelling which involves the interaction of two or more molecules to
give a stable adduct [12]. The information obtained from docking can be used to suggest stability of drug-target
complexes, binding energy as well as free energy[13] In the present study various chalcone derivatives designed and
determined their interaction with topoisomerase 1l (PDB ID: 5gwk) by means of molecular docking studies.

MATERIALS AND METHODS

ACD Lab Chemsketch 12.00
Used for drawing chemical structures, 3D optimization and calculating various physicochemical properties of the
proposed derivatives.
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Molinspiration

It is used to calculate the molecular properties and bioactivity for prediction of Lipinski‘s rule of five. Lipinski‘s rule
of five or rule of thumb helps to determine whether the compound is likely to have the physical and chemical
properties to be orally bioavailable. 5 derivatives designed were analysed by molinspiration and those derivatives
obeying Lipinski ‘rule of 5 were selected for docking studies.

Protein Data Bank (PDB)

PDB is the only crystallographic database meant for obtaining the 3D structural data of large molecules such as
proteins and nucleic acids. Figure 1. 3D structure of topoisomerase 2. The structure was generated after X- ray
crystallography and NMR studies. In this study the protein selected is topoisomerase Il (PDB code- 5gwk) [14].

Molecular Docking

Docking is the prediction of affinity and activity of derivatives to suitable protein targets. Auto Dock Vina, an open-
source docking program was selected for docking studies. PyMOL was used for protein preparation and
visualization. PyRx was used for docking analysis.

Protein Preparation

Structure taken from the PDB database could not fit as such for docking studies. Because it consists of water
molecules (HOH), detergents (DSN), small molecules, cofactors, metal ions etc. Therefore, the PDB structure should
be converted into suitable form for docking by addition of command "remove<>resn<> molecules” (HOH, DSN etc).
Hydrogen atoms should be added to the protein structure.

Ligand Preparation
The structures of derivatives were drawn using ACD Lab Chemsketch 12.0 and converted into 3D PDB format using
Corina online software.

Docking by AutoDock Vina

Docking was performed using PyRx by loading the protein and derivatives into the navigation pane. The protein
was then converted into macromolecule and derivative was converted into ligand molecule. After preparation of
protein and ligand, click the AutoDock Vina Wizard button and adjust the grid size. The accuracy of the result
depends on the number of exhaustiveness. Exhaustiveness is the number of times the ligand must be docked against
the protein in different positions. After the completion of process, the results are displayed in the table. The binding
affinity of the protein is indicated in Kcal/mol [15].

Visualization and Analysis
The PyMOL molecular graphics system was used to analyse the hydrogen bond, hydrophobic and pi-pi interactions.
PyMOL can produce high quality 3D images of small molecules and macromolecules such as protein.

RESULTS AND DISCUSSION

A series of structurally related derivatives were designed. Those derivatives obeying rule of 5 were selected for
docking studies. The structures and molecular descriptors of selected derivatives and standard are depicted in the
Table 1. Lipinski‘s rule of five analysis revealed that all five derivatives were likely to have physical and chemical
properties to be orally bioavailable. Docking studies of selected five derivatives (PTC 1, PTC-2, PTC 3, PTC -4 and
PTC-5) were carried out using AutoDock Vina with protein ID 5gwk. Schematic 2D representation of docked
complex of selected chalcone derivatives and standard (Etoposide) with protein (PDB ID: 5gwk) was visualized
using PyMOL. Docking score of derivatives and standard with protein shown in Table 2.
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Docking results revealed that compounds PTC-3 and PTC-5 have high binding energy which indicates that these two
derivatives possess high affinity and very good interaction within the binding site of 5gwk. The five derivatives and
standard exhibited high binding energy due to polar interaction like hydrogen bonding. PTC-1 displays hydrogen
bond interaction with ARG-672, MET-672, TYR-757, ARG-673, PTC-2 with ARG-727, GLY-1007, PTC-3 with GLU-
839, ARG-727, LEU-722, GLU-712, PTC-4 with GLY-1007, LEU-1003, ARG-727and PTC-5 with ARG-673, GLY-1007.
The standard Etoposide displays hydrogen bond interaction with GLY-749, GLU-753, LYS-743, GLY-617, THR-618,
LYS-611, GLU-741. Hence these derivatives were expected to have good in vitro and in vivo anticancer activity.

CONCLUSION

Cancer, a generic term, which is used to refer a group of diseases that can affect any part of the body. It is also known
by the name malignant tumor and neoplasm. It involves abnormal cell growth with the potential of spreading to
other parts of body known as metastasis, which is the primary cause of death from cancer. Topoisomerase enzyme is
one of the effective targets for cancer therapy and development of novel anticancer drug. From the docking studies
of derivatives with topoisomerase Il, we have found that derivatives PTC-3 and PTC-5 bound to the active pockets of
5gwk with high binding energy and good binding pose. The good binding affinity of the derivatives was due to
polar interactions and hydrogen bonding. So, derivatives PTC-3 and PTC-5 are expected to give good in vitro and in
vivo anticancer activity. This may be considered in the design and discovery of ideal Topoisomerase Il. Further
modification can be carried out to develop better anticancer agents.

REFERENCES

1. Ferlay J, Ervik M, Lam F, Colombet M, Mery L, Pineros M, et al. Global cancer observatory: Cancer Today. Lyon:
International Agency for research on cancer; 2020 (https://gco.iarc.fr/today , accessed February 2021)

2. De Martel C, Geroges D, Bray F, Ferlay J, Clifford G M. Global burden of cancer attributable to infections in 2018:
a worldide incidence analysis. lancet Glob Health. 2020;8(2):180-190.

3. Charles Sawyers. Targeted cancer therapy. Mature. 2004;432 (7015): 294-2976.

4. Champoux J J.DNA Topoisomerases: Structure, function and mechanism. Annual review of biochemistry. 2001;70:
369-413.

5. Xiaoxia Liang, Qiang Wu, Shangxian Luan, Zhonggiong Yin, Changliang He, Lizi Yin et al. A Comprehensive
review of topoisomerase inhibitors as anticancer agents in the past decade. Eurpean journal of medicinal chemistry.
2019;171(1): 129-168.

6. Athanasios Valvanidis, Thomas Vlachogianni.Chapter-8-Plant polyphenols: Recent advances in epidemiological
research and other studies on cancer prevention. Studies in Natural product chemistry. 2013;39: 269-295.

7. Parvesh singh, Amit anand, Vipan Kumar. Recent developments in biological activities of chalcones: A mini
review. European journal of medicinal chemistry. 2014;85:758-777.

8. Xia Yi, Yang, Zheng-Yu, Xia, Peng, Bastow, Kenneth F et al. Novel 2’-amino chalcones: design, synthesis and
biological evaluation. Bioorganic and medicinal chemistry letters. 2000;10 (8): 699-701.

9. Santos, Mariana B; Pinhanelli, Victor C; Garcia, MAyara A R et al. Antiproliferative and pro-apoptopic activities
of 2’ and 4’ amino chalcones against tumor canine cells. European journal of medicinal chemistry. 2017;138: 884-889.

10. Mahapatra, Debarshi Kar, Bharti, Sanjay kumar, Asati, Vivek. Chalcone derivatives: Anti-inflammatory potential
and molecular target perspectives. Current topics in medicinal chemistry. 2017;17 (28): 3146-3169.

11. Wusirika Ramakrishna, Anuradha Kumari, Nafeesa Rahman, Pallavi Mandave. Anticancer activities of plant
secondary metabolites: Rice Callus Suspension Culture as a new paradigm. Rice Science. 2021;287(1): 13-30.

12. Jangam S S, Wankhede S B. Synthesis, molecular docking and biological evaluation of the new hybrids of 4-
thiazolidinone and 4-quinazolinone against streptozotocin induced diabetes rats. Russian journal of general
chemistry. 2019;89: 1029-1041

40182



http://www.tnsroindia.org.in
https://gco.iarc.fr/today

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©1JONS

Vol.13 / Issue 71 / April / 2022 International Bimonthly (Print) ISSN: 0976 — 0997
Jayalakshmi P M et al.

13. Rao V, Srinivas K. Modern drug discovery process: An in silico approach. journal of bioinformatics and sequence
analysis.2011;2: 89-94.

14. Angela-patricia Hernandez, Paula Diez, Pablo A Gracia, Martin-perez-Andrez, Pablo Ortega, Pamblo G
Jambrina et al.A novel cytotoxic Conjugate Derived from the natural product podophyllotoxin as a direct target
protein dual inhibitor. Molecules. 2020;25(18):42-58.

15. Daniel S, Bert L D. Ligand docking and binding site analysis with PyMOL and AutoDock Vina. Journal of
Computer Aided Molecular Design. 2010;24: 417-422.

Tablel: Molecular Descriptor Analysis Of Selected Derivatives

Compound Structure M.W HA HD LogP | nrotb | Nviolation
Code
H |
¥ |
LI
PTC-1 s O ot 40749 |5 2 440 |5 0
OH
H;;C/O

o
4
N
PTC-2 C[ e I a 377.46 4 2 4.38 4 0
S O CH,
OH

[w]
(23
M

I
PTC-3 CES G O o 37944 |5 4 3.78 3 0
H
alod
[a]

M

N
PTC-4 (:I O |
S

363.44 4 3 4.07 3 0

i OH
OH

M
PTC-5 @; e O O~cw,  [39149 |4 |1 469 |5 0

40183



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences

»

Vol.13 / Issue 71 / April / 2022 International Bimonthly (Print)

Jayalakshmi P M et al.

www.tnsroindia.org.in ©1JONS

ISSN: 0976 — 0997

OH

o] GH
Etoposide

0 o—/

588.56 13 3

0.70

HA: number of hydrogen bond acceptor, HD: number of hydrogen bond donor, nrotb: Number of rotatable bonds

Table 2: Docking Score Of Derivatives With Protein (Pdb Id: 5gwk)
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PTC-5

Standard Drug
(Etoposide)

Figure 3: Binding pose of compound PTC-2 with 5gwk Figure 4: Binding pose of compound PTC-3 with 5gwk
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Figure 5: Binding pose of compound PTC-4 with 5gwk Figure 6: Binding pose of compound PTC-5 with 5gwk

Figure 7: Binding pose of standard drug etoposide with 5gwk

40186



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences w www.tnsroindia.org.in ©1JONS
Vol.13 / Issue 71 / April / 2022 International Bimonthly (Print) ISSN: 0976 — 0997

RESEARCH ARTICLE

M/G/1 Queue with Two Types of Service and Multiple Server Vacation

S Vanitha*
Assistant Professor, Department of Mathematics, SSN College of Engineering, Tamilnadu, India.

Received: 31 Jan 2022 Revised: 20 Feb 2022 Accepted: 23 Mar 2022

*Address for Correspondence

S Vanitha

Assistant Professor,

Department of Mathematics,

SSN College of Engineering, Tamilnadu, India.
Email: vanithas@ssn.edu.in

o100

EY MG WD

This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited. All rights reserved.

ABSTRACT

We analyze the steady state behavior of an M/G/1 queue with two types of service subject to multiple
server vacation. The server provides two types of service type 1 and type 2 and each arriving customer
has the option to choose either type of service. Just before the service of a customer starts, he may choose
type 1 service with probability p, or type 2 service with probability p,. If there is no customer waiting in
the system, then the server goes for vacation with random duration. On returning from vacation if the
server again founds no customer waiting in the system then it goes for vacation again. The server
continues to go for vacation until he finds at least one customer in the system. So, the server takes
multiple vacation. We obtain time dependent as well as steady state probability generating function for
the number in the system. For steady state we obtain explicitly the mean number and the mean waiting
time in the system and for the queue. Results for some special cases of interest are derived.

Keywords: Poisson arrivals, Probability generating function, transient state, steady state, supplementary
variable technique.

INTRODUCTION

There is natural interest in the study of queueing systems with server vacations or interruptions. Queueing systems
that allow servers to take vacation have wide range of applications in many engineering systems such as production,
manufacturing, communication networks and telecommunication systems. In fact, Queueing models with server
vacations have been efficiently studied by many researchers in the last two decades and successfully applied in
various practical problems. An excellent survey on the vacation queueing models have been documented in
Kleinrock (1976), Cohen (1982), Lavenberg (1988), Takagi (1991) and several others. There are two basic vacation
queueing models namely, multiple vacation queueing model and single vacation queueing model. In multiple
vacation queueing models, the server keeps on taking sequential vacations until it finds some customers waiting in a
queue at a vacation completion epoch; However, in single vacation queueing models, the server takes exactlyone
vacation between two sequential busy periods. These two types of vacation models were first introduced by Levy
and Yechiali (1976).
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Many researchers have developed several models involving single vacation policy in vacation queueing systems but
only few models have been developed with multiple vacations. A non — Markovian batch arrival, general bulk
service single-server queueing system with server breakdown and repair subject to multiple vacation and re-service
is studied in Ayyappan, and Karpagam (2016).The probability generating function of the queue size at an arbitrary
time and some performance measures of the system are derived for this model. An M/G/1 queue with reneging
under extended vacation policy is analyzed in Suthersan and Maragathasundari (2019). The transient analysis of an
M/M/1 queue subject to multiple server vacations is investigated in Kaliappan and Kasturi (2014). A single server,
infinite buffer, bulk service Poisson queue with single and multiple vacation have been analyzed by Tamrakar and
Banerjee (2020). Using bivariate probability generating function (PGF) method, the steady-state joint distributions of
the queue content and server content (when server is busy)and joint distribution of the queue content and type of the
vacation taken by the server (when server is in vacation) have been obtained. A single server queue with random
vacation policy have been studied by Priyanka and Choudhury (2021) in which the server takes the maximum
number of random vacations till it finds minimum one message (customer) waiting in a queue at a vacation
completion epoch. A finite capacity multi-server Markovianqueueing model with Bernoulli feedback, synchronous
multiple vacation and customers impatience (balking and reneging) is investigated in Bouchentouf et al. (2020).

The single server queue with two phases of service with vacations has paid attention recently by several researchers.
Presently such type of models has been the subject matter of current research mainly due to its applications in
computer and communication systems. The steady state behavior of an M/G/1 queue with two types of general
heterogeneous service and optional repeated service subject to server’s breakdowns occurring randomly at any
instant while serving the customers and delayed repair is studied in Choudhury et al.(2018). An M/G/1 queue with
two stage heterogeneous service and deterministic server vacations is analyzed by vanitha (2018). An M/G/1 retrial
queueing system with two phases of service of which the second phase is optional and the server operating under
Bernoulli vacation schedule is investigated by Pavai Madheswari et al. (2019). In this paper, the joint generating
functions of orbit size and server status are derived using supplementary variable technique. A non-
Markovianqueueing model with setup time and Balking is considered by Shyamala and Vijayaraj (2020).In this
model, the server provides two stages of service subject to Bernoulli vacation. In extension to this, one of the
customers impatience called balking has been incorporated which reflects that a customer may decide to get into the
system or not, due to impatience. And also assumed that at the end of a busy period, as soon as a batch of customers
arrives, the server does not start giving service, but needs a setup time before actually starting its service of the first
customer. An M/G/1 queue with two stage heterogeneous service, optional re - service and server vacation is
analyzed in Pazhani Bala Murugan and Kalyanaraman (2020). A single server queueing model with two distinct
priorities of customers is studied in Nair et al. (2021). A single server GI/M/1 queue with a limited buffer and an
energy saving mechanism based on a single working vacation is investigated in Kobielnik and Kempa (2021).

In the literature, there are several works based on vacation queueing systems subject to two phases of service with
single vacation policy and feedback. However, no work has been reported in forming a queueing model with two
types of service and multiple server vacation. This motivates us to study an M/G/1 queue with two types of service
subject to multiple server vacation. The server provides two types of service type 1 and type 2 and each arriving has
the option to choose either type of service. Just before the service of a customer starts, he may choose type 1 service
with probability p, or type 2 service with probability p,. If there is no customer waiting in the system, then the server
goes for vacation with random duration. On returning from vacation if the server again founds no customer waiting
in the system then it goes for vacation again. The server continues to go for vacation until he finds at least one
customer in the system. So, the server takes multiple vacation. The rest of the paper is organized as follows. The
model under consideration is described in section 2. In Section 3, we have analysed the model by giving the
definitions and equations governing the system. Using these equations, the probability generating function of queue
length are obtained in section 4. In Section 5, we obtain the steady state solution. Some operating characteristics are
obtained in Section 6. In Section 7, we derive mean waiting time. Some particular cases for this model are discussed
in Section 8.
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Assumptions Underlying the Model

The following assumptions describe the mathematical model

e Customers arrive at the system one by one in according to a Poisson stream with arrival rate A(> 0).

e The server provides two types of service, type 1 and type 2 with the service times having different general
distributions. Let B;(v) and b, (v) respectively be the distribution and the density function of the type 1 service.

e The type 2 service times are assumed to be general with the distribution function B,(v) and the density
function b, (v).

o Just before the service of a customer starts he may choose type 1 service with probability p, or type 2 service with
probability p,, where p; +p, = 1.

e Further y;(x)dx is the probability of completion of the i** type service given that elapsed time is x, so that

b; PR
) = 250 =12 @

and therefore
bi(v) = gy (w)e b MW= =12, #)

o If there is no customer waiting in the system then the server goes for vacation with random duration. It has
general distribution with distribution function V(x) and the probability density function v(x). Also let E(V') be
the I** finite moment of Vwhere [ > 1. On returning from vacation if the server again founds no customer waiting
in the system then it goes for vacation again. The server continues to go for vacation until he finds at least one
customer in the system. So, the server takes multiple vacation.

e Let y(x)dx be the conditional probability of completion of the vacation during the time interval (x, x + dx] given
that the elapsed vacation time is x so that
yx) = 70 &)

1-V(x)

and therefore
t
v(t) = y(t)e by @
e The customers are served according to first come first serve rule.
e Various stochastic processes involved in the system are independent of each other.

Equations Governing the System

We define

P,fl)(x, t) = Probability at time t there are n(= 0) customers in the queue excluding one customer in the first type of
service and the elapsed service time for this customer is x. Consequently P,fl)(t) = f: P,fl)(x, t)dx denotes the
probability that at time t there are n customers in the queue excluding the one customer in the first type of service
irrespective of the value of x.

P,fz)(x, t) = Probability at time ¢t there are n(= 0) customers in the queue excluding one customer in the second type
of service and the elapsed service time for this customer is x. Consequently P,fz)(t) = fomP,fz)(x, t)dx denotes the
probability that at time t there are ncustomers in the queue excluding the one customer in the second type of service
irrespective of the value of x.

V. (x,t) = Probability at time t the server is on vacation with the elapsed vacation time x and there are n(= 0)
customers waiting in the queue for service. Consequently V;,(t) = f:Vn(x, t)dx denotes the probability that at time t

there are n customers in the queue and the server is on vacation irrespective of the value of x .

The system has then the following set of differential — difference equations
] ]
~ PO, t) + 2 PO, ) + (1 + 1 ()PP () = B8 () n = 1.2, . )
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2P0 0) + 2 PP, 6) + (A + ()PP (x 1) =0, ®)

2 PP, 6) + 2 PP (x,0) + (A+ (1)) PP (e, 1) = PP, (r, ) =12, @)

ZPP 0t + 2 PP (0, 0) + (A+ ()PP (x,6) = 0, ®)

e Vale 0+ SV 0) + (A YR ) = Wy (ri ) =12,.. ©

Vo (x, 1) + 2 Vo (x, £) + (2 + ¥ (x))Vox, £) = O. (10)

Equations (5) — (10) are to be solved subject to the following boundary conditions:
PO (x,t) = py f;7 PO e, )y () dx +py [ PP (e, O () dx +py [V (e )y (), (1)

oo

PO 6) = py f PO (x, )13 () dx + s f PP, (x, )11y ()dx + s f V1 e, Oy GO,
0 0 0
n=12,.., 12)

PO (x,6) = py [, PP (e O () ddx + py f” PP (o, ap ()dx + p, [ Vi (e )y (x)dx (13)

P2 (e, t) = py f;7 B G Oy () + py [ B2 (0, () + 3 f Vi G, )y ()b,

n=12.., (14)
Vol ) = f;7 PSP G, )y (e + [ P2 (x, ) () e + [ Vo, )y () (15)
V(x,t)=0,n=12,... (16)

We assume that initially there is no customer in the system and the server is not under vacation. So the initial
conditions are

V(0) = V,(0) = 0andP’(0) =0forn=012,...,j = 1.2. @)

Generating Functions of the Queue Length: The Time - Dependent Solution
In this section we obtain the transient solution of the model described by the above set of differential — difference
equations.
We define the probability generating functions
PO (x,z,t) = ¥ 2" PP (x,0), PD (2, £) = XL 2" PV (1),
PO(x,z,t) = Yoo 2" PP (x,1), PD(2,t) = Sio_o 2" PD (1) (18)
V(x,z,t) = Y_o 2" Vi (x, £),V(z,t) = Yoo 2" Vo (t)

which are convergent inside the circle given by |z| < 1and define the Laplace transform of a function f(t) as

f(s) = J; e~st f(£)dt,R(s) > 0. (19)
Taking Laplace transforms of equations (5) - (16) and using (17) we obtain

%P_n(l) (x,s) + (s + 1+ ,u1(x))P_n(1) (x,s) = Aﬁfll_)1(x, s)yn=12,.., (20)
2B 0es) + (s + 2+ w ()P (rs) =0, (21)
%P_n(Z) (e, s)+(s+21+ ,uz(x))P_n(Z) (x,s) = Aﬁflz_)1(x, s)n=12,.., (22)
2Py 0e,5) + (54 2+ ()P (x5) =0, (23)
%Vn(x, s) + (s + 1+ y(x))vn(x, ) =AWV, 1(x,s)n=12.. (24)
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2 Vo(x,5) + (s + 2+ y(x)Vo(x,s) =0, (25)
P (0,5) = pu iP5 (e, Y (o) + o [ PLY Ce, )pa () + i [V (x, 5Dy (),

(26)
P05 =pr [ PihGemear+p, [ Pie s (ax
[ Ve e =12, 27)
Py (0.5) = p, [Py G ) (e)dxe + g f Py (x, S)pap () dx + oy [V (e )y (o), (28)
P05 =p, [ Pl +p, [ PG (ax
+p, f:VnH(x,so)y(x)dx,n =12,.. ’ (29)
V00,9 = [P, (e )iy () + [Py (e, s () + [ Vo o)y (e)ex, (30)
70,5)=0n=12,.. . (31)

We multiply both sides of equations (20) and (21) by suitable powers of z, sum over n and use equation (18) and
simplify

o =@ =) _

aP (x,z,s) + (s +1—Az+ ,ui(x))P (x,z,s) =0, (32)

Performing similar operations on equations (22) to (25) we obtain,
%F(z) (,z,5) +(s+A—Az+p, (x))F(z) (x,z,5) =0, (33)
%V(x, z,8)+(s+A1=2Az+y(x))V(x zs)=0. (34)

For the boundary conditions we multiply both sides of equation (26) by z, multiply both sides of equation (27) by
z™*1 sum over n from 1 to «, add the two results and use equation (18) to get

—® UMV(X,Z, s)y (x)dx +IMF(1) (x,z, 5)#1(x)dx]|
zP (0,z,5) =p;|"° m 0
+f F(Z)(x’ Z, $) i, (x)dx
0

o[ Vol sz + [P (e ) () + [P (e, ) ()] (35)

Perform similar to equations (28) to (29) and (30) to (31), we obtain

{INV(x, z,8)y(x)dx + fmﬁ(l) (x,z,8) 1 (x)dx]|
zF(Z)(O,Z,S)=p2| 0 0 i

| “—(2)
12, S)pp(x)d
l +foP (x,z, s)uy (x)dx J
[ Vol s @dx + [P (e ) ) + [P (. )y () (36)
V(0,2,5) =V,(0,s) . (37)

Using equation (30), equations (35) and (36) become
fomV(x,z,s)y(x)dx + f:ﬁ(l)(x, z, s)uy (x)dx

w5 =1V (0.5). (38)
+fo P (x, z,5)pp (x)dx

z F(l)(O, z,5)=p;
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o — 0o —(1)
— V(x,z, dx+ [ P \Z, d —
P20 2,5) =, |0 /WL PR IO o 39)
+ fomP (x, 2, ), (x)dx

Integrating equations (32), (33) and (34) between 0 to x yield

E(l) (x.2,5) = E(l) ©,z S)e—(s+,1—,12)x—f0w PRAGL ’ (40)

ﬁ(z)(x,z, 5) = F(z) 0, z, s)e_(s’”l_'lz)x_fow H(ae (41)

V(x,z,s) =V(0,z s)e_(sJ”l_'lz)x_fow r(ar (42)

whereF(l)(O, z,5), ? (0,z,s) and V(0, z, s) are given by equations (38), (39) and (37)..

Again integ rating equation (40) with respect to x exhibits

Ps) = PO(029) [FEL2 “
where
Bs+A-12)= e 7 B0 (44)

is the Laplace - Steiltjes transform of the type 1 service time.

Now multiplying both sides of equation of (40) by p, (x) and integrating over x, we obtain,

me( )(x Z,8)py (x)dx = P (0 2,5)B,(s + 1 — 12). (45)

We now integrate equation (33) with respect to x to get

P7(5) = 70 (0,2,9) [P “9)
where
By(s+2—Az) = [T 7" () 47)

is the Laplace - Steiltjes transform of the type 2 service time.

We see that by virtue of equation (41), we get

me( )(x Z, )y (x)dx = P (0 2,5)By(s + 1 —Az) . (48)

Perform similar operations on equation (42), we obtain
1-V(S+A-1z)

V(z.5) =7(0.2,9) [82] (@9)
where
V(s+a-22) = [7e " avo (50)

is the Laplace - Steiltjes transform of the vacation time.

We see that by virtue of equation (42), we have

fom V(x,z s)y(x)dx =V (0,z5s)V(s + 1 — 1z). (51)

We now substitute the value of [ ONV(x, z,s)y (x)dx from equation (51) into equations (38) and (39) and also making
use of equations (37), (45) and (48), we obtain after simplifications

z E(l)(O, z,5) =pV (0, S)[Vi(s +A—2z) - 1]+ P1E(1)(0’ 2,5)Bi(s + A — )
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2, PP0.2,5)By(s + 1 - 12). 2
z F(Z)(O, 2,5) =p,V(0,8)[V(s + 1 —Az) — 1] + PzF(l)(O, 2,5)By(s + A — 22)
+ 0P 20,2, 5)B5(s + A~ 12). 3

Now we write equations (52) and (53) in matrix form as

M@ k@) [P 029 _ PO )V +1-12)-1] (54)
—ki(z) hi(2) ﬁ(z) (0,2, s) sz_o(O,s)[V_(s +1—2z) — 1] l
where
hi(z) =z —p;B,(s + A — Az), (55)
hy(2) = z — p,By(s + A — 1z), (56)
ki(z) = p;Bi(s + 1 — A7), (57)
and
ky(z) = p1Ba(s + A — 12) . (58)

We solve the system (54) simultaneously for F(“(o, z,s) and P (0, z, 5) and obtain

P1Vo(0.9)[V(s+A-2Az)-1] —k,(2)

(1) D Vo(0,9)[V(s+A-2z)-1] hy(2)

P(0,2,9) = mD G0 ;
—ki(2) hy(2)
_ Vo (0.5)[V(s+A-22)=1][p, h,(2)+ P,k (2)] (59)
- hy (2, (2)=k; 2k, (2)
and
hi(z)  paVo(O, S)[Vi(s +1—2z) —1]
- _|~k@) paVoe(0,8)[V(s + 21— 1z) — 1]
POz = G G
—ki(z) hy(2)
— V(0,5)[V(s+A-12)—1][pyhy (2) +D, k1 (2)] (60)

Ry (2)hy(2)— k4 (2) K (2)

Using equation (37) in equation (49), we yield

V(z5) = To(0.5) [0 (61)

Now using equation (59) in equation (43), we get
—(1) _ VD(O,s)[V_(s+/1—Az)—1][p1h2(z)+p2k2(z)]] [1—E(s+/1—/12)
Pr@s) = r I, @)k k() (s+4-12) (62)

Also from equations (46) and (60), we obtain

—(2) _ VD(O,S)[V_(S+/1—/12)—1][D2h1(Z)+D1k1(2)]] [1—E(s+,1—lz)

PrGs) = r @ @)1 (2l (2) (+a-12) | 63)
whereh, (z), h,(z), k,(z) and k,(z) are given by equations (55) to (58) .

Thus 5(1)(2, s) ,F(z) (z,s) and V(z, s) can be completely determined from equations (62), (63) and (61) respectively.
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THE STEADY STATE RESULTS

In this section, we shall derive the steady state probability distribution for our queueing model. To define the steady
state probabilities, we suppress the argument t wherever it appears in the time-dependent analysis. This can be
obtained by applying the well-known Tauberian property,

lim s F(s) = fim £ 0).

In order to determine F(l) (z, s),F(z)(z,s)and V(z,s) completely, we have yet to determine the only unknown V,(0)
which appear in the numerators of equations (62), (63) and (61) respectively. For that purpose, we shall use the
normalizing condition

PO@) +PDQ)+V (@A) =1. (64)

Thus multiplying both sides of equations (62), (63) and (61) by s, taking limit as s —» 0, applying property (64) and
simplifying we have

1) _ _ _ P1h2(2)+p2ka(2) 1-B1(1-1z)

PY(z) = [V_()L A2) 1] [h1(z)h2(z)—k1(z)k2(z)] Vo (O)[ (A-1z) | (65)
@), = _ _ p2hy (2) +p1k4(2) 1-B,(A-1z)

PO@ =V -2 -1] [h1(z)hz(z)—k1(z)k2(2)] O] e (66)

andV(z) = [1 Z(AAZAZ)] V,(0). (67)

We see that for z = 1, PW(2), PD (z) and V(2) in equations (65) - (67) are indeterminate of the % form. Therefore, we
apply L'Hopital's rule on equations (65) - (67) using the fact that B,(0) =1, —E;(O) = #i,B_z(O) =1, —E;(O) =
”i,V(O) =1, —7(0) = % = E(v). Thus on simplifying we have

W1y — P AE W)E(vy)
P (1) - [1_171/15(”1)—172/15(”2) VO (O)’ (68)
@) (1Y) — P2 AE W)E(v,)
P (1) - [1_101/15(”1)—172/15(”2)] VO (O)’ (69)
and
V(1) =V,(0)E(w), (70)

where E(v,), E(v,) and E(v) denote the mean service time of type 1 service, type 2 service and mean vacation time
respectively. Note that the results (68) to (70) give the steady state probabilities that the server is providing type 1
service, type 2 service and under vacation respectively.

Now using equations (68) to (70) into the normalizing condition (64) and simplifying we obtain
Vo (0) — [1 p1AE(vy)- pzlE(Vz)] . (71)

E(v)

Also from equation (70), we obtain system’s utilization factor

p = [P1AE(vy) + pAE(W,)], (72)

wherep < 1 is the stability condition under which the steady state exists.

Thus we have now explicitly determined all the steady state probability generating functions P (z), P@ (z) and
V(z) of the queue size.

The Mean Number in the System
Now we define P(z) as the probability generating function of the queue size. Then we have
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P(z) =V(2) + 2z (PO (2) + PA(2)). (73)

Let L, and L denote the steady state average queue size and system size respectively. We have L, = %P(z) atz=1.
However since P(z) = gat z = 1. We use the well-known result in Queueing theory (Kashyap and Chaudhry (1988))
to get

o d .. D'(@N"(2) = N'(2)D"(2) [V,(0)
b= P =P @ = I P A}

=i
Zl—’nl z(D '(1))2

D'()N"(1)-N'(1)D (1) [Vo(o)]
By E— e f

(74)

where primes and double primes in equation (74) denote the first and second derivative at z = 1. Using equations
(65) to (67) into equation (73), we have

P(z) = 52 [ (75)
where

N(z) = [V_(A —1z) — 1] [Zp1§(ﬂ. —z) + szB_z(A - AZ)] (76)
and

D(2) = [z~ p1B1(A — 22)][z = p1B1(2 — A2)] = p1p,B1 (A — A2)B, (A — 22) (77)

Carrying out the derivatives at = 1, we have
N'(1) = 2E(v),(78)

N (1) = BPE(?) + 2AE(v) + 222p, E(W)E (v,) + 2A2p, E(W)E(vy), (79)
D'(1) = 1= pi2E(v) — p2AE(v,), (80)
D"(l) = _AZ[P1E(V12) + PzE(V%)] + 2[1 = p1AE(v)) — pLAE(v,)]. (81)

whereE(v?), E(v2) and E(v?) denote the second moments of the type 1 service, type 2 service and vacation time
respectively. Using equations (78) to (81) into equation (74), we have obtained L, in closed form. Further we find the
average system size L using Little’s formula. Thus we have

L= Lq +p (82)

where L, has been found in equation (74) and p is obtained from equation (72).

The Mean Waiting Time
LetW, and Wdenote the mean waiting time in the queue and the system respectively. Then using Little’s formula we
obtain
L
W, == (83)
W=z (84)

whereL, and L have been found in equations (74) and (82) .

Special Cases
Case 1: First stage of service follows exponential distribution
In this case, we put B, (1 — 1z) = —2— E(v,) = Mi EW?) = ’% in equation (75) so that

A=Az+py 1 z
by = L0 Men i 0] o). (85)
—2p1m_2p232(/1_/12) A
1—p1i—p2/1E(V2)
Further we have V,(0) = “;T , (86)
p= [P1i+ pZAE(VZ)] <1 (87)
andL, is given by (74), where
N'(1) = 2E(v), (88)
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N'(1) = 225 + 20E@W) + 24, E(v) - + 24D, EQ)E (v;), (89)

D'(1)=1-py=—pAE(v,), (90)

D"(l) =-2 [P1 % + PzE(V%)] +2 [1 - P1i - pZAE(VZ)]' (91)

In addition L, W and W, for this case can also be found from the main results.

Case 2: Both services follow exponential distribution

In this case, we let B,(A — Az) = —22— E(v,) = —, E(v2) = = in all the results obtained in Case 1 so that
A=Az +p; Uz My

ml—ﬂz)—l] [zp17”—1+zp27”—2] Vo(0)

P(Z) — - 1/1 Az+pq 2/1 Az+pz1 | YolY) ) 92

—2P1m—2szTm [ A ] ( )

_ 1—171’%1_172‘%2
Vo(0) = [, (93)
p=[mi+pzi <1 (94)
andL, is given by (74), where
N'(Q) = AE(v), (95)
N'@Q) =22 #i + 22E(v) + 212p1E(17)#i +222p,E(v) ”i (96)
D'W=1-pi—po (©7)
. P ‘2 2 2

D W=7 [pr s+ pag] +2[1-pii =P ] (98)

In addition L, W and W, for this case can also be found from the main results.

Case 3: Vacation period follows exponential distribution
In this case, we let V(1 — Az) = ﬁ E@W) = % E(?) = % in all the results obtained in Case 2.
Case 4: No server vacation

In this case, we let V(1 — Az) = z in equation (76) so that

_N@)[%(0)
PO =512 ]
where
N(z) =[z— 1][Zp1mﬂ. —Az) + szB_z(A — AZ)] (99)

andD (z) is given by equation (77).
Further L,, L, W, and W for this case can be derived from the main results.
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ABSTRACT

About 90% of drugs are delivered orally (e.g., tablets, capsules) or by parenteral injection in the case of
chemicals that are degraded in the gastrointestinal environment or are not absorbed. As a result, an easy-
to-use alternative nasal drug delivery system was created. Nasal drug delivery methods can be used
locally as well as systemically. The blood-brain barrier (BBB) is a barrier that prevents therapeutic drugs
from reaching the brain. Polymers are the foundation of a pharmaceutical medication delivery system
because they regulate the drug’s release from the device. The mucoadhesion process utilizing a
polymeric drug delivery platform includes actions such as wetting, adsorption, and interpenetration of
polymer chains. As a result, APIs have been delivered to a variety of mucosal-enveloped organelles for
local or systemic activity via mucoadhesive techniques. The nasal mucosa could be a useful way for
delivering drugs in the body. The nasal route avoids first-pass hepatic metabolism, which is one of its
most important properties. The future potential of research for practical applications have forced the
field’s development.

INTRODUCTION

Past few decades, Nasal medication delivery has shifted its focus in recent decades to local and systemic therapeutic
delivery. It is mostly due to the patient’s comfort and compliance, as well as reliable medication administration, not
just for local medicines but also for systemic activities [1]. The nasal drug delivery method, on the other hand, has
been shown to be a potential route for systemic treatment for medicines and biomolecules that are prone to enzymic
degradation and hepatic first pass metabolism [2]. The binding of a polymers to a biological substrate is known as
bioadhesion. Mucoadhesion method has been widely used as a way of getting target drug delivery in pharmaceutical
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developments by mixing polymers of hydrophilic mucoadhesion with Active Pharmaceutical Ingredients (API) [3].
Nasal administration is an intriguing alternative to parenteral administration, which are uncomfortable, and oral
delivery, which can lead to excessively poor bioavailability. The nasal epithelium is extremely permeable, the
submucosa is well-vascularized, and first-pass metabolism is omitted after nasal delivery. The nasal cavity’s
relatively large surface area and relatively high blood flow, which facilitates fast absorption, are two further
appealing qualities. However, there are a substantial number of naturally occurring biodegradable polymers used in
pharmaceutical, medical, and biological applications [4,5]. Polymeric characteristics such as degree of crosslinking,
length of the chain, and different polymeric functional groups which influence mucoadhesion. Mucoadhesive
methods are commonly utilized to transfer active chemicals to mucosal-covered organelles for local or systemic
impact [6]. This chapter briefly reviews the history, categorization, and kinds of biodegradable polymers,
biodegradation methods, biodegradation variables, medical, biomedical, and pharmaceutical uses of diverse
biopolymers, and their current and future commercial and regulatory scenarios, mucoadhesive techniques are
routinely used.

Origin

The nasal mucosa has long been thought to be a promising route for delivering systemic drugs. The size of normal
human nasal mucosa is 150 cm and it is covered by a thick vascular network, for good absorption. The nasal
epithelium has a good permeability, [7] Thus the nasal lumen is separated from the vast vasculature within the
lamina propria by only two cells’ layers. The nasal cavity is an appealing route for medication delivery because of
these properties, but they also make nasal mucosa cells are risky to the deleterious effects of intranasally delivered
drugs and excipients. The nasal cavity gives a wide, better vascularized surface area via first-pass metabolism are
omitted because blood is delivered directly into the systemic circulation from the nose. This is one of the major
benefits of intranasal medication administration. Nasal delivery has been achieved using a variety of methods,
including solutions, powders, gels, and microparticles. The highly often used intranasal APIs for quick alleviation of
nasal congestion are solutions containing sympathomimetic vasoconstrictors. Because the nose is where
vasoconstriction happens the most, individuals with high blood pressure can benefit from local administration of
these alpha-adrenergic stimulators. Intranasal medication delivery has been used to create a distant systemic effect in
addition to local effects [8].

Mucoadhesive mechanism

Mucoadhesion is caused by the interaction of the mucoadhesive polymer with the mucus produced by the
submucosal glands after nasal administration. The enlarged mucoadhesive polymer subsequently enters the tissue
crevices, where it interacts with the mucus protein chains. When the polymer—water contact exceeds the polymer—
polymer interaction, sufficient free polymer chains will be accessible for polymer-biological tissue interaction. For
optimal mucoadhesion, a certain level of hydration is essential. The mechanism of mucoadhesion may be classified
into different parts.

Contact stage: The first wetting that happens between the adhesive and the membrane is known as the contact stage.
This can happen mechanically by bringing the two surfaces together, or it can happen through the bodily systems, as
when particles are inhaled and deposited in the nasal cavity. The DLVO theory may be used to explain the principles
of initial adsorption of tiny molecular adsorbates.

Consolation stage: The formation of adhesive contacts to strengthen strong or lasting adherence is the consolation
stage of mucoadhesion. When the surface is subjected to considerable dislodging forces, consolidation variables are
critical. There are several stage mucoadhesion hypotheses that explain the consolidation stage, the two most
common of which are macromolecular interpenetration and dehydration. [9,10]

Mechanisms of intranasal drug administration

The drug is get absorbed when it passes through the mucous layer of nasal cavity. Charged molecules find it more
difficult to pass through mucus than uncharged molecules. Paracellular absorption and transcellular absorption have
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been identified as the two primary modes of drug absorption via the nasal mucosa. The medicine diffuses slowly and
passively via the watery spaces between the cells in the paracellular pathway, which requires no energy. In general,
it increases the drug’s molecular size while decreasing the internasal absorption. Thus, the molecular weight of the
drug is greater than 1 Da there is a lower blood bioavailability after nasal delivery. These are improved by some
absorption enhancers of these substances. Using an absorption enhancer, the recombinant hirudin-2 (rHV2) systemic
absorption was highly improved in the nose [11,12].

Barriers interfering nasal drug delivery

Mucus: Mucin, the main amino acids found in mucus, attached to active particles, preventing medication diffusion.
Tiny neutral particles can readily move through this barrier, whereas big, charged particles may have difficulty
crossing it. Before reaching the respiratory tract’s olfactory receptors and mucus, drugs or other foreign substance
must penetrate into the water mucus layer of the olfactory region [13,14]. As a result, nasal mucus absorbs the drug
is determined by the drug’s solubility in mucus. Lipophilic drugs that can partition into the cell membrane’s lipid
(bilayer) can easily move through biological membranes via the transcellular route. As a result, after nasal delivery,
the lipophilic medication rapidly penetrates both the cerebrospinal fluid and the circulation. Polar medicines can
only penetrate the mucosal layer and cannot penetrate the lipid bilayer [15].

Nasal mucociliary clearance: The principal defensive system for removing foreign materials, germs, and particles
from the nose is mucociliary clearance (MCC). In humans, mucociliary transit has a half-life of roughly 12 to 15
minutes. The most essential components in the Nasal mucociliary Clearance are cilia density, periciliary fluid, and
mucus composition. Drug absorption via the nasal epithelium is lowered as a result of this mechanism. By including
mucoadhesive substances into the formulation, which may improve nasal absorption, it is possible to overcome the
mucociliary clearance and increase the certain period of medications in the nasal region [16].

Enzymic barrier: The lower respiratory airways are protected from dangerous substances by the enzymic barrier of
the nasal mucosa. The nasal mucosa barrier, on the other hand, is principally responsible for lowering peptide and
protein absorption. Carboxyl esterases, glutathione S-transferases, and cytochrome P450 isoenzymes all of these
proteins are found in nasal cells and are involved in drug breakdown within the mucosa. [17] The concentration of
enzymes in the olfactory mucosa is higher than in the respiratory mucosa. The nasal cavities of animals, has six times
the amount of cytochrome P450 found in the respiratory mucosa (The respiratory mucosal metabolisms are higher
than the olfactory mucosa). Recent advances in the discovery and description of several nasal transformation of bio
enzymes in animal models, the function of the human nasal mucosa remains unknown. [18]

Factors affecting nasal drugs delivery

Before developing intranasal formulations for brain site, both local delivery, and systemic distribution of drugs, a
number of parameters should be considered. The medicine’s physicochemical properties, excipients to be used in the
development and the nasal cavity physiology state are all listed here. [19,20]

Physicochemical properties of the formulation

pH: Both ionization constant and hydrogen-ion concentration of the formulation, which should be between 4.5 and
6.5, have an impact on the drug’s nasal absorption and penetration. When the pH of the formulation was altered to
less than 3 and more than 10, intracellular damages were discovered.

Viscosity: Higher the viscosity of the development, time spent in residence of nasal cavity also goes higher and it
may also increase the permeation.eg nasal delivery of insulin, metoprolol.

Osmolarity: There will be nasal epithelium shrinkage, when the isotonic solutions are taken in the nasal cavity. Thus,
it may cause the increase the drug permeation.

Buffer capacity: The nasal drugs are prepared in smaller quantities, ranging from 25 to 200 liters, and as a result, the
pH of the formulation has a significant impact on the concentration of medication (nonionized form) for absorption.
As a result, it’s critical to keep the formulation’s buffer capacity high in order to keep the pH stable.
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Mucoadhesive polymer drug delivery platforms

For mucoadhesive bonding to achieve high degrees of retention at applied and targeted areas, polymeric properties
such as water liking drugs, negatively charge potential, and hydrogen bond generating groups are required. [21]
Furthermore, the polymer’s surface free energy must be sufficient to accomplish "wetting’ with the mucus layer. The
polymer should also be biocompatible, nontoxic, and cost-effective in order to infiltrate the mucus network.
According to Park and Robinson, the polymers commonly used in the creation of mucoadhesive drug platforms that
attach to mucin-epithelial interfaces [22].

Reason for choosing polymer for nasal drug delivery: Polymers are important in the advancement of drug delivery
technology because they allow for repeated dose, coordinated release of both hydrophilic and hydrophobic
medicines, and consistent release of formulations at prolonged time. Biodegradable and bioabsorbable polymers are
a fantastic option for a variety of innovative medication delivery methods [23]. A polymeric drug delivery system is
a development or technology that allows a therapeutic component to be introduced into the body. Controlling the
pace, duration, and location of pharmaceutical release in the body improves the treatment’s safety and effectiveness.
Medication administration has come a long way in the last two decades, but controlling medication entry into the
body, particularly the brain, remains a difficult task. Recent improvements in nano-drug delivery system carrier-
mediated transportation across the BBB are starting to provide an origin for targeting medication administration to
the brain. Uptake transporters transfer natural nutrients such as amino acids, peptides, hexose, mono-carboxylate,
and stem cells across the blood brain barrier [24]. Polymers improve biopharmaceutical pharmacokinetic and
pharmacodynamic properties in a variety of ways, including increasing plasma half-life, decreasing immunogenicity,
increasing biopharmaceutical stability, low molecular weight drugs which increases the solubility and allowing for
targeted drug administration. Rheumatoid arthritis, diabetes mellitus, hepatitis B and C viruses, cancer cells, and
ischemia have all been treated with polymer conjugates [25].

Various polymers in nasal drug delivery

Polymers like cellulose derivatives, polyacrylates, starch, gelatin, phospholipids, chitosan, have been found to
increase intranasal absorption of the aforementioned therapeutic substances. The recommendation restricts the use of
inactive additives with certain of these polymers. These polymers work by either extending medication residence
time in the nasal canal or enhancing therapeutic agent intranasal absorption; some polymers may do both. The
majority of these polymers are GRAS pharmaceutical excipients [26].

Chitosan

Chitosan is composed of B (1—4)-linked 2-acetamido-2-deoxy-B-D-glucose (N-acetylglucosamine). Chitin is
structurally identical to cellulose, but it has acetamide groups (-NHCOCHS3) at the C2-portion. On the other hand,
chitosan is a linear polymer formed by a (1—4)-linked 2-amino-2-deoxy-p-D-glucopyranose and derived by N-
deacetylation, characterized by the degree of deacetylation, which is the copolymer of N-acetylglucosamine and
glucosamine. It’'s a mucoadhesive polymer that’s both biocompatible and biodegradable. Chitin is the world’s second
most prevalent polysaccharide after cellulose. It is hydrophilic due to the presence of a basic amino group, but its
solubility and shape in an aqueous media are determined by the number of acetylated monomers and their
distribution [27-29]. Chitosan has high mucoadhesive qualities, allowing for paracellular permeability via improving
the opening of intestinal epithelial tight junctions. Chitosan and sialic acid’s main amino functional groups interact
ionically with mucus sulfonic acid resulting in mucoadhesion. [31-33] Furthermore, hydroxyl and amino groups of
chitosan and mucus forms the hydrogen bonds in the center of them. The chitosan molecules contain information
regarding flexibility, which can be used to increase mucoadhesive properties. This is useful for regulating the drug’s
release rate [34,35]. Chitosan has a variety of commercial and biological applications. It is primarily used in
agriculture as a seed treatment and biopesticide, as plants can easily overcome fungal infections when using it. It is
utilized in the pharmaceutical sector for self-healing polyurethane paint coating and also aids in the delivery of
medications via the skin [36,37].
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Mucoadhesive polymers classification

Generally, it is classified into mainly two types, which are listed below;
1. Hydrophilic polymers- PVP and methyl cellulose, etc.

2. Hydrogels

v’ Basis of origin

— Natural polymers- chitosan, gelatin and sodium alginate
— Synthetic polymers- cellulose derivatives and carbopol, etc.
v’ Basis on the charge

— Anionic polymers- Carbopol and sodium alginate..

— Cationic polymers- chitosan

— Neutral polymers- eudragit analogues.

Applications of polymers in nasal delivery

As a result of environmental changes, the number of people suffering from nasal allergies has increased, prompting
the development of prophylactic and therapeutic pharmaceutical formulations. [38] Because nasal spray dose forms
are simple to administer and provide quick relief from nasal symptoms, they have been frequently used for allergic
disorders. Drugs have been deposited in the nasal cavity using gel-providing chemicals such as Carbopol-PEG,
methylcellulose, and HPMC. [39,40] Any viscous polymer that is swiftly released and then fast vanishes from the
nasal canal makes it difficult to postpone medication release, and viscous preparations are very hard to deliver in the
nasal cavity [41].

CONCLUSION

In recent years, both biodegradable and biocompatible polymers have been studied for their drug delivery uses in
preclinical and clinical studies, resulting in a large increase in polymer-based formulations. The drug administration
through nasal route is becoming more common for both local and systemic delivery of therapeutic agents since it is a
very expensive and patient-friendly alternative to inject able pharmaceuticals development. Nasal delivery is
effective for delivering polypeptides, proamino acids, vaccines, and curing of CNS disorders, as well as peptides,
proproteins, and vaccines. A thorough grasp of these challenges is needed for proper polymer that should be prefer
in nasal development. The nasal cavity can be used to deliver drugs to treat a range of ailments. Some of the
technologies are used to design drug carriers that improve both delivery and performance by using appropriate
nasal instruments and increasing drug permeation through the mucosa of the nose. The correlation between the
formulation development and the drug delivery devices gives a better drug delivery system to the nose. Boosting the
efficiency of this route for the distribution of a variety of drug molecules for the treatment of a variety of ailments.
Alternative methods of medication administration are becoming a more prominent topic of study nowadays.
Because of their large molecular weight or sensitivity, many recently produced medicines have limited absorption
when administered orally. Nasal medication delivery may be a viable strategy. The nose is good accessible, which
has adequate blood flow, and, most importantly, provides an easy way to passes the BBB. The process is easy and
painless.
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ABSTRACT

The global COVID-19 pandemic claiming global spread continues to evolve. New episodes of outbreak
are possibly caused by the novel variants of concern of severe acute respiratory syndrome corona virus-2
(SARS-CoV-2). The test positivity rate (TPR) and case fatality rate (CFR) have increased steeply in the
second wave of COVID-19 compared to the first. From the example of Kerala, a state in southern India,
positivity increased from 1.33% at the peak of wave one in 10t June 2020 to 13.45% during 10t June 2021
in the second wave of pandemic. SARS-CoV-2 is an enveloped single-stranded RNA virus. Angiotensin-
converting enzyme-2 (ACE-2) is a trans membrane surface protein present on multiple types of cells in
the human body to which the viral spike protein attaches. Genetic variations in the SARS-CoV-2 and
ACE?2 receptor can affect the transmission, clinical manifestations, mortality and the efficacy of drugs and
vaccines for COVID-19. Given the high TPR and CFR, it is necessary to understand the variations of
SARS-CoV-2 and cellular receptors of SARS-CoV-2 at the molecular level. In this review, we
summarize the impact of genetic and epigenetic variations in determining COVID-19 pathogenesis and
disease outcome.

Keywords: SARS-CoV-2; COVID-19; TPR; CFR; Genetics; Epigenetics; Sequence variation
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INTRODUCTION

Until recently, human corona viruses have been considered to be insignificant pathogens, which causes mild
respiratory illness [1-2]. The first lethal coronavirus outbreak in 2003 (severe acute respiratory syndrome-SARS)
alerted global medical community of the challenges faced by coronaviruses. The causative agent SARS-CoV (SARS-
corona virus) showed zoonotic origins (from bats) and caused case fatality rate of 10% [3]. High mortality was seen
in aged patients and those having co-morbidities [4]. Air-borne infection was also documented in SARS [5,6]. After a
decade, in 2013, another coronavirus from dromedary camels, MERS (Middle East respiratory syndrome (MERS)
spread to humans in Arabian Peninsula [7]. The virus was named MERS corona virus (MERS-CoV) and the CFR was
20% [8]. The MERS-CoV had ability to alter immune response [18]. In 2017, World Health Organisation (WHO)
included SARS and MERS in the priority pathogen list. In December 2019, COVID-19 was initially identified as a
novel corona virus (2019-nCoV)-infected pneumonia (NCIP) that was reported from Wuhan, Hubei Province, in
China [9]. At the initial stage, the disease was characterised by an incubation period of 5.2 days and a reproductive
number estimate of 2.2 [1]. The genomic sequence of the virus was available in early 2020 from the samples isolated
from patients suffering from pneumonia in Wuhan, China [10,11]. The SARS-CoV-2 had more amino acid homology
with SARS-CoV than MERS-CoV [12].

The WHO announced in January 30, 2020 that the novel corona virus pneumonia epidemic caused by SARS-CoV-2
was classified as a public health emergency of international concern [13]. The international committee on taxonomy
of viruses (ICTV) renamed 2019-nCoV as severe acute respiratory syndrome corona virus 2 (SARS-CoV-2) in
February 11, 2020 [14]. Since the outbreak of SARS and MERS, COVID-19 is counted the seventh corona virus
disease in humans [15]. Although SARS-CoV-2 has lower CFR compared to SARS and MERS viruses, the highly
contagious nature of SARS-CoV-2, with an estimated reproduction number (Ro) of 2-6.47 makes COVID-19 a public
health concern [16]. The successive emergence of SARS-CoV-2 variants with highly variable pathogenicity and
transmission potential warrants studying the genetic diversity and evolution of SARS-CoV-2 with immediate
priority [17]. COVID-19 disease dynamics, measured in terms of CFR, TPR and RO, are evolving continuously over
time in different geographical locations [18,19]. This differential disease dynamics over time and space could closely
be linked to rapidly evolving genetic variations in SARS-CoV-2, interacting with diverse genetic variability of hosts
in different areas [20]. Ribosomal frameshifting in corona viruses enable the virus to adapt to the host cell [21].

Bats are considered the reservoir of corona viruses [22]. Wild and domestic animals act as intermediate hosts and
facilitate mutation and recombination which enhances genetic diversity of viruses [23]. The coronavirus comprises of
two open reading frames (ORF) ORFla and ORF1b), four structural proteins, and several accessory proteins [24].
Based on the ORFla and b, coronaviruses are divided into four groups: two mammal-specific alpha and beta and
two avian-specific gamma and delta [25]. Inside the host cell, SARS-CoV-2 exerts its action by forming short- and
long-range RNA-RNA interactomes which facilitate viral and host RNA interactions [26]. Based on RNA interactome
analysis of SARS-CoV-2, 17 host and viral proteins that exert antiviral activity and 9 proviral host factors hijacked by
SARS-CoV-2 were identified [26]. This RNA-RNA interaction through RNA binding proteins (RBPs) enables SARS-
CoV-2 to evade host immune barrier. Seven human coronaviruses- SARS-CoV, MERS-CoV, SARS-CoV-2, HCoV-
229E, HCoV-0C43, HCoV-NL63, and HCoV-HKU- mainly differ in their accessory proteins. SARS-CoV-2 is one of
the RNA viruses with the largest genome. The reference genome of SARS-CoV-2 is 29903 bp single-strand RNA
(accession number NC045512, severe acute respiratory syndrome coronavirus 2; isolate Wuhan-Hu-1). There are
630,559 SRA (sequence read archive) runs and 570,941nucleotide records of the SARS-CoV-2 genome in national
center for biotechnology information (NCBI, accessed on 07-06-2021). The variants are designated by comparing the
genetic sequence of emerging SAR-CoV-2 with that of the reference genome [27,28].

Spike protein in SARS-CoV-2
Spike proteins help the virus to bind with host cells and thus determine the virus-host interactions [29]. For SARS-
CoV-2, the most prominent region susceptible to the mutation is the spike (S) protein [30]. Spike protein consists of
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two subunits-S (receptor binding subunit) and S1 (membrane fusion subunit). Among these subunits, the S subunit is
highly variable, while S1 is conserved compared to S. The S subunit functions as attachment sites that enable the
virus to bind to the ACE-2 receptor located on the surface of the host cell [31]. Once the virus binds to the host cell,
the S1 subunit helps the fusion of the virus with the host cell membrane. Spike protein has an N-terminal domain
(NTD), a C-terminal domain (CTD), and a receptor-binding domain (RBD). The RBD contains receptor binding
motifs (437-508) which functions as host receptor-binding residues. The sites involved in host-cell binding and/or
host immunity invasion are potential mutation hotspots in SARS-CoV-2 [29].

Host cellular receptors

Immunological competency is the key in determining COVID-19 transmissibility and pathogenicity as infection-
preventing immunity disappears earlier than pathogenicity alleviating immunity with a projected outcome of a
potential variant of SARS-CoV-2 that may cause acute disease in children [32]. Based on this reasoning, these
scientists suggest loss of virulence of SARS-CoV-2 only to cause common cold except in children when COVID-19
spread to an endemic phase. The host cellular receptors differ among corona viruses [33]. For SARS-CoV 1 and
SARS-CoV 2, RBD binds to ACE-2 receptors on human host cells. For other human coronaviruses like HCoV- HKU-1
and OC 43, the NTD recognizes sugar derivatives on cell surface while HCoV-229E uses RBD to bind with
aminopeptidase N (APN) on human host cells. However, the mouse hepatitis coronavirus uses NTD to bind with
carcinoembryonic antigen-related cell adhesion molecule 1 (CEACAML1- the host protein present on the cell surface).
In MERS (middle east respiratory syndrome) the viral RBD binds to dipeptidyl peptidase 4 (DPP4) on the host cell
surface [29].

SARS-CoV-2 variants

Viewing form this light, common locally evolved variants of SARS-CoV-2 are considered to be originated by the
repetitive changes of the structural motifs which are specific to corona virus lineages [34]. These variants are also
demonstrated in animal models [35]. In the Italian Sardinia Island, four different clusters of viruses were observed,
which were characterised by amino acid substitutions [36]. The probability of mutations in S protein, particularly in
NTD and RBD, vary widely as these residues are more flexible in their structural conformation, are functionally
unique, and are important in the virus-host cell-binding process. Among NTD and RBD, the latter is more prone to
mutations. Although SARS-CoV-2 RBD bind to the ACE-2 cell surface receptors on human cells, the binding target of
NTD is yet unknown. The mutations in S protein affect the infectivity of SARS-CoV-2. For example, D614G mutation
in the spike protein of SARS-CoV-2 increased the viral infectivity [37]. The SARS-CoV-2 variant identified in
southeast England in September 2020, known as B1.1.7 or 501Y.V1 contains eight mutations in the spike gene in
addition to the D614G mutation- including two deletions in the NTD (AY144 and AH69/AV70), one substitution in
the RBD (N501Y) and another substitution close to the furin cleavage site (P681H). The second variant identified in
the Eastern Cape, South Africa is known as B.1.351 or 501Y.V2. Along with the D614G mutation, this variant has nine
mutations in the spike gene including those in the NTD (R2461 and A242-A244), RBD ((N501Y E484K and K417N),
and one mutation close to the furin cleavage site (A701V). The third variant known as P.1 or 501Y.V3 was identified
from Brazil and contains three substitutions at RBD (N501Y, E484K, K417T). These mutations in the new variants of
SARS-CoV-2 could affect the treatment with monoclonal antibodies and may affect the protective value of vaccines
[38].

ACE-2 receptor protein

Genetic variability of host receptor proteins also influences the susceptibility, pathogenicity, and disease progression
of viral diseases [39]. As ACE-2 receptor protein is the entry point and site of attachment of SARS-CoV-2, the genetic
variability of ACE-2 is considered as a risk factor in the COVID-19 pandemic. The ACE-2 gene is located on the Xp22
chromosome and possesses 22 exons. The expression level of ACE-2 varies with individuals and within an
individual, ACE-2 expression is organ-specific. Human, bat (Chinese horseshoe), pig, and civet ACE-2 bind with
SARS-CoV spike protein, whereas mouse ACE-2 do not bind with SARS-CoV. Three S protein trimers bind with two
ACE-2 dimers initiating the entry of the virus into the host cell. Three amino acid residues in ACE-2 are specifically
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involved in SAR-CoV-2 binding. ACE-2 mutations that affect the circulating levels of ACE-2 in individuals are
identified. These alleles may predispose varied binding of SARS-CoV-2 to the host cells and variations in COVID-19
pathogenicity. For example, ACE-2 variant rs2106809 was found to be associated with circulating ACE-2 levels. ACE-
2 expression also varies with age, sex and ethnicity. Invariably, COVID-19 severity varies among different ethnic
groups such as Asians, Africans, and Caucasians. Most of these deviations are explained based on the variations in
the allele frequency of eQTLs in diverse populations. Molecules that block angiotensin receptor are suggested against
COVID-19 [40].

Other host proteins

Pattern recognition receptors (PRRs) are proteins that control the transcription of inflammatory genes and regulate
intracellular signaling processes, and thus, are involved in virus-induced inflammatory responses. Intracellular DNA
sensors, RIG-like receptors (RLRs), C-type lectin receptors, (CLRs), Toll-like receptors (TLRs), and NOD-like
receptors (NLRs) are major PRRs found in humans. PPRs play important role in innate immune response as they
identify PAMPs (pathogen-associated molecular patterns) and DAMPs (damage-associated molecular patterns-
molecules released from damaged cells). Overexpression of PRRs, particularly TLR 4 is associated with cytokine
storm-mediated morbidity and mortality. The age-related variation in COVID-19 severity is also attributed to
differential expression of PRRs. Thus, PRRs play a critical role in mediating SARS-CoV-2-host cell interactions,
particularly in individuals with comorbidities like diabetes, obesity, and cardiac diseases [41-42].

Significance of studies on genetic and epigenetic variations

In the rapidly spreading phase of COVID-19, it is very important to identify the sequence variability if any, in the
circulating viruses and identify the emergence of new variants [43]. It is also important to corelate the implications of
current preventive and therapeutic measures to genetics and genomics of COVID-19 [44]. For example, Pachetti et al.
(2020) evaluated impact of lockdown on viral mutations and COVID-19 CFR in various countries in Europe and
North America. They found that mutations in SARV-COV-2 tend to stabilise at four genomic regions of SARS-CoV-2
whereas, new nonsynonymous mutation was seen in the samples from Sweden where soft lockdown was
implemented [45]. In fact, virus surveillance through genomic sequencing helps to understand the mutations in the
virus genome and helps to formulate control/therapeutic strategies. Escape variants (the mutated virus that causes
disease in vaccinated or recovered individuals) should also be monitored promptly. Exploring genetic variations in
the host cell receptors may also help us to elucidate the mechanistic ways by which SARS-CoV-2 differentially bind
to the host cells and cause differential susceptibility and pathogenicity in different individuals/diverse populations
[46].

Epigenetic changes

There are reports showing disproportionate clinical manifestation of COVID-19 in old age people. Involvement of
differential abundance and activity of 315 miRNAs common for age related signaling and COVID-19 are identified
and their lower activity is reported in old age and comorbidity conditions [47]. Circular non-coding RNA
(CircRNAs- formed by covalent attachment of 3’ and 5’ ends of RNA) and long non-coding RNAs (LncRNAs-with
lengths greater than 200 nucleotides) that regulate cell division, cell death, immune response and signaling pathways
are involved in COVID-19 pathogenesis. Wu et al (2020) identified 114 circRNAs and 10 IncRNAs in COVID-19
patients that were connected to exosomes. Exosomes are 40-100 nm size vesicles present in the cell which mediate
virus-hot cell interaction and influence cellular response against viral diseases. These circRNA and IncRNA are
projected as biomarkers to COVID-19 severity [48].

Impact on clinical manifestations

The significance of deletions in immune evasion on the evolutionary trajectory of SARS-CoV-2 to an endemic virus
was studied [49]. Deletions in ORF7, ORF8, and ORF10 regions found in Bangladesh and deletions in or near the
furin polybasic site of the spike protein have been associated with reduced virulence [50]. The three HLA alleles
(HLA-A*11, -C*01, and -DQB1*04) among Spaniards and the HLA-DRB1*08 in the Italian population correlated with
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mortality of COVID-19 [51]. Variants in cytokine genes such as IL1B, IL1R1, ILIRN, IL6, IL17A, FCGR2A, and TNF
could be related to disease susceptibility, cytokine storm, and other COVID-19 complications [50]. Several variants in
ACE2 and TMPRSS2 affecting the expression of the receptors related to COVID-19 have been associated with the
disease susceptibility and risk factors. Germline variants in UNC13D and AP3B1 (two typical hemophagocytic
lymphohistiocytosis related genes) were found to be associated with the development of severe cytokine storm and
fatal outcomes in COVID-19 [52]. Deaths during the first phase of the epidemic was found to be associated with L84S
mutation (ORF8 protein involved in immune system evasion) and 2 other helicase mutations (NSP13, P504L, and
Y541C) [50-54].

Impact on COVID-19 tests

Rapid and accurate COVID-19 tests are crucial for diagnosis and treatment, prevention, contact tracing,
epidemiologic characterization, and public health decision making. The major concern regarding COVID-19
diagnostic tests related to the emergence of new variants is the potential failure of RT-PCR tests for diagnostics. New
variants can affect the performance of certain tests if the mutation is in a region of the genome targeted by the test
[57]. A high-frequency mutation on the right end of a primer or probe position of a target would possibly produce
more false-negatives in diagnostics. The impact of new variants on test sensitivity is influenced by the genomic
sequence of the variant, the test design and the prevalence of the particular variant in the tested population. Tests
based on multiple regions of the genome may be less impacted by the new variants than the tests that rely on
detection of only a single region [58].

Impact on COVID-19 treatment

Several new compounds are tested and some existing drugs are studied for repurposing to target various SARS-CoV-
2 proteins [59,60]. For instance, a compound ABBV-744 was found to bind with the main protease enzyme of SARS-
CoV-2 with heavy binding affinity (AGbin -45.43 kcal/mol) [61]. Viral proteases are also considered drug target
against COVID-19 [62]. For advanced lung injury in COVID-19 stem cell therapy using extracellular vesicles is
suggested [63]. Variations of TMPRSS2 and CD26 have been demonstrated to enhance COVID-19 susceptibility [64].
Analysing molecular pathways involved in humans also helps to formulate novel treatment protocols. For example,
ATP1Albelonging to multi subunit Na+/K+ ATPase is an integral membrane protein responsible for maintaining
electrochemical gradients across plasma membrane and transmits cardiotonic steroid binding induced signals in to
the cells. ATP1AL1 is also involved in the entry of viruses in to the cells, blood coagulation and oxidative stress during
COVID-19 [65-66]. Burkard et al. (2015) reported that ATP1AL1 regulated Srcsignalling blocks entry of corona virus in
to host cells [67]. Cardiac glycoside bufalin, that inhibits ATP1AL is suggested as inhibitor of SARS-CoV-2 [68].

Non-epigenetic drugs re-purposed for treating COVID-19 aiming at the most significant pathways in the SARS-CoV-
pathogenesis were not completely successful in eliminating the virus [69]. Recently approved monoclonal antibodies
(bamlanivimab plus etesevimab and casirivimab plus imdevimab) for the treatment of non-hospitalized patients
with mild to moderate COVID-19, targeting the S protein could limit progression to severe disease particularly in
those who have not yet developed an endogenous antibody response [70]. Some SARS-CoV-2 variants (The P.1
variant, B.1.429/B.1.427 variants & B.1.526 variant) have markedly reduced susceptibility to even the newer
monoclonal antibodies like bamlanivimab and may have lower sensitivity to etesevimab and casirivimab [71].
Ongoing population-based genomic surveillance of the circulating SARS-CoV-2 variants and their susceptibility to
available drugs including anti-SARS-CoV-2 monoclonal antibodies, will be important in defining the utility of the
strategy in the future. The molecular level understanding on epigenetic mechanisms including microRNA, DNA
methylation, chromosomal structural alterations, and microbiome involvement will provide useful information on
the importance of epigenetics in SARS-CoV-2 disease [72]. Epigenetic enzymes (such as DNMTL, histone
acetyltransferase 1 (HATL), histone deacetylase 2 (HDAC?2), and lysine demethylase 5B (KDMB5B) responsible for the
modifications of ACE2 expression including DNA methylation and histone modifications can act as potential targets
to control the host immune response [73].
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Impact on vaccine efficacy

Neutralising antibodies against SARS-CoV-2 has been evaluated [72]. The experimental data on neutralization assays
shows that the plasma from vaccinated individuals has mild to modest reduction in neutralizing activity against
mutants. Evidence from clinical trials is broadly consistent with the laboratory results, with the B.1.351 variant
showing greater signs of vaccine escape. The ChAdOx1 nCoV-19 vaccine showed clinical efficacy against the B.1.1.7
variant but failed to provide protection against mild to moderate disease caused by the B.1.351 variant, with vaccine
efficacy against the variant estimated at 10.4%. The NVX-CoV2373 (Novavax) protein-based vaccine have 95.6%
efficacy against the wild-type virus and that this is moderately lower for the B.1.1.7 variant (85.6%) and is further
reduced for the B.1.351 variant (60.0%) as per the preliminary data from clinical trials. The JNJ-78436735 (Johnson &
Johnson/Janssen) vaccine showed 72% protection against moderate to severe SARS-CoV-2 infections in the USA, but
the proportion significantly decreased to 57% in South Africa (at a time when the B.1.351 variant was widespread).
Sequencing of viruses associated with prolonged infections will provide useful information on mutations that could
contribute to increased escape from vaccine-mediated immunity [74].

CONCLUSIONS AND WAY FORWARD

Genetic characterization of the propagating and /or the emerging variants of the SARS-CoV-2 and identifying the
genetic diversity of host cell receptor proteins among distinct populations (e.g., individuals with mild COVID-19
disease vs individuals with severe disease) could offer possible solutions for the management and prevention
COVID-19 both in individuals and among different populations. This can be achieved through setting up of centrally
co-ordinated local laboratory facilities with genomic variant screening at district levels and linking those with the
line departments at the field level.
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ABSTRACT

Football is a team sport and requires rapid Change of direction movements in team sports are not pre
planed but performed as a reaction to specific stimulus. Thus requires both body control and cognitive
flexibility to give a quick and efficient response with less reaction time on field that is vital for the sports
performance. Agility is one such feature of successful athlete. Reactive agility training and change of
direction training are training methods to improve the body control and reaction time. To identify the
effect of reactive agility training and change of direction drills for 8 week interval in improvement of
body control and cognitive flexibility by reducing the time taken to complete the modified Illinois agility
test and stroop test in adolescent football players. 40 Participants of age group ranging from 10 to 19 year
of age after being screened for eligibility criteria divided into 2 groups by simple random sampling.
Group 1 received intervention in the form of reactive agility training along with their regular training
and Group 2 received regular training as change of direction training thrice a week for 8 week.
Effectiveness Parameters were improvement in modified Illinois agility test and stroop test time. They
were assessed at baseline and at the end of the study. Post intervention data was analysed using SPSS
software using t test and ANCOVA. There was significant difference in parameters in both the groups
from baseline and end of the study(p<0.001).However reactive agility group was superior to the change
of direction control groupThe result of this study demonstrates that reactive agility training and change
of direction drills statistically improves the body control in terms of modified Illinois agility test and
stroop test. Where reactive agility test showed more improvement than the change of direction drills.

Keywords: Football, Cognitive Flexibility, modified Illinois test, stroop test, reactive agility training.
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INTRODUCTION

Successful performances in field sports games like as football, basketball, and soccer demands crisp recognition and
quick reaction to situations on field. Reaction to the opponent as well as the team mate is required to perform well on
field. Sports performance in football can be assessed by observing the physical conditioning of the player, his/her
technical skill and tactical skills during the game. Thus proves the need of specific sports training in the athletes for
better performances. Sports Training involves a systematic development of each component of sports performance
and is dependent on the time period of the training. So as the players age their seniority level increases and thus they
achieve maximum efficiency in the performance through experience level. Thus emphasizing specific sports training
[2]. The specific components of sports training are 1) Physical that includes the somatic and fitness component.2)
Technical component including Fundamental skills and Sports skills. 3) Tactical components whose key features are
Strategy and Tactics.In which strategy is pre planned where as tactic is a practical execution of the strategy in
response to a specific game situation.4) Psychological component.

Match of football require maximal acceleration and fatigue resistance in terms of endurance. The sprints can be in
single direction or multi direction and requires frequent abrupt turning, twisting and explosive change of direction
movements in response to the opponent player that is reactive agility. Parameters like Acceleration and velocity are
highly related to the agility. It depends on the biochemical and anatomical structure a muscle constitute especially
the type of fibres. According to Sporis (2010), Agility is the ability to maintain and control the position of the body
when changing direction quickly and precisely without losing his balance while on the move. Where Sheppard &
Young [9] proposed that agility is: “a rapid whole body movement with a change of velocity or direction in response
to a stimulus”. This definition considers both the physical and cognitive parameters that contribute to a successful
agility performance [11,12]. Thus he developed a reactive agility test (RAT) using a real person (human stimulus)
performing some movement patterns for subjects to react to in the same direction as the human stimulus [14].
Cognitive functions, processing of vision and timing of its perception. Whereas Anticipation, which cannot be pre-
planned are part of reactive components. Thus young players should be trained for the executive component.
Executive function is the other name for cognitive control. The main pillars of the executive functions are 1)
Inhibition and interference control 2) Working memory 3) Cognitive flexibility.

Other influencing factors are pattern recognition and memory of movement pattern. The readiness of a player to
adapt to stimulus from environment is also known as the cognitive flexibility. The athlete being able to anticipate
where the ball is going next is the cognitive skill and such movements are studied under the umbrella of
performance improving agility. Study has recognized agility as a trainable motor skill that can be achieved through
proper progressive practice [4]. That means Exercises that includes change of direction, stop, and move abruptly,
which in turn will increase the agility to rapidly and efficiently decelerate and accelerate in an effort to react
appropriately to task-relevant cues during the game and should be trained and speed [5]. Reactive Agility Training
(RAT) is an exercise to improve agility and speed. The used of RAT is suggested to improve an athlete ability to read
and react to stimuli, which in turn may increase the aspects of agility performance (Holmberg, 2009), by improving
anticipatory and/or decision-making responses to movement (Sheppard et al., 2006).

Thus to train choice reactions Reactive agility drills should be constitute in the specific filed training to make the
nervous system learn, how to control the body on reacting to a stimulus. It will also help to correct body position,
balance, coordination and explosive movement pattern [5]. So this study focus on the effect of reactive agility
training on the physical as well as cognitive aspect of the agility. To test the body control after the reactive agility
training we will be employing the modified part of the lllinois agility test. Any improvement in the cod drills would
indicate transfer of training effect and may facilitate potential improvements in sports performance.

Also some studies suggest that reactive agility is used to differentiate the players on basis of their performance level
in soccer players, as the reactive agility is greater in the elite professional and senior players than younger beginner
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players. Thus training adolescents for reactive agility may help them to reach the elite level at young age Thus with
combination of the Illinois agility test and stroop test we aim to find out the effect of reactive agility training program
of 8 weeks on the parameters like body control and cognitive flexibility respectively.

AIM AND OBJECTIVE

This study aims to identify and compare the effect of reactive agility training and change of direction drills on body
control and cognitive flexibility in 8 weeks duration in adolescent football players in terms of scores of modified
Illinois agility test and stroop test

MATERIALS AND METHODOLOGY

SOURCE OF DATA: Kahani football club and Kahani sports Academy, Ahmedabad
STUDY DESIGN: experimental study

SAMPLE SIZE: 40

SAMPLE METHOD: Simple Random Sampling

DURATION: 1 YEAR

TRAINING DURATION: Alternate days thrice a week for 8 weeks.

The study was conducted over a period of 8 weeks. A total of 40 participant of age group ranging from 10 to 19 years
of age were screened for eligibility criteria and divided into two groups by simple random sampling. Group 1(n=20)
received reactive agility training along with their regular training and group 2(n=20) received their regular training
in the form of change of direction drills. Elite player or players with Leg injuries like sprain, strain, fracture etc in last
6 months. Players with neurological or cognitive dysfunction, Hearing difficulties or use of aids or Colour blind
individual were excluded. Effectiveness parameters were improvement in modified Illinois agility test and stroop
test time. They were assessed at baseline and at the end of the study.

PROCEDURE

All subjects were asked to keep their activity level stable. During the training period they were asked to log in the
activity log if any additional exercise or activity apart from the training were undertaken. This study used the
Encephal App-Stroop (IC=0.83) [11]. It is a Smartphone application based on the adaptation of the classical test. It has
a colour and word test in which the subject reads the name of randomly placed colours and must always select the
colour of the sign that appears on the screen .It could be (green, blue, red , yellow). It has 2 conditions of test:(1) with
no interference that is stroop effect off.(2) with interference that is stroop effect on. The other evaluation tool was the
modified lllinois agility test. This modified version of Illinois agility test was proposed by Vescovi & Mc Guigan
(2008), has the same layout but takes less time as it has less straight sprinting (2 x 10m instead of 4 x 10m) with
CI=95% for under 14 soccer players [13].

TRAINING PROTOCOL FOR EXPERIMENTAL GROUP
The training sessions were in phases, they were divided into 4 phases each of two week. Subjects underwent
Functional warm up which includes: Walking lunges, Side shuffle, Dynamic stretching, Carioca before the training

session

PHASE 1 : it was more of preconditioning with not less than 135 degree cuts in the drills .
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BOX CONE DRILLS

Also known as quickness box. A number is called out to the player. He then runs, back paddles and shuffle as
needed to touch the cone. To touch the cone he may use either of the hands or the hand which is decided before the
drill. After touching the cone he waits while shuffling for the next command.

LADDER DRILLS

It is usually used improve foot work and can also impact performance from changing direction to blocking and
tackling .1)One step in each hole 2)Two steps in each hole 3)Bunny hop 4)One leg bunny hop ( alternate leg on
command )5)Hop scotch 6)From the side 7)Back foot 8)From the side.

PHASE 2: (3-4week): drills with 90 degree cut

CATCHING A REACTION BALL

A gate of cones will be kept between the coach and the athlete. The coach whistles and throws the tennis ball from
either right or left hand (not pre planned) and the athlete has to react and sprint toward s the coach on either left or
right and catch the ball before the ball falls on the ground.

MIRROR DRILLS

Purpose of this drill is to build the offensive lines mans to side shuttle. Co ordination of speed and reaction time is
required for this drill. Defender is asked to run around offensive line man. The offensive line man will be
continuously changing direction .change of direction will be in form of moving laterally from side to side
throughout the length of drill (10 m) .The defender must mirror movement of the offensive line man and stay in
front of him with lowered body and shuffling feet.

PHASE 3 (4-6 WEEK)

In this phase more advance training will be done. Progression of the ladder drills and more emphasis on acceleration

and deceleration of the player.

1) QUICK, RISE AND GO:the athlete stands at the starting point of the sprint setup. Once the coach calls QUICK
the athlete shuffles at place, as the coach calls raise the athlete raise his hands, and when the coach calls go he
accelerates from his position. This way it works on the reaction time.

2) FORWARD TO BACKWARD SHUTTLLE:The athlete shuffles forward and backward between cones for 3 sets of
3 reps

3) CIRCLE SHUFFLES TO ACCELERATION:The commands will be given by the coach from which side the athlete
has to shuffle either right or left.

4) Single leg plant to 20 yards sprint:The athlete side jumps and plants a single limb and the sprint forward for 20
yards.

PHASE 4(7-8 WEEK)

more explosive training by modifying with more complex drills by making game like situation by adding ball in the
drills, reacting to partners ,quick change in commands, using interference patterns by showing colour cards to signal
to run to left and right and changing them in between to make the task more complex etc.

STATISTICAL ANALYSIS

All pre and post data were primarily analyzed with Shapiro Wilk test where most of the parameters showed the
normal distribution. So Parametric tests were used. Paired and unpaired t test was employed to analyse the
difference between groups and within the groups with level significance set at p<0.001.
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RESULTS

Table 1 and 2 shows paired t test for both the groups. Both the groups shows statistically significant result pre and
post intervention with p<0.001 on paired t- test.

DISCUSSION

Statistical significant difference was found in both the group pre and post test all the three parameter showed
significant improvement in the experimental group that received the reactive agility training. Whereas change of
direction training also showed difference as an improvement but its mean difference was less than that of the
reactive agility group. The improvement in the stroop test both congruent and incongruent that is stroop off and
stroop on time suggests that decision making power and reaction speed has an impact of the reactive agility training.
Thus we reject the null hypothesis that there is no significant difference in the group pre and post training as the
cognitive flexibility has significantly increased as the stroop test time reduced post intervention. The other
parameter that is the body control that has also showed a significant improvement in both the training group the
change of direction group as well as the reactive agility group. The experimental group that received reactive agility
training along with their regular training had shown statistically significant result. Thus it is clear that both the
agility training be it the only pre planned change of direction training or the open circuit reactive agility training has
a positive effect on the physical as well as the cognitive aspect of fitness.

In addition to the physical benefit of AT, it may also improve cognitive performance animal studies on this subject
suggest that both running and agility exercise increase the neurogenesis in hippocampal area of brain [27], thus
spatial navigation and memory power is increased. Whereas some study propose that Agility exercise also results in
synaptogenesis in the motor cortex and cerebellum .whereas running alone may not. Concluding that AT positively
affect a number of regions of the brain and that may be the reason that influence the players cognitive function [27]
On assessment of the activity log at the conclusion of the training we found no study protocol training related
injuries in both the group during training. Thus as an secondary outcome to the result of the study we conclude that
training adolescent beginner players in phasic manner along with proper conditioning we can prevent from injuries
and proper knowledge of biomechanical comp[nents of movement and their patterns in early childhood it is plu
point for future performances. Although this was not an expressed purpose of our protocol. We hereby mention it to
encourage future researches on this topic to consider including an injury comparisons as a priority measure.

Training the adolescent football players at their pubertal or pre pubertal age that is the growing age and age of
development i indicated beneficial in accordance to the study of VVan der Fels et al [27]. He discussed the association
between motor skills and cognitive function in children and indicated inconsistent associations and observed a weak
to strong association between some motor skills and underlying cognitive skills tests that suggested the complexity
of motor skills has an association. Studies suggest that there is a strong relation of motor and cognition in pre-
pubertal than pubertal -children. Circumpubertal and postpubertal adaptations are likely to be mediated by
increases in sex androgen concentrations such as testosterone, growth hormone, and insulin-like growth factor [26].
Hormonal changes during puberty increases force-producing abilities. That acts as cherry on the top of the cake for
continued neural development. It can also be efficient in increasing muscle cross-sectional area. For that it is vital to
know the muscle pennation angle and continued fiber and its type differentiation. It can be observed that children
and adolescents gains strength. Thus, for the improvement of change of direction skills technical as well as physical
fitness qualities are necessary.
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CONCLUSION

Thus the study concludes that reactive agility training improve s body control and promotes cognitive flexibility in
adolescent football players when compared to the conventional change of direction training in 8 week duration.
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Tablel : Shows Comparison Between the Groups by Unpaired T Test

Comparison Between Groups
OUTCOMES Mean Std. Deviation T p Value Sig/Non Sig

Difference Experimental 1.77 0.96 4.89500 <0.001 Sig
stroop on Control 0.59 0.42
Difference Experimental 1.82 0.41 7.75200 <0.001 Sig
Stroop Off Control 0.54 0.57

Diff illinois Experimental 12.00 3.40 5.40900 <0.001 Sig
agility test Control 5.32 4.07

There is a statistically significant difference between the groups with unpaired t-test.

Table 2 Shows Paired t test

Group 1 Mean sD t P Value
(experimental)
Pre Stroop off 3.29 0.73
18. <0.001
Post Stroop off 147 0.61 888 0.00
Pre Stroop on 3.00 0.96
7.84 <0.001
Post Stroop on 1.23 0.21
Pre lllinois agility test 25.67 3.76 14.99 <0.001
Post Illinois agility test 13.67 2.25
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Group 2 Mean SD t P Value
(control group)
Pre stroop off 3.31 0.66 413 <0.001
Post stroop off 2.76 0.58
Pre stroop on 3.10 0.99 6.12 <0.001
Post stroop on 251 0.83
Pre Illinois agility test 22.32 2.67 5.69 <0.001
Post lllinois agility test 17.00 5.10
Table 3 : ANCOVA for stroop off variable
Stroop Off
Adjusted Post Test Means Sum of Squares | df Mean Square F ratio p value
Experimental Control
1475 2.758 15.214 1 15.214 84.42 <0.001
Shows significant result with p<0.001.
Table 4: ANCOVA for stroop on variable.
Stroop On
Adjusted Post Test Means Sum of Squares df Mean Square F ratio p value
Experimental Control
1.253 2.489 14.076 1 14,076 64.493 <0.001
Shows significant result with p<0.001.
Table 5. ANCOVA for Illinois agility test variable.
ANCOVA: lllinois
Adjusted Post Test Means Sum of Squares df | Mean Square F ratio p value
Experimental Control
12.666 17.948 201.12 1 201.12 15.917 <0.001

Shows significant result with p<0.001.
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ABSTRACT

Certain inequalities of Fermatean fuzzy matrices in connection to algebraic sum and product are
presented in this study.

Keywords : Fermatean fuzzy matrix, Algebraic Sum, Algebraic Product, commutative monoid

INTRODUCTION

By inventing the Fuzzy set in the decision-making process, Zadeh[1] modelled inaccurate evaluations. The
intuitionistic fuzzy set (IFS) is a variant of the fuzzy set (FS). The degree of membership and non-membership are its
distinguishing features. This was devised by Atanassov[2] to ensure that the sum is either less than or equal to 1.
Thomason[3] was the first to introduce fuzzy matrices. In that case, he's talking about the convergence of fuzzy
matrix powers. It has a significant impact on scientific progress. The fundamentals of fuzzy matrix theory are also
covered. The authors primarily attempted to highlight the fundamental requirements for improving the fuzzy
model. The authors do not use any fine prepositions to shape the fuzzy matrices. Instead, they provided the most
basic characteristics along with example methods. Some writers proposed the convergent power sequence of fuzzy
matrices because it produced good results. Yager[4,5,6] later suggested the concept of Pythogorean fuzzy set (PFS).
The membership and non-membership degrees both meet the requirement that the sum of the forecourt is less than
one. Tapan Senapathi and Ronald R.Yager[7] proposed Fermatean fuzzy sets as an extension of Pythagorean fuzzy
sets. Fermataean fuzzy matrices were first introduced by Silambarasan [8]. The qualities of FFMs having a mix of
operations with well-known operations are examined and studied using algebraic properties. This study formulates
and proves inequalities associated with the algebraic operations of fermatean fuzzy matrices.
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Preliminaries
In this part, we'll go over some basic definitions for fermatean fuzzy matrices.

Definition 2.1:
A Fermatean Fuzzy Matrix (FFM) is a matrix R = (< X, B, >) which is a set of non-negative real nhumbers that

satisfies(ozrij)3 + ([3ri]_)3 < 1foralli,j.

Definition 2.2:
LetR = (< “ripﬂrij >),S=(< asij,ﬂsij >) be two FFMS of same order then

R v = ((max(ar,, as, ) min (.8, )
RAS = ((min (arij, asij), max (ﬂrij,ﬂsij)))
Re= (B xr,))
R<Sifa, <ay andp,, = B, foralli,j.
The algebraic sum of R and S is defined as
R @FS = (< i/arij3 + asij3 - arij3asij3 aﬂrijﬂsij >)
The algebraic product of R and S is defined as
RORS = (< s, B+ Bo,” = B B, >)

Definition 2.3;
If all the entries of FFM are <0, 1> then it is known as zero FFM denoted as 0
If all the entries of FFM are <1, 0> then it is known as universal FFM denoted as J.
Section 3
On Fermatean Fuzzy Matrices, we prove a number of inequalities relating to algebraic operations.
Let F,,,denotes the set of all Fermatean Fuzzy Matrices of order mxn.
Theorem 3.1:
T>=RVSiIfT>=RandT =S whereR,S, T € Fp,,

Proof:
If T <Rthen Ay, < atijand ﬂri,- > ﬂti,- foralli,
IfT > S then s S gy By = Py, for allij
max (ay,,, a5, ) < a,, andmin (8,5, ) = B, foralli,j
which impliesT > R v S
Theorem 3.2:
SVT=RVTif S=RwhereR,S, T € Fyp,
Proof:

IfR<S thena, < a, and B, = B foralli,j
17 17 17 y
max (“r,-,» “ti,-) < max (asij, atij) and min (ﬂrij,ﬂtij) > min (ﬂsij,ﬂtij)for alli,j
Forx,vy,z € Rif x < ythen
max (x,z) < max (y, z) andmin(x, z) < min (y,z)
SVT>=RVT.

Theorem 3.3:
T=RASIf R=T and S >T whereR,S,T € F,,.
Proof:
If R>T and S >T then
a; < apjand B = By, foralli,j
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a; < agand B = B, foralli,]

Fora,b e Rif<b,a<cthena <min(b,c) alsoc = max(a,b).

Thus a, < min (a,,, ;) and Be, = max (BB, ) forallij
So (min (arij, “si,-) , max (ﬂrij, ﬂsi,-)> 2 (ay,; Br;;)

RAS>T

Theorem 3.4:

LetR,S,TEF,, andif S=R and T>=R andT AS =0 then R=0.
Proof:

If R <Sthen A, < asijand .Bri,- > ,Bsijfor alli,j
SAT =0=min (asij, “tij) =0
max (ﬂsi,»ﬂti,-) =1 foralli,j.

Since A, S g, and @, < @y,

We have Ay, < min (asij,atij) =0

Q< 0= a,, = Oforalli,j.

Since ﬂrij > ﬂsij and ﬂrij > ﬂtij

We have g, > max (Bs,,. B, ) forall i,

That is R=(<0,1>) for all i , j.Hence R=0.

Theorem 3.5:
LetR,S,TEF,, andif R>S then RAT =SAT.
Proof:

If R > Sthen a,. = as;.and B, < B foralli,j.
ij ij ij ij

min (arij, “ti,-) >min (asij, “ti,-)
max (By,,.Be,,) < max (g, Be,)
SO, AT =2SAT.

Theorem 3.6:

LetR,S,T € Fpy,
@SVvT =Rif(SAR)V(TAR)=R
b)SAT<Rif(RVS)A(RVT)=R

Proof:
To prove (a) :
R= ((max (min (ari]_, “si,-) ,min (ari]_, atij)) ,min (max (ﬂrij, ,Bsij) ,max (ﬂrij,ﬂtij»))
=((min (“rif’ max (asij’ ati}')) ,max (‘Brif’ min (‘Bsij’ ‘Btij))))

=min @y max (@, @y, ) ) =
max (B,,,.min (Bs,,. Bz, )) = B,
Thus a,, < max (as,.a,,)and B, >min (B, B,) foralli, ]
:(arij,ﬂrij) < (max (asij, “ti,-) ,min (,Bsij,ﬂtij)).
SVvT =R
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Similarly, we can prove (b)
(<ari1'"8rij)) = ((min (max (arij’ asij) »max (arl’f’ Uft,-j)) ,max (min (ﬂrif’ﬂsij) ,min (‘Brif’ ﬂtij))))‘
= ((max (arl’f’ min (arij’ ati}')) . min (‘Brij’ max (‘Bsij"gtij))))
ay,, = max (ar ,min as e ) foralli,j
Bry = min (B,,.max (B,,.5,,))

f
(<mm (asij’ati ) max (‘8511 ‘Btu)>) (<aru ‘Bru )
SAT <R

oralli,j.

Theorem 3.7:
RAT=0if SZRandSAT=0 whereR,S,T € Fy,,.
Proof:
If S>Rthen a,; = arijand .Bsi,- < .BriijT alli,j
By theorem35, RAT<0=RAT=0.

Theorem 3.8:
R < Sifandonlyif S¢< R°whereR,S € F,,
Proof:
If R<Sthenforalli,j a;, < a5 and B, = By,
ay,, 2 asijand ﬂrij < ,Bsijfor alli,j.
which implies $¢ < R€.
Conversely, Assume that S¢ < R¢
ﬂsi,- < ﬂrij, Ay 2 QAr, foralli,j
A, S s, and ﬂrij > ﬂsij foralli,j.

=R <S.
Theorem 3.9:

S < RCif R < S°whereR,S € Fy,
Proof:

If S¢ > R then we have Ay, < ﬂsijand ﬂrij 2 as,, foralli,j.

,BSU Apyjr Ay S ﬂri,- foralli,j.

(@ Bs,) < (Bryp )

S <R°.
Theorem 3.10:

IfR,S € Fypandif RC < SthenS°<R.

Proof:

If R <Sthen B, < aganda,, =B foralli,]
,le.j < arijand A, = :Bri,-
=By ts,) < (. Bry)
S¢ <R.
Theorem 3.11:
LetS, T € Fppn. Then (@) SV (S BrT) =S BT
b)SAS BrT)=S.
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Proof:

To Prove(@): SV (5 @ ) = (s, ) V (€, =y P, By,

:(<3\/a5i13 +agt -t ﬂsifﬂtiJ'))
=SP:T

To Prove (D):SA (S @rT) = ((asij,ﬂsij)) A (<3\/a5ij3 + atij3 — “sij3“ti,-3 ﬁsi,ﬂtij))
= ((min (“sip 3\/“51-]-3 +a,®— “si,-3“ti,-3) , max (ﬂsij, ﬂsijﬂtij)))
:(<asijaﬂsij)) =S

Theorem3.12:  IfS,T € Fy, then @) SV (SOpT) =S
(b) SA(SORT) = SOFT.

Proof: Consider SV (S0,T) = ({as, fe,)) v ((as,a, i/ﬂsif + B = BoB,))
= (tmax (a5, s, ) i (B, 2B, + B, = BB, )
=((@sy Bs,)) =
ToProve (0): 5 A(S0,T) = ({as,.5,)) A (e, i/ﬂsif + o, Bsifﬂtif))
= (emin (a,, e, ) max (B, 2 B, + B, = s, B, )

= (Gt 2B+ B = By, )
= SO,T.

Theorem 3.13:

LetR,S € F,,. Then(@) R Br S) =S B R
(b) (ROES) = SORR
©)(R Bf S)¢ = R°ORS®
(d) (RORS)* =R Py S°¢

Proof:  ToProve (a): (R @ S) = (< i/ariﬁ +ag® - an e ﬂm,ﬂsm)

:(< 3\/“51-]-3 + arij3 - asij3arij3 ) .Bsij.grij>)
=S®rR

To Prove(b):

(ROpS) = ((ar, s, B, + oy =, 60,1
= (a2 s, + B = s, B, )

= SO.R.
To Prove (¢):(R @ S)° = ((ﬂr,-jﬂs,-j, i/“nf +ag’ - “ri,-3“sij3))
= R°O,s¢
To Prove (d): (RORS)° = ((i/ﬂrif + ﬂs,-f - ﬂrifﬂsif Car, “si,-))
=R @, S°
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Which shows FFMs satisfies commutativity and D’Morgan’s laws.

Theorem 3.14:
Let T be FFM and 0 be the identity FFM with respect to @, and J=<1, 0> be the identity O then
@T@®r0=0@DT=T
(b) TOg] =] OT=T
Proof:
T=(< atijugtij >)

T@,0=(C[a, +0-0. )
= (@ ) =T
TOg = (< atijugtij >) Op(<10>)

= (@, 128, + 0~ 5> 0))
= (<atif’ﬂtij)) =T
Similarly, 0 @ T =T andJOgT=T can be proved.

Theorem3.15:  LetR,S,T € F,, then
@ (T ®rR)DrS=TDr (RDBFS)
(b) (TOFR)ORS = TOR(RORS)

Proof:

To Prove(a):Consider

(R®FS)= ((3\/“1’”3 + asij3 - arij3asij3 ) .Brij.gsij))
TOrR®rS)= ((atijx.gtij)) ©Or ((3\/“1‘,-]-3 + asij3 - arij3asij3 ) .Brijﬂsij)>

=3 3 3 _ 3 3 3 _ 3 3 _ 3 3 _ 3 3 3
((\/arij +ag; Ur 70"+ Apy” = Q20 ° = Oy 20y ° — Oy P Py o .Brij.gsij.gtij)

=3 3 4 3 4 3 _ 3 3 _ 3 3 _ 3 3 _ 3 3 3
(\/arij As;; Aty Ay~ Asy; ;" Ayy; Ay~ Ay A" sy~ Ay~ .Brij.gsij.gtij ----------- 1)

Consider the LHS
(T ®r R) S = (Cfacy® +an,* —ar, e, | Bryb) B (< as, iy =)

—_ 3
= (\/arij3 + asij3 + atij3 — arij3asij3 — arij3atij3 — atij3asij3 — arij3a5ij3atij3’ ﬂrijﬂsijﬂtij>...(2)
From (1)&(2) (@) is proved

To Prove (b):

RHS=(10;R)OFS = ((tr iy " B, + B = By Bey ) Or (a5, 65,)
:(<arijasijatiji 3\/.81*1-]-3 + .Bsij3 - .[grij3.85ij3 + .Btij3 - .Brij3.8tij3 - ﬂtij3.85ij3 - .Brij 3.851-]-3.8151-]-3)) -------- (3)
LHS=TOR(RO:S) = (@, ) Or (s, 2B, + e, = s 61,

Hence (TOrR)OS = TOR(ROES)
Theorem 3.16:

LetT,S,R € %,, then
@@TVR)DrS=(TDrS)V(RDrS)
O (TAR)BrS=(T @B S)ANRBES)
©TOrRVS)=T SRV (T ®rS)
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AT (RAS) =T DrR)AN(T BrS)
Proof:To prove (a)

LHS=((max (ay,, ) min (B, Be,, ) ©r ({2, Bs,)))

— 3 3 3 _ 3 3 3 3 3 _ 3 3 i
((max(\/arij +asij Ay~ Asy; x\/asij +atij As;;" Ay )amln(ﬂrijﬂsijaﬂsijﬂtij)))

—[¢3 3
_(<\/arij3+asij3 _arij3asij3 ' .Brij.gsij>) V((\/asij3 +atij3 _asij3atij3 ' .Bsijﬂtij))

=RDrS)V(T ErS)
=RHS
To Prove (b):

LHS= ((min(ay, ar,) max(B,, B:,))) ®r ((@s,.65,))
= ((min (i/“n-f + asijz - “ri,-3“si,-3 , 3\/%173 + “tij3 - “si,-3“ti,-3) ,max (ﬂrij ﬂsij, ﬂsijﬂtij)))

= ¢3 3
—(<\/arij3 + Dlsl.j3 - arij3asij3 ) .Brij.gsij)) A ((\/asij3 + atij3 - asij3atij3 ) .Bsij.gtij))

=R DrS)NT B¢ S5)
=RHS.
To Prove (c):

LHS= ((ac,.By,)) ©r ((max (as, ar,, ), min ((Bs, B, )

—_ 3 3 .

= ((max ( \/ a} + as, 3 —ag Bas,? \/ ar® +ap® - “ri,-3“ti,-3) ,min ((ﬂtijﬂsij, ﬂtijﬂrij)))
—( /3 3
_(<\/ati13 * “s,-f - atif3a5ij3 ' ﬂt,-jﬂsi,-)) v (<\/“rij3 +°<tif3_ ar,-fdtif ' ﬂrifﬂtiJ'))

=T ®rS)V(T ®rR)
To Prove (d):

LHS=({ay,. Be,) ©r ((min (e, @y, ) max (B, Br, )

= in(? 3 3 _ 3 3 3 3 3 _ 3 3

= ((mm ( \/“ti,- st - agasd \/“rij +ay S —a la ),max (,Btijﬂsij, ﬂrijﬂtij)))
—[ /3 3
(0o s, = s ) 8 (Cle ¥ g Bp)

=T @ S)NT ®rR)
=RHS.

Theorem 3.17:
LetR,S,T € Fypythen (@) (RV S)ORT = (ROET) V (SOFT)
) (R AS)ORT = (ROET) A (SOfT)
(C)ROR(SVT) = (ROES) V (ROT)
(d) ROR(SAT) = (ROES) A (ROgT)
Proof: To Prove (a):

LHS=(RV S)OfT = ((max (“ri,- ,“si,-) ,min (.Bri,- ﬁsi,-))) Op (<“tiju3ti,->)
=((max (ar o, e, ) min (B, + By = B ey B+ B = By B, )
= (@t 2B, + By = By B )V (s, 2o B = o6,

=(RO:T) V (SOFT)=RHS
To Prove (b):

LHS=(R A $)OpT = ((min ((ay, s, ) max (B, B, ) Or ({ac, Be,))
=(tmin (s, ) e (B, B, = ey B B+ B = By B, ))
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= (Gt 2B By = B 8, 20) A (G e 2 B, + By = B, B, )
=(ROLT) A (SOFT)

=RHS

To Prove (c):

LHS=RO(SVT) = (<“ri,-u3r,-,- )) Of ((max (“si,- ,“t,-,-) ,min (,Bsij ﬁti,-)))

=(tmawr (o, ) min (2B, + B = B, s, B+ By = By, )
= (Gt B By = B oy )V (Gt 2By + B = B, e, )

=(ROLS) V (RO,T)

=RHS.

To Prove (d):
Consider the LHS

ROR(SAT) = (arij, .Bri,-) Of (min (“si,- ,“ti,-,) ,max (,Bsij ﬁtij))
:(min (arijasij, arijatij) ,max (S\/‘Brij3 + ‘851']'3 _ :Brij3ﬂsij3 ’ 3\/181’1']'3 + ‘Btij3 _ :Brij3.8tij3>)

= (arijasij1 3\/.81’1-]-3 + .Bsij3 - ﬂrij3ﬂsij3 ) A (arijatiji S\/.Brij3 + .Btij3 - .Brij3.8tij3 )
=(ROsS) A (ROFT)
=RHS.

Theorem 3.18:
LetR,S € F,,, with S < R then
@S AR)Dr(SVR)=(SDrR)
(b) (SAR)OL(SVR) = (SOLR)
Proof: To Prove (@)=(SAR) @& (SV R)
=((min (v, as,) max (B, B, )) @ ((max(ay, as,) min (B, Bs,)))
=((as, B,)) ®r ((ar, Br,)) =S @5 R
To Prove (b):
=(SAR)OL(SVR)
:(<min (arif ,“si,-) 1 Max (ﬂrij ﬁsij))) Or (m (ax (arif ,“si,-) smin (ﬂrij ﬁsij)))
=((as, Bs,)) Or ((ar, Br,))
=(SOgR).

CONCLUSION

The concepts of Fermatean Fuzzy Matrix, addition, and multiplication operators have been introduced in this study
and forms a commutative monoid. We've also talked about conjuction and disjunction to talk about some of their
features. On fermatean fuzzy matrices, we also formulate and show some inequalities related to algebraic sum and
algebraic product operations.
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ABSTRACT

In recent decades, R.C. walls are the most appropriate structural forms, which have caused the height of
concrete buildings to be soared. Due to the role they play as a structure’s horizontal force resisting
system, the ability to accurately predict and model shear wall behavior is of the utmost importance. R.C
walls in buildings might have openings with different configurations of openings due to architectural
purposes. The size, position, and area of openings may change from an engineering perspective. In this
review studied experimental output including load capacity, failure mode, as well as crack pattern and
lateral displacement. A parametric study is conducted to investigate the effect of opening size, shape,
orientation and aspect ratio in R.C. wall. In addition, another parametric study is conducted to
investigate the effect of pre and post-strengthening schemes in the one-way R.C. wall with opening. Also,
the effect of increasing the horizontal and vertical externally bonded Carbon Fiber Reinforced Polymer
(CFRP) sheet development length wall is studied (all around the opening 90°). Moreover, the influence of
geometric characteristics, re-arrangement and dividing the vertical CFRP sheets on increasing the axial
capacity of R.C. walls is examined. The results demonstrated that opening shape, orientation, aspect ratio
and area should be taken into consideration as they affect the axial capacity of the wall. It is also
recommended to increase CFRP development length paralleled to the load direction to about 22% of the
opening height. It is also concluded that the most effective strengthening scheme to increase the axial
load capacity is using with one wide externally bonded CFRP sheet instead of re-arranging it to equal
spaced strips which have the same total sheet area.

Key words: CFRP, R.C. Walls, Opening, Finite Element Analysis
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INTRODUCTION

An earthquake is a sudden motion or shaking of the Earth's crust, caused by the abrupt release of slowly
accumulated strain stored in the rocks beneath the surface [1, 2], it generates elastic vibration or waves which
movement all direction from the point of origin and cause earthquake.

There are four basic causes of earthquake: -

(i) Ground shaking (ii) ground failure (iii) tsunamis (iv) fire.

In tall buildings lateral loads are premier one which will increase rapidly with increase in height. The design takes
care of the requirements of strength, rigidity and stability. The structural system designed to carry vertical load may
not have the capacity to resist lateral load or even if it has, the design for lateral load will increase the structural cost
substantially with increase in number of story [3, 4].

Shear wall structures: A shear wall is a structural system providing stability against wind, earthquake and blast
deriving its stiffness from inherent structural forms .

There are different types of shear walls such as given below:-
e Cantilever shear walls
e Flanged cantilever shear walls
e Coupled shear walls
e  Shear wall with openings
e Boxsystem

Among different systems in structures and components, using RC walls in construction is becoming increasingly
popular. The fast installation, time-saving and the possibility of prefabrication, make RC walls potentially one of the
most desirable construction systems. They are efficient, both in terms of construction cost and effectiveness in
minimizing earthquake damage in structural and non-structural elements [5, 6]. Although the overall budget for the
structure increases slightly, the enhanced structural efficiency balances out these costs. Steel reinforcing bars are to
be placed in walls in regularly spaced vertical and horizontal grids. The vertical and horizontal reinforcement in the
wall can be placed in one or two parallel layers called curtains [7].

Behavior of shear walls: Several methods of shear walls have been described by number of authors. The actual
behavior of shear wall under earthquake loading is inelastic but for simplification of computations its behavior is
assumed elastic in most of the methods [8]. On basis of its behavior analysis is divided into two major categories. i.e.
linear and nonlinear. The most commonly used methods in linear category are continuum approach, equivalent wide
column modeling, and equivalent shear wall-frame system analysis and finite element method. The most logical
approach to the seismic design problem is to accept the uncertainty of the seismic phenomenon and consequently to
design the structure in such a way that an adequate reserve of resistance is available to prevent failure in the case of a
major earthquake, but little or no additional cost compared to designing the structure to resist frequent earthquake
motions [9, 10].In order to achieve safe, economic and functional buildings, strengthening of structural members
using several methods has gained a great deal of attention in recent years and proved the efficiency in increasing the
capacity of the R.C. walls with opening.

The openings are source of weak points and cause decrease inside the structure's load-bearing capacity and stiffness
Strengthening R.C. wall is divided into two main types: pre-strengthening and post-strengthening. Pre-
strengthening includes embedding extra internal steel bars around openings before concrete casting. On the other
hand, Post strengthening includes using externally bonded Fiber Reinforced Polymer (FRP) sheets with different
development lengths and Near Surface Mounted (N.S.M) FRP reinforcement and steel bars during the R.C. wall

40231



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©1JONS
Vol.13 / Issue 71 / April / 2022 International Bimonthly (Print) ISSN: 0976 — 0997

Mahdi Hosseini

service life. Based on the loading system, different types of failures may result. The in plane loading may induce
diagonal compressive failure, diagonal tensile failure, or concrete crushing due to bending, while the perpendicular
loading produces an out of plane bending failure. In the case of gravitational load, the most common failure is
compressive failure if the load is not eccentric. In some cases, more than one mode of failure can occur in RC walls
when it is under several simultaneous loadings. The presence of an opening in RC wall under eccentric axial loads
results in local cracking in the vicinity of the opening as well as a reduction in load carrying capacity. Therefore, this
necessitates an improvement of the ultimate load bearing capacity by exploring the best opening configuration and
strengthening RC walls [11].The following sections discuss the effect of openings in R.C. walls and previous
proposed formulae to determine the ultimate load of RC walls with openings. Then, an overview of experimental
programs undertaken by previous researchers on strengthened RC walls was conducted

Eccentric Openings

Rafik Taleb et al., [76] ,The main purposes of the experimental tests were to evaluate the shear behavior and to clarify
the influence of opening ratios on the cracks distribution and the shear strength of structural walls under horizontal
reversed cyclic loading. Tested Four Reinforced Concrete (RC) single span structural walls having various opening
sizes and locations under lateral reversed cyclic loading ,These specimens were scaled to 40% and represented the
lower three stories of a six storied RC building. The specimens were three-storied and 40% scaled models. As shown
in Figure 43, three of these specimens (S1, M1, L1) were with eccentric openings and one specimen (N1) without
openings. For specimens with openings, the main test variables were the opening ratio and the opening location. The
opening ratios were 0.3, 0.34 and 0.46 for S1, M1 and L1 specimen, respectively. All the specimens were 4150 mm
height and 2800 mm wide. The beams were nominally 200 mm wide by 300 mm deep and the side columns were 300
mm by 300 mm. The thickness of wall panels was 80 mm. To provide a fixed base at the bottom, a RC foundation
beam with 600 mm wide by 400 mm thick and 3600 mm in length was built integrally with the body of the structural
walls and post-tensioned to the reaction floor prior to testing. The clear span was 2200 mm and the column clear
story height was 1100 mm, 1100 mm and 550 mm in the first, second and third story, respectively. A 400 mm wide by
400 mm deep loading beam was cast at the top of the wall panel. A hydraulic actuator was attached to the specimen
at mid-span of the loading beam to apply the horizontal reversed cyclic loading. The third story was provided for
releasing the confinement caused by the stiff loading beam at the top. The structural walls were tested in a lateral
reverse cyclic manner until their maximum performances. Since one of the purposes of this study is to clarify the
influence of the opening ratios on the shear behaviour, all the specimens were designed to fail in shear and not in
flexure

The lateral load, Q, was applied statically to the loading beam by two 2 MN hydraulic jacks. Cyclic reversed
horizontal loads were statically applied to the specimens in both positive and negative directions. During the cyclic
horizontal loading, vertical axial loads were applied to columns by two 1 MN hydraulic jacks assuming that the
specimens are representing the lower three stories of a typical six stories RC building. The vertical axial load levels
were determined in accordance with the assumed long-term axial loads for a six-story wall with three spans.

The lateral reinforcing bars of the first story wall panel were bent severely, and cracks have propagated extensively
along the wall reinforcements. For this specimen, L1, the strength degradation after the peak load did not drop
suddenly like observed for the case of Specimens S1 and M1. Specimen S1 failed by shear failure of the short span
beams, while M1 failed by shear sliding at the first story wall panel. On the other hand, L1 failed in a ductile manner
after flexural yielding of the short span beam took place followed by shear sliding of the wall panel at the final stage.

For all specimens, main reinforcements of side columns at the bottom of the first story yielded at the drift angle of
about 1.0%, while those of short span beams yielded at the drift angle of about 0.25%. All stirrups of the short span
beams of S1 and M1 yielded, while those of short span beam of L1 yielded at the first story only. Most of the lateral
reinforcements of wall panel yielded around the peak load corresponding to the drift angle of about 0.5%. For walls
with openings, most of the reinforcing bars around the openings were yielded at the drift angle of about 1.0%.
RafikTaleb et al., [76] drew a number of conclusions, some of which are outlined as follows.
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Due to the eccentric opening location Shear strength of a structural wall was different between positive and negative
loading directions. Shear strength obtained while loading from the opening side was larger than that obtained from
the opposite side. The raison was due to the existence of eccentric openings that affected the formation of concrete
strut. Shear strength of small opening ratio was higher than those of with larger opening ratio. However, Opening
ratios affect the shear strength especially when the openings of the structural walls are at the same location. It is
worth to mention that, damage to the compressed concrete of the first story wall, was the principal factor which
influenced the shear capacity of the multi-story structural walls.

Impact of Openings on R.C. Wall Behavior under Vertical Load Axial Capacity

Bashar Mohammed et al.[23] tested axially sixteen 1/3 scale reinforced concrete wall panels with openings
comprising four identical series of four specimens. All the test panels are 400mm in width and 800mm in height.
Series one designated WO1-WO4, are 50mm thick and 3 other series were 40mm in thickness. Series one and two
designated as WO1-WO04 and WO1a-WO4a, respectively are tested without CFRP sheet; while series three and four
designated as WO1b-WO4b and WO1c-WOA4c,respectively are tested with CFRP sheet strengthened wall openings.
Wall panels are tested with different sizes of openings. Opening sizes increase by percentage of wall area of 5%
(WO1: 95 mm x 170mm, 10% (WO2: 135 mm x 240 mm), 20% (WO3: 185mm x 340 mm) and 30% (WO4: 230 mm x 420
mm). Aspect ratio (H/L), slenderness ratio (H/t) and thinness ratio (L/t) are 2, 16 and 8 respectively for wall series
one. For series two, three, and four, aspect ratio (H/L), slenderness ratio (H/t) and thinness ratio(L/t) are 2, 20 and 10,
respectively. The specimens are loaded by axial loads and reinforced by centrally positioned single layer of welded
wire fabric reinforcement, consisting of deformed 5 mm diameter bars. There are hinged connections at the top and
bottom boundaries of the specimen and free side edges. Steel mean yield strength (fy) was 478 MPa. Regarding the
strengthened specimens, CFRP sheets are externally bonded alongside the opening with thickness (0.167 mm) and
tensile modulus 230000 Mpa. A hydraulic jack with a with a most extreme limit of 300 kN, applies a distributed
uniform load, with controlled total force, along the wall length. The specimens were subjected to an eccentricity of
one sixth of the wall thickness and a steel rod was welded to both of loading beam in order to apply eccentric
distributed loading, designed to fit into a guide system connected to the upper edge and lower edge of the specimen
as illustrated in figure 5[23].

This study showed that there is a decrease in the theoretical failure loads (Pcuo) & experimental axial capacity (Peuo)
when the opening size increases. Devika Sagar V. et al.,[31] carried out experimental investigation to find the effect
of different types of openings on the strength and behavior of R.C. wall panels under one way in-plane action. Six
numbers of square wall panels of size 750 mm and 35 mm thickness were cast and tested axially. Size of window
opening provided was 300 x 375mm and that of door opening was 300 x 525 mm. As illustrated in figure 6, it is seen
that the first crack load is found to decrease by 17% and the ultimate load by 21% for20 % reduction in area due to
window opening. The reduction in strength is 44% and47% respectively for first crack load and ultimate load
corresponding 28% reduction in area in case of panels with door opening. Nh at-Minh Ho et al.,[42] on 12 half scale
walls, including experimental setup, failure loads, crack patterns, and load deflection characteristics, are reported.
Typical details of the test panels are given in figure 7. In addition, the Finite Element Method using ABAQUS
software for investigating the behavior of TW3S (two way three sided) walls is described in detail in figure 8. In the
experimental program, 12 half-scale RC wall panels, including four solid panels and eight panels with an opening,
were constructed and tested to failure. The slenderness ratios of these walls varied from 25 to 40 along with varying
aspect ratios from 0.83 to 1.60. The ratio of opening size to total area of wall (Ao/Aw, where Ao=HoxLo and
Aw=HwxLw) was chosen to be 5% or 10%, where the height of the opening was equal to 1/3 of the height of the wall.

As illustrated in figure 8, based on the experimental results, the 5% and 10%reductions in the area of the solid wall

(Hwi/tw = 30, Hw/Lw = 1.2) caused by introducing the openings at the center reduced its load carrying capacity by
10.2% and17.0%,respectively. The FEM results reveal 18.7% and 32.0% reductions in wall strength, respectively.
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Ductility & Energy Absorption Capacity

Ductility is commonly expressed in terms of displacements, curvature or rotations. Displacement-based ductility
factors (defined as the ratios between elastic and ultimate displacements, pA=du/de) are computed. In addition to
ductility factorscenergy dissipation (Ed) was also evaluated as the area under the load-displacement curves. Devika
Sagar V. et al.[31] whose experimental program revealed that Energy absorption capacity (the area under the load-
deflection graph up to ultimate load) was found to decrease with increase in area of openings. There was about 60%
decrease in energy absorption capacity for panels with window openings and 78% decrease in energy absorption
capacity for panels with door openings as presented in figure 9.

Cosmin Popescu, et al., [26] carried out an experimental program which is consisting of three R.C. wall specimens
designed to represent typical wall panels in residential buildings (1800 mm long, 1350 mm tall and 60 mm thick),
modeled for testing to failure. One of them is a solid wall I-C and the others have symmetric openings I-L(900 mm x
1050 mm) & 1-S (450 mm x 1050 mm).The specimens are designed to be load-bearing concrete walls that are loaded
by vertical loads with no transverse loads between supports or lateral in-plane forces. Welded wire fabric
reinforcement was used to reinforce the walls, consisting of deformed 5 mm diameter bars with 100 mm spacing in
both orthogonal directions and centrally positioned in a single layer. The concrete utilized to cast the specimens was
a self consolidating blend that could be poured without vibrating it. The average cubic compressive strength of the
concrete was 62.8 MPa. Steel mean yield strength (fy) was632 MPa.

Four hydraulic jacks, each with a most extreme limit of 1400 kN, were connected together to apply a uniformly
distributed load, with controlled total force, along the wall length. An eccentricity of one sixth of the wall thickness
was applied in the loading. A steel rod was welded to both of loading beam (top and bottom) in order to apply
eccentric distributed loading, designed to fit into a guide system connected to the upper edge and lower edge of the
specimen. This study showed that the introduction of the small and large openings resulted in similar, sharp
reductions in computed ductility factors . However, the differences in size between the openings strongly affected
the energy dissipation; the walls with no opening and a small opening could both be classified as “ductile elements”
according to Park (1988), having ductility factors between 3 and 6 «while the wall with a large opening would be
classified as an element with “restricted” ductility (ductility factor < 3).

Crack Pattern & Mode of Failure

Seddon et al., [563] tested monolithic concrete walls similar to the type found in construction under both pure axial
and eccentric axial loading to investigate failure mechanisms, crack propagation and deflection behavior. The tested
panels had slenderness ratios (H/tw) ranging from 18 to 54, concrete cube strengths ranging from13.4 MPa to 34.5
MPa, and were all supported in one-way action. Furthermore Seddonet al., [53] conducted tests on walls with
openings under both concentrated and uniformly distributed loads using full size and half size concrete wall panels.
The symmetrical openings were approximately half the wall length, with windows near the top of the panels and
doors extending to the base. All openings were of practical dimensions similar to those found in practice. In his
investigation, Seddon et al., [53] explained the structural behavior of wall panels with the presence of openings by
introducing the concept of beam and column elements. Through his studies, Seddon et al., [53] drew a number of
conclusions, some of which are outlined as follows:

e The openings caused beam element behavior above and below the openings.

¢ The portions adjacent to openings in the direction of the load exhibited column element action.

e It was found that cracking of beam elements occurred at small proportions of the ultimate load but the panels
ultimately failed through one of the column elements due to cracks extending to the corners of openings

Zielinski et al., [54] tested five full scale panels (including one panel with an opening) with variable reinforcement
and under axial and eccentric loading to determine the bearing capacity of thin wall-ribbed reinforced concrete
panels. The experimental program focused on deflections, crack appearance and propagation, the behavior at
junctions of thin walls with ribs, and the ultimate capacity. The aim of the study was to investigate whether the
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empirical formula as given in ACI-318-05 for solid walls were applicable for thin wall-ribbed panels Zielinski et al.,
[64]. Each of the five panels was 38 mm thick, measured 1220 x 2745 mm, and was reinforced with affixed
arrangement of cross ribs. One panel had a hole cut in the form of a window; another was loaded with an eccentricity
of 6.5 mm, while all other panels were concentrically loaded. Panels were supported at the top and bottom only, and
concrete strength was approximately 35 MPa. It was clearly observed that for the panel with an opening the failure
occurred at the window corner, where a concentration of stresses occurred due to the abrupt change in cross section.

J. H. Doh et al., [16] tested eight numbers of half-scale reinforced concrete wall panels with opening one and two
rectangular openings. The wall panels were either supported at top and bottom (one-way action) or restrained also
on the side edges (two way action). The symbols OW and TW indicate one and two-way action tests, respectively.
The first digit following the symbols denotes the number of openings; the second digit denotes the slenderness ratio
with 1 for H/tw = 30 and 2 for 40For one-way walls with openings as shown in figure 11, it was noted that horizontal
crack patterns developed in the column sections only, which is logical since this is the area where the cross-section is
reduced. For two-way wall panels, from figures 12to 13, biaxial curvature manner is observed. In addition, cracks
were observed at the corners of the wall panels. However the panels with two openings in figure 13shows failure
occurs horizontally through the middle column element as well as from outer edges, thus again illustrating that
failure is critical within the column element. Also cracking is also initiated at the corners of the openings. This
suggests that the interior corners act as stress concentrators and thus initiating failure.

Parameters Affecting R.C. Walls with Openings Behaviorunder Vertical Load
Boundary Conditions.

Dong-Jun Leeg, [36] tested forty-seven concrete wall panels with openings in three stages. All wall panels produced
were square type. The lengths and heights of the panels were either 1200, 1400 or 1600mm with a thickness of 40mm.
Eighteen wall specimens were tested in one-way action for the first stage followed by seventeen specimens tested in
two-way action for the second stage. In each stage there were six wall type configurations. Each wall configuration
consisted of three slenderness ratios. of 30, 35 and 40 with either one or two openings. Finally, for the third stage
twelve specimens consisting of seven wall configurations with varying opening size and location were also tested in
both one- and two-way actions (10< H/tw <30). The opening sectional area ratio was 25%, except for the special types
of panel openings such as wide window, door and small window tested for the third stage.

The wall panel nomenclature is given as follows.

o90wW2C1l6

A letter at the first column indicates restraint condition of the wall panels such that O or T denotes that the test
panels are in one- and two-way action, respectively. Two digital numbers in the second column indicates the
nominal concrete characteristic strength designated, which is different from the actual mean strength obtained from
the concrete cylinder test results of the wall panels. Next is a letter that represents a Window or Door type opening
configuration and the following number indicates the number of openings. The fifth column refers to the location of
opening, such as at Centre, Left side, upper or smaller window located at the Bottom. The last number indicates the
wall panel length. Comparisons of load versus maximum lateral deflection responses of wall panels with two
openings (OW2C1.2 and TW2C1.2; see figure 13 (a&b)) and walls with wide openings (OWW1.2 and TWW1.2; see
figure 16 (a&b)) are presented in figurel4. The responses of walls with wide opening are highlighted by grey color
symbol. The ultimate failure load of the wall panel with wide opening (OWW1.2) in one-way action was slightly less
than that of its counterpart (as shown in figure 14 (a)), where as that of wall TWW1.2 in two-way action was more
than that of its counterparts(see figure 14 (b)). Also for one-way walls the axial strength of O50W2C1.2 (0.079)is
slightly higher than that of O65W1W1.2 (0.061). However, for two-way walls theaxial strength of T70W2C1.2 (0.178)
is significantly weaker than T65W1W1.2 (0.252). To further investigate the observations of walls in one-way action,
the crack pattern sat failure and deflection profiles of walls O50W2C1.2 and O65W1W1.2 tested are reproduced in
figure 14.
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Sine curves (dotted lines) were linked to the maximum deflections through each quarter points (top and bottom)
from each edge. Note from deflection profiles the top and bottom dial gauge measurements of the wall with two
windows were much less than these of wall with wide window . It can be concluded that the top and bottom edges
of wall with two windows were not allowed to fully rotate, which may have contributed to its extra capacity
compared to wall with wide window. Deflection profiles for the wall with wide opening O65W1W1.2 showed a
closer trend to its ideal sine curve. It is evident therefore that the capacity of walls with two openings would be
anticipated to be greater than that with a wide opening in one-way action due to the supporting column action. For
panels in two-way action, crack patterns at failure for walls T70W2C1.2 andT65W1W1.2 are reproduced . As
discussed earlier, the failure load of the wall with two openings T70W2C1.2 was weaker than the wall with a
singlewide opening (identical opening area) T65W1W1.2. This is mainly due to one-way actioned column area
(indicated by dotted circle in figure 15 (a)). The horizontal cracks indicate a typical one-way behavior occurring at the
mid height of column area It is evident therefore that the capacity of walls with two openings would be anticipated
to be less than that with a wide opening in two way action due to the localized column action.

Opening Position

Dong-Jun Lee, [40] whose experimental program made comparisons of load versus maximum lateral deflection
responses of wall panels with three different opening locations; center W1C1.2 (see figure 16 (a)), left side only WL
(see figure 16 (b)) and left side on the center line WU (see figure 16(c)) are presented in figure 18 in one- and two-way
actions .The wall behaviors in these cases were observed to be quite similar in both one- and two-way actions. The
failure loads of wall panels with asymmetric opening (WL and WU highlighted by grey into big symbols) were
observed to be slightly less than those of wall panels with symmetric opening (W1C1.2) in both one- and two-way
actions for similar concrete strengths. A decrease in axial strength ratio of walls with asymmetric openings located at
the left side and upper side of 26% and 27% was found for one-way action and 19%and 18% for two-way action
respectively compared to the ratios of normal strength concrete walls with opening. It can be concluded that
asymmetric openings contributed to reduction in axial strength of wall panels compared to a symmetric opening

Through their studies, Nhat-Minh Ho et al., [42] whose experimental & F.E. program concluded that while varying
the opening location left, center, or right, along the central horizontal axis of the walls, led to 14.6%, 17.3%, and22.5%
reductions in wall strengths, respectively. The FEM results in figure 18.demonstrate 24.8%, 30.9%, and 28.1%
reductions in wall strength, respectively. The experimental and FEM results also highlight that the positions of the
openings greatly affect the behavior of a TW3S wall as they appear to have offset the perceived advantages gained
from having a side restraint. A similar trend was also observed in the FEM results. Further, the wall strength of the
WL2 panel was observed to be smaller than that of the panels with an opening far away from the restraint, whereas
the WL1 panel possessed the highest ultimate strength among the three opening locations. This complex behavior
could be attributed to the effects of the wall shape (Hw/Lw) and/or opening shape (Ho/Lo).

Opening Shape

Dong-JunLee, [36] whose experimental program compared load versus maximum lateral deflection responses of wall
panels with door type openings DC and DL (see figure 19 (d) for symmetric and figure 30 (e) for asymmetric door
type openings) are given for one- and two-way action. These types are compared to the responses of the same size
walls with window type openingW1C1.2 and W1L1.2 (figure 30 (b) for asymmetric window type openings). The
ultimate failure loads of wall panels with door type opening (DC and DL) were found to be reduced compared to
those with window type openings (W1C1.2 and W1L1.2) in both one- and two-way action. A decrease in axial
strength ratio of walls with door type opening located at the center and left side is found 31% and 41% for one-way
walls and both 26% for two-way walls respectively compared to the ratios of normal strength concrete walls with
one opening located at the center (O50W1C1.2 and T50W1C1.2). Varying door type opening and location indicates an
overall decrease in ultimate strength for walls.
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However, the ultimate failure loads of wall panels with door type opening did not decrease much compared to the
decreased size of the opening area in both one- and two-way actions; the opening area of door type (Ho.Lo =
750mm.300mm) was2.5 times larger than that of window type (Ho.Lo = 300mm.300mm).

Axial Capacity

Mehdi Mohamamdpour Lima, et al., [11], conducted 18 one-third scaled RC walls with an opening were
strengthened using seven distinct externally bonded (EB) CFRP sheet layouts and were loaded up to failure under
various support conditions (one-way action and two-way action with three or all four sides restrained) as presented
in figure20. However, wall and opening geometries were kept constant which have square geometry with the length
and height being 1200 mm and the thickness equal to 40 mm(1200 mm long, 1200 mm tall and 40 mm thick and
tested up to failure, they have symmetric openings (450 mm x 450 mm). Each wall configuration exhibited a
slenderness ratio (Hw/tw) of 30. The specimens were loaded by axial loads and reinforced by centrally positioned
single layer of welded wire fabric reinforcement, comprising of deformed 4 mm diameter bars with 100 mm spacing
in the both directions. There are hinged connections at the top and bottom boundaries of the specimen and free side
edges. Steel mean yield strength (fy) was 500 MPa. CFRP sheets in OW-AF are externally bonded with thickness
(0.128 mm) and tensile modulus234000 MPa. Three hydraulic jacks, each with a most extreme limit of 800 kN, were
connected together to apply a uniformly distributed load, with controlled total force, along the wall length. The
specimens were subjected to an eccentricity of one sixth of the wall thickness to obtain the curvature and tension side
in a specific side. A steel rod was welded to both of loading beam to apply eccentric distributed loading, designed to
fit into a guide system connected to the upper edge and lower edge of the specimen.

Mehdi Mohamamd pour Lima et al., [11],drew a number of conclusions from results illustrated in figure 28, some of
which are outlined as follows.

e Externally bonded CFRP sheet can significantly increase the strength of RC walls.

e Varied success was achieved in ultimate strength gains under different support conditions and CFRP sheet
layouts. For RC walls with OW an enhancement of ultimate strength between 14.0-59.7% was observed, while
this range for walls with TW3S and TW4S were 3.0-40.8% and 18.4-24.9%, respectively.

e Considering various support conditions, the ultimate strength of RC walls with OW were 60% and 40% of that
with TW3S and TWA4S, respectively.

The efficiency of CFRP sheet layouts were also investigated where WF layout presented the least efficient pattern of
strengthening, whereas, CF and DF were the most effectual layouts for walls in one-way and two-way action,
respectively. The analysis results show that the ultimate load carrying capacity, crack patterns, principal plastic
strain of concrete, and equivalent stress are considerably affected by the variation of CFRP sheet thickness. When the
CFRP sheet thickness increases to 0.348 mm, the ultimate load capacity increases. Cosmin Popescu et al., [29]
conducted an experimental investigation on FRP strengthened RC walls with openings under four sides restrained
(TW4S). However, no design chart or formula was proposed based on their experimental outcomes. The FRP was
fully wrapped around the opening with a mechanical anchorage also used as illustrated in figure 36. The test matrix
can be divided into three stages, designated I-Ill, in which reference (unstrengthened) specimens, pre-cracked
specimens strengthened by FRP and uncracked specimens strengthened by FRP (duplicated to increase the reliability
of the data) were tested, respectively. As mentioned above, all of these specimens were 1800mm long, 1350 mm wide
and 60 mm thick. Three specimens were loaded to failure in stage I: a solid panel, a panel with a “small” symmetric
half-scaled single door-type opening (450 mm x 1050 mm), and a panel with a “large” symmetric half-scaled double
door-type opening (900 mm x 1050 mm). The small and large openings represent 25%and 50% reductions,
respectively, in the cross-sectional area of the solid wall. Thus, these tests enabled evaluation of effects of introducing
new openings in a solid wall.

The damage level was evaluated in terms of ultimate load, crack pattern, displacement profiles, and strains in
concrete and steel reinforcement, ductility, and energy release at failure. In stage 1, two specimens (one with a small
opening and one with a large opening). To create cracks of this width the specimens were loaded up to 75% of their
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unstrengthened axial capacity. They were subsequently completely unloaded then strengthened by FRP and tested
to failure. This procedure mimics scenarios in which the creation of openings and subsequent presence of a sustained
load results in degradation of a wall. In stage 11l duplicated specimens with openings of each size were strengthened
with the FRP system in an uncracked state then loaded to failure. For convenience, the specimens are designated
according to the stage when they were tested(l, Il or I11), their type (C, S or L: for solid wall, and walls with small and
large openings, respectively) and (for specimens used in stage Ill) serial number. As shown in figure 37, FRP-
confinement and mechanical anchorages increased the axial capacity of walls with small and large openings (which
had 25% and 50%reductions in cross-sectional area, respectively) by 34-50% and 13-27%. This enhancement in
ultimate failure load was up to 85-94.8% and 56.5- 63.4% of the corresponding solid wall. Similarly, concrete crushing
accompanied by de-bonding of the FRP sheet occurred at failure.

Crack Pattern

Bashar Mohammed et al., [23] whose experimental program was mentioned in section 2.2.1, revealed that, wall
panels with openings strengthened with CFRP displayed different crack pattern compared to the wall panels
without CFRP. Different patterns of CFRP sheet strengthening. Method show different crack patterns as well. Figure
38 shows some crack patterns for the wall panels with openings strengthened with CFRP sheet pattern 1 (90°), where
the CFRP sheet applied along the wall panel opening. The failures occurred in tension face whereby the CFRP will
either be ruptured or torn from the concrete when the force applied is greater than the CFRP tension capacity. The
failure of concrete took place after the CFRP have been torn from the concrete surface. The advantages of applying
CFRP sheet along the wall panel opening is that the wall panels will only fail in column strips, either near the center
of the wall or horizontally from the opening corner. Figure 24 shows some crack patterns for wall panels with
openings strengthened with CFRP sheet pattern 2. The crack patterns for wall panels in this batch are similar to wall
panels with openings without CFRP. The cracks were initiated vertically from the top or bottom of the wall panel
opening towards upper or lower support, followed by horizontal cracks at the column strips. The cracks at the
column strips were not originated from the opening corners. The cracks that happened near the applied CFRP sheet
will go around the CFRP because the CFRP resisting the force. Figures 26 shows maximum principal plastic strain of
concrete. Hussam K. Risan.et al., [41], whose F.E. program stated that it is obvious from these figures that general
cracking pattern and plastic strain tendencies of concrete were similar for one way and two way actions of the RC
wall for CFRP thicknesses ranging from 0.128 mm to 0.512 mm, with better crack distribution with an increase in
CFRP sheet thickness.

SUMMARY AND CONCLUSIONS

The review focused on the previous experimental programs. The previous researches studied the impact of opening
on the R.C. wall and there are very few researches which study the opening size, orientation, shape ,aspect ratio and
optimum method to strength in R.C. wall to provide the best performance and that is found as a problem. It is
evidence that the most effective strengthening scheme to increase the axial load capacity is using with one wide
externally bonded CFRP sheet instead of re-arranging it to equal spaced strips which have the same total sheet area,
increasing the CFRP sheet development length increases the axial capacity until limit. After exceeding that limit, the
increased CFRP sheet development length will not be feasible, the increase of the CFRP sheet width leads to decrease
of tensile stress concentrations value. It is also recommended to increase CFRP development length paralleled to the
load direction to about 22% of the opening height. The results demonstrated that opening shape, orientation, aspect
ratio and area should be taken into consideration as they affect the axial capacity of the wall by the compared of
horizontal and vertical rectangular opening shape, the R.C wall with vertical rectangular has the highest axial load
capacity which is horizontal direction decreases the wall ductility and the axial capacity values as R.C wall with
vertical rectangular opening has better performance than horizontal rectangular opening, increasing the aspect ratio
of horizontal rectangular openings in R.C. walls with constant opening size leads to more axial capacity reduction.
Based on F.E.M and verifying it with experimental programs, by using finite element software ANSYS model found
the similarity between both F.E.M. and experimental results in the term of load capacity, crack pattern and lateral
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displacement. Finite Element Method becomes an essential approach in analyzing structural engineering problems
numerically. Now we can make various models with different parameters in short time by using ANSYS instead of
doing it experimentally, which consumes a lot of time and money. This review may be useful for improving existing
design models and to be applied in practice, enable the designer to design structures that will behave better during
an earthquake and saved from collapse. The output result can be used in many countries
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Figure 11: Crack pattern in two-way walls with one Figure 12: Crack pattern in two-way walls with two
opening [16]
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Figure 22: Strengthening process: (a) grinding the
concrete surface, (b)cleaning with compressed air, (c)
impregnating the fibers, (d) applying the fibersto the
specimen, (e) thermal image indicating positions of
the holes, (f)mechanical anchorage, (g) specimen
prepared for testing [29]

T
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Figure 23: Load-dis. curves for ref. (stage 1) specimens
& (a) pre-cracked strengthened (stage Il) specimens &

Figure 24: Crack patterns on the tension face after
failure of the 40mm thick wall panels with openings

b) uncracked strengthened specimens (stage 111) [29]

strengthened with CFRP pattern 1. [23]

Figure 25: Crack patterns on the tension face after
failure of the 40mm thickwall panels with openings
strengthened with CFRP pattern 2. [23]

Figure 26: Maximum plastic strain for one-way action
wall with around and different CFRP sheet
thicknesses [41]
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ABSTRACT

Obesity is a major threat to the health and development of children. While hormones in serum samples
have been extensively investigated in childhood obesity research, our study attempts to explore salivary
metabolic hormones as biomarkers of childhood obesity.Obese (n=83) and non-obese (n=83) school
children aged 6-11 years were recruited as cases and controls, respectively, for this case-control study.
Salivary concentrations of the hormones, Ghrelin, Leptin, Adiponectin and Insulin were assessed and
compared between obese and non-obese children to evaluate their role in childhood obesity. The mean
ghrelin (1.69 + 0.38 pg/ml) and adiponectin (95.53 + 64.92 ng/ml) levels of the non-obese children were
higher than the mean values of the obese, while the mean values of the hormones leptin (265.95 + 83.16
pg/ml) and insulin (224.56 + 184.86 pg/ml) were found to be higher among the obese. Higher levels of the
hormones insulin (OR: 1.09; 95% CI: 1.05-1.12) and leptin (OR: 1.03; 95% CI: 1.02-1.04) posed higher risks
for childhood obesity, followed by adiponectin, which was found to be lower among the cases (OR: 0.99;
95% CI: 0.99995-0.99998) which increased the risk of childhood obesity.This study demonstrates the
efficacy of saliva as a promising non-invasive tool in childhood obesity research and highlights the
significance of appetite regulatory hormones as biomarkers of childhood obesity.

Keywords: Saliva, Appetite, Metabolism, Hormones, Childhood Obesity
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INTRODUCTION

Childhood obesity is a public health burden worldwide. It is alarming to see the increasing rates of childhood obesity
in developing countries like India. Childhood subsists to be a sensitive period for neurological, endocrine, and
metabolic development. Obesity evolving at a young age contributes to an increased risk of diabetes, hypertension,
and cardiovascular disease in adulthood [1].Obesity is a multifaceted problem with many contributing factors
including genetics, hormone levels, overconsumption of food and sedentary lifestyle. Appetite regulation is a
complex process involving communication between the hypothalamus within the brain, various gastrointestinal
organs (including the stomach, the pancreas, and the intestines) and adipose tissue. Satiation (the signal that causes
one to stop eating) may be initiated by neural input from the stomach to the brain, signaling gastric distension after
food consumption. This is quickly followed by the release of various hormones sensing the digestion and absorption
of nutrients and initiate satiety (the feeling of fullness that persists after eating). The gastrointestinal tract is the
largest endocrine organ in the body and plays an important appetite-regulating role as a source of numerous
regulatory peptide hormones. When the levels of the hormones inducing hunger increase, the demand for food
intake increases, thereby contributing to excess energy storage and increased levels of fat, all of which sum up to the
cause of obesity [2].

While most of the metabolic biomarker analysis in the field of obesity is performed using blood samples, studies on
salivary biomarker analysis seem to be scarce. The salivary proteome consists of thousands of proteins, including
hormonal mediators of energy balance. Studies state that human salivary glands can produce and release ghrelin and
have also observed a significant correlation with serum or plasma ghrelin levels [3]. Saliva could be a boon in
pediatric populations considering the parental apprehension towards withdrawal of blood samples from children.
Salivary biomarkers have also been reported to be an effective and sustainable alternative due to the ease of tissue
access, cost-efficiency and the ability to collect it in multiple settings, repetitively [4]. In comparison to collection of
blood, saliva is associated with lower infection rates, decreased cost, increased patient acceptance, and higher
participant compliance. Saliva also has the advantage of offering insight into the gastrointestinal tract, which could
be useful when examining obesity [1]. Accordingly, in our study, we have adopted saliva as the medium of
biomarker analysis among children. The biomarkers of interest were appetite regulatory hormones such as ghrelin,
leptin, adiponectin and insulin. Although there are several studies in both children and adults on the causes of
obesity, little is known about the physiological role of appetite regulatory hormones in humans, especially children.
Hence, there is ample scope for research in this area [2]. In this pretext, the framework for our study was developed
to evaluate the significance of salivary metabolic hormones as biomarkers of childhood obesity.

MATERIALS AND METHODS

Study Design

A case-control study design was adopted in this study. Obese and non-obese school children of the age group (6-11
years) were the subjects of interest in this study. The levels of salivary metabolic hormones — Ghrelin, Leptin,
Adiponectin and Insulin in obese and non-obese subjects were assessed and compared to determine the significance
of these hormones as biomarkers of childhood obesity.

Ethical Approval

All procedures performed in this study were in accordance with the ethical standards of the institutional and
national research committee (Indian Council of Medical Research) and with the 1964 Helsinki Declaration and its
later amendments or comparable ethical standards. The study was approved by the Institutional Ethics Committee of
Sri Ramachandra Institute of Higher Education and Research (IEC-NI/15/FEB/45/07). Written informed consent was
obtained from the parents of the children who were willing to allow their children participate in the study.
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Setting

The study was conducted in an elementary school and a summer campsite in Chennai, India, from July 2017 to
March 2018, as part of an extensive research in the area of salivary appetite regulatory hormones and an intervention
program targeting these hormones in obese children. Permission was obtained from the concerned authorities of the
elementary school and the summer campsite for conducting the study. Anthropometric assessment of all children
aged between six and eleven years was carried out at the sample sites to categorize them into obese and non-obese
groups. Children who gave written informed parental consent and assent to participate in the study alone were
recruited for the study as per the sample size recruitment.

Participants

A total of 1432 children from an elementary school (n=1378) and a summer campsite (n=54) were assessed for
childhood obesity, using standard protocols. Of the 1432, 166 children (83 obese and 83 non-obese) were recruited for
this study based on inclusion and exclusion criteria and consent to participate in the study. The criteria for inclusion
were — i) children aged between six and eleven years categorized as normal (control) and obese (case) using the
WHO growth reference for school aged children (2007) and, ii)children who gave written informed parental consent
and assent to participate in the study. The criteria for exclusion were — i) children who had an obvious underlying
medical cause of obesity (evaluated using a questionnaire) and, ii) children who had undergone any medical or
nutritional therapy for obesity in the past six months.

Tools Used -

Anthropometry

Anthropometric measurements such as height and body weight of the subjects were assessed using standard
protocols. A calibrated stadiometer was mounted on a wall and the height (in centimeter (cm)) of each subject was
measured in an upright standing position on an even surface adjacent to the wall. Body weight of each subject was
measured using a body fat analyzer (TANITA UM-076) and recorded in kilogram (kg). The readings were entered in
the nutritional survey module of WHO AnthroPlus v.1.0.4 (2009) software. The height-for-age ‘Z’ (HAZ) scores,
weight-for-age ‘Z’ (WAZ) scores, and body mass index-for-age ‘Z’ (BAZ) scores of the subjects were calculated using
the WHO AnthroPlus software and the subjects were categorized into obese and non-obese categories based on their
BAZ scores.

Salivary Analysis

Collection of samples of Saliva

On the day of sample collection, the subjects were asked to come to the sample site in a state of fasting. The subjects
were made to rinse their mouth with water before sample collection. Saliva was collected using sublingual cotton roll
technique (cotton roll placed under the tongue of the subject for a minute). Using a sterile forceps, the cotton roll was
transferred to a 50 mL syringe and injected into a vacutainer tube, to collect approximately two milliliter of saliva
from each subject. The samples collected in vacutainer tubes were arranged in a 96-vial storage rack placed in a
freezer box. The principle investigator shifted the samples stored in the freezer box to the testing laboratory under
safe conditions within 24 hours of sample collection. The samples were stored at -20°C and analyzed within a period
of six months.

Multiplex Analysis of Salivary Markers

Magnetic Luminex® Assays were used to assess the concentration of the selected hormones in each sample. The
assays (166 saliva samples) for three biomarkers leptin, adiponectin and insulin were performed on 50 pl of saliva
sample using premixed 3-plex magnetic bead panels on a Bioplex 200 platform with no dilution. The assay
procedure was carried out following the manufacturers’ protocol. The results were read within 90 minutes post assay
and evaluated using an analyzer.
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Ghrelin Assay

As inclusion of ghrelin in the premixed kit used for the other markers was not possible due to the interference in
magnetic bead regions, a separate test kit (RayBio® Ghrelin Enzyme Immunoassay (EIA) Kit: EIA-GHR, EIAM-GHR,
EIAR-GHR) was used to assess ghrelin in 100 pl of each saliva sample. The assay employed an in vitro quantitative
technique for detecting ghrelin peptides based on competitive enzyme immunoassay principle. The assay procedure
was carried out following the manufacturers’ protocol. A standard curve of known concentration of Ghrelin peptide
in the samples was assessed.

Sample size

166 (Obese, Cases = 83; Non-obese, Controls = 83) was the calculated sample size, assuming u1=48.0 and p2 = 63.1;
Difference of means = 24.6, based on the study conducted by Gil et al., 2009 [5], at a Power of 80%. The sample size
was calculated using Piface by Russell V. Lenth. Version 1.76 — 29 June 2011.

Statistical analysis

All descriptive statistics are expressed using mean and standard deviation after analyzing the data for normality,
confirming the normal distribution of data. Independent sample t-test was used to test the mean difference between
the control and case groups. Box and whisker plots were drawn to display the variation in hormone levels of the
subjects through the quartiles of data. Univariate binary logistic regression was used to calculate the risk factor
analysis. Odds ratio was calculated to evaluate the odds of salivary metabolic hormones as biomarkers among the
obese and non-obese groups and to imply an association between the salivary hormones and childhood obesity. The
statistical analyses were done using SPSS version 23.0 and any p - value less than 0.05 was considered as statistically
significant.

RESULTS

Of the 1432 children assessed for enrollment in the study, 758 (256 obese and 502 non-obese) fulfilled the inclusion
criteria, out of which 592 subjects were excluded from the study due to dissent to participate and randomized
selection. Finally, a total of 166 subjects (83 obese and 83 non-obese) participated in the study and there were no drop
outs, as the study involved a one-time diagnostic observation. Study report flowchart according to the STROBE
(Strengthening the Reporting of Observational Studies in Epidemiology) is presented in Figure 1. The mean values
of baseline characteristics of the subjects are mentioned in table 1. The mean age of the subjects was 8.65 + 1.06 years.
With respect to anthropometry, the mean HAZ of the subjects in control group and case group was found to be
135.07 + 7.14 and 133.76 + 6.23, respectively. The mean WAZ of the control group was found to be 0.07 + 0.94 and that
of the case group was 1.72+0.39 (p value <0.001). The mean BAZ of the subjects belonging to the control group was
found to be -0.13+0.93 and that of the cases was found to be 2.11 + 0.28 (p value <0.001). .

Figure 2 pictorially represents the mean salivary concentrations of metabolic hormones of the subjects using box and
whisker plots. Mean salivary ghrelin values of obese and non-obese children were, 0.77+0.28 pg/ml and 1.69+0.38
pg/ml, respectively. Mean salivary adiponectin values of obese and non-obese groups were, 28.74+22.06 ng/ml and
95.63+65.92 ng/ml, respectively. The mean concentrations of the hormones leptin among obese and non-obese groups
were, 265.95+83.16 pg/ml and 136.99+72.48 pg/ml, respectively. Mean salivary insulin concentrations of obese and
non-obese children were, 224.56+184.86 pg/ml and 47.64+23.76 pg/ml, respectively. The statistical evaluation of mean
difference of salivary metabolic hormones between obese and non-obese groups revealed that there was a significant
difference in the concentration of salivary biomarkers (P <0.001). The odds ratio is a measure of relative risk and is
usually calculated by dividing the odds of exposure among the cases by the odds of exposure among the controls [6].
In this study, the exposure was considered to be salivary metabolic hormone concentrations, in order to investigate
the odds of these hormones as risk factors for childhood obesity. The results of the univariate binary logistic
regression analysis highlighted the significance of salivary metabolic hormones as biomarkers of childhood obesity.
It reveals that, higher levels of the hormones insulin (OR: 1.09; 95% CI: 1.05-1.12) and leptin (OR: 1.03; 95% CI. 1.02-
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1.04) pose higher risks for childhood obesity, followed by adiponectin, which was found to be lower among the cases
(OR:0.99; 95%CI1:0.99995-0.99998) increasing the risk for childhood obesity (Table 2).

DISCUSSION

The gut-brain axis harbors a pivotal role in the regulation of food intake and the maintenance of body weight. A
complex array of signals from peripheral and central nervous systems, likely under epigenetic programming
influences psychological and social factors to determine energy balance and body weight homeostasis [7]. The cluster
of hormones that regulate appetite and food intake is wide-ranging. When the levels of the hormones inducing
hunger increase, the demand for food intake increases, thereby contributing to excess energy storage and increased
levels of fat, all of which sum up to the cause of obesity. Belfort-DeAguiar and Seo (2018) concluded that, obese
individuals have elevated insulin and leptin levels and decreased ghrelin levels in comparison to normal weight
individuals [8]. They have affirmed that insulin and leptin levels parallel body weight status, and insulin and leptin
resistance play an indicative role in the pathogenesis of obesity. Thanakun et al., (2014) and Li et al., (2010) found
significant correlation between salivary and serum ghrelin and adiponectin levels, suggesting salivary ghrelin could
be a possible alternative to serum ghrelin as a biomarker in predicting the risk of childhood obesity [9,10]. In our
study we observed a significant difference in the concentration of salivary metabolic hormones among the obese and
non-obese subjects. The results indicated that the mean concentrations of ghrelin and adiponectin of non-obese
group were higher than the mean values of obese, while the mean values of the hormones leptin and insulin were
found to be higher among obese when compared to the non-obese controls. Several studies on serum analysis of
appetite hormones highlight that obese children show significant lower adiponectin and ghrelin concentrations and
higher insulin and leptin levels [11-13]. The findings of the study conducted by Goodson et al., (2014) on metabolic
disease risk in children using salivary biomarkers were consonant with the results of ours, presenting lower levels of
ghrelin and adiponectin in the obese group when compared to the normal subjects and higher levels of insulin and
leptin in the obese group [14].

The mechanism behind the downregulation of ghrelin in obese children could be attributed to their elevated leptin or
insulin levels, as studies show that fasting ghrelin levels negatively correlate with fasting insulin and leptin levels.
This state represents an adaptation towards positive energy balance and increased weight gain in these children [15].
Decreased concentration of adiponectin among the obese children in our study is similar to the findings of many
studies carried out in the serum samples of obese children [16-18]. Adiponectin may be one of the signals linking
inflammation and obesity. Soliman et al., (2012) suggest that in a majority of obese individuals, serum leptin
concentrations are increased and leptin administration shows only very limited effects due to leptin resistance [19].
Leptin resistance is associated with insulin resistance and abdominal obesity. Increased appetite is associated with
altered levels of appetite regulatory hormones and thus, these hormones are identified as potential neuroendocrine
markers and mediators in childhood obesity, as insisted by Hagen et al., (2015) [20].

CONCLUSION

Despite the need for robust research in childhood obesity, the practical challenges and risks in including children
being vulnerable groups, as subjects, limit the scope of clinical research in this field. While difficulty in obtaining
permissions from authorities and parents for using invasive techniques like blood withdrawal are on one hand, on
the other, convincing children to such invasive methods pose a great challenge. Such difficulties form one of the
major reasons for dropouts from the study. Hence, the conquest for reliable, sustainable and effective non-invasive
tools of clinical research is of dire need. Saliva seems to be a promising non-invasive tool to widen the scope of
clinical research in childhood obesity. The present study has thrown light on the possibility of considering salivary
samples in the evaluation of metabolic hormones, which may further enable us to intervene and prevent or treat the
onset or incidence of childhood obesity.
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Table 1: Mean Baseline Characteristics of the Subjects

Groups (N=166)
. Obese (Case Non-obese (Control)
Characteristics (Mean i S.D.)) (Mean £5.D)) p-value
(n=83) (n=83)

Age 8.67 +1.09 8.61+ 1.03 0.716
Height (cm) 133.76 +6.23 135.07 +7.14 0.211
Weight (Kg) 38.74 £5.59 29.62+5.73 0.000**

WAZ 1.72 £ 0.40 0.07+0.94 0.000**

HAZ 0.12£0.46 040+0.75 0.024*

BAZ 211+0.28 -0.13+0.93 0.000**

**P<0.01; "P<0.05

Table 2: Salivary Metabolic Hormones as Biomarkers of Childhood Obesity (N=166)

Variables Odds Ratio p-value
Age 1.06 (0.79-1.41) 0.714
Gender - Female 1(0.55-1.84) 1.000
Height 0.97 (0.93-1.02) 0211
Weight 1.33 (1.22-1.45) 0.000**
WAZ 132.99 (20.86-847.86) 0.000**
HAZ 0.47 (0.28-0.80) 0.005*
Ghrelin 0.001 (0-0.01) 0.000**
Leptin 1.03 (1.02-1.04) 0.000**
Adiponectin 0.99 (0.99995-0.99998) 0.000**
Insulin 1.085 (1.054-1.117) 0.000**

**P<0.01; "P<0.05
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ABSTRACT

Moringa oleifera is commonly known as drumstick. It is a rich source of calcium and different types of
macro and micronutrients. In the present study for phytochemicals analysis, Moringa oleifera leaves were
used in different solvents viz aqueous, ethanol, ethyl acetate and benzene. The extracts shows presence of
tannins, terpenoids, glycosides etc.TLC profiling of the sequential extract indicates the presence of
number of phytochemicals. There was variation in the Rf values of phytochemicals in different solvent
systems. Different Rf values gives an idea about their polarity. Rf values acknowledge the polarity of
phytochemicals and helps in the selection of suitable solvent system. The stronger a compound is bound
to the adsorbent, the slower it moves up the TLC plates. Non polar compounds move up the plate most
rapidly (higher Rf value), polar substances travel up the TLC plate slowly or not at all (lower Rf value).
The mixture of solvents can be separated out according to their variable polarity. This study will help in
the selection of suitable solvent system for separating pure compounds by column chromatography.

Keywords: Moringa oleifera, phytochemicals, terpenoids, TLC.
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INTRODUCTION

Moringa oleifera is a fast growing, evergreen tree with a height of 32-40 feet belongs to Brassicales and family
Moringaceae of Angiosperms and commonly known as drumstick [1] Its leaves, flower seeds and soft pods are
consumed as they have nutritive and medicinal properties [2]The leaves of Moringa oleifera have low calorific value
so they are used in diet of obese [3].The phytochemical investigation of powdered leaves shows the presence of
glycosides tannins alkaloids etc.[4]lt is rich in macro- and micronutrients and other bioactive compounds which are
important for normal functioning of the body and prevention of certain diseases.[5,6] Leaves, flowers, seeds, and
almost all parts of this tree are edible and have immense therapeutic properties including antidiabetic, anticancer,
antiulcer, antimicrobial and antioxidant.[7]Medicinal plants are the sources of drugs of traditional system of
medicines, modern medicines, food supplements, chemical entities for synthetic drugs. [8-12]Moringa oleifera also
considered as a medicinal plant which hows the antifungal and antimicrobial properties [13,14]. Studies also shows
that different phytochemicals compounds present in the plant are used in food industry, water treatment, fuels and
pharmacy and the medicinal role of these plants can be understood by analysis of biomolecules present in it.
[15]Therefore, the present study deals with phytochemical investigation and thin layer chromatography profiling of
sequential extract of Moringa oleifera.

MATERIAL AND METHODS

Collection of Samples: The experimental plants Moringa oleifera leaves were collected from the Government
Garden and Nursery, Village-Ratgal, Kurukshetra in the month of February 2021.

Preparation of Samples: The leaves of Moringa oleifera were shade dried for two weeks. The dried leaves were
powdered with the help of mixer grinder. Different solvents were used for preparation of extract such as ethanol,
ethyl acetate and benzene.

Preparation Of Plant Extract: 50 ml of each solvent viz, water, ethanol, ethyl acetate and Benzene were taken and
0.5 g of the dried powder of leaves of Moringa oleifera were added in separate flask. The flasks were kept in shaker for
16 hours. The samples were centrifuged at 5000 rpm. The supernatant was used for further studies. The extracts
obtained were stored in falcon tubes or conical tubes.

Tests For Phytochemical Constituents

Qualitative phytochemical analysis of Moringa oleifera was carried out to identify the secondary metabolites present
in the plant extract.

Test for Glycoside: 2 ml filtered extract 1 ml of glacial acetic acid, 2 ml ferric chloride and 2 ml of conc. sulphuric
acid was added. Brown color indicated the presence of glycosides.

Test for Terpenoids (Salkowski Test): 5 ml of extract was mixed with 2 ml of chloroform and concentrated
sulphuric acid to form a layer. A reddish-brown coloration of the interface showed the presence of terpenoids.

Test for Tannins: 0.5 mg of dried powdered samples was boiled in 20 ml of water in test tubes then filtered. 2-3
drops of 0.1% ferric chloride were added and observed for brownish green or blue-black coloration.

Test for Alkaloids (Mayer's Test): 2 ml of the filtrates, a drop of Mayer's reagent was added by the side of the test
tube. A creamy or white precipitate indicated positive test.

Thin Layer Chromatography Of Different Extract

Thin Layer chromatography was performed using three different solvent extracts, ethanol, ethyl acetate and
Benzene.The thin layer chromatography works on the principle of partition or absorption chromatography. The
components get separated according to its affinity with stationary or mobile phase.Stationary phase-Silica gel 60(G)
is used as stationary phase. Mobile phase- Hexane: Ethyl acetate(3:1), Hexane: Acetic acid(9:1), Toluene: Ethyl
acetate(4:1) Rf= Distance travelled by the solute/Distance travelled by the solvent front TLC plates
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RESULTS

Test for the presence of different phytochemicals shows the maximum presence of glycosides in all the solvents
except ethyl acetate. Terpenoids were maximum in ethanolic extract. Tannins presence was observed in aqueous
extract.

Thin Layer Chromatography

TLC of all the extracts of Moringa oleifera was carried out in solvent phases such as Hexane: Ethyl acetate(3:1),
Hexane: Acetic acid(9:1), Toluene: Ethyl acetate(4:1) TLC of ethanol extract of Moringa oleifera revealed the presence
of 5 compounds having Rf values of 0.92,0.90,0.77,0.73 and 0.68 respectively when a solvent phase of Hexane: Ethyl
acetate(3:1)was used (table 2). In solvent phase Hexane: Acetic acid(9:1), 5 spots were obtained having Rf of
0.84,0.24,0.19,0.13 and 0.07 respectively (table 3). When Toluene: Ethyl acetate(4:1) was used as mobile phase only 3
spots were obtained of Rf value 0.93,0.80 and 0.77 respectively(table 4).

TLC of ethyl acetate extract of Moringa oleifera revealed the presence of 5 compounds having Rf values of
0.82,0.79,0.71,0.66 and 0.58 respectively when a solvent phase of Hexane: Ethyl acetate(3:1)was used (table 2). In
solvent phase Hexane: Acetic acid(9:1), only 3 spots were obtained having Rf of 0.98,0.63 and 0.25 respectively (table
3).Four spots were obtained when toluene: Ethyl acetate (4:1) is used and the compounds shows a Rf value of
0.84,0.82,0.74 and0.65 respectively(table 4). TLC of benzene extract of Moringa oleifera revealed the presence of 4
compounds when Hexane :ethyl acetate (3:1) used and the compounds shows Rf values of 0.84,0.79,0.73 and 0.64
respectively(table 2).In solvent phase Hexane: Acetic acid(9:1), 5 spots were obtained having Rf of 0.87,0.26,0.20,0.16
and 0.15 respectively (table 3). Toluene: Ethyl acetate(4:1)shows only 3 spots with Rf value of 1.00,0.60 and 0.53
respectively(table 4).

DISCUSSION

A variety of phytochemical constituent are present in leaves extract of Moringa oleifera. The active constituents such
as tannins, glycosides, terpenoids and alkaloids are present in various extract were obtained and similar results were
obtained by.[16] Presence of all these secondary metabolites make the plant a medicinal plant which is used in
treatment of various diseases. TLC analysis was performed for optimization of a specific solvent system suitable for
separation of various compounds. Thin layer chromatography of different extract using mobile phases which are
mixture of different solvent and shows a no. of bioactive compounds.[17] These compounds shows different Rf
values comparable to those of ethanol extract of Moringa leaves as reported by.[2] Ethyl acetate extract also shows
presence of different compounds and shows similarity with.[18]When Benzene extract was used only three
compounds were obtained using toluene: Ethyl acetate as mobile phase.[19] Methanol extract of Moringa shows
presence of phytochemical similar to ethanolic extract. [20,21]

CONCLUSION

The chemical constituent’s present in plant extract are provided by the qualitative phytochemical screening of
plants.In the present study, qualitative phytochemical screening showed the presence of metabolites such as tannins,
terpenoids, glycosides were present in the sequential extract of Moringa oleifera. Alkaloid test was found negative.
The presence of phytochemicals reflects the importance of medicinal plants. It could be a potential source of
antioxidant and preventing oxidative stress-related degenerative diseases. All this information will help in the
selection of suitable solvent system for separating pure compounds by column chromatography.
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Table 1. Phytochemical analysis with different solventspresent in Moringa oleifera leaves

Name of the test Aqueous Ethanol Etheyl acetate Benzene
Glycoside ++ + - +
Terpenoid + ++ - ++

Tannin + - - -
Alkaloid + + S+ -

Table 2: Rf values of Moringa oleifera leaves extract by using solvent phase Hexane: ethyl acetate (3:1)

Extract Distance travelled by solvent(cm) Peak obtained(cm) Rf values Colors of peaks
Ethanol 7.5 6.9 0.92 Dark yellow
6.8 0.90 Light black
58 0.77 Dark green
55 0.73 Light green
51 0.68 Yellow
Ethyl acetate 7.3 6 0.82 Dark yellow
5.8 0.79 Light black
52 0.71 Dark green
4.8 0.66 Light green
4.2 0.58 Yellow
Benzene 75 6.3 0.84 Dark yellow
5.9 0.79 Black green
55 0.73 Light green
48 0.64 Yellow
Table 3: Rf values of Moringa oleiferaleaves extract in solvent phase Hexane: Acetic acid (9:1)
Extract Distance travelled by solvent(cm) Peak obtained(cm) | Rfvalues Colors of peaks
Ethanol 6.7 5.6 0.84 Dark yellow
16 0.24 Black
13 0.19 Dark greenish black
0.9 0.13 Yellow green
0.5 0.07 Light green
Ethyl acetate 55 54 0.98 Dark yellow
35 0.63 Green
14 0.25 Dark greenish orange
Benzene 6.1 5.3 0.87 Dark yellow
1.6 0.26 Black
12 0.20 Green
1 0.16 Light yellow
0.9 0.15 Light green
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Table 4: Rf values of Moringa oleifera leaves in solvent phase Toluene: ethyl acetate (4:1)

Extract Distance travelled by solvent(cm) Peak obtained(cm) Rf values Colors of peaks
Ethanol 75 7 0.93 Dark green
6.8 0.80 Dark yellow
5 0.77 Yellowish green
Ethyl acetate 74 6.2 0.84 Dark yellow
6.1 0.82 Dark green
55 0.74 Green
48 0.65 Yellow
Benzene 75 75 1.00 Dark yellow
6.0 0.60 Dark green
4.0 0.53 Yellow

40262



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences w www.tnsroindia.org.in ©1JONS
Vol.13 / Issue 71 / April / 2022 International Bimonthly (Print) ISSN: 0976 — 0997

RESEARCH ARTICLE

Nutritional Analysis and Antioxidant Property of Hibiscus Extract
Incorporated Immuno-Booster Jellies
Akshita Singht and Renu Shresthaz*

1M.Sc. Student, Department of Nutrition and Dietetics, SGT University, Gurugram Haryana, India
2Assistant Professor, Department of Nutrition and Dietetics, SGT University, Gurugram, Haryana, India.

Received: 21 Feb 2022 Revised: 13 Mar 2022 Accepted: 26 Mar 2022

*Address for Correspondence

Renu Shrestha

Assistant Professor,

Department of Nutrition and Dietetics,
SGT University, Gurugram,

Haryana, India.

Email: renus02@gmail.com

@ (DE(E)| This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited. All rights reserved.

ABSTRACT

Natural plant products extensive used nowadays due to growing the load of diseases. Hibiscus sabdariffa
(Family Malvaceous) is a plant that’s cosmopolitan at some point of the planet. Its leaves, bark, roots, and
vegetation are applied with inside the historical Indian device as drug to deal with several diseases. A
Fruit jelly is a product made from drinkable, sugar, gelling agents, and acids in method of cooking,
aiming to get gelatine like consistency. Jellies are considered to be Sensory analysis issues the
interpretation of what the senses inform regarding the merchandise. It is necessary to form an inventory
of descriptors adequately denoting the products and their properties. Many trails were developed and
therefore the most acceptable treatment was T2 (2.5g of hibiscus powder). The proximate analysis of the
hibiscus jelly (T2) showed the protein(2.053+0.05/100g), carbohydrate (28.23+0.0659/100g), fat
(0.6£0.05g/gm),fibre(5.0933+0.272g/gm), moisture (80.84+0.040g/gm). Antioxidant activity came out to be
(37.124£0.03g/gm). Determination of shelf life of the product was also done using plate count method
(using MacConkey plates) and the product was found to be safe for consumption for 7 days at room
temperature and for 14 days while keeping at low temperature (4 C). The value of study was conjointly
determined by the assistance of value (TO = [115.45/100g) and (T2 = [118/100g). It is a homemade organic
product, they are straightforward to carry, digest, flavoury and delectable. This study offers the transient
regarding the nutritional analysis and antioxidant property of hibiscus extract incorporated jellies.

Keywords: Malvaceous, consistency, antioxidant, gelatin
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INTRODUCTION

Recent years have witnessed enhanced research work reported on plants and plant products. In this regard, plants
with traditional therapeutic usage are being screened more efficiently— to be considered as a substitution or as a
better alternative for chemical-based food preservatives. The plant Hibiscus Rosa Sabdariffa belongs to the family
Malvaceous. It is a cosmopolitan plant that can be found in the gardens of practically everyone. The only
limitation is that the climate is somewhat warmer with mild winters. In places with a much colder climate is used
indoors. Its leaf is of perennial type and in good conditions, it can reach up to 3 meters of height. The shape of the
leaves can vary depending on the species. They are arranged alternately and you can see dark green leaves but with
a bright appearance. Hibiscus species flowers are complete, bisexual, i.e., with functional male (androecium) and
female (gynoecium), including stamens, carpels, and ovary. Pollination is entomophilous i.e.,, by insects, or
cleistogamy i.e., by self or allogamy i.e.,, by cross-pollination. Capsules ca. 2.5 cm long, glabrous, apex beaked.
Hibiscus species are susceptible to various insect pests, viruses, and fungi, affecting leaves, fruits, and roots.

Hibiscus sabdariffa Linn, is an annual herbaceous shrub, cultivated for its flowers although leaves and seeds have also
been used in traditional medicine. The calyces of the plant are used as a refrigerant in the form of tea, to make jellies
and jams. The plant is reported to contain proteins, fats, carbohydrates, flavonoids, acids, minerals, and vitamins.
The plant has been reported to have antihypertensive, hepatoprotective, antihyperlipidemic, anticancer, and
antioxidant properties. (Mahadevan et al., 2009). Hibiscus has also medicinal properties and takes part as a primary
ingredient in many herbal teas. The red flowers variety is preferred in medicine. Extracts showed antibacterial, anti-
oxidant, nephro- and hepato-protective, renal/diuretic effect, effects on lipid metabolism (anti-cholesterol), anti-
diabetic and anti-hypertensive effects among others. (Bernd B. et al (2014). Hibiscus contains an abundance of
antioxidants and this is believed to give it some number of protective properties against some forms of cancer like
stomach cancer and leukemia. The effectualness of Hibiscus sabdariffa L. (HS) in the treatment of risk factors
associated with cardiovascular. HS decoctions and infusions of calyxes, and on occasion leaves, are used in at least 10
countries worldwide in the treatment of hypertension and hyperlipidemia with no reported adverse events or side
effects. (Hopkins AL et al, 2013).

Total cholesterol, low-density lipoprotein cholesterol (LDL-C), and triglycerides was lowest in the majority of
normolipidemic, hyperlipidemic, and diabetic animal models, whereas high-density lipoprotein cholesterol (HDL-C)
was generally not affected by the consumption of HS extract. Jelly is a semi-solid product. It is prepared by boiling,
straining a clear solution of pectin-containing fruit extract, free from pulp is obtained, after the addition of sugar and
acid, a jelly is obtained to ensure that the TSS (Total soluble of solid) of jelly should be in the range of 65-68%. There
are different types of jelly already available on the market, hibiscus jelly is not a part of the local market yet. This
product has high nutritional value. Hibiscus sabdariffa contains a fair amount of vitamin C and antioxidants. Agar
powder changed into used to present it jelly like texture. Agar creates a bulking impact and is used as a laxative to
useful resource weight loss; it additionally stimulates gut to create bowel movement. In region of sugar date syrup
changed into used to present the product moderate sweetness. it additionally enables in enhancing the dietary first-
class of product because It consists of wholesome minerals. This product has excessive organic method price. Roselle
includes a respectable quantity of diet C and antioxidants. This product is, straightforward to carry, straightforward
to digest, they are flavoury and delectable.

MATERIALS AND METHODS

Standardization and Preparation of immune-booster jellies

The immune-booster jellies were formulated by homogenous mixing of orange juice, Date syrup, agar powder and
hibiscus powder in different proportions for estimating their acceptability. The standardized recipe for control(T0)
and different treatments (T1,T2 and T3) have been given in Table 2.1 and 2.2 respectively.
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BASIC PROCEDURE
The investigation was carried out in the Nutrition Lab, Department of Nutrition and Dietetics, Faculty of Allied
Health Science, Shree Guru Gobind Singh Tricentenary University, Gurugram, Delhi- NCR. The study was carried
out to develop hibiscus extract incorporated jelly. The Hibiscus powder was boiled and extracted. The hibiscus
extract was homogenously mixed with date syrup. Agar powder and orange juice were mixed by continuously
stirring the mixture, poured into silicone moulds and allowed to set. The whole procedure of the formulation of
immuno-booster jellies can be briefed into following flow-chart:
Fig. 2.2.1 Formulation of Immuno-booster jellies

Hibiscus Powder

!
Boiled in water

’
Straining of extract

!
Addition of date syrup
!
Boiling
!
Addition of agar powder

!
Addition of orange juice

!

Pour the mixture in gummies mould

!
Allow it to set

Sensory evaluation of hibiscus jelly

All the samples of developed jelly prepared with different levels of hibiscus jelly was evaluated organoleptically six
times by a panel of 15 judges from the Department of Nutrition and Dietetics, SGT University, Gurugram according
to the standard method of Amerine et al. (1965). The judges were served the developed jelly with one control and
different test samples. The control sample (T0) was prepared from ingredients used in the standardized recipe and
test samples were prepared by using hibiscus powder at different levels in the standardized recipe (T0). The samples
were coded to avoid any bias. The panellists were requested to score the jelly for four sensory attributes i.e., color&
appearance, texture, flavor& taste, overall acceptability by using a scorecard based on the nine-point Hedonic scale
(Rangana 1986, Appendix I). The final score for each attribute for each product was obtained by averaging the score
of all seven panelists.

Proximate analysis: The test was performed by Fare labs Gurugram.

Different parameters were determined by different methods.

DETERMINATION OF SHELF-LIFE OF HIBISCUS JELLIES

The PET bottles containing hibiscus jelly after cooling were stored at both ambient(30+ 2 °C) refrigerated temperature
(5 £ 2 °C). The microbial analysis of stored hibiscus jellies were carried out at every 24 hour till 14 days.
1. Initiated with taking 2 MacConkey plates.

. Dried the Petri plates by keeping them in a hot air oven for 10 minutes (27°C).

. Took the plates to the working station for quadrant streaking.

. Wire loop was sterilized using the burner for the streaking to be contamination-free.

. Media was taken and streaking was done on the plate.

. Both samples were streaked on the same plate. (1 plate for an incubator, 1 plate for refrigerator)

. Place one plate in the incubator (27°C) and the other in the refrigerator (4°C) for observation.

. Monitored the plates every 24 hours to get result accuracy

o ~NOoO Ok~ wiN
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RESULT AND DISCUSSION

The analytical research activities were carried out in the laboratory Fare labs Gurugram. Two samples of each jelly
were analysed in triplicate, using standard techniques and chemicals of analytical grade. The analytical values
expressed on dry weight basis, were statistically analysed using t-test and ANOVA, for finding out significant
differences if any. The results and discussion have been presented under the following heads:

The best product came out of the 9-point hedonic scale was Treatment 2(8.4+0.73) which had 2.5g of hibiscus powder,
followed by Treatment 0(7.6£0.63) with 0g of hibiscus powder in it. Then T1 (7.3£0.9) with 1.5g amount of hibiscus
powder and T3(6.13+1.88) got least score IT has 5 g of hibiscus powder in it. In a study done by Panchal et al. 2018, on
formulation of dragon fruit jellies, the score for colour and appearance, flavour, taste, consistency, transparency and
overall acceptability was highest for T3 (1000 ml fruit extract + 550 g sugar + 11 g of pectin + 0.5 % acidity) and it was
8.86 while minimum score was recorded in T6 (1000 ml fruit extract + 700 g sugar + 12.5 g of pectin + 0.5 % acidity).

Effect of hibiscus powder on sensory attributes of the developed hibiscus jellies. Sensory analysis of the developed
products by the sense i.e., sight, smell, taste, touch and hearing for 5 quality attributes like colour, appearance, taste
and overall acceptability, texture briefly described below:

Effect of hibiscus powder on nutrient composition of developed hibiscus jellies.

e Average protein in T2 (2.053+0.05/100g) higher than T0(1.83+0.04/100g).

e Average carbohydrates in T2 (28.23+0.0659/100g) higher than (16.15+0.0503/gm).

e Average fat in T2 (0.6+0.05g/gm) higher than T0(0.45+0.059/100g).

e Average fibrein T2 (5.0933+0.272g/gm) higher than T0(1.273+0.05g/100g).

e Average moisture in TO (80.84+0.040g/gm) higher than T2 (68.416+0.03/100g).

e Average antioxidant activity in T2(41.67+0.03/100g) is higher than T0(37.12+0.03g/gm).

The protein, carbohydrates, fat, fibre and antioxidant activity are high in (T2) sample due to incorporation of hibiscus
powder and the moisture content is less in control sample (T0).

SHELF-LIFE OF HIBISCUS JELLIES

The sample placed in ambient temperature had microbial load of more than 103cfu/g after 7 days with no change in
pH, while sample placed in refrigerator was in safe limit till day 14. Similar, results were found in case of sapota and
beetroot blended jelly where the microbial count was 2 x 103 cfu/g (Gaikwad, 2016). The microbial count should not
exceed to 103 per ml or g of jelly was reported by Ranganna, (2010) and Kumar and Deen, (2017) . In present
findings, the microbial count had not exceeded this limit up to the day 7 in ambient temperature and day 14 in
refrigerated temperature without added preservative.

CONCLUSION

This research study showed that the proximate composition of JELLIES could be enhanced through the addition of
Hibiscus flower powder. The crude protein, dietary fibre, fat, carbohydrates and antioxidant activity content of the
jellies significantly increased on the inclusion of hibiscus flower powder. Based on the sensory evaluation conducted,
sample T2 (2.5g supplementation of hibiscus powder flower) was found to be most acceptable. The consequences
showed that the product has a perfect content, protein, dietary fibre, fat, carbohydrates and antioxidant activity
content, and is good for patients suffering from blood pressure issues, or people looking for good organic
alternatives for hair and skin.
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Table 1. Standardized recipe (Control T0) used for development of jellies
Ingredients Orange juice Date syrup Agar powder Water
Amount 50ml 10ml 1.25¢g 50ml
Table 2. Treatment of hibiscus powder formulated jelly product (in 100 gm cooked preparation)
Test | Hibiscus powder Test Hibiscus powder
TO 0g T2 2.5
T1 159 T3 5
Table 3. Proximate analysis
PARAMETER PROTOCOL
Protein,%bywt 1S-7219
Carbohydrates, % by wt IS- 16 56
Fat, % by wt AOAC 922.06
Fiber, % by wt FLSOP/FC- 185
Moisture % by wt 1S-4333(P-2)
Antioxidant analysis: FL/SOP/AY-39.

Table:4 Sensory characteristics of jellies with different levels of Hibiscus powder in it.

reatment
TO T1 T2 T3
Parameters
COLOR 8.2+1.86 8.8+1.7 9+1.2 8.9+1.2
TEXTURE 8.4+1.6 8.6+1.4 8.4+1.3 8.6+1.5
APPEARANCE 8,6+1.45 8.5+1.41 8.7+1.16 8.6+1.40
FLAVOUR 7.7+1.22 8.13+1.50 7.9+1.16 7.4+2.09
TASTE 7.4+1.30 7.8+1.56 9.2+0.7 7.2+2
OVERALL 8+1.27 8.06+£1.09 9+0.75 7.13+15
ACCEPTABILITY
Values are mean = SD

T1 T2

T3
Fig.1 Different treatments of Immuno-booster jellies

40268



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences ” www.tnsroindia.org.in ©1JONS

Vol.13 / Issue 71 / April / 2022 International Bimonthly (Print) ISSN: 0976 — 0997

(RANE: 50T

Fig. 2. (T0) Orange coloured jellySample 2. (T2) Hibiscus powder incorporated jelly
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ABSTRACT

Cancer is the third leading cause of death worldwide. It is a rapidly progressing disease which is
characterized by uncontrolled cell division and failure of apoptosis, invasion and metastasis. Cancer in
cervix is fourth leading common death cause in females. In 2006, the mortality rate of women was
diagnosed as 37% by the cervical cancer in the United States. Besides in 2012, Global Cancer Observatory
has reported 265,000 deaths for the annual from the cases of 527,000 and this survey portrayed the
incidence of cervical cancer, leads 50% of death in the developing world. About 99.7% cases of cervical
cancer are diagnosed as the infections of human papilloma virus (HPV). It has been a major risk factor of
cervical cancer; commonly human genitalia affected by more than 40 genotypes of HPV been identified.
Medicinal plants are being widely used in India directly in folk medicine.In spite of advances made
available in allopathic medicine, so far no effective anticancer drugs are available due to its side effects.
Hence for treating various diseases, alternate therapeutic use of plant need to be probably validated and
documented. In the present study ethanolic leaf extract of Heliotropium curassvicum was used to evaluate
its anti-cancer efficacy in in silico study.

Key words: Human Papilloma Virus, Heliotropium curassvicum, Cervical Cancer, Docking, In silico Studies
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INTRODUCTION

Medicinal plants have long been used to treat and prevent a variety of diseases, infections, and infestations in
domestic animals, especially livestock, around the world. About 3000 plant species are known to have medicinal
properties in India. It is estimated that 40% of the world's population is directly dependent on herbal medicine for
their health care [1]. In India, medicinal plants offer low cost and safe health care solutions. Several attempts were
made to explore local knowledge on common medicinal plants for the treatment of diseases related to various
systems of man. The sequence of secondary metabolites (SMs) and, in fact, these metabolites form the basis of many
commercial pharmaceutical drugs, as well as herbal remedies derived from medicinal plants [2]. Worldwide, cervical
cancer is the second most common malignancy in women and a major cause of morbidity and mortality. About
99.7% cases of cervical cancer are diagnosed as the infections of human papilloma virus (HPV). It has been a major
risk factor of cervical cancer; commonly human genitalia affected by more than 40 genotypes of HPV been identified

[3].

Chemotherapeutic drugs kill cancer cells, but also damage some normal cells, which can lead to side effects. Side
effects depend on the type and amount of medication and the amount of time used for treatment. Many side effects
are short-lived and decrease after treatment, but some may be long-lasting or permanent [4]. Traditional medicine is
still used by about 65-80% of the world's population in developing countries as a source of early health care.
Medicinal plants can be a solid source of novel treatment agents, especially for cancer. Advances in molecular
biology have allowed the development of mechanism-based receptor screens to probe interactions between large
molecules and find small natural product molecules as potential drug candidates in cancer chemotherapy [5]. Plant
based medicines have often found important roles in the treatment of cancer and the mechanism of interaction
between many phytochemicals and cancer cells are being studied extensively. The present study delineates the
efficacy of the components of leaf extract of Heliotropium curassvicum- a lesser known medicinal plant as a potent
anticervical cancer agent using in silico models.

MATERIALS AND METHODS

The docking analysis was performed by using AUTODOCK VINA software. Preparation of targets [6]. The crystal
structure of Cervical cancer receptors p53 (PDB code = 1 OLG) and HDAC2 (PDB code = 4LY1), were retrieved from
the Protein Data Bank (http:.//www.rcsb.org/). All bound waters, ligands and cofactors were removed from the
proteins using Molegro visulaization tool and then hydrogen atoms were for optimization.

Molecular docking

Intermediary steps, such as pdbat files for protein and ligands preparation and grid box creation were completed
using Graphical User Interface program AutoDock Tools (ADT) [58].ADT assigned polar hydrogens, united atom
Kollman charges, solvation parameters and fragmental volumes to the protein. AutoDock saved the prepared file in
PDBQT format. AutoGrid was used for the preparation of the grid map using a grid box.

p53center_x = 0.589893701429, center_y =-1.31303979622, center_z =-0.2328
size_x =46.2684184589, size_y = 36.3466183384, size_z = 25.04Ly1

center_x =21.0572164097, center_y =-19.2181192038, center_z = -0.182648204102
size_x =40.893128077, size_y = 53.274617318, size_z = 67.8313181281

A scoring grid is calculated from the ligand structure to minimize the computation time. Docking using protein and
ligand information along with grid box properties in the configuration file were carried out in PyRx using Auto
Dock/Vina option. Auto Dock/Vina employs iterated local search global optimizer [59,60] . During the docking
procedure, both the protein and ligands are considered as rigid. The results less than 1.0 A in positional root-mean-
square deviation (RMSD) was clustered together and represented by the result with the most favorable free energy of
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binding. The pose with lowest energy of binding or binding affinity was extracted and aligned with receptor
structure for further analysis.

RESULTS

The docking for anticancer property of 2 active compounds from H. curassvicum was taken. p53 and HDAC?2 are the
proteins used here for docking analysis. The p53 (1 olg) was docked with the 2 ligands. From the results compound
1, and 2 [Propanoicacid,3-amino-3-(4-fluorophenyl) and [1H pyrazole-4-sulfonamide,N-[(4- Fluorophenyl) methyl]-
1,5-dimethyl] by forming three and two H-bonding with the amino acids in compound 1 (Gly 325, Asn 345 and Arg
333) and compound 2 (Glu 349, Arg 333). Binding energy was -6 and -5.4 kcal/mol. The HDAC2 (4LY1) was docked
with the 2 ligands. From the results compound 1, and 2 [3-cyclo pentyl propionic acid] and [1H pyrazole-4-
sulfonamide, N-[(4- Fluorophenyl) methyl]-1,5-dimethyl] by forming three and two H-bonding with the amino acids
in compound 1 (Asp 269, Asp 181) and compound 2 (Asp 104, Tyr 308). Binding energy was -6.4 and -6.3 kcal/mol.

Control

The Hycamtin is the potent inhibitor for cervical cancer (anti-cancer) was docked against the p53 and HDAC2 target
protein. Hycamtin formed 2 hydrogen bonds and interactions were made at TYR 27 at A chain and GLY 25 at A
chain with the binding energy of -7 Kcal/mol.

DISCUSSION

Herbal medicine is one of the oldest forms of health care known to mankind. In Ayurveda it is also known as
phytomedicine, which uses various phytoprinciples such as alkaloids, steroids, tannins and flavonoids from
medicinal plants to treat various human ailments. Flavonoids, alkaloids and glycosides has shown to be responsible
for cure diabetes, obesity, inflammation associated diseases, cardiovascular diseases, cancer. These phytoprinciples
differ from plant to plant due to vast biodiversity. The evaluation of the anticancer activity of plant extracts is
essential for safe treatment. It enables identification of the intrinsic toxicity of the plant and the effects of acute
overdose [7].

Anticancer property of Heliotropium curassvicum was validated for cervical cancer receptors p53, HDAC2 The lead
components possess similar function when compared to that of standard drug .The lead components
are Propanoicacid,3-amino-3-(4-fluorophenyl),  [IH pyrazole-4-sulfonamide,N-[(4- Fluorophenyl) methyl]-1,5-
dimethyl, 3-cyclo pentyl propionic acid. For p53 and HDAC2 Hycamtin was used as a control drug [8]. In the present
study, the docking scores against selected natural compounds showed higher binding affinity towardsp53 & HDAC
2, which is evident from the hybrid chemgauss4 score. Collectively, our results suggest that selected natural
compounds from the Heliotropium curassvicum may inhibit the function of p53 & HADC 2 and the lead components
can be considered as potential bioactive molecules to treat various p53 associated diseases [9].

CONCLUSION

Studies revealed that Heliotropium curassvicum has significant antineoplastic effects. The compounds present in
Heliotropium curassvicum root extract may enhance cancer cell death via interacting with anti-apoptotic protein, p53.
More extensive studies need to be done with the active compounds to elucidate the mechanism of action of the
compounds against cancer cells and apoptosis.
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Table 1: Compounds from H. curassvicum docked with p53 (1 olg) protein

Bindi | i f Hyd
Pubchem-CID Name of the compound inding energy nte.ractlor? © ydrogen
(kacl/mol) amino acids bonds
. TYR 27
60699 Hycamtin -7 GLY 25 2
1H pyrazole-4-sulfonamide, N-[(4 GLY 325
5295512 fluorophenyl)methyl]-1,5- -6 ASN 345 3
dimethyl] ARG 333
Propanoicacid, 3-amino -3-(4- GLU 349
579885 Fluorophenyl) 54 ARG 333 2
Table 2 : Compounds from H. curassvicum docked with HDAC2  (4LY1) protein
Pubchem-CID Name of the compound Binding energy Inte.ractlor? of Hydrogen
(kacl/mol) amino acids bonds
. TYR 27
60699 Hycamtin -7 GLY 25 2
Lo ASP 269
8818 3-cyclo pentyl propionic acid -6.4 ASP 181 2
1H pyrazole-4-sulfonamide, ASP 104
5295512 N-[(4fluorophenyl)methyl]-1,5- -6.3 2
. TYR 308
dimethyl]
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ABSTRACT

p vertices and q edges containing graph G is said to be an odd mean function when it admits
hV > {0,1,2,...,2q —1}, f is one-one and the induced map h":E—> {1,3,5,...,2q—l}defined by h*
(yz) = [h(y)*h(z)]/2 when numerator is even and h* (yz) = [h(y)+h(z)+1]/2 odd function when numerator
is odd. If h*(yz) satisfied the rule then it will be bi junction function. Also, the defined function odd-even
graceful labeling of a graph G = (V,E) is explained as a function of f when f:V(G)—{1,35,....... 2g+1} isan
injective function. The induced function f* and f*: E (G) — {2, 4,6 ...2q} defined as f*(e) = | f(u)-f (v)| . In
addition to this f*(e) is bijective for every edge e = (u, v) belongs to E (G). Hence, this paper proved that

theG: = Pm (QSn), V m>2, n>1, is odd mean graph,G, =S, +K, n>4,Vtisodd-even graceful graph,
The Coconut Tree G3 = CT(m, n) is odd-even graceful graph for all positive integers n and m>2and
the jellyfish graph G, =J(m,n) m > 2,n > 2,m = n is odd-even graceful graph.

AMS Subiject classification: 05C78

Keywords : Graph types, odd mean graph, odd-even graceful,star graph, Path, Quadrilateral Snake.
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INTRODUCTION

Graph labeling can be applied for Mobile Adhoc Networks (MANETS) issues such as connectivity, modelling, the
network and simulation, scalability and routing. Since a network can be modelled as a graph and it can be used to
overcome these issues which can be represented as algebraic matrices. Also networks can be automated by means of
algorithms. Systematic studies on various applications of graph labeling have been overviewed for this investigation
[1-3]. The reported o« — labeling (or ¢ — valuation) as a graceful labeling with the additional property are an
integer A and each edge Xy is either f (x) < A < f(y) or f(y) <A < f(X) [4]. It follows that such a A must
be the smaller of the two vertex labels that yield the edge labeled 1.The reported investigation ongraceful labeling of
one vertex union of non-isomorphic complete bipartite graphs and one vertex union of complete bipartite graphs
were reviewed for this mathematical graph modelling [5-9]. Likewise, gracefulness of a cycle with parallel Pk

chords has reported with the cordial graphical Quadrilateral Snake model for the application in communication
network[10, 11].Based on the graceful graphical modeling survey, this work defined simple mathematical models for
the future communication applications.

THEORETICAL DEFINITIONS

Definition-1
A graph G with p vertices and q edges is said to be odd mean if there exists a function h:V — {0,1,2,...,2q —1}

satisfying f is one—one and the induced map h™ :E — {L3,5,...,2q —l}defined by

w, if h(y) +h(z)iseven
h(y2) = isabijection.
W, h(y) +h(z)isodd

Definition-2
A function f is said to odd-even graceful labeling if v (G) > {13,5...2q +1} is one to one function and

f*:E(G) >{246,.2q} defined by f *(e) = | f(u)—f (V)| is one to one and onto for every edge
e= (u,v) S E(G).A graph G is called odd-even graceful graph if it admits an odd-even graceful labeling.

THEORETICAL MAIN RESULTS
The graph G, = P, (QS,) is defined as an isomorphic Quadrilateral snake one copy gluing with eachm, n is the

number of Block (i.e. C4) of Quadrilateral snake QSn in one copy.

The graph QSn is defined as a series connection of non-adjacent vertices with ‘n’ number of cycle C, and these

vertex set V' and edgeset E have described using the following equations

vi@s,)=de i o fu vy
E(Q%) :{ GU }Ezl U{ GM }Ezl U{ UGea }Ezlu{VI<Q<+l }2:1
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2.1. Theorem-1
Thegraph G, =P.(QS,) ,¥ m>2, n>1 isodd-mean graph.

Proof
The graph G =P,(QS,) has m(3n +1) vertices andm(4n +1) —1 edges.The graph G, =P, (QS,) is
obtained by gluing an isomorphic Quadrilateral Snake at each vertex of path Pm , m2=> 2 and the graph G1 is

as shown in the Figure -2. The odd-meanlabeling for vertices of G, is defined as set A, B and C in equations (1), (2)
and (3).

2(4n+1)(m—j+1)—4i+1—(12_1), i=123,...n+1 j=135,..m, m is odd

A= f(cilj )/

(4n+1)(m—2j+4)+4i—3+(1;2), i=1,23..,n+1 j=24,..,m, mis even
- (1)

2(4n+1)(m—j+1)—4i+szl), i=123,..,n, j=135,...,m, misodd
B= f(ui,j)/ (j-2) ) ) )
2(4n+1)(m—1)+4i—S—T(4mn+m+l), i=123,..,n, j=246,...,m, miseven
~—(2)
2(4n+1)(m—1)—4i+2—%(4mn+m—2), i=1,23,..,n, j=135,..,m, m is odd
C= f(vi,j)/ (j-2)
2(4n+)(m—-2)+4i—4—m(4n +1)T’ i=123,...,n, j=2,46,..,m, mis even
- ()

From the above vertex labeling, the set A labels of the vertices form a monotonically reducing sequence for each j is
odd andsimilar monotonically increasing sequence for each j is even was observed in the labels of the set B&C

vertices. AUBUC = { 01,2,...,2(m(4n+1)-1)-1 }and AN B N C = ¢ Therefore, the labels of
all the vertices of G1 are distinct.With the above labeling the corresponding edge labelings are defined by

A={f'(e,)/ 2(4n+D(m-j+1)-2i-1 1<i<dn, jisodd, 1<j<m| "

B’:{f'(ei’j)/ m(4n+1)—5+2i+m(n+1)—4(4n+1)(1—;2), 1<i<2n, jiseven, 2sj§m}__

- (9
C':{f'(ei'j)/2(4n+1)(m—j+2)—3mn—8n+2i—5, 2n<i<4n, jiseven, zgjgm}
— ©)

D' ={f ‘(&) / 2[(4n+D(m-k+D-4n-1]-1, 1<k<m-1} -@

the wvalues in the sets

A ‘, B ‘, C ‘ and D ‘ are all distinct and these functions explained as follows in equations (8) & (9),
AUB UC UD ={135,..2m@4n+1)-1]-1}
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ANB N"C NnD =¢
From the above assignment, the graph labeling of vertices and edges are distinct Hence, the graph Gl = Pm (QSn)

is odd-mean graph.lllustration of the labeling has shown in the proof of Theorem -1 and presented in Figure.3.

2.2. Theorem-2
Thegraph G, =S, + K, ,n >4, Vt is odd-even graceful graph.
Proof

Thegraph G, =S, + K has n+t vertices and n(t+1)-1 edges.

Odd- even graceful labeling of vertices of Sn + K defined by
f(u)=21-1,1<i<n

f(u,) =2n(t+1)-1]+1,i=0

f(v,)=2nj-1,1< j <t

Corresponding edge labelings are defined by

f'e,)=2[n(t+1)-1]-2(k-1),1<k <n-1

f'le,)= 2t +D-)-2n-)-2i-8&(j-1, i=0, 1<j<t

t'le,)= 20+ )21 -2i+8(j-5), 1<i<n-1, 1<j<t

From the above assignment, the labeling of vertices and edges are distinct.Hence the graph Sn + K is odd-even
graceful graph.

Example: Figure-5. Odd-even graceful labeling of 54 +K_5

2.3. Theorem-3

The Coconut Tree G3 = CT(m, n) is odd-even graceful graph for all positive integersn and M > 2.,
Proof

Let G; =CT(m, N) be the Coconut Tree

Let U, ,U,,Ug,..U.,V;,V,,V, ..V, be the vertices of Coconut Tree.
Then the vertex set V(G) ={ Uy, Uy, Uy ..l ,V;,V, VsV, |

The graph G3 is as shown in the Figure -6.

Let Uy ,U, Uy ,..U, bethe vertices of the path P, and V, ,V, yV3,...V,, be the pendant vertices attached with the

end vertex of the path P,,.
Now the edge set
EG)={uy, llsiSm—l}u{umvj J1<j<n} then we note that V(CT(mn)|=m+n and

i+l

M+ N —1 edges.
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f(u_)z{Z(m+n)—i,1sism i is odd
: i—-1,1<i<m i is even
f(v;)=m-2+2j1<j<n
Corresponding edge labelings are defined by
f (e)=2(m+n-i),1<i<m-1

f (e)=2n-2k+2

From the above assignment, vertices and edges are distinct.Hence, the graph G3 = CT(m, n) is odd-even graceful

, 1<ksn

graph.
The following is an illustration of the labeling as shown in theproof of Theorem -3

2.4. Theorem-4

The jellyfishgraph G, = J(m,n), m > 2,n > 2, m = n is odd-even graceful graph.
Proof

The graph G, = J(M, N) has m+n+4 vertices and m+n+5 edges.

Thegraph G, = J(m, n) is as shown in the Figure -8

Odd- even graceful labeling of vertices of G, = J(mM, N) defined by
f(u,)=2m+2n+11

f(u)=1
f(c,)=3
f(c,)=5

f(c,)=21+7,1<i<m
fc;)=2m+2j+9,1<j<n
f(uyu,)=2(Mm+n+5)

f(U,Co) =2m+2n+38

f(cou,)=2

F(uc, ) =4

f(u,C, ) =2m+2n+6

Corresponding edge labelings are defined by
f (e)=2i+4,1<i<m
f'le;)=2m+2j+4,1<j<n
From the above assignment, vertices and edges are distinct.Hence, the graph G4 =J (m, n) is odd-even graceful

graph.
The following is an illustration of the labeling as shown in theproof of Theorem -4
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CONCLUSION

Graph labeling serves as a frontier between number theory and structure of graphs.The derived Quadrilateral snake
gluing of path graph and star graph can be served as useful models for communication network and also can be used
for designing the drilling machines.
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ABSTRACT

Diseases are major constraints in strawberry production throughout the word. The plant leaf diseases are
mainly affected by fungi, bacteria and viruses. The leaf disease is completely destroying the quality and
guantity of the leaves. Common strawberry leaf disease Leaf spot and Leaf blight. Leaf spot is a common
disease, the plants cannot be cured. But if the disease is detected early, we can control the fungicides.
Leaf blight is one of the most common disease in world cultivations. The leaf blight and spot images are
initially a RGB images, then it is converted to HSV images because the RGB is used for color generation
and color descriptor. The next step is plane separation and then performed the color features. By using
Conventional Neural Network algorithm detection of leaf disease is done for detecting and calculating
the affected leaf parts of the leaves and validating the disease affected area. Finally testing and training
the diseased leaf images by using in Matlab R2018a

Keywords: Strawberry Plant Leaves, Leaf Blight, Leaf Spot, Conventional Neural Network algorithm

INTRODUCTION

Plant leaf disease affects the growth of their respective class; therefore, their early identification is very important.
Strawberry plants are one of the most important crops of world. The cultivation is very easy to produce the quantity
of the plants. The total area under strawberry is about eight million hectares. Leaf spot and Leaf blight disease is the
major disease of strawberry leaves. It occurs in every country and it includes in India. Many machine learning
models have been used for the detection and classification of Leaf spot and Leaf blight diseases, but after the
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advancements of technology, the deep learning algorithms have great potential in terms of increased accuracy. They
are many methods and algorithms that are being implemented on different plants for different diseases. Three steps
that are followed by many authors.

Image preprocessing: At initial stage raw images is taken as input and smoothen through various techniques like
thresholding, gray scale conversion, RGB to HIS, various filters like median filter, CIBAL color model to remove the
noise and many more smoothing techniques.

Image Segmentation: The disease affected area is segmented from the leaf. For segmentation various methods are
used such as k-nearest neighbor method, triangle threshold method and simple threshold methods. Disease
classification: For disease classification numerous algorithms are available. SVM is most commonly used algorithm
followed by artificial neural network, Genetic programming, Histogram matching method is also used with edge
detection. One of the most drawbacks that found in SVM that it deals with binary systems and can classify only two
inputs. Histogram matching methods gives result with poor accuracy. The common symptoms of strawberry leaf
spot and Leaf blight that both appears initially a small deep purple color and its round to irregularly shaped spots
and mainly appears on the upper leaf surfaces. These diseases are nearly complete defoliation and yield loss up to 50
percent or more depends upon disease severity. The leaf spot disease epidemics are affected by weather parameters
such as hot and wet conditions and these diseases is a common fungal disease of strawberry plants. Losses due to
Leaf spot and Leaf blight disease may go upto 15-20%. Under field conditions, initial symptoms of late leaf spot
were noticed at 45-50 days after sowing of strawberry plant crops.

Leaf Spot Diseases

It's a common leaf spot of strawberry also known as Mycosphaerella leaf spot, Ramularia leaf spot, strawberry leaf
spot, bird’s-eye spot, gray spotness, and white spot. It is also a common fungal leaf disease that affects both wild and
cultivated strawberries throughout the world. Common leaf spot was once the most economically important
strawberry disease, but the use of resistant strawberry varieties/cultivars and improvements in methods for growing
strawberries have been effective in managing the disease and reducing its impact. Today, the disease is often a
cosmetic problem and typically has little impact on yield or fruit quality [5].

Leaf Blight Diseases

Its otherwise called as Phomopsis leaf blight. The young leaves are the Phomopsis leaf blight. The disease can also
weaken older leaves in perennial plantings resulting in reduced yields the following year. In the southeast during
nursery production, severe defoliation may occur and daughter plants may wilt and die due to infection of runners
with symptoms that are often confused with anthracnose [4].

Disease Identification and Cycle

The leaf spot and leaf blight are the common diseases that spread among the other diseases. But in leaf spot several
different fungi and one bacterium cause leaf spot diseases of strawberry. Generally, most of these leaf spots have not
been of significant concern in the strawberry industry and are considered of minor importance. Losses associated
with most of these diseases are rarely observed. Leaf blight are the diseases that reduces the yields. The pathogen
probably derives from other plant species growing nearby strawberry nursery fields. In perennial fruit production
systems, the leaf blight pathogen may overwinter in lesions on plants with infected leaves, while in annual systems
the fungus is typically introduced on transplants or tips. Disease generally occurs in late summer or fall and is
favored by wet weather. Primary infection occurs by rain-splashed spores, which are not airborne.

Symptoms of the Leaf Spot

1. The leaf spot first appears as circular, deep purple spots on the upper leaf surface

2. Enlarge and the centers turn grayish to white on older leaves and light brown on young leaves
3. A definite reddish purple to rusty brown border surrounds the spots.
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Symptoms of Leaf Blight
1. Beginsas one to several circular reddish-purple spots on the leaflet.
2. Spots enlarge to V-shaped lesions with a light brown inner zone and dark brown outer zone

Proposed Methodology

Color Image Segmentation

Color image segmentation that is based on the color feature of image pixels assumes that homogeneous colors in the
image correspond to separate clusters and hence meaningful objects in the image [1]. Each cluster defines a class of
pixels that share similar color properties. In this work, a segmentation of color images is tested with RGB and HSV
color spaces. The HSV color space gives the best result compare to other color spaces. The median filter is used to
remove the noise from the images. This filter is used to calculate the pixel values from the window into numerical
order, and then replacing the pixel being considered with the middle pixel value.

Color Space Models

Based on the absorption characteristics of the human eye, colors are seen as variable combination of red, green and
blue. The main purpose of the color model is to facilitate the specification of colors in some standard generally
accepted way. A color model is a specification of a coordinate system and a subspace within that system where each
color is represented by a single point. In order to make a detailed analysis of the leaves, the following steps are
performed and the codes are written in Matlab R2018a Version.

Algorithm

Step 1: Read the image

Step 2: Convert into RGB to HSV

Step 3: Set Image h = hsv(;,1); s = hsv(;,2); v = hsv(;,3);
Step 4: Finds location of black and white pixels

Step 5: Gets the number of all pixels for each color bin
Step 6: To find the number of pixels

Step 7: Plots histogram

RGB Color Model

In this model, each color appears in its primary spectral components of red, green and blue. This model is based on
Cartesian coordinate system. All values of R, G and B are assumed to be the range. The number of bites used to
represent each pixel in RGB space is called the pixel depth.

HSV Color Conversion

The HSV or HSB, model describes color in terms of hue, saturation, and value (brightness). Hue corresponds directly
to the concept of hue in the Color Basics section. The advantages of using hue are, the relationship between tones
around the color circle is easily identified.

H=cos™ [ (R-G) + (G-B)/ 2[(R— G)2 + (R — B)(G — B)
S=1— min (R,G,B) V= (R+G+B)
14 3

Conventional Neural Network Algorithm

The conventional neural network algorithm is one of the machine learning models. CNN, have been applied in
different ways, including image classification, object detection, and semantic image segmentation. It has a high-level
feature for image classification and perform better than another algorithm. This makes it easy for CNN to capture
important feature relationships in an image and reduces the number of parameters.CNN algorithms perform both
the 2-dimensional images and 3-dimentional images. Here, we using this algorithm validating the leaf spot and leaf
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blight images after the color conversion. Finally, the testing and training the leaf spot and leaf blight images. The

whole process is divided in to three phases.

1. Theinput images are collected from the Kaggle website and upload the images.

2. Image segmentation pre-processing the images that includes process of image segmentation, image enhancement
by using RGB to HSV color conversion. Then convert each image into an array and each image name is convert
into a binary field.

3. CNN classifiers are trained to identify diseases in leaf spot and leaf blight.

EXPERIMENTAL ANALYSIS AND RESULT

All experiments are tested with MATLAB R2018a. For input data disease, a sample of strawberry plant leaves with
leaf spot and late blight images are considered. The data set contains 200 leaf spot and late blight images. The
affected disease part of the images is calculated and finds the accuracy based on Conventional Neural Network.
The time and accuracy are the two main concepts in Conventional Neural Network algorithm for calculating the
leafdisease detection. The result can be for leaf spot images by using Conventional Neural Network algorithm it
gives 85% and the leaf blight is 83%.

CONCLUSION

In this paper we have proposed an image-processing based approach to automatically classify the diseased leaves of
leaf spot and late blight diseases in strawberry plant leaf images and also provide the cure for the same which would
be beneficial to beginners in farming or gardening. In our approach we have color features image segmentation of a
leaf to train the affected images with region based conventional neural network algorithm which is more efficient
than the traditional support vector machine algorithm to segment the test images. For future we can expand it to
other plant leaf images.
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ABSTRACT

Digital agriculture involves the application of digital technology to integrate agricultural output from the
paddock to the consumer. Digital innovations can assist developing countries for overcoming global
poverty and hunger quicker in rural areas. Indoor vertical farming, automation and robotics, livestock
technology, modern greenhouse practices, precision agriculture and artificial intelligence and blockchain
are major technological advancements. Farm equipment is connected to software platforms that capture
on farm data and enable studies of soil and climate conditions in specific location to provide farmers with
guidance regarding seed choice and more precise application of pesticides and fertilizers. Mobile phones
have one of the highest adoption rates of any technology developed within the last century. Digitalisation
will bring consumers and farmers closer together. The extensive information available on plants and
animals makes farming more transparent to consumers. In the long run smart farming will affect
agricultural production.

Keywords: Digital agriculture, innovations, vertical farming, Mobile phones, Digitalisation

INTRODUCTION

The world is being increasingly connected as a result of digital technology. At smaller, faster, cheaper and more
efficient way, mobile devices are being used. Many businesses and farmers are receiving assistance in making more
informed decisions. The farmers are being assisted in using more accurate amounts of water, fertilizers and maintain
better control over their operations. Digital technologies make easy many processes such as planning farming
activities, budgeting, reporting and monitoring on multiple tasks and performances. Digital technology is used in
farm machinery, livestock handling facilities, agronomy, communication and other areas [1]. Agriculture is at the
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start of a new revolution, one in which data and connectivity will play a key role. Artificial intelligence, analytics,
connected sensors, and other advanced technologies have the potential to increase yields, enhance the efficiency of
water and other inputs. These can help for building sustainability and resilience across crop cultivation and animal
husbandry [2].Digital farming technologies include the application of sensors, automation, and robots in production
systems ([3].; [4].).

Digital Agriculture-Requirement of the present time

Remote sensing data on soil conditions can help farmers manage their crop [5]. Mobile phones lower the cost of
information and improve farmers’ access to markets and financial assistance [6]. Entrepreneurs in Africa are
interested in how farmers operate and how they may increase output. The barrier of entry into farming technology
has decreased as cloud computing, computing systems, connectivity, open-source software, and other digital tools
are more affordable and accessible. Farmers, investors and entrepreneurs can use digital technology to improve
efficiency of food production and consumption in Africa. From precision farming to a more efficient food supply
chain, technology has the potential to bring major economic, social and environmental benefits [7].Digital agriculture
involves the application of digital technology to integrate agricultural production from the paddock to the costumer.
Agricultural industries can benefit from these technologies by more tools and information to make better decisions
and increase productivity [8]. In rural areas of developing countries where majority of people rely on agriculture for
their living, digital technology can assist for overcoming global poverty and hunger more quickly. In digital
agriculture, farmers use mobile phones and other technologies that could revolutionise for the communities to secure
and improve their livelihoods [9].It is required more productive, efficient, sustainable, inclusive, transparent and
resilient food systems for achieving the UN Sustainable Development Goal of a ‘world with zero hunger’ by 2030
[10].

Digital skills and people who are capable of using digital devices, comprehending outputs and developing
programmes and applications are in high demand as a result of digitalisation. Basic literacy, numeracy, data
handling and communication skills are required. Education must improve quickly in areas where skills are low [11].
Indoor vertical farming, automation and robotics, livestock technology, modern greenhouse practices, precision
agriculture and artificial intelligence and blockchain have been all major technological advancements in the space.
Indoor vertical farming has the potential to increase crop yields, overcome land constraints and shorten supply chain
distances. Vertical farms use up to 70% less water than traditional farms [12]. Mobile phones are at the top of the list
of digital technologies revolutionising agriculture. They have the highest rates of adoption of any technology
developed within the last century. As of 2019, Almost 5.2 billion people- two thirds of the world’s populations were
current active users of mobile phones. Mobile internet is also on the rise, with 49 per cent of the world’s population
having utilised internet services on a mobile device. Only 9 per cent of the world’s population lives outside of a
mobile network’s coverage region. Many rural people’s lives including the small scale farmers have been
revolutionised by mobile phones. Farmers may access solutions, such as advisory services that offer ideas on raising
outputs, keeping livestock healthy and up-to-date weather information even if they do not have access to mobile
internet. Farmers may even access wider choice of high-tech solutions via smart phone applications which can
diagnose ailing crops and recommend remedies for many types of pests, diseases and nutrient deficiencies [13].

Precision agriculture technologies are transforming the face of modern farming. Digital advancements such as
wireless communication, data analytics, and data-driven genome editing, are rapidly being applied in agriculture as
they provide more accuracy in decision making and practice. Farm equipment is connected to software platforms
that track on-farm data and enable analysis of soil and climate conditions. Agricultural genome makes use of big
data generated from computer assisted genomic mapping to determine edits to the DNA of living organisms which
promise a more accurate way to modify a plant’s genetic code to express new traits for improving crop production
[14]. Consumers and farmers will be closer together due to digitalisation. Consumers can learn about plants and
animals that will make farming more transparent. In the long run smart farming will affect agricultural production
[15].
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Initiatives

The Government of India in 2015 announced the Digital India Programme which aims to transform India’s public
service sector into the digital space. Agriculture is the largest employment vertical with a GDP share of 14% plays an
important role in this digital effort. Due to mechanisation and knowledge dissemination programmes, India has
witnessed a substantial increase in yields and crop diversification. But consumption is increasing due to population
explosion and rising income. The Indian Government has launched a number of initiatives. IIT Kharagpur is
educating the farming community through training and putting on outreach events [16].Researchers at MIT have
found a promising method for protecting seeds from water shortage stress during their crucial germination phase
and additionally providing the plants with more nutrition at the same time [17]. Researchers at the Singapore-MIT
Alliance for Research and Technology (SMART) and Temasek Life Sciences Laboratory (TLL) have designed a
portable optical sensor which can reveal whether a plant is under stress. This device helps as a new tool for early
analysis and real time monitoring of plant health in field conditions [18].

CONCLUSION

Agriculture is made up of a series of complex interconnected processes. It should be organised into efficient stages to
ensure a good yield. A triangle formed by the farmer, technology and the service and consulting concept will
determine the success of a given product [19]. Agriculture like other areas in the economy will be digitised in the
future. Government should spend time and financial resources for socialising the digitisation benefits
[20].Inadequatet connectivity in rural areas, high service charges, and a lack of basic computer literacy and
understanding are obstacles for the quick development of e-agriculture. Physical infrastructure, power, broadband
and transportation all require substantial investment [21].
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ABSTRACT

We introduce a new classes of sets namely (1,2)*-g,-closed sets, (1,2)*-Ag-set and (1,2)*-A;-set are study
in bitopological spaces. We prove that this classes lies between (1,2)*-a-closed sets and (1,2)*-ag-closed

sets. Also we discuss some essential properties of (1,2)*-g,-closed sets in present of this paper.

INTRODUCTION

The perceptions of bitopological spaces is to introduced and studied by J. C. Kelly [2]. Recently, More generalizations
of closed sets and it is properties were introduced and investigated by various researchers for some example ([6, 5,
9]) and so on. We introduce a new classes of sets namely (1,2)*-g,-closed sets, (1,2)*-Ag-set and (1,2)*-A;-set are
study in bitopological spaces. We prove that this classes lies between (1,2)*-a-closed sets and (1,2)*-ag-closed sets.

Also we discuss some essential properties of (1,2)*-g,-closed sets in present of this paper.

Preliminaries

Throughout this paper (X,74,72) and (Y,04,0;) (or simply X and Y) represents the non-empty bitopological spaces
on which no separation axiom are assumed, unless otherwise mentioned. For a subset A of X, 7,,-cl(4) and -
int(A) represents the closure of A and interior of 4 respectively.

Definition 2.1 [3] A subset A of a bitopological space (X, 71,7;) or X is called
1. a(1,2)*-semi open set if A € 1y ,-cl(z ,-int(4)).
2. a(1,2)*-preopen set if A S 1y ,-int(z; ,-cl(4)).
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a(1,2)*-a-open setif A 1, ,-int(z; ,-cl(1y ,-int(4))).
a (1,2)*-p-open (or) a (1,2)*-semi-pre open set [8] if A € 1y 5-cl(ty 2-int(ty 2-cl(A))).

The complements of the above mentioned sets are called their respective closed sets.

Definition 2.2 A subset A of a bitopological space (X, 74, 7,) or X is said to be

1.
2.

a (1,2)*-generalized closed set (briefly, (1,2)*-g-closed) [9] if 7, ,-cl(A) € U whenever A € U and U is 7, ,-0pen.

a (1,2)*-semi generalized closed set (briefly, (1,2)*-sg-closed) [7] if (1,2)*-scl(A) € U whenever A € U and U is
(1,2)*-semi-open.

a (1,2)*-generalized semi-closed (briefly, (1,2)*-gs-closed) set [1] if (1,2)*-scl(4) < U whenever A € U and U is

74 ,-0pen.

an (1,2)*-a-generalized closed (briefly, (1,2)*-ag-closed) set [4] if (1,2)*-acl(A) € U whenever A S U and U is 7y ,-
open.

a (1,2)*-generalized semi-preclosed (briefly, (1,2)*-gsp-closed) set [4] if (1,2)*-Bcl(A) < U whenever A € U and U
is 7 ,-0pen.

6. a(1,2)*-g-closed set [6] if 7, ,-cl(A) € U whenever A € U and U is (1,2)*-sg-open.
7. a(1,2)*-g;-closed set [5] if 7, ,-cl(A) € U whenever A € U and U is (1,2)*-§-open.
8.

9. a(1,2)*-g-closed set [5] if 7, ,-cl(A) € U whenever A € U and U is (1,2)*-G-open.

a (1,2)*-G-closed set [5] if (1,2)*-scl(4) S U whenever A € U and U is (1,2)*-§,-open.

The complements of the above mentioned closed sets are called their respective open sets.

ON (1,2)*-g,-CLOSED SETS
Definition 3.1 A subset A of a space (X, 7y, 7,) is said to be an (1,2)*-g,-closed set if 7, ,-acl(A) € U whenever A € U and U

is (1,2)*-G-open. The complement of (1,2)*-g,-closed set is called (1,2)*-g,-0open set.
The collection of all (1,2)*-g,-closed (resp. (1,2)*-g,-0pen) sets in (X, 7,,7,) is denoted by (1,2)*-g,C(X) (resp. (1,2)*-
Ga0(X)).

Proposition 3.2 In a space (X, t1,7,), each (1,2)*-a-closed set is (1,2)*-g,-closed.
Proof. Let A be an (1,2)*-a-closed set and U be any (1,2)*-G-open set containing A. Since A is (1,2)*-a-closed, we have
7y ,-acl(A) = A S U. Thus Ais (1,2)*-g,-closed.

Remark 3.3 The converse of Proposition 3.2 need not be true as seen from the following Example.

Example 3.4 Let X = {a, b, c} with 7; = {®,{a, b}, X} and 7, = {D, X} then 7, , = {D,{a, b}, X}. In the space X, then (1,2)*-
GaC(X) ={D,{c} {a,c} {b,c}, X} and (1,2)*-aC(X) ={D,{c},X}. We have the subset {a, c} is (1,2)*-g,-closed set but not
(1,2)*-a-closed.

Proposition 3.5 In a space (X, 7, 7,), each (1,2)*-g-closed set is (1,2)*-g,-closed.
Proof. Let A be a (1,2)*-g-closed set and U be any (1,2)*-G-open set containing A. Since A is (1,2)*-g-closed, we have
U 2 cl(4) 2 7,,-acl(A). Hence Ais (1,2)*-g,-closed.

Remark 3.6 The converse of Proposition 3.5 need not be true as seen from the following Example.

Example 3.7 Let X ={a,b,c} with 7, ={D,X} and 7, = {P,{b}, X} then 7,, ={P,{b}, X}. In a space X, then (1,2)*-
GouC(X) ={D,{a,c}, X} and (1,2)*-G,C(X) = {D,{a} {c}.{a, c}, X}. We have the subset {a} is (1,2)*-§,-closed set but not
(1,2)*-g-closed.

Proposition 3.8 In a space (X, 71, 7,), each (1,2)*-g,-closed set is (1,2)*-ag-closed.
Proof. Let A be an (1,2)*-g,-closed set and U be any t, ,-open set containing A. Since any t; ,-open set is (1,2)*-G-
open, then 7, ,-acl(A) € U. Thus A'is (1,2)*-ag-closed.

Remark 3.9 The converse of Proposition 3.8 need not be true as seen from the following Example.
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Example 3.10 Let X = {a,b,c} with 7, ={®D,{c},X} and 1, ={®,X} then 7, ={D {c}, X}.Then (1,2)*-§,C(X) =
{D,{a},{b},{a,b}, X} and (1,2)*-agC(X) = {D,,{a}, {b},{a, b}, {a,c}.{b, c}, X}. In a space X, we have the subset {a,c} is
(1,2)*-ag setbut not (1,2)*-g,-closed.

Proposition 3.11 In a space (X, 14, 7,), each (1,2)*-g,-closed set is (1,2)*-gs-closed ((1,2)*-sg-closed).

Proof. Let A be an (1,2)*-§,-closed set and U be any t, ,-open set ((1,2)*-semi-open set) containing A. Since any 7, ,-
open ((1,2)*-semi-open) set is (1,2)*-G-open, then 1, ,-scl(4) € 1y ,-acl(A) S A. Thus A is (1,2)*-gs-closed ((1,2)*-sg-
closed).

Remark 3.12 The converse of Proposition 3.11 need not be true as seen from the following Example.

Example 3.13 Let X ={a,b,c} with 7, = {®,{a},{a, b}, X} and 7, = {D,{b}, {a, b}, X} then t; = {D, {a}, {b} {a, b}, X}. We
have (1,2)*-8,C(X) ={¢,{c} {a c},{b,c}, X} and (1,2)*-sgC(X) = (1,2)*-gsC(X) = {D,{a}, {b}.{c} {a, c}.{b, c}, X}. In the
space X, then the subset {a} is both (1,2)*-sg-closed set and (1,2)*-gs-closed set but not (1,2)*-g,-closed.

Proposition 3.14 In a space(X, 71,7,), each (1,2)*-g,-closed set is (1,2)*-gsp-closed.

Proof. Let A be an (1,2)*-§,--closed set and U be any 7, ,-open set containing A. Since any t, ,-open set is (1,2)*-G-
open, then 7, ,-spcl(4) E 1, ,-cl(4) € U. Hence Ais (1,2)*-gsp-closed.

Remark 3.15 The converse of Proposition 3.14 need not be true as seen from the following Example.

Example3.16 In Example 3.7, we have (1,2)*-gspC(X) ={®,{a},{c} {a, b},{a,c}.{b,c}, X}. In the space X, then the
subset {a, b} is (1,2)*-gsp-closed set but not (1,2)*-F,-closed.

Remark 3.17 The following Examples show that (1,2)*-g,-closedness is independent of (1,2)*-semi-closedness and
(1,2)*-g-closedness.

Example 3.18 In Example 3.13, we have (1,2)*-sC(X) = {®,{a}, {b}. {c}.{a, ¢}, {b, c}, X}. In the space, then the subset {b}
is (1,2)*-semi-closed set but not (1,2)*-g,-closed.

Example 3.19 In Example 3.4, we have (1,2)*-sC(X) = {®,{c}, X}. In the space, then the subset {b, c} is (1,2)*-§,-closed
set but not (1,2)*-semi-closed.

Example 3.20 Let X = {a, b, c} with t; = {®,{a}, X} and t, = {®,{a, b}, X} then 7, , = {®,{a}, {a, b}, X}. We have (1,2)*-
G, C(X) ={D,{b}, {c},{b,c}, X} and (1,2)*-gC(X) ={D,{c} {a,c}, {b, c},X}. In the space, then

1. the subset {b} is (1,2)*-§,-closed set but not (1,2)*-g-closed.

2. the subset {a, c} is (1,2)*-g-closed set but not (1,2)*-§,-closed.

Remark 3.21 From the above discussions are obtain in the following Diagram.
(1,2)*-gclosed € (1,2)"-g-closed € 17,,-closed
! ! !

(1,2)*-ag-closed € (1,2)*-g,-closed € (1,2)*-a-closed

! ! !
(1,2)*-gsp-closed € (1,2)*-sg-closed <€ (1,2)*-semi-closed

None of above implications are reversible.
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Properties of (1,2)*-g,-Closed Sets
Definition 4.1 The intersection of all (1,2)*-G-open subsets in (X, 7;,7,) containing A is said to be a (1,2)*-G-kernel of
A and denoted by (1,2)*-G-Ker(A).

Lemma4.2 A subset A of (X,tq, 7,)is (1,2)*-§,-closed if f 71 ,-acl(A) € (1,2)*-G-Ker(A).

Proof. Suppose that 4 is (1,2)*-g,-closed. Then (1,2)*-acl(4A) € U whenever A <€ U and U is (1,2)*-G-open. Let x ¢
7y p-acl(4). If x ¢ (1,2)*-G-Ker(4),, then there is (1,2)*-G-open set U containing A such that x ¢ U. Since U is (1,2)*-G-
open set containing 4, we have x ¢ 7, ,-acl(A) and this is a contradiction.

Conversely, let 7, ,-acl(4) € (1,2)*-G-Ker(4). If U is any (1,2)*-G-open set containing 4, then 7, ,-acl(4) < (1,2)*-G-
Ker(A) € U. Therefore, A is (1,2)*-g,-closed.

Proposition 4.3 If A and B are (1,2)*-g,-closed sets in (X, 71, 7,), then A U B is (1,2)*-g,-closed in (X, 74, T5).

Proof. IfAUB € U and U is (1,2)*-G-open, then A € U and B € U. Since A and B are (1,2)*-§,-closed, U 2 7, ,-acl(4)
and U 21, —acl(B) and hence U 2 7y ,-acl(A) U 1y ,-acl(B) = t1,-acl(AUB). Thus AUB is (1,2)*-,-closed in
(Xa T11 TZ)'

Proposition 4.4 If aset A is (1,2)*-§,-closed in (X,7;,7,)and A € B € 74 ,-acl(A), then B is (1,2)*-§,-closed in (X, 74, 75).
Proof. Let U be (1,2)*-G-open set in (X, 7;,7,)such that B € U. Then A € U. Since A is an (1,2)*-§,-closed set, 7, ,-
acl(A) € U. Also 1y ,-acl(B) = t1,-acl(A) € U. Hence B is also an (1,2)*-§,-closed in (X, 7,7;).

Proposition 4.5 If A is (1,2)*-G-open and (1,2)*-g,-closed in (X, 7;,,),then A is (1,2)*-a-closed in (X, 74, ;).
Proof. Since 4 is (1,2)*-G-open and (1,2)*-§,-closed, 7, ,-acl(4) € A and hence A is (1,2)*-a-closed in (X, 74, 7,).

Proposition 4.6 For each x € X, either {x} is (1,2)*-G-closed or {x}° is (1,2)*-g,-closed in (X, 74, T,).
Proof. Suppose that {x} is not (1,2)*-G-closed in (X,7;,7,).Then {x}° is not (1,2)*-G-open and the only (1,2)*-G-open
set containing {x}° is the space X itself. Therefore 7, ,-acl({x}°) € X and so {x}° is (1,2)*-§,-closed in (X, 1,,T;).

Definition 4.7 A subset A of a space (X, T4, 7,)is said to be (1,2)*-Ag-setif A = (1,2)*-G-Ker(4).

Definition 4.8 A subset A of a space (X, 7, 7,) s called (1,2)*-Ag-closed if A=S5nNT where S is a (1,2)*-Ag-set and T is
(1,2)*-a-closed. The complement of (1,2)*-A-closed set is called (1,2)*-Ag-0pen set.
The collection of all (1,2)*-Ag-closed (resp. (1,2)*-A5-0pen) sets in (X, 7y, 7,)is denoted by (1,2)*-AC(X) (resp. (1,2)*-
1:0(X)).

G

Lemma 4.9 For asubset A of a topological space (X, 74, 7,), the following conditions are equivalent.
1. Ais (1,2)*-Ag-closed.

2. A=Snrt,-acl(A) where Sisa (1,2)"-Ag-set.

3. a= (1,2)*-G-Ker(A) N 7y ,-acl(A).

Lemma 4.10 In aspace (X,7q,T3),
1. every (1,2)*-a-closed set is (1,2)*-A5-Closed.
2. every (1,2)*-Ag-setis (1,2)*-A5-closed.

Remark 4.11 The converses of Lemma 4.10 need not be true as seen from the following Examples.

Example 4.12 Let X = {a, b, ¢, d, e} with t; = {®P,{a}, X} and 7, = {P, X} then 7, , = {D,{a}, X}, we have
1. (1.2)"-aC(X) ={D,{b}.{c}.{b,c}, X} and (1,2)*-A;C(X) = P(X). In the space X, then the subset {a} is (1,2)*-4¢-
closed set but not (1,2)*-a-closed.
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2. (1,2)*-Ag-sets are {®,{a},{a, b}, {a,c}, X} and (1,2)"-A;C(X) = P(X). In the space X, then the subset {b} is (1,2)*-4;-
closed set but not (1,2)*-Ag-set.

Theorem 4.13 For a subset A of a topological space (X, 7, 75), the following conditions are equivalent.

1. Ais (1,2)*-a-closed.

2. Ais (1,2)*-§, and (1,2)*-Ag.

Proof.(1) = (2). Obvious.

(2) = (1). Since A is (1,2)*-g,-closed, so by Lemma 4.2, 7, ,-acl(4) € (1,2)*-G-Ker(4). Since A is (1,2)*-A4-closed, so
by

Lemma4.9,A = (1,2)*-G-Ker(A) Nty ,-cl(A) = 14 ,-cl(A). Hence A is (1,2)*-a-closed.

Remark 4.14 The following examples show that concepts of (1,2)*-g,-closed sets and (1,2)*-A;-closed sets are
independent of each other.

Example 4.15 In Example 4.12, we have (1,2)*-§,C(X) = {®,{b},{c}, {b.c}.X} and (1,2)*-A;C(X) = P(X). In the space X,
then the subset {a} is (1,2)*-A4-closed set but not (1,2)*-§,-closed.

Example  4.16 In Example 34, we have (1,2)*-§,C(X) ={D{c}{a,c}.{b.c},X} and (1,2)*-
AgC(X) = {D,{a}, {b},{c} {a, b}, X}. In the space X, then the subset {a} is (1,2)"-As-closed set but not (1,2)*-g,-closed.
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ABSTRACT

Learning management is the technique for valuating a student’s knowledge or understanding of a
particular topic of study. In this technological world, intelligent based learning system has become a
more viable option to a range of people from beginners to get knowledge and the experts to get updated
in learning. Recently, mobile based techniques have been applied within the learning methodologies for
providing an effective learning environment. In this paper, a systematic review is carried out on
application of mobile learning techniques to improve the medical education. Various techniques and its
frameworks with respect to the E-learning, M-learning, techniques used, and the area of application in
medical education are also discussed. This paper explores the applications of mobile based techniques for
providing insights to the users and enabling them to plan, using the resources especially for the specific
challenges in learning. Findings of this paper will guide the development of techniques using the mobile
based technology as a source for handling learning methodologies more effectively.

Keywords: Medical education, M-Learning, Learning methodologies, Intelligent based systems

INTRODUCTION

The enhancement of student learning performance and satisfaction represents one of the main objectives of
educational systems. Smart learning is a modern form in which smartphones, computers, and digital tablets are
embraced by the learning system as aid for the method of teaching but not as a replacement for it [1, 2]. Smart
learning is related to a modern type of education which relies on the application of technology, in virtual classes
which can be participated from anywhere in the globe, and provides the material of the course with versatility and
productivity at all times, because it is a constant, refreshed learning methodology that is accessible to the digital
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world [3]. While we advance with in field of Al, modern technologies are being framed for enhancing the efficacy of
machine learning and make Al based applications such as deep learning and Artificial Neural Networks (ANN) [4]
far-reaching and practical. To establish and sustain its view of the world, Al tries to minimize the human mind. It
also includes algorithms that similar amount of user data-based results, allowing a computer to show behavior
patterns learned from perceptions instead of social behavior. It allows mechanization to gain knowledge from
information utilizing methodologies [5-10] and draw inferences and forecasts. Each new knowledge which is
received by the Al-based system makes it much more convenient. E-learning can be defined as a digital learning
program in which guidelines are created or prepared to assist learning and then sent to the targeted beneficiaries via
electronic devices, which are typically computers or portable devices [11]. As illustrated in figure 2, e-learning can be
constructed in two ways: one as a teacher based type of learning known as synchronous e-learning, and another as a
personality based individual study known as asynchronous e-learning [11]. When students enroll in an
asynchronous e-learning course which uses spoken or written texts in the form of drawings, pictures, visual effects,
or multimedia as learning materials and includes assessments, the students are given the option to handle the time
and location as well as the frequency at which they want to pursue their own learning [11], [12]. The other e-learning
type, known as synchronous e-learning, is online and instructor based training where the instructions were to be
presented or aided in real time by an instructor [11], [13]. This sort of e-learning method which is usually offered in
online uses a variety of communication methods. Students that are completing the program typically connect on at a
set time and communicate directly with the teachers [13]. Unfortunately, it seems that all these e-learning platforms
such as asynchronous or synchronous have the same issues as traditional classrooms due to a lack of communication,
which means that the diagnostic process among students and teachers cannot be correctly implemented.
Furthermore, e-learning courses are available and developed for all students, regardless of their specific
requirements and talents [14], [15].

Following are the provocations that are still under consideration from the perspective of intelligent based learning
system:

1. Better understanding of the applications of soft computing based technologies in the learning system.

2. Effective implementation soft computing based techniques in the learning management. This should be done in
order to identify the most effective methodology for learning.

The remainder of the paper is organized as follows. Section 2 depicts the definition of intelligent based learning
methodology. Section 3 presents the applications of Al and E-Learning based online applications in Medical
Education along with the summary of E-Learning based online applications in Medical Education. Section 4 presents
the proposed model based on the soft computing for learning methodology. Section 5 depicts the limitations of this
article. Conclusion and the future enhancements are shown in Section 6.

Intelligent Based learning

Intelligent based learning is an advanced form of education. It defines new paradigm for learning that perform the
students to have an environment which is more effective for learning [25]. It also offers personalized technological
environment for learning with the applications of computing based systems. Overall structure of intelligent based
learning environment is shown in figure 2. This intelligent based learning offers the following features for the
learners.

(i) It focuses on content of learners based on advanced computing based technologies

(i) It is an intelligent based effective and tailored learning methodology based on advanced infrastructure of
Information technology

Smart College in medical education

The smart college and smart class room is a form of initiative learning which facilitates the teachers to make the
Information Technology (IT) as an integral part of the education. A smart classroom is a transformative area where
the traditional ways of working can be converted to a digitalized way of working [26]. Activities of the learner
should be connected with both the content of the subject and the applications of real world. The smart classroom
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should also be categorized as a place with the combinations of various 10T based devices and its solutions that
provide the way for learning analytics solutions, teaching which is learner-centered, and also to provide more
personalized collaborative and creative learning strategies [27-30]. The strategy of smart classroom for E-Learning
consists of co-dependent and interrelated components. Smart classroom makes the learners to adopt resources which
are digitalized and it can communicate with the learning systems in any location and at any moment. It should also
provide an active and necessary guidance for learning, tools for supporting or suggestions for learning in the in the
right form, right place and at the right time.

E-Learning

Smart learning (S-learning) is an advanced form of education. It defines new paradigm for learning that perform the
students to have an environment which is more effective for learning [4, 31-33]. It also offers personalized
technological environment for learning with the applications of computing-based systems. Overall structure of smart
learning environment is shown in figure 1.

This smart learning offers the following features for the learners.
(i) It focuses on content of learners based on advanced computing-based technologies
(ii) It is an intelligent based effective and tailored learning methodology based on advanced infrastructure of IT.

Al and E-Learning based online applications in Medical Education

M-Learning based learning consists of user perspective, verification, user interface, speech command-related
applications and its recognition, controlling the attendance using an attendance application, gesture triggered
commands etc. Communication in a smart classroom, among distinct devices and the consumer are treated by the Al
based algorithms through the gateway [34]. A network gateway is placed between the devices depicts that the design
of the Al based smart classrooms model is based on IP network such that every classroom must have a private IP
network of its own for controlling the devices. Various works has been done by different researchers in the field of
medical learning based on ANN. Authors in [35] proposed a customized multi-agent M-Learning framework based
on the combination of Item Response Theory (IRT) and ANN. Adaptive tests and customized recommendations were
shown in their system. These experts contribute to the learning situation with adaptation and intellect and serve as a
human instructor who guides the learners through a well and personalized teaching situation. Authors in [36]
introduced an ANN approach to identifying the learning styles of understudies [37]. Authors in [38] implemented
the Updated DA model used to measure the output of student grades to acquire scoring from old datasets to
determine new features using a NN.

Authors in [39] proposed a framework using the ANN, Multi-Layer Perceptron (MLP) and Radial Basis Function
(RBF), by predicting the students attending an e-learning program with a success predictor. In their methodology,
the students were tested online with a structured interview of 25 queries, administered with a query complexity as
per the teaching principles. Each assessment was registered at the end in a unique database. Their method provides
statistical information for each student during the online course duration relating to the evaluation operation Table 1
highlights the current applications based on deep learning, technological advantages and drawbacks of each model
in E-Learning.

Proposed model based on the Al based Smart Learning in medical education

User training data from multiple devices, Al and agent-based architectures, and smart learning-based technologies
are all part of the suggested approach. The overall design of the proposed architecture is shown in Figure 2. The
entire framework for evaluating different types of data gathered from multiple learning systems. This data is
processed by combining Al and NN-based algorithms. The data management component and the content
management tool were major parts of the Al-based system. The suggested system's main goal is to leverage Al-based
technologies to process user inputs. It also serves as a platform for data analysis, summary management, and
feedback management. By identifying user input using the free text technique, the Al-based report management
module obtains, analyzes, performs, and triggers the action. All of the studied sources have been saved and changed
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in the learning database. This module has a number of features, including learning-based information storage and a
computational tool. The Al-based data analysis tool accepts input data, transforms it into information, and
distributes it to the summary management module. The smart teaching method receives input on all of the requests
and sources that were processed. Since the Al and learning approaches were merged, this model enhances the
general accuracy of intelligent learning.

Implementation of the Al based Smart Classrooms for medical students

The spatial and technology design of an intelligent-based classroom are divided into two elements. The teaching
facilities are evenly dispersed across the room, allowing the features of complicated permutations to be realized to
the maximum extent possible. This can be accomplished in order to provide medical students with a dynamic
learning environment. Some basic gadgets, such as the monitor, smart chalkboard, and floor, should be updated. The
adoption of the smart classroom will prominence such as administration of learning resources, control of the
educational environment, sharing of resources among medical students, and situation training.

Limitations

There were certain drawbacks to this Al-based smart teaching method, including: a huge section of the population,
the system couldn't be too exact, the need to rely totally on technology, and numerous privacy and protection
concerns. Exposure to a smart learning-based framework is denied to a substantial percentage of the population
either to its size, their inability to acquire it, and the slowing competence and abilities to implement it. The
technology cannot be too exact in order to exclude humans and their preconceptions. These applications have
simplified the learning process, but they cannot take the place of tutors. Furthermore, no software, no matter how
well-designed or technologically advanced, could ever be 100 percent accurate. These clever learning techniques
frequently allow a customer to become entirely reliant on them. If the user loses their user id/password, all of
the data may be lost for a short time or perhaps eternally. There's a chance that the privacy and security of the
information stored in it could be compromised. Malicious users have the ability to alter data in such scenarios.

CONCLUSION

M-Learning is a computer based combination of software features and methods used in the process of
delivering educational materials for medical students. This can be regarded as an integrative learning-based software
system. Similarly, one of the most significant achievements for the intelligent-based learning system is the
application of Al in learning. Al-based education systems can be utilized to enhance existing learning methods in the
medical profession by providing personal services. Thisincreases the learner's and faculty's skills by
communicating with the teaching method as well as the medical student. This study provides a thorough
examination of the many applications of Al-based learning approaches for medical students. All of the advantages of
certain technical areas and components of learning approaches, such as smart classrooms, smart teaching, and smart
learning, are detailed. The use of several Al models in the learning process, such as ANN, RNN, CNN, and Deep
Learning based Neural Networks, is discussed. Several studies based on the application of Al in teaching and
learning strategies have been conducted which including tailored learning models and self-learning. The role of
various Al-based methods in the present M-learning management approach is also discussed.
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Table 1. Summary of E-Learning based online applications in Medical Education

No Al based Model Main Area Applications in Smart Learning

Online simulation Students' communication and decision-making skills
1 Virtual patient Learning | platform that simulates | are assessed utilizing an online simulation platform

an actual patient that simulates an actual patient contact.[40]

contact.

Learning method Expect the dependent variable of the tools for
2 Convolution Neural based on Face medical based learning. [36] [36]
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Networks Recognition Usage of face expression to identify the thoughts of
medical students [37]
Speech recognition, Obtain the sequential events and interactions in the
3 Neural Networks feedbacks Prediction design Deliver a strong precision in recognition of
speech & character and NLP based assignments [20]
4 Deep Learning based | Online presentations | Supports the virtual presentations more precisely.
Neural Networks for medical students
5 Personalization of M- | A customized learning system focused on multiple
Item response theory learning system agents that provides the predictive tests and
customized M-learning system [28, 31]
Automating the Provides a more up-to-date display for radiology
6 Trove Radiology International Statistical | students by automating the International Statistical
Resident Dashboard Categorization of Categorization of Diseases and Related Medical
Diseases for Students issues [41].
better understanding
Natural language This model Provide good accuracy in understanding
7 Deep belief Network processing [33], speech | the natural language and the speech recognition.
recognition [32, 38]
Atrtificial Neural | Performance This model predicts the performance of students
8 Networks, prediction of students | based on their scores in the M-learning management
K-Nearest Neighbor system [10, 11].
Self-Organizing Map | Recognize the A combination of personalized Al based system
9 and Back Propagation | connection between which is used to select the learning objects for each
Neural Networks both the content of medical student [9]
learning and the
learner's necessity for
learning.
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ABSTRACT

Hemiplegic patients suffer from balance issues which lead to functional impairments after stroke. Several
activities of daily living include sitting ability as a critical component. The study was aimed at evaluating
the efficacy of a 4-week task related sitting training program in improving patients’ balance and
functional independence in such patients. 31 subacute stroke patients with hemiplegia were included in
this randomized placebo-controlled study The subjects were included if they had first stroke within last 6
months and were able to sit. Subjects with orthopaedic, visual, cognitive-perceptual and other
neurological deficits were excluded. The study group A (n=16) participated in a standardized seated
reaching training program involving practice of task oriented reaching beyond arm’s length along with
the conventional therapy. The group B (n=15) received a sham training. Subjects were assessed before
and after the completion of 4 weeks training using Total Berg’s balance scale score (t-BBS), Functional
reach distance (FRD) and Barthel index (BI). Both groups showed significant improvements in t-BBS and
Bl scores but FRD scores were not significantly improved in group B when within group comparison was
done pre- and post- intervention. When between group comparisons were done, the participants from
group A showed significant improvements in balance and functional independence scores at p<0.05
levels as compared to group B.The findings are suggestive of the efficacy of task related sitting training in
improving the ability to balance during seated reaching activities as well as other activities of ADL which
in turn results in improved functional independence.

Keywords: Stroke, Task related sitting training, Balance, Functional independence, Rehabilitation.
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INTRODUCTION

Poor balance and sitting ability are a common impairment after stroke [1-3]. Rehabilitation of balance function
impairment after stroke is critical to independent living [4,5]. The normal control of balance is known to emerge as a
result of integration of inputs from the vestibular, visual and somato-sensory systems; and aims to maintain the
body’s center of mass over the base of support [6]. Balance is believed to form essential foundation for all voluntary
motor skills [7]. Balance disabilities have predictive value on comprehensive ADL function in stroke patients which
means that early assessment and management of balance should be emphasized [8]. Available studies have mainly
focused on balance impairments rather than balance disability and its impact on functional independence, i.e. static
or dynamic balance while performing a tasks [9-11].Due to larger base of support and lower center of gravity, sitting
provides more stability when compared to standing. Post-stroke muscle weakness and loss of dexterity leads to
disability with poor sitting [2]. Ability to sit involves not only the ability to maintain the seated posture, but also the
ability to reach, within and beyond arm’s length, for different objects [2]. Individuals after stroke load their affected
foot or activate the muscle of their affected leg insufficiently and are slower responding when they are reaching
beyond arm’s length in sitting position [11]. During reaching activities while sitting, muscle activation usually
depends upon the amount of support which is provided to the feet. Whether both feet are supported on ground or
not, trunk muscles are functionally active in stabilizing the upper body while it moves about over the base of support
[12]. Furthermore, sitting ability has been shown to be one of the important prognostic indicators of outcome after
stroke [3,8,13,14].

Intervention to train balance is a common focus of rehabilitation after stroke. Literature has demonstrated the
efficacy of a sitting training protocol in individuals who had suffered stroke [2,12]. Previous work by Dean and
Shepherd (1997) demonstrated effects of training for appropriate loading of affected foot on stroke patients and
reported increased ability to reach further and faster. They demonstrated the efficacy of a sitting training protocol in
individuals with post-stroke duration from 2 to 17 years [2]. Dean CM et al (2007) studied effects of sitting training
on sitting ability, sitting quality and standing up early after stroke and concluded that the sitting training is both
feasible and improves patients’ condition in these aspects [12]. Cho G, Lee S & Woo Y (2004) reported improvements
in task related circuit groups as compared to the conventional physical therapy group in functional task performance
[15]. The research questions for this study were: (1) “Does completion of 4-week sitting training protocol improve
balance ability associated with sitting?” (2) “Does completion of a 4-week sitting training protocol improve
functional independence?”

METHODS

This randomized placebo-controlled study was conducted at the department of physical medicine and rehabilitation,
Civil hospital, Ahmedabad, Gujarat. After ethical clearance from institutional ethics committee, subjects were
recruited through convenient sampling. After screening for fulfilment of inclusion criteria and having the informed
consent from all 31 subjects (M: 17, F: 14) and systematic randomization was done and the subject were assigned to
the particular group according to their sequence of approach on 1:1 basis.Participants from group A performed a
standardized training program which involved 10 daily practice sessions of reaching beyond arm’s length for 30
minutes for 4 weeks in addition to the conventional physiotherapy [11]. The subjects used their unaffected hand for
reaching, picking up and drink water from a glass from 3 reach direction conditions: (a) Forward, (b) 450 towards the
unaffected side and (c) 450 across the body towards affected side. Subject practiced reaching while sitting on the
height adjustable stool while feet were resting completely on floor. Height of the seat was adjusted to 100% of lower
leg length. The glass was kept at height adjusted to 75% of shoulder height. The progression in training was done by
increasing number of repetitions and complexity of task over 4 weeks’ period. Each participant performed 250-350
reaches per session and average 3000 reaches over 4 weeks [11].
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Participant from group B received a sham training where cognitive-manipulative tasks were performed within arm’s
length for 30 minutes in addition to conventional physiotherapy. This sham intervention was added to avoid any
effect due to placebo. Tasks were performed in completely supported sitting position with arm resting upon the table
and workspace was confined to 50% of patient’s arm length. The training was progressed over the 4-week period by
increasing the number of repetitions and cognitive difficulty of cognitive-manipulative tasks. Thus, this training was
unlikely to lead improvements in sitting balance and FRD [11].Participants of both groups participated in activities
performed for approximately the same amount of time in the sitting position and performed an equivalent number
of reaches. Both the groups were given conventional stroke rehabilitation including measures aimed at improvement
of muscle force, range of motion, sensory function, flexibility and joint integrity; reducing tone and balance
impairments and enhancing functional independence [16].Berg balance scale, functional reach test and Barthel index
were used to assess improvements in balance and functional independence before and after the intervention.
Assessor and patient blinding was implemented as therapist blinding was not possible. Wilcoxon signed rank test
was used for within group comparison of outcomes pre- and post-intervention whereas Student’s t-test was used for
between group comparison of findings. Level of significance was kept at p<0.05 with 95% confidence interval.

RESULTS AND DISCUSSION

Both of the groups showed statistically significant improvement in t-BBS and BI total scores (p<0.01) when compared
for within group, whereas FRD scores were not significantly improved in Group-B (p=0.08) (table:1). When between
group comparisons were done, the participants from group A showed significant improvements in balance and
functional independence scores, expressed as t-BBS (p<0.03), FRD (p<0.01) and Bl scores (p<0.05), compared to group
B (table:2).Both the groups improved significantly in all three outcome measures but FRD showed statistically more
significant improvements as compared to t-BBS and Bl when between comparison of means was done.
Previous studies by Dean CM et al (2007) [12]; Khallaf ME (2020) [17] and Bak and Lee (2021) [18] suggest that the
sitting training protocol is both feasible and effective in improving sitting and standing up early after stroke and
somewhat effective 6 months later. Many studies have proven efficacy of task related training in improving the
ability to balance during seated reaching activities after stroke as well as improved sit to stand task along with less
mediolateral sway when rising and sitting down.

Studies by Cheng et al (2001) [19]; Chen CI et al (2002) [20]; Rensink et al (2009) [21] and Kim and Lee (2013) [22]
proved improvements in symmetry of weight bearing and distribution by task related training after stroke. Cho G,
Lee S & Woo y (2004) proved improvements in symmetry of weight bearing distribution by task related training after
stroke [15]. Salbach NM, Mayo NE, et al (2005) [23] has proved efficacy of task oriented walking interventions in
improving balance self-efficacy during self-initiated gait activities. The results of the present study showing
improvements in functional activities, sitting quality and functional reach performance by the sitting training along
with the conventional therapy is in accordance with results of the studies mentioned above.

Studies by Dean CM et al (2007) concluded that individuals who were trained specifically to improve their sitting by
focusing on appropriate loading of the affected foot were able to reach further and faster. They were able to increase
the load taken through the affected foot and increased the consistency of activation of muscles in the affected leg. The
carry over to standing up was observed [12]. Ahamad et al (2019) showed biomechanical similarities between
reaching in sitting and the pre-extension phase of standing, which supports the carry over effects of seated reaching
training to sit to stand and walking [14]. During sitting training, subjects practiced moving their trunk forward
rapidly over the centre of mass whilst loading their legs. Although these components were practiced with the
intention of improving sitting ability, they are also critical components of biomechanics of early phase of sit to stand
activity. Khallaf ME (2020) reported that individuals who were trained specifically to improve their sitting by
focusing on appropriate loading of the affected foot were able to reach further and faster. In addition, these
individuals were able to increase the load taken through the affected foot and increased the consistency of activation
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of muscles in the affected leg [17]. However, it is not known whether this sitting training protocol is feasible and
effective in improving trunk control and balance abilities associated with functions of daily living.

Present study supports the concept of specificity of training, which has been discussed in relation to the able-bodied
subjects by Rutherford OM (1988) [24]and proposed as a means of rehabilitating the movement disabled by Carr and
Shepherd [25]. The results of present study showing better improvements in the seated balance outcomes can be
explained on the basis of the same mechanism as proposed by above mentioned case studies.Functional
neuroimaging studies suggest that the functional gains produced in stroke patients by task related training are
associated with increased activity in ipsileisonal primary sensory motor cortex and re-distribution of activity in
several areas of sensorimotor network. This view is supported by the studies of Leipert et al (2000) [26], Nelles et al
(2001) [27] and Jang et al (2003) [28]. Fujiwara et al (2001) used transcranial magnetic stimulation and suggested that
recovery of trunk function following stroke is associated with increased activation of paretic trunk muscles by the
unaffected hemisphere, suggesting role of compensatory activation of uncrossed pathways in recovery of trunk
function [29].

The study has implications for rehabilitation, demonstrating that the stroke patients can improve their performance
in functions of daily living by inclusion of short task related seated reach training that takes into account normative
biomechanics related to trunk and lower limb function. It can be included in treatment intervention at an early stage
of rehabilitation when there is greatest potential for neuroplasticity. As for all studies this study has its limitations,
which include: (a). a smaller sample, (b). lack of long-term follow ups to confirm persistence of interventional gains,
(c). exclusion of subjects who were not able to sit and reach, (d). lack of training for seated reach training on dynamic
surface.

CONCLUSION

Task related sitting training can be used as an effective measure for improving sitting as well as functional balance
during other activities when given with conventional treatment. Improvement in balance and functional abilities
thereby leads to increased independence in activities of daily living. Therefore, it should be included early in
treatment to gain maximum outcome benefits in short training period.
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Table 1: Pre- and post-intervention within group comparison of means

Gro t-BBS (mean + SD) FRD (mean + SD) inches Bl (mean + SD)
u
P Pre Post p-value Pre Post | p-value | Pre Post | p-value
A 33.31+ 10.08+ | 12.80+ 59.42+ | 78.12+
n=16) | 755 | #4STHOILL <001 ahn | s | 00 | 1282 | 1176 | 0O
B 10.08+ | 11.33+ 63.49+ | 80.51+
4.80+5. 44.20+5. <0.01 0.08 <0.01
(n=15) 34.80+533 0+568 00 2.95 243 9.32 9.94

Table 2: Pre- and post-intervention between group comparison of means of differences

t-BBS FRD (mean + SD) inches Bl (mean + SD)
Group p- p- p-
Mean+SD SE Mean+SD SE Mean+SD SE
value value value
2.72+
A 11.37+ 18.7+
(n=15) 2280 0.570 1.079 0.269 9437 0.562
- ot <0.03 125+ <0.01 02 <0.05
+ +
’ 0.933 '
(n=16) 1724 0.445 0.241 362 0.349
Forward
Ipsilateral
.
. £5deg
l_ —_— .
target 7504
‘ shoulder
= height
1004
lower leg -
length J ¥

Figure 1: Schematic diagram showing seated reach out performance
(Adapted from Dean & Shepherd, 1997)2
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ABSTRACT

In today’s world, an increasing interest in renewable and alternative clean energy sources has been
noticed. The self-renewing sources like solar, wind, hydro, etc. which can provide clean and ample
amount of energy, can be used for electricity generation. The incorporation of these resources into the
conventional power grid can supply clean and good-quality energy to the consumers. This can be done
by integrating microgrids into our conventional power systems however, the power quality issues in a
microgrid remain a major problem. The term Power Quality (PQ) can be defined as an occurrence that
manifests as a non-standard voltage, current, or frequency resulting in the failure of customer equipment
and hence, can have economic impacts on consumers. PQ issues arise in a microgrid when inconsistent
natures of renewable energy sources are integrated with modern converter technology and also
sometimes because of the existence of non-linear and unbalancing loads that are connected to it and these
issues are becoming more and more significant with the development of highly sophisticated and
sensitive devices. In this research work, an AC grid-tied microgrid model was developed in
MATLAB/SIMULINK software to which various power quality events such as voltage sag, voltage swell,
capacitance switching, transients, etc. are created, applied, and analyzed with the help of Fast Fourier
Transform (FFT) and Wavelet Transform techniques. Also, the above-mentioned scheme was tested with
a wide variety of system and fault parameters and the results so obtained are included in this paper.

Keywords: Microgrid, Renewable Energy, Power Quality, Power Electronic Converter, Wavelet
Transform, Grid-tied Microgrid, MATLAB/SIMULINK.
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INTRODUCTION

A microgrid is a miniature and compact version of the conventional supply system that works either in low voltage
or medium voltage networks and comprises a combination of micro-sources, energy storage systems, and various
non-linear loads [1]. The energy storage systems consist of flywheels, super-capacitors, batteries, etc. that help in
storing the excess energy produced by the microgrid system for use at a later time. The micro-sources constitute
photovoltaic (PV) arrays, fuel cells, wind turbines, etc. which can be grouped to form units, each unit having only a
small capacity which can then be integrated with power electronic devices and can be used at the utility sites [2]. In
order to meet the large power demands of today’s world with the conventional type generation systems, a
tremendous amount of fossil fuels is being burnt on a daily basis which emits huge amounts of poisonous gases like
methane, carbon dioxide, etc. into the atmosphere which in turn causes pollution and global warming phenomenon
[3]. Also, since fossil fuels are non-renewable in nature, their natural stocks are depleting at an alarming rate. This is
where the importance of renewable energy sources (RES) comes into the picture as their production is from natural
sources found on earth such as solar, wind, hydro, and biomass [4]. Also, renewable energy sources are non-
exhausting and replenishable in nature which makes them an excellent choice for power generation [5].

The term power quality can be defined as the net deviation of voltage or current waveforms of equipment from their
pure sinusoid characteristics [6]. Power quality issues arise in a microgrid when inconsistent natures of renewable
energy sources are integrated with modern converter technology and also sometimes because of the existence of non-
linear and unbalancing loads that are connected to it[7]. Various power quality issues include voltage sags, swells,
harmonics, and transients. The operation of a microgrid can be done either by connecting it to the main grid via the
point of common coupling (PCC) called the grid-tied mode of operation or independently called the islanded mode
of operation [8]. This paper mainly deals with the grid-tied operation mode of the microgrid. This research work
aims at developing an IEEE-9 Bus System using MATLAB/SIMULINK platform and then modifying this system to
accommodate the introduction of several faults at one specific bus of the system so as to analyze, in detail, the
various effects these power quality events have on the operation of a grid-tied microgrid system.There are numerous
works that have been done by researchers on the power quality issues arising due to the integration of renewable
energy with a typical power grid, some of which are listed in Table-1 below.

Operational Process of the System

An IEEE 9-bus system along with a solar photovoltaic (PV) module was designed separately in the SIMULINK
platform of MATLAB software. Then, a combination of PQ faults was introduced into the PV-integrated grid system
by switching on two fault blocks at once, and then the simulation model was made to run by providing the desired
running time. In the end, voltage and current waveforms were obtained for the faulted system for doing qualitative
analysis. The voltage signals obtained from the above process were decomposed into two components i.e.,
approximate (high scale, low frequency) and detail (low scale, high frequency) signals by using Third Level Wavelet
Decomposition Technique. Then, by applying Fourier Transform on the approximate signals, the magnitude and
phase plots of the faulted system were obtained for doing quantitative analysis.

For the purpose of better understanding, the rest of the paper is arranged as follows. Section Il gives a brief review of
some of the works concerned with power quality issues in a microgrid that have been done by the researchers.
Section IIl provides the basic idea behind PQ problems in a microgrid and explains these problems in a concise
manner. Section 1V gives a detailed operational process used to carry out this research work. Section V introduces
the simulation modeling of different systems used in this work. Section VI analyzes the results of this experiment
while section VII gives the conclusion and future scope of this paper.

Power Quality and Microgrid
A microgrid consists of a number of non-linear devices such as micro-sources, energy storage components, and
converters which cause various power quality problems [18]. Power quality can be defined as the imperfections in
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the ideal sinusoidal characteristics of an equipment’s voltage or current waveforms. The major power quality issues
that are dealt with in this paper are transients, voltage sags and swells, harmonics, and unbalanced load switching.
When sudden changes happen in a system due to any disturbance (may be intentionally or unintentionally) in its
state, then it is called transient [19]. Transients take place within a very short time gap, ranging from some
microseconds to 1 second. There are two types of transients i.e., impulsive and oscillatory transients that can occur in
a microgrid. If the rms value of the supply voltage reduces to a range of 0.1-0.9 p.u. and remains like this for some
time ranging between 0.5 cycles to a few seconds, then it is called voltage sag.When the rms value of the supply
voltage rises to a range of 110-180 % and remains like this for a time ranging between 0.5 cycles to 1 min at power
frequency, then it is called a voltage swell [20]. If there is a sinusoidal waveform of frequency ‘w’, then the different
components of that waveform having frequencies 2w, 3w, 4w, etc. are known as harmonics. If all the different
frequency components are added together, a quantity called total harmonic distortion (THD) is obtained [21].

Modeling and Simulation

For this paper, firstly a 9 Bus grid system was modeled to which various fault blocks were added to achieve the
purpose of this paper. Then, to bus 2 of this system, a lumped model of the PV network was connected which acted
as the DG for our microgrid model. The operation of the fault blocks was controlled with the help of Circuit Breakers
(CB), whose activation and deactivation time was pre-set as per our desired introduction of various faults into the
grid system. Then, a 400 kW PV System was designed separately in MATLAB/SIMULINK platform using four PV
Arrays which were connected to a voltage source converter (VSC) via DC/DC converters and breakers. This in turn
was connected to the main grid through a 400 kVA, 260 V/25 kV three-phase transformer. Finally, the voltage and
current variations of bus 2 under different circumstances were observed and monitored so as to analyze the quality
of power supplied by the microgrid model. The simulation diagrams of the PV system and the complete microgrid
model are shown in fig. 2 and fig. 3 respectively.

RESULTS AND DISCUSSION

The System with Voltage Swell and Harmonics

In this case, both voltage swell and harmonics fault blocks were closed at an instant of 0.2 seconds i.e., 4000t sample
onwards. From fig. 4, it can be observed that initially, the amplitude value in the magnitude plot increases to 0.9 but
when the faults are introduced at 0.2 seconds, the amplitude value increases to 1.75 until the 8000t sample then
further increases to attain the maximum value while the phase value in the phase plot initially decreased to -1.1
followed by a gradual increase for a short duration after which there were many sudden non-uniform variations.

The System with Capacitor Bank Switching and Harmonics

When both capacitor bank and harmonic switching fault blocks were closed at an instant of 0.2 seconds, it can be
seen from fig. 5 that in the magnitude plot, the amplitude value increases initially to 0.9 and then becomes constant
for 0.2 seconds. Then, the magnitude value decreases to 0.82 till the 8000t sample and further reduces to a constant
value of 0.79. In the phase plot, the phase value initially decreases to -1.1, followed by a uniform and gradual rise to -
0.8 value till 4000t sample. There are small disturbances at the 4000t sample after which again uniform rise occurs till
the 8000t sample. Again, a series of disturbances are seen from the 8000t sample onwards.

The System with Voltage Sag and Harmonics

In this case, both voltage sag and harmonic fault blocks were closed at an instant of 0.2 seconds. It can be observed
from fig. 6 that in the magnitude plot, the amplitude value increases initially to 0.9 followed by a drastic reduction to
0.45 value at the 4000th sample. Then, the value slightly increases to 0.49 and remains constant till 8000t sample, again
decreases and finally becomes constant at 0.4 value while in the phase plot, the phase angle value initially decreases
to -1.5, then increases gradually and uniformly till 4000t sample. We can see certain small spikes from 4000t till
5000th sample; then the phase value increases uniformly till 8000t sample. At the 8000t sample, again spikes are
observed.
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The System with Unbalanced Load Switching and Harmonics

When both unbalanced load switching and harmonic fault blocks were closed at an instant of 0.2 seconds, it can be
seen from fig. 7 that in the magnitude plot, the amplitude value increases initially to 0.9 till 4000t sample and then
reaches a disturbance period till 4500t sample. The value then decreases to 0.72, becomes constant till 8000t sample,
and then further decreases to 0.62. In the phase plot, the phase value initially becomes -1, then increases gradually
and uniformly till the 4000t sample. The phase angle value then becomes -0.8 at the 4000t sample. Further, the phase
angle has uniform increment and then there are sudden disturbances at the 8000t sample.

The System with Three-Phase Faultand Voltage Swell

In this case, both voltage swell and fault blocks were closed at an instant of 0.2 seconds. It can be observed from fig. 8
that in the magnitude plot, initially the amplitude value increases to 0.9 then becomes constant till 4000t sample.
After that, there is a series of increments and decrements in the value till the 8000t sample. Further, the amplitude
value suddenly surges at 8000t sample and reaches its peak value at 9200t sample and then decreases while in the
phase plot, the phase value initially decreases to -1.1 then increases uniformly till 4000th sample, then there is a series
of increments and decrements in the phase value till 8000t sample. Further, the phase value suddenly surges at the
8000t sample, reaches its maximum value, and then decreases.

The System with Three-Phase Faultand Voltage Sag

In this case, both fault and voltage sag blocks were closed at an instant of 0.2 seconds. It can be seen from fig. 9 that
in the magnitude plot, the amplitude value initially increases to 0.9, remains constant till 4000t sample, then
decreases to 0.5 value and again becomes constant till 8000t sample. In the phase plot, the phase value initially
decreases to -1.1 followed by a uniform increment till the 4000t sample. From the 4000t till 5000t sample, certain
disturbances are seen. From the 5000" sample onwards, the phase value again rises uniformly to -0.5 till 8000t
sample after which again disturbances are seen.

CONCLUSION AND FUTURE SCOPE

In this paper, a quantitative idea about the effects of different power quality events on a grid-connected microgrid
was presented. From the quantitative analysis, a pinpointed idea was obtained on how exactly and at what point of
time the PQ events and faults affected the system by studying the respective magnitude and phase plots. This
research work may be extended by developing another MATLAB/SIMULINK model, considering other self-
renewing sources like wind and hydropower and integrating them with solar PV so as to make a hybrid model.
Power quality issues of the above model need to be studied and optimization may be done for better utilization
when connecting to a microgrid.
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Table-1: A Brief Review of the Related Literature

Reference Issues Alleviated Techniques Adopted
Number
10 Unbalanced current | A four-leg VSI with a predictive type control method was used in the
and Harmonics implementation of an active power filter that compensated the
harmonics in addition to the unbalancing currents produced by
single-phase non-linear loads.

11 Harmonics PV grid-interfacing inverters connected to the distribution system that
was regulated to act as harmonic-damping virtual impedance.

12 Harmonics Passive LC low-pass filter interfaced with distributed generator (DG)
via a three-phase inverter for mitigation of low order harmonics in
inverter output voltage.

13 Harmonics Harmonic filters connected in parallel with PV-integrated grid system
to mitigate harmonics.

14 Transients Grasshopper Optimization Algorithm (GOA) along with a droop
control mechanism integrated to an islanded microgrid’s Pl control
system to smoothen system transients.

15 Transients Salp Swarm Optimization (SSO) algorithm incorporated with DG
controller that achieved smooth transient response in a grid-tied
microgrid.

16 Unbalanced loads | Modified Reinforcement Learning (RL) technique along with
DSTATCOM that compensated the weakened AC supply due to the
connection of unbalanced loads to a microgrid.

17 Voltage sags Ensemble Empirical Mode Decomposition (EEMD) method that
detected voltage sags in grid-tied and islanded microgrid modes.

Table-2: Magnitude and Phase Plot Variations with Different Fault Events

Magnitude Plot Variation Phase Plot Variation
i i th th
Combination ofFaults |y jgjay | 4000 8000 Initial | 4000 Sample | 8000* Sample
Sample Sample
Voltage Swell + Harmonics 0.90 0.90 1.75 -1.1 -0.8 -0.65
Capacitor SW|.tch|ng + 0.90 0.90 0.82 11 08 0.39
Harmonics
Voltage Sag + Harmonics 0.90 0.45 0.49 -15 -0.8 -0.42
Unbalanced Load 0.90 0.90 0.72 10 038 0.30
Switching + Harmonics
Fault + Voltage Swell 0.90 0.90 1.50 -1.1 -0.8 -1.00
Fault + Voltage Sag 0.90 0.90 0.50 -1.1 -0.8 -0.50
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ABSTRACT

Reaction parameters are the key indicators for the successful conversion of products. Mixing intensity is
such parameter which can direct the conversion efficiency. In the present study, palm fatty acid distillate
(PFAD) and methanol have been identified for studying the impact of mixing intensity w.r.t. biodiesel
production. Novozyme 40013, an immobilized non-specific lipase from Candida antarctica is used as
catalyst for the reaction. Mixing intensity was analyzed w.r.t change in concentration of free fatty acid,
glycerides and biodiesel during the reaction. Reaction parameters used in the study were 60°C
temperature, 5:1 molar ratio of MeOH: PFAD in the presence of 6% NS 40013 for 7 hrs by varying the
mixing intensity from 300 to 800 rpm. 700 rpm has been identified as the optimum stirring rate for 93.2%
biodiesel production. Study shows that mixing intensity has a great role for the biodiesel production
from PFAD and methanol. Characteristics of biodiesel has been analyzed and showed good results.

Keywords: Mixing intensity, Palm fatty acid distillate, Biodiesel, Candida antarctica.

INTRODUCTION

Collision of reactants and catalyst play a significant role for the optimum production. Collision can be optimized by
optimizing the mixing intensity between the reactants and catalyst. Variation of stirring rate or mixing intensity in
the reaction system leads to the changes the concentration of reactants or intermediates or products. Mixing intensity
40317
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w.r.t biodiesel production from various sources have been studied by several researchers. Peiter et al [1] studied the
mixing intensity of soy biodiesel production and identified 350 rpm as the optimum level. Frascari et al [2] optimized
mechanical agitation and evaluated the mass-transfer resistance in the oil transesterification reaction for biodiesel
production. Brasio et al [3] studied the effect of mixing in biodiesel production through medeling and predicted the
effect of mixing in the transesterification process. Stamenkovic et al [4] studied the effect of agitation intensity on
alkali-catalyzedmethanolysis of sunflower oil. Present author also studied the effect of mass transfer kinetics for
biodiesel production from jatrophacurc as oil using mathematical modelling [5]. Lakshmi et al [6] studied the mixing
characteristics of the oil-methanol system in the production of biodiesel using different oils. The kinetic study and
flow analysis of waste cooking oil was also studied by Janajreh et al [7] and showed that modelled results are similar
with experimental results. Hossain et al [8] analysed the process parameters for biodiesel production where stirring
was an important parameter. Biodiesel from castor oil was studied by Nazario et al [9] and identified the best
conditions for a yield of 99.3%. Supramono et al [10] studied the effect of stirring for hydrogenation of oil and
identified stirrer speed in between 650 and 800 rpm for optimum production. Tulliza et al [11] used static mixing
reactor for palm oil biodiesel and showed that the mixing intensity can be enhanced by using number of modules
where amount of catalyst can be reduced. Effect of mixing intensity for biodiesel production from different sources
was also studied by Klofutar et al [12], Reyes et al [13], Sungwornpatansakul et al [14], Thompson and He [15]. But
very few studies have been made for the effect of mixing intensity for enzymatic biodiesel production from
industrial by product like palm fatty acid distillate. In the present research investigation, effect of stirring for
biodiesel production has been analysed using palm fatty acid distillate and methanol in the presence of enzyme
catalyst and identified the importance of mixing intensity during the reaction for optimum conversion of product.

MATERIALS AND METHODS

MATERIALS

PFAD was obtained from Emami Agrotech Ltd, Haldia, West Bengal. The enzymes used in the present study was
Novozyme 40013, an immobilized non-specific lipase from Candida Antarctica with ester synthesis activity of 10000
propyl laurate unit/g. The chemicals monoglycerides and diglycerides were purchased from Scientific and
Laboratory Instrument Co., Kolkata. Except otherwise specified all other chemicals were A.R. Grade.

METHODS

Initially 250 mL of crude PFAD was taken in an Erlenmeyer flask and heated up to 80° C to drive off moisture by
continuous stirring for about 1 h. After that, mixing intensity was analysed through transesterification reaction with
stepwise addition of alcohol in an appropriate proportion at a specified temperature for 8 hours maintaining other
reaction conditions. Immobilized enzyme Novozyme 40013 was added as catalyst in definite proportion (w/w) in the
reaction mixture. For minimization of deactivation of enzyme, stepwise addition of alcohol was allowed. For
product analysis, definite amount of samples were withdrawn and centrifuged for 15 min to remove immobilized
lipase. The supernatant part was taken in hexane and then evaporated to dryness and the products were isolated.
The progress of reaction was observed by thin layer chromatographic (TLC) method after spotting the lipid mixture
on a silica-gel G plate (0.2 mm thick) using hexane-diethyl ether-acetic acid (90:10:1) as a developing solvent. The
lipid spots were identified by iodine absorption with triacylglycerol (TAG), diacylglycerol (DAG), monoacylglycerol
(MAG) and biodiesel as standard. The yield of each reaction product after definite time interval with separate mixing
intensity was determined separately by column chromatography using silicic acid as an adsorbent and 160 mL of
hexane-diethyl ether: 99:1 as eluting solvent. After completion of reaction, the enzyme was washed with hexane,
dried and reused for the next experiment. Biodiesel characterization was done according to the American Standard
Testing Method (ASTM).

Values are reported as mean # s.d., where n=3 (n=no of observation).
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RESULTS AND DISCUSSIONS

Analysis of PFAD

The physicochemical characteristics of PFAD was shown in Table 1. It was observed from Table 1 that PFAD
contains higher amount of FFAs which mainly includes palmitic acid and oleic acid. Among other acids, linoleic acid
shares maximum amount alongwith stearic and myristic acids. Neutral glycerides namely triacylglycerols (TAG),
diacylglycerols (DAG) and monoacylglycerols (MAG) are also present in PFAD which contributes 14.76+0.201% in
the composition. Little amount of unsaponifiable matters are also present in the PFAD which mainly includes sterols
and tocopherols. Before enzymatic hydrolysis, PFAD was thoroughly bleached to remove peroxides.

Analysis of mixing intensity w.r.t. FFA concentration

Effect of mixing intensity w.r.t. FFA concentration of the reaction mixture directs the rate of conversion of product.
Decrement of FFA in the reaction mixture enhances the increment of product percentage. Changes of mixing
intensity from 400 to 800 rpm decreases the concentration of FFA due to the esterification reaction between FFA and
methanol and transesterification reaction between neutral glycerides and methanol for converting methyl ester or
biodiesel as observed in Figure 1. But beyond 700 rpm, there is no significant change in the FFA concentration as
shown in Figure 1. This is due to the fact that enhance of mixing intensity does not always increase the collision
between the reactants and the catalyst. So 700 rpm is the optimum mixing intensity for this transesterification
reaction.

Analysis of mixing intensity w.r.t. glycerides concentration

Change of glycerides concentration w.r.t. mixing intensity for 7 hrs of reaction have been analysed maintaining other
reaction conditions. It has been observed from Figure 2 that enhancing mixing intensity from 300 to 700 rpm changes
the concentrations of TAG, DAG and MAG in the reaction mixture. Minor amounts of these components are also
present in the final product. Enhancing rate of mixing intensity helps to disintegrate the component molecules and
converts it to biodiesel. As observed form Figure 2, 700 rpm is the optimum stirring for the final product. In each
mixing intensity, DAG content is highest compared to TAG and MAG till the reaction ends. It may be due to the fact
that, during stirring, conversion of TAG to other intermediates or products occurs through DAG. So DAG content is
high and mixing intensity has a specific role for the conversion of glycerides to the product. Table 2 shows the
changes of total amount of glycerides during the reaction between. It has been observed from Table 2 that after 7 hrs
of reaction there is a slight increase of glycerides concentration. This may be due to that fact that after 7 hrs of
reaction, minor amount of biodiesel may be converted to glycerides as a reversible nature of the transesterification
reaction.

Analysis of mixing intensity w.r.t. biodiesel concentration

Mixing intensity is also studied w.r.t. biodiesel conversion from esterification as well as transesterification reaction. It
has been observed from Figure 3 that increasing mixing intensity enhances the conversion of biodiesel for 7 hrs of
reaction and 700 rpm is the optimum stirring rate identified. Beyond that no further improvement of conversion has
been observed. This may be due to the fact that higher stirring rate hampers the proper contact between reactants
and active sites of enzyme which ultimately affects the production percentage.

Characteristics of biodiesel

Characterization of biodiesel from PFAD and methanol has been done after analyzing the mixing intensity and
compared with the standards (biodiesel and diesel fuel) w.r.t. specific gravity, kinematic viscosity, density, acid
value, calorific value, flash point, cloud point, etc., as shown in Table 3. It has been observed from Table 3 that the
characteristics of biodiesel are quite comparable with biodiesel standards and diesel fuel in almost all the properties.
Higher flash point of biodiesel compared to diesel fuel indicates that it can be handled and used safely than diesel
fuel. So by optimizing the mixing intensity, good quality PFAD biodiesel can be prepared with standardization.
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CONCLUSION

Mixing intensity between the reactants and catalyst plays an important role for the completion of reaction. Biodiesel
production from palm fatty acid distillate and methanol depends on mixing rate for the successful conversion of
reaction. Present study analysed the effect of mixing intensity w.r.t. free fatty acid, glycerides and biodiesel
concentration in the reaction system. Analysis of the present study shows that proper stirring condition increases the
productivity rate and is useful for the production of alternative energy sources maintaining identified parameters.
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Component Amount (% w/w) Component Amount (% w/w)
Palmitic acid 47.12+0.132
Oleic acid 36.67+0.112
FFA (Total) 81.43+0.879 Linoleic acid 9.21+0.043
Stearic acid 4.76+0.019
Myristic acid 2.08+0.054
TAG 36.31+0.107
Neutral glycerides 14.76+0.201 DAG 4251+0.118
MAG 18.46+0.102
Unsaponifiable Sterols 36.33+0.187
matters 3.7+0.012 Tocopherols 49.01+0.056
Hydrocarbon and others 13.51+0.176
Table 2: Total glycerides during reaction
Time Total glycerides (% w/w)
(hrs)
0 14.76+0.201
1 11.65+0.042
3 8.43+0.011
5 4.21+0.039
7 2.37+0.024
9 2.53+0.016
Table 3: Characteristics of PFAD biodiesel
. - Biodiesel .
Properties PFAD Biodiesel Diesel fuel Test method
standard
Specific gravity (15 °C) 0.879+0.005 0.86 t0 0.90 0.82-0.95 ASTM D 6751-02
Kinematic viscosity 1.96 t0 6.0 1341 ASTMD-445
(mm2/s) at 40 °C 4610015
Density at 15 °C 876.5+0.162 865-900 820-860 ASTMD- 4052-96
(kg/m3)
Acid value (mg KOH/qg) 0.39 0.8 max ASTM -D 664
Calorific value 37.77+0.091 331040 15 ASTM- 6751
(MJ/kg)
Cloud point (°C) 1.53+0.009 5 ASTM D-2500
Flash point (°C) 194 >120 60-80 ASTMD-93
Cetane number 64.76+0.126 40 min 50 ASTMD-6751
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Figure 1. Effect of mixing intensity w.rt FFA
concentration. [Temperature: 60°C, Time: 7 hrs, Molar
ratio: 5:1 (MeOH: PFAD), NS40013: 6%]

Figure 2: Effect of mixing intensity w.r.t glycerides.
[Temperature: 60°C, Time: 7 hrs, Molar ratio: 5:1
(MeOH: PFAD), NS40013: 6%]
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40322



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences w www.tnsroindia.org.in ©1JONS
Vol.13 / Issue 71 / April / 2022 International Bimonthly (Print) ISSN: 0976 — 0997

RESEARCH ARTICLE

Effect of Combination Pattern of Proprioceptive Neuromuscular
Facilitation and Bowen Technique on Chronic Non Specific Low Back
Pain, Functional Disability and Hamstring Flexibility in Housewives.
Rupali Thakkar?, Dhaval patel? and Gaurav Patel**

IMPT Student, Ahmedabad Physiotherapy College, Parul University, Vadodara, Gujarat, India.
2Associate Professor, Ahmedabad Physiotherapy College, Parul University, Vadodara, Gujarat, India.

3Principal (i/c), Ahmedabad Physiotherapy College, Parul University, Vadodara, Gujarat, India.

Received: 11 Feb 2022 Revised: 03 mar 2022 Accepted: 28 Mar 2022

*Address for Correspondence

Gaurav Patel

Principal (l/c),

Ahmedabad Physiotherapy College,

Parul University, Vadodara, Gujarat, India.
Email: dr.gauravpatel24@gmail.com

@ @ This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License
TETET® (CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited. All rights reserved.

ABSTRACT

Low back pain is one of the crucial health problems during life time with a prevalence of 80%, which
causes functional loss and reduced productivity. There is a remarkable correlation between the low back
pain and surrounding factors among housewife. Proprioceptive neuromuscular facilitation training is
extensively used by physical therapists to treat chronic low back pain patients. Bowen technique is
utilized to manage musculoskeletal conditions and works on the soft connective tissue of the body. 42
housewives (age between 30-60) were taken who have chronic non specific low back pain. They were
divided into 2 groups. Group A(n=21) was given PNF, Bowen technique and Traditional physical therapy
and Group B(n=21) was given Traditional physical therapy. Intervention was given for 5 days a week for
4 weeks. NPRS, ODI and VSR were taken before and after treatment. The result demonstrated that there
was significant decrease in pain, functional disability and increase hamstring flexibility in both the
group. But group A showed statistically more significant change in NPRS, ODI and VSR (p<0.05). This
study concluded that combination pattern of PNF and Bowen technique is effective in decreasing chronic
non specific low back pain , functional disability and increasing hamstring flexibility in housewives.

Keywords: Chronic non specific low back pain, Proprioceptive neuromuscular facilitation, Bowen
technique, Oswestry disability index, Hamstring flexibility.
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INTRODUCTION

Low back pain is most common musculoskeletal symptom. It was classified into 3 categories : acute , sub acute and
chronic. Low back pain is developed by a disorder that affects the lumbar spine. It was described as pain located at
the bottom of the twelfth rib and over the inferior gluteal fold with or without lower extremity pain. It was
categorized as “specific” or “nonspecific” [1]. Low back pain is one of the crucial health problems during life time
with a prevalence of 80%, which causes functional loss and reduced productivity [2]. In 85% of patients with low
back pain, the signs and symptom are nonspecific without comprehensible diagnosis, prognosis, or treatment
protocol [3]. Chronic low back pain is back pain lasting longer than 12 weeks. It has a negative impact on functional,
socioeconomic, and occupational activities and on the psychological status [2].

Low back pain is not allocated to a distinguishable and recognized specific pathology like tumor, infection,
inflammatory disease of spine, osteoporosis, radicular symptoms, fracture or structural deformity is called as Non
specific low back pain. In the western world during the second half of the 20th century, it is one of the significant
problems for public health systems and now it is extending worldwide [4,5]. In the general population around 70-
80% of adults are accepted to experience minimum one episode of low back pain during their lives [6]. Previous
studies shows that there is a remarkable correlation between the low back pain and surrounding factors among
housewife [7,8]. The occupational workloads like bending, kneeling, body height and carrying heavy objects are
associated with low back pain [9]. These activities expose the housewife to develop various occupational
risks.Especially which are related to physical work overload as in the case of musculoskeletal impairment. Physical
exertion caused by lifting or carrying heavy objects, repetitive trunk bending, trunk rotation and whole body
vibration contribute to evolve low back pain [10]. Proprioceptive neuromuscular facilitation (PNF) training is
extensively used by physical therapists to treat Chronic Low Back Pain patients. The PNF patterns are spiral and
diagonal directions which are in obedience to topographic arrangement of the muscle being used in activities. PNF
training has been recommended to facilitate muscle performance through its movement patterns [11].

PNF techniques can be divided in three categories: first, stretching/relaxation techniques, which includes hold-relax
and contract-relax methods, second, the agonist muscle techniques, which include rhythmic initiation, combination
of isotonics and third, the antagonist muscle techniques which include dynamic reversal, stabilizing reversal and
rhythmic stabilization [12]. The Bowen technique is another type of physical manipulation entitled after Australian
Thomas Bowen. It could be utilized to manage musculoskeletal conditions comprising acute sports injuries and
works on the soft connective tissue of the body. It is soft and relaxing and does not utilize forceful manipulation.
Bowen technique is executed on the superficial and deep fascia. The connective tissue that influences, envelops and
detaches every tissues and organs in the body which is the part of the fascia [13]. The purpose of this study is to
study the effect of combination pattern of proprioceptive neuromuscular facilitation and bowen technigue on chronic
non specific low back pain, functional disability and hamstring flexibility in housewives.

MATERIALS AND METHODS

An experimental study was conducted at sainath hospital, Ahmedabad. The sample size of the study consisted of 42
subjects with chronic non specific low back pain and they were divided into 2 groups of 21 in each group. Subjects
were included in this study after taking demographic data, needed detailed physiotherapy assessment and subjects
who fulfilled the inclusion criteria. Inclusion criteria of the study are (A) Age : 30-60 years, (B) Housewife, (C)
Participants who Willingly participate, (D) Subjects who have non specific low back pain, (E) Subjects who have
chronic low back pain ( more than 3 months), (F) Housewife who do household activities at least for 3 hours/day, (G)
Pain intensity 4 or >4 on NPRS scale. Exclusion criterias are (A) Subjects who have any neurological problem, (B)
Subjects under fitness program, (C) Subjects suffering from severe medical illness, (D) History of any
musculoskeletal disorders. (E) Pregnant women, (F) Radicular symptoms during functional evaluation.
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Group A was treated with PNF, Bowen technique and Traditional physical therapy. Group B was treated with
Traditional physical therapy. NPRS was taken before performing exercises. Score was recorded from the scale. The
Oswestry disability index2.1a (Gujarati version ) was given to the patient before performing exercises. Score was
recorded from the questionnaire. V sit and reach test was performed before exercise protocol. Flexibility of hamstring
muscle was measured. Intervention was given for 5 days a week for 4 weeks.

PNF was performed in three phases. Phase 1( week 1) was focused on rhythmic stabilization, phase 2 ( week 2) was
focused on combination of isotonics and phase 3 ( week 3,4) was focused on chop and lift method. For Bowen
technique, Patient was asked to wear loose shorts. This treatment was given on hamstring muscle. First at the side of
the structure skin was pulled. Minimum pressure was applied to the outline of muscle to a point of resistance. This
challenges the muscle and moves it out of its normal position. Distance between the thumbs and fingers is one inch
so that the hands can move the muscles together where the hands were placed on the region. While sustaining gentle
pressure in the medial site Following gentle rolling moves were done over the muscle. Each session was given for 20
minutes. This treatment was given thrice a week. Traditional physical therapy consist of Abdominal bracing,
Abdominal bracing with heel slide, In quadruped arm lift with bracing, In quadruped leg lift with bracing, Diagonal
curl up, Bridging, Isometric back exercise, SLR, Hip extensor exercise in prone, Back extensor exercise in prone,
Hamstring stretching, Calf stretching. The subjects were asked to perform each exercise for 10 times with 10 seconds
hold followed by 5 second rest between each exercise.

RESULT

This study involved 42 subjects aged between 30 to 60 years, who fulfills the inclusion criteria. These subjects were
randomly divided into 2 groups and intervention was given in the form of Proprioceptive Neuromuscular
Facilitation, Bowen Technique and Traditional Physical Therapy. The parametric test was used in statistical analysis
because the distribution of data was normal. Paired t test is used to see the pre and post treatment effect. Unpaired t
test was used compare both the groups. Table 1 shows mean age of both the groups. Table 2 shows paired t test of
Group A and B pre and post mean of all outcome measures. Table 3 shows unpaired t test between Group A and
Group B. Result showed significant improvement in all the outcome measures in Group A. The p value being < 0.05
showing extremely significant difference between the pre treatment and post treatment scores of NPRS, ODI, V Sit
and Reach in group A.

DISCUSSION

The purpose of the present study was to see the effect of combination pattern of proprioceptive neuromuscular
facilitation and bowen technique on patients with chronic non-specific low back pain , functional disability and
hamstring flexibility in housewives. Result concluded that PNF, Bowen technique and Traditional physical therapy
(Group A) significantly improves chronic non specific low back pain, functional disability and Hamstring flexibility
in housewives based on the values of outcome measures. A study was conducted by ALTER in 1996, proprioceptive
neuromuscular facilitation training comprises stretches and combinations of isotonics and the aim is agonist muscle
facilitation so that it can produce the excitability of the motor neurons and increase the integration of additional
motor neurons. The agonist muscle facilitation causes antagonist inhibition which assist to decrease in the excitability
of the antagonist resulting in the muscular resistance in the facilitated muscle and the relaxation of the inhibited
muscle. Previous studies has proven that range of motion increases by PNF training [14].

The hamstring muscles are related with low back pain and gait abnormality and also associated with motion
dysfunction at the lumbar spine, pelvis and lower limbs. The study was done by Michelle Marr to see effects of
Bowen Technique on hamstring flexibility over time stated that one session of bowen technique remarkably
increased the flexibility of the hamstring muscle in asymptomatic individuals and also maintained this level of
increase in hamstring flexibility for one week, showing continuing improvements. This study supports the current
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study. There is increase in range of sit and reach test and increase in range of motion in phrase of popliteal angle
after the implication of bowen technique for three alternate sessions, it showed that remarkable improvements in
hamstring flexibility [13]. The present study showed that there is a significant decrease in NPRS score, ODI score and
increase value in VSR score in Group B also in which intervention was given in the form of Traditional physical
therapy. This is supported by the Systematic Review based on Exercise Therapy for Low Back Pain the study was
done by Maurits van Tulder, which shows significant reduction of pain after conventional exercises in chronic low
back pain [15].

CONCLUSION

This study evaluated the effect of combination pattern of proprioceptive neuromuscular facilitation and Bowen
technique on chronic non specific low back pain, functional disability and Hamstring flexibility in housewives.
Result concluded that PNF, Bowen technique and Traditional physical therapy (Group A) significantly improves
chronic non specific low back pain, functional disability and Hamstring flexibility in housewives based on the values
of outcome measures (NPRS, ODI, VSR) which was measured after given the interventions. Future of the study:
1.This study can be conducted to know the long term effects of these interventions. 2. The study can be carried out on
subjects of different occupation groups. 3. This study only includes chronic non specific back pain individual so,
other individuals can be studied.

Conflict of the study: Nil
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Table 1 shows mean age of both the groups.

AGE (FEMALE) MEAN SD
GROUP A 42.66 8.344
GROUPB 44.95 8.212

Table 2 shows paired t test analysis of group A and B.
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ABSTRACT

The semantic web is achieved by framing the précised data set which contains the knowledge of the
domain and the common understanding of it. For arriving at a commonly understood domain
knowledge, ontologies are developed based on the knowledge that is extracted. In the current scenario,
there are different structures of data available all over the world and it is important to consider them
while building ontologies. This paper proposes a framework to build ontology from unstructured data.
The framework consists of three major phases with sub-phases for learning ontology from text. Natural
Language Processing techniques are applied to pre-process the data and the component of ontology
development is elaborated.

Keywords: Ontology, Ontology learning, learning techniques, NLP, Text Pre-processing

INTRODUCTION

The volume of information is increasing day by day as the number of internet users increases. The information is
developed by different kinds of users from different sources. It is important to know the trustworthiness of the
information and the real meaning of it. The semantic web technology helps to provide the meaning of data based on
the knowledge. Semantic web is basically developed using ontologies. Ontologies play a vital role in framing
semantic networks of data. Ontology is known for its knowledge of a specific domain that can be shared among
different domains. The challenge here is to build ontology from unstructured data due to rapid increment of such
data all over the world. The development of ontology requiring the intervention of humans and experts is not
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possible all the time. The definition of ontology should be understood clearly before implementing it. The most-cited
definition of ontology is, “a formal, explicit specification of a shared conceptualization” [1]. Ontologies define the
concepts of the domain and relations between them. Different types of ontologies can be built viz.,, domain
ontologies, task ontologies, application ontologies and top-level ontologies and so on. Building ontologies normally
requires plenty of time, effort and human intervention. Ontology learning emerged to facilitate the task that helps
the developers to build ontology semi-automatically or automatically.

Ontologies are built by using corpus, dataset, lexical, dictionaries and so on. In ontology, concepts are represented as
classes and the verbs are represented as relations between the concepts. In ontology learning, the main role falls on
keyword extraction which decides whether the ontology is right or not. It is very important to ensure the correctness
of the key words to build correct ontology. Irrelevant keywords may lead to incorrect ontology. Normally, ontologies
are developed by finding key words of a specific domain with their meaning. The collected terms and synonyms are
arranged hierarchically and the relations are established. Finally, axioms are applied to produce knowledge-based
content. The whole process is known as ontology learning. The processes are listed in ontology layer cake [2] as
shown in figure 1. This research article proposed a framework to build ontology from unstructured text. The article is
structured as follows: the state of the art of ontology learning is narrated in section 2. Section 3 describes the
proposed framework followed by the case study in section 4. In Section 5 the conclusion is made and future
enhancement of the research work is proposed.

Related Works

Ontology learning is the process of developing ontology from different sources like, structured data, semi-structured
data and unstructured data. Usually ontology is built manually by the knowledge engineers with the help of the
ontology development process [1]. To ease the task of ontology learning, it is important to learn the background and
methods of building ontologies automatically or semi-automatically. Most of the existing research works are done by
adopting the following major approaches viz: linguistic, statistical and logical [2]. Linguistic approach is
implemented through pre-processing and relation extraction methods. Data mining, machine learning, and
information retrieval are statistical approaches that can be used to extract domain-specific phrases, concepts, and
correlations. Inductive Logic Programming (ILP) approaches, which include logic simplification and formal
representation algorithms, are required for formal representation of a defined ontology [2].

Many surveys have been conducted on ontology learning [3][4][5][6] and they all conclude that to automate the
ontology learning is a challenging task. The surveys depicted that there are existing ontology learning tools like
Text20nto [7], WebKB [8], DLLearner [9], HASTI [10]. Agnieszka Konys [11] made a commendable survey on
ontology learning tools, which provides a detailed study on the knowledge repository of ontology learning. The
researched article analyses 22 ontology learning tools under eight criteria. The work insisted that there is a need for
the technology which enhances the dynamic development of ontology learning for fast adapting. Though there are
many methods and tools for ontology learning, the present research work focuses on ontology learning frameworks.
The frameworks for ontology learning from text are designed with hybrid approaches such as NLP, Statistical
approach and Linguistic approach. The frameworks use the FCA and clustering techniques. The fuzzy and PSO
algorithms were also used to extract concepts and concept hierarchies [12].

The ontology learning system frameworks can be compared with different dimensions. Different dimensions were
used in the comparison of systems such as ASIUM, HASTI, Syndikate, SVETLAN, DODDLE II, Text-to-Onto and
Web->KB, Ontolearn and OntoLT [13]. A domain-specific ontology was extracted from text using ontology learning
tool Text20nto. The tool applies an automatic extraction process using NLP techniques and learning algorithms.
Initially, the tool extracted the 486 domain-specific concepts [14]. A framework BioOntoVerb was designed to
prepare top level biomedical domain ontologies from the text. There are three different phases such as NLP Phase
(POS Tagger, Syntactic Parser), Named Entity recognition phase (NE Recognition, Jape rules and gazetters) and
Ontology Population phase (Semantic roles, Instance detection, Consistency checking, Instance classification) that
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were used to construct the biomedical domain ontology from the biomedical natural language texts [15]. An
automated ontology generation framework contains five different modules such as Text processing approaches,
Medical Semantic Annotation using N-Gram, Relation Extraction, Semantic Enrichment and Formal Ontology. This
framework was linked with the biomedical domain of disease-drug domain to prepare the biomedical ontologies
from text [16]. A framework was proposed to develop cognition ontologies from text by using SUMO (Suggested
Upper Merged Ontology), WordNet and FrameNet [17].

The framework OntoLancs was suggested with four different phases to generate the ontology from text. The phases
are, Domain Corpus (Lexical and Morphological Analysis and Semantic Tagging), British National Corpus (Basic
concept List was prepared using Lexical and Text Analysis), Domain Taxonomy mapped with OWL and Ontology
Edition [18]. The novel frameworks such as ADOL[19], OFIE[20], Word2Vec [21], and Evidential Reasoning
Framework [22] focus on extracting text from the source converting them into PDF format and then the ontologies
are built. The main objective of ontology learning from text is to minimize and ease the task of building ontologies
from the text. The existing work seems to increase human intervention rather than reducing it. Existing studies
revealed that there is a need for techniques to build ontology without the intervention of humans.

Conceptual Framework for Ontology Learning

In order to achieve the ontology learning from text, the related works show the essentials of defining a framework to
build ontologies. As an outcome, a conceptual framework is proposed to build ontology from text. The proposed
framework consists of two major phases; user interface and process with tools/technologies.

Phase 1: User interface: This phase allows the user to input the text to be built as an ontology. The resource may be
any textual data of a specific domain.

Phase 2: Process: This phase actually involves the steps to build ontology with the help of tools and technologies. The
phase contains four steps; information extraction, knowledge discovery, organization and evaluation.

Step 1: Information Extraction: Initially, the user or the knowledge engineer finds the appropriate corpus which has
to be converted as an ontology. The corpus, which is the output of phase 1, will be taken as an input of phase 2 that
will be passed to a pre-processing tool. The input resource can be taken from textual data such as textbooks, articles,
web contents, structural data and search queries. The selected input sources is passed into the NLP assisted pre-
processing tool and the keywords from the text are extracted. The NLP assisted pre-processed tool adapts the
techniques such as Tokenization, Noise Removal, Stopword Removal, Stemming, Lemmatization and Normalization
to identify and extract the seed terms from the inputted source. Tokenization involves the process of reification
which breaks down the statements, phrase, paragraph or passage of a document into smaller units [23]. Each small
unit is known as a token. The token can be formed in three ways; words, characters and subwords. Word
tokenization is done by splitting the statement with the space as delimiter. For example, “Ready for every good
work™ can be classified into 5 tokens where each word is separated by space delimiter. Hence, the sentence will be
tokenized as: T1 - ready, T2-for, T3-every, T4-good, T5-work. (T denotes token).

In character tokenization, each letter in the word is separated. For example, the word ontology can be tokenized like
O-N-T-O-L-O-G-Y which has eight tokens. In the case of subword tokenization, the prefix or suffix of the word is
identified and the token is framed. For example, the word higher can be tokenized as High-er which has two tokens.

The noise removal is the process of removing special characters and symbols from the passage. The noise removal
step is fully dependent on the domain. Example, Welcome!, the special character ‘" will be removed and the output
will be ‘welcome’. The stop word removal helps to remove the conjunction word from the passage. Generally,
articles and pronouns are classified as stop words which have no significance in the NLP tasks while extracting the
terms. Stop words are frequently used in search engines, text classification software, topic modelling, and topic
extraction, among other applications. For example, Original text: ‘Ontology is a formal, explicit specification’. After
removing the stop words, the above statement will be, ontology X where X is formal explicit specification. The
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connecting words or the stop words are replaced with X, the dummy character. The concepts, relations and axioms
are identified from the extracted keywords and the keywords are arranged hierarchically with the help of ontology
learning algorithms.

Stemming is the process of extracting the root form of the verb by removing prefixes or suffixes. It reduces a word to
its word stem, which affixes to suffixes and prefixes or to the lemma which is roots of words. Natural language
understanding (NLU) and natural language processing (NLP) both benefit from stemming. Example: Writing -
Wrote - Written can be stemmed to write which is the root term of all the above. Many algorithms are used to cut-
down the prefixes or suffixes of the verb, where Porter’s algorithm is the most common in the case of using English
language contents. Lemmatization is the process of removing the inflections and mapping the word/text to the root
text. It is similar to Stemming. The only difference is that lemmatization does the process in a proper way whereas
stemming simply cut-down the verbs. For example, better can be mapped to good when applying lemmatization.
When the stemming is applied, the output will be bet. Lemmatization uses a dictionary like WordNet for mapping
the text or it applies some rule-based approach to find the appropriate root word of the text.

Finally, the Normalization technique is the process of transferring the text into canonical form. In this technique the
appropriate word or the nearest word of the text is identified. For example, ‘Gud’, ‘goood’ can be transferred to
‘good’ which is the canonical form. In other ways, ‘high-tech’, ‘high tech’ can be framed as ‘hightech’ where the text
is mapped to the nearest canonical form. The process of normalization depends on the tasks, since there is no proper
way to do it. The common approaches used in text normalization are: spelling-correction based approach, statistical
machine translation (SMT) and dictionary mapping. The other techniques are also used such as phrase structure
and/or grammatical function parsing [24], semantic and discourse analyses [25], and part-of-speech tagging (POST)
[26]. The NILP techniques are used to extract the keywords from the inputted text; the result is passed on to identify
the knowledge discovery using ontology learning algorithms.

Step 2: Knowledge discovery is the process of extracting knowledge from data. It is achieved through ontology
learning algorithms like lexical entry extraction, taxonomy extraction and non-taxonomic relation extraction to
discover the concepts and relations between the concepts. The knowledge discovery process utilizes the output of the
keyword extracted from the previous information extraction step as the input. Knowledge discovery can be done
using the following process: i) terms/concept extraction, ii) relation extraction, iii) axioms and iv) evaluation.

Concept Extraction (CE): Concept extraction is a technique that identifies the most important text of the document.
During concept learning, the information retrieval techniques are used to extract the words/phrases that only
perform grammatical functions and words that are improbable to transmit domain-specific connotations are filtered.
For example: Apple was founded by Steve Jobs. The text Apple and Steve Jobs are extracted as a concept.

Relation Extraction (RE): Relation extraction is a technique that identifies the semantic relationship between
concepts. For example: Charles Babbage is the father of computers. The term ‘is’, ‘the’ and ‘of’ connect the terms
Charles Babbage, father and computer which acts as a relation between concepts. The graphical representation of
concept and relation is represented in the figure 3 where Cn and Cm refers to the concepts and Rx refers to the
relations between the concepts.

Axiom: The extracted concept and relations are represented in a logical form that includes the rule. The logical form
of ontology describes domain, range and properties of concepts with its relation. For example, the above-mentioned
example can be defined as: domain: Cn, range: Cm, object Property: Rx.

Evaluation: Evaluation is the process that helps to assess the correctness of the ontology. The developed ontology
can be evaluated using ontology evaluation tools. An ontology contains both taxonomic and factual information that
need to be evaluated. The developed ontology is evaluated in the aspects of accuracy, adaptability, clarity,
completeness, computational efficiency, conciseness, consistency and organizational fitness.
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Step 3: Ontology Organization (OO): This process helps to increase the usability of the knowledge which is
discovered by the ontology development process. The enormous amount of conceivable ontological classes and
relationships are extracted from the learning process. Ontology organization seeks to achieve different goals such as,
clustering synonymous terms and their relations, deriving inverse relations, discovering local centres of concepts and
building higher-level ontologies. The ontology management tools such as Visuwords, Linked open vocabularies,
WebVOWL, NavigOWL, Uni Lexicon vocabulary and Visual vocabulary Tematres are used in the organization of
ontology.

Step 4: Ontology Evaluation (OE): Evaluation is the process of judgement/assessment of quality, value and
importance. The Evaluation process also includes validation and verification processes. The prepared ontologies
from text are evaluated using the tools such as Onto Analyser, Onto Generator, Onto Clean in WebODE, ONE-T and
S-OntoEval.

CONCLUSION

Ontology learning is the process of building ontologies from structured data, semi-structured data and unstructured
data. Since there is rapid generation of data from different sources by the different users, it is important to provide
accurate content to the learner. Finding accurate content or providing valid content is a challenging task which
requires huge human resources and more time to complete. The ontology learning from the text eases the task of
providing accurate content based on the knowledge. The conceptual framework collaborating with NLP based pre-
processing techniques is proposed in this article to build valid ontology from text. Supervised and unsupervised
learning algorithms are used in ontology discovery and to extract the meaningful information from the text. In
future, the proposed framework can be fully automated where the content of different sources can be automatically
converted into knowledge-based resources. There is a wide opening in ontology learning from text research which is
still at its development phase.
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Figure 3: The Concept and relationship diagram
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ABSTRACT

Presently, industrial application of enzymes in biotechnological processes has expanded to a great extent.
Pectinases have tremendous potential to offer to the industries especially food processing industries.
Pectinolytic enzymes from microorganisms have gained lot of importance in recent times owing to their
unique properties. Many microorganisms such as bacteria, yeast and moulds have been found to produce
pectinase enzymes. In the present study, pectinolytic bacteria were isolated from the compost soil using
pectin as the sole source of carbon and phosphorous. Five pectin degrading bacteria, showing distinct
colony characteristics, were isolated and pure cultured. These bacteria were named as PDB01, PDB02,
PDB03, PDB04 and PDBO05. All the five bacteria were screened for pectinolytic activity by turbidity assay,
plate assay, cup diffusion assay and turbidometric assay. Change in turbidity and zone of clearance
observed in turbidity assay and plate assay respectively revealed the pectinolytic enzyme producing
ability of these bacteria. The cup diffusion assay and turbidometric assay using culture filtrates showed
the production of extracellular pectin degrading enzymes by these bacteria. The results of present study
clearly indicated that the bacteria PDB01, PDB02, PDB03, PDB04 and PDB05 have significant ability to
produce pectin degrading enzymes and could be employed for the production of pectinase enzymes but
requires further more research.

Keywords: Bacteria, pectin degradation, pectinolytic activity, pectinase enzymes

INTRODUCTION

Enzymes are highly used in pharmaceuticals, biofuels, food and beverages, and consumer product industries.
Microbial enzymes are enzymes produced by different microorganisms such as bacteria, yeast, fungi, etc. Among
industrial enzymes obtained from microbes, 50% enzymes are obtained from fungi and yeast, 35% from bacteria and
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15% from others [1]. The major characteristics of microbial enzymes are their capability and appreciable activity
under abnormal conditions [2]. Some of the factors which make microbial enzymes strongly effective, attractive in
many industrial processes include, its eco-friendly nature, reduced energy requirement and easy availability of raw
materials for their production [3]. Pectin is a rigid polysaccharide found in the middle lamellae of plant cells and is
broken down by pectinase enzyme. Pectinase is a general term for enzymes, such as pectolyase, pectozyme and
polygalacturonase, commonly referred as pectic enzymes [4]. Pectinase enzyme constitutes 25% of the global food
and industrial enzymes sales and the market is expanding day by day. Pectinase enzyme is required for the
degradation of pectin. In fruit processing industry it helps in clarification of fruit juice [5]. Pectinolytic enzymes are
used in the degumming of plant fibers, to remove pectic substances from pectic wastewater from vegetable and food
processing industries and in tea fermentation [4]. The enzyme is also used to remove the mucilage from coffee beans

(6]

The enzyme producing microorganisms are available in variety of sources such as soil, compost, agricultural waste,
etc. Usually soil is a rich source of diverse microorganisms and many of them have the ability to produce various
types of enzymes [7]. The compost soil (nutrient rich soil produced by microbial degradation of agricultural wastes)
contains variety of microorganisms having the ability to degrade the polysaccharides such as pectin and cellulose.
Pectin degrading microorganisms produce pectinase and such pectinase producing microorganisms are isolated
from different sources such as compost soil, agricultural waste, orange peel, banana peel, etc., [8]. Isolation of
pectinase producing microorganisms and production of pectinase from them has been regularly studied in recent
years and production of pectinase has been reported from bacteria, fungi and yeast [9-13]. However, a thorough
review of literature revealed that the search for better strains, especially bacteria, having the pectinase production
ability is still required. In view of this the present research was undertaken with the following objectives - screening
and isolation of pectinolytic bacteria from compost soil; study of pectinolytic activity of bacteria by assay methods;
identification of bacteria based on biochemical tests.

MATERIALS AND METHODS

Isolation of bacteria from compost

Soil samples were collected from compost. The soil samples were transported to the laboratory in sterile polythene
bags, air-dried and mixed thoroughly to make a composite sample. 1.0 g of soil sample was serially diluted and 0.1
ml of 101 to 10 dilutions were plated in duplicate on to 1% pectin agar plates and incubated at 37°C for 24-48 h [14].
After incubation the plates were observed for bacterial growth.

Study of pectinolytic activity of bacteria

Turbidity assay: The turbidity assay was carried out using 2% pectin broth tubes and pure culture of bacteria. 2%
Pectin broth medium was prepared and 9.0 ml of broth was transferred to each tube, sterilised by autoclaving for 20
min. After sterilization the tubes were allowed to cool and aseptically inoculated with pure culture of all the five
isolated pectin degrading bacteria, separately. One tube was maintained as control inoculated with 1.0 ml sterile
distilled water. All tubes were incubated at 37°C for 24 h. After incubation, change in turbidity was observed by
comparing with control tube.

Plate assay: Plate assay was carried out using 2% pectin agar plates and pure culture of bacteria. 2% pectin agar
medium was prepared, sterilized by autoclaving and transferred to 90 mm Petri plates (20 ml / plate). After
solidification, the plates containing pectin agar media were inoculated with five different bacteria, separately, by
streaking and incubated at 37°C for 48 h. After incubation, iodine - potassium iodide solution (1.0 g iodine, 5.0 g
potassium iodide in 330 ml water) was added to detect the clear zone [10, 15].

Cup diffusion method: The pectinolytic activity of bacteria was tested by using Kirby Bauer method [5, 12]. This is
also known as cup diffusion method. 2% pectin agar plates and bacterial culture filtrate were used. 100 ml of 2%
pectin broth medium was prepared in five different 250 ml conical flasks and sterilised by autoclaving. Each flask
was inoculated with different bacteria and incubated at 37°C for 48 h. After incubation centrifugation was carried out
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at 6000 rpm for 10 min and culture filtrate was collected. Filtration of culture filtrate was carried out using Whatman
No. 1 filter paper. Filter sterilized culture filtrates of all the five bacteria were used for further assay. Three wells
were made at equal distance on each 2% pectin agar plate by using cork borer. After preparation of wells, 50 ul of
culture filtrates of all the five bacteria were added to the wells in separate plates and to control well 50 ul of sterile
distilled water was added and labelled accordingly. Assay plates were incubated for 24h at 30°C and after incubation
flooded with iodine-potassium iodide reagent and these plates were kept undisturbed for 5-10 minutes. After 10
minutes plates were observed for clear zone around the well as an indication of pectin degradation.

Turbidometric assay: Turbidometric assay was carried out by using 2% pectin broth and bacterial culture filtrate
[10]. 100 ml of 2% pectin broth was prepared. 8.0 ml of this pectin broth was transferred to 6 test tubes. 2.0 ml of
culture filtrate of each organism was added in to five different tubes and labelled accordingly. To the control tube 2.0
ml of sterile distilled water was added. Optical density (OD) reading was taken for every one-hour interval at 450 nm
for five hours. Graph was plotted by taking optical density on y axis and time on x axis.

Characterization of pectinolytic bacteria

Characterization of isolated pectinolytic bacteria was done by morphological studies and biochemical tests. The
isolates were studied for morphological characteristics like colour, size, margin, form, elevation and texture. Gram’s
staining was done. All the bacteria were subjected for biochemical tests such as catalase test, indole test, methyl red
test, Voges-Proskaeur test, citrate utilization test, urease test, gelatin and starch hydrolysis, and sugar fermentation
test with glucose, sucrose, lactose and galactose [14].

RESULTS

Isolation of bacteria from compost

After 24 - 48 h of incubation, growth of bacterial colonies was observed on 1% pectin agar plates from compost soil
sample (Figure 1). From this five different bacterial colonies that showed distinct colony characters were selected and
named as PDB01, PDB02, PDB03, PDB04 and PDB05 (PDB - Pectin Degrading Bacteria). Selected bacterial colonies
were pure cultured on to 1% pectin agar media plates and maintained at 4°C.

Study of pectinolytic activity of bacteria

Turbidity assay: After 24 h of incubation the result was observed in the form of change in turbidity. All isolated
bacteria showed the positive result for turbidity assay by increased turbidity in pectin broth media due to bacterial
growth (Table 1; Figure 2).

Plate assay: After 48 h of incubation good growth of all the bacteria (PDB01, PDB02, PDB03, PDB04 and PDB05) was
observed on 2% pectin agar plates (Figure 3). The plates when flooded with iodine-potassium iodide solution
showed clear zone around all the bacterial growth while no clear zone was observed in control plate (Figure 4). All
the five isolated bacteria showed positive result for pectin degradation in plate assay.

Cup diffusion method: In cup diffusion assay, after incubation, clear zone was observed around the wells filled with
culture filtrate of all the bacteria after treatment with iodine-potassium iodide solution i