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Almost 40 years have passed since the untimely death of
Evgent Stanislavovich Borovik, and the feeling of shock at
the unexpected passing of this energetic, robust, and charm-
ing man in the full flower of his talent still lingers in the
community of physicists, especially those who knew him
personally.

The multifaceted nature of Borovik's talent was impres-
sive. He was an outstanding specialist in various fields of
physics: low-temperature physics, magnetism, and plasma
physics, and also in the techniques of cryogenics, high
vacuum, and high magnetic fields.

After defending his Candidate’s Dissertation entitlgte
Heat Capacity of Liquidén 1947, Borovik went to work on
the problem of achieving ultrahigh vacuum. He developed a
fundamentally new cryogenic method of obtaining ultrahigh
vacuum, which significantly improved the productivity of a
number of devices. This method became widely used both at
home and abroad.

Borovik's fundamental contribution to solid-state phys-
ics was his research on galvanomagnetic phenomena. He ob-
tained laws describing the behavior of metals at high mag-
netic fields which showed that the properties of the charge
carriers in metals, the conduction electrons, are substantially
different from those of free electrons. These interesting and

important results could not be explained by the theoretical o ) ) ) ]
concepts of the existing electronic properties of metals. Th@ther original studies were done in connection with the use

series of papers on this subject was therefore of great valfyy cryogenic methodsbetatron using cryogenic solenoids,

in stimulating the development of the modern eIectronicthe impulse strength of mgtals at low temperatures).etc.
For many years Borovik taught a lecture course on fer-

theory of metals. Thanks to Borovik’s results, study of the maanetism at Kharkov University. and under his leadershi
galvanomagnetic properties of metals became the most efffomagnetism at harko ersity, and under his ‘eadersnip

cient method for studying the electron energy spectrum o#he Magnetism Group carried out wide-ranging research on
solids.

magnetic materials. He trained quite a number of specialists
. . ... in this field. Borovik's lecture course was the basis of an
In 1958 Borovik showed that it was practical in principle
for a thermonuclear reaction to occur in a high-density

often reprinted textbook on magnetism. In the last years of
. ) is life, Borovik served simultaneously at the Ukrainian
plasma at comparatively low temperatures and also pointe hysico-Technical InstitutéUFTI) of the Academy of Sci-
out the prospects for using high-pressure plasmas in othef,coq of the Ukrainian SSR and occupied the Chair of Ultra-
areas of science and engineering. In that same year the Iabﬂl'gh Vacuum at the Kharkov State University.
ratory he created began the development of a new field of = |, 1961 Borovik, who was the author of more than 120
plasma physics—the study of the properties of discharggcientific papers and patents, was elected Correspondent
plasmas at high and ultrahigh pressures. His laboratory congemper of the Academy of Sciences of the Ukrainian SSR.
ducted wide-ranging research in the application of low-He was awarded the Medal of Distinction for his scientific
temperature technique to plasma physics, and one of the firgk4jyity.
achievements was the design and construction of multiple- Borovik was an outstanding physicist and a talented sci-
ply solenoids of pure metals cooled to low temperatures. entific organizer. Unselfishly devoted to science, he had an
Borovik and his co-workers were the authors of an adiainexhaustible creativity and was a knowledgeable and tal-
batic magnetic-mirror plasma trap project. This made extenented investigator whose work had a significant influence on
sive use of cryogenic technique: low-temperature solenoidghe development of research in a number of different fields of
for producing high pulsed and steady-state fields, condensanodern physics. Unfailingly charming and direct in manner
tion and helium pumps, which made it possible to study theand having an inexhaustible creative energy, Borovik stands
process of penetration of fast protons into pure metal suras a model of the unselfish servant of science.
faces in deep vacuurfimodeling the conditions at the walls Many of Borovik’s students and colleagues have contrib-
of a thermonuclear reacforUnder Borovik's leadership uted articles in his memory to this special issue honoring the
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ninetieth anniversary of his birth. While the range of interestdronic properties of metals, superconductivity, and low-
of Borovik and his students and others who have followed irfemperature magnetism. _
his footsteps extends beyond the scope of the journal We thank the auth_ors of those papers aljd all who cherish
Temperature Physi¢ghe Editorial Board has accepted pa- the memory of EvgeniStanislavovich Borovik.

pers consistent with the coverage of this journal: the elec- V. V. Eremenko and V. S. Borovikov
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The experimental research on galvanomagnetic phenomena in layered organic conductors at high
magnetic fields is discussed in terms of the theoretical ideas about charge transfer phenomena

in conductors with a metallic type of conductivity and a quasi-two-dimensional electron energy
spectrum of arbitrary form. Attention is devoted mainly to the problem of recovering the
dispersion relation of the conduction electrons in layered organic charge-transfer complexes from
experimental studies of their magnetoresistance and quantum oscillation phenomena at low
temperatures. €005 American Institute of Physic§DOI: 10.1063/1.1884422

1. INTRODUCTION To suppress the insulator transition it is necessary to in-
crease the dimensionality of the conducting system, i.e., to
Interest in low-dimensional organic conductors rosestrengthen the coupling between stacks. On the one hand,
sharply in the 1960s after Little’s suggestiothat high-  this can be achieved by the application of high pressure.
temperature superconductivity might be realized in oneindeed, a metallic state stable to the very lowest temperatures
dimensional polymer chains. Despite the fact that this ideayas first obtained at a pressuPe=5 kbar in the quasi-one-
has not found experimental confirmation, joint efforts of dimensional complex (TSTEL.” Subsequently similar re-
physicists and chemists have led to the creation of a newults were obtained on a number of other compofritise
class of organic salts having metallic electrical most exciting achievement was the discovery in 1980 of su-
conductivity?® perconductivity — under  pressure P{9kbar) in
A characteristic feature of the electronic properties of thg TMTSF),PF; (Ref. 9 and then in the isostructural salts

first organic metals was a pronounced anisotropy of a quasi-TMTSF),X with X =AsFs, SbR, CIO,, etc. (a detailed
one-dimensional type due to their crystal structure. The main

structural elements of these compounds are planar molecules
having donor or acceptor properties. The best-known ex-
amples of such molecules are tetrathiafulvaléh&F), tet-

ramethyltetraselenafulvalen@ MTSF), tetraselenatetracene HETN <S\jH HCZ ™G ? c? > cH
(TST), and tetrgcyan_oqu_|nod|metham§CN_Q), which are HC s-CH H(lz\C/kc/c*c/é%c/‘ll‘H
shown schematically in Fig. 1. The radical ions of these mol- TTE Ho [ ] H
ecules form regular stacks along a preferred crystallographic Se—Se
direction. The interplane distance between molecules is often TST
shortened as compared to the van der Waals separation. The “=°\ﬁ’se\c= ,Se\olsl/CHg Hz?/ S\ﬁ/sxc_ /S\clez
mutual orientation of neighboring radical ions in the stack HC-C~s8  Se-C~ch, HC o Cn¢ B 5-CngCHe
makes for significant overlap of the molecular orbitals at TMTSF BEDT-TTF

minimal Coulomb repulsion. Fractional charge transfer from

the radical ions to the counterions causes a partial occupation Hz?/o\ﬁ’s\ <S\§/O\CH2 Hac\ﬁfSe\ <S\ﬁ/°\c»42
. C= C=
of the conduction bands thus formed. As a result, the con- HC o g/ J:H, Ho-Csd \s-Cug CHy

SN e
ductivity o along the stacks at room temperature in a number o

of compounds exceeds 10° S/cm and grows with decreas- BEDO-TTF (BEDO) DMET
ing temperature. At the same time, the overlap of the mo- Acceptors
lecular orbitals between stacks is much weaker, making for N N
extremely low conductivity in the transverse direction, % e=c & s S

. . \ / \ /c J/ \C/s\ Vatn SN
~1 S/cm or less, at room temperature. Such high anisotropy L=k =g s=c{_ I S/M\ I je=s
of the electronic properties leads to Peierls instability of the & =¢ Ky STITS ST
metallic state, characteristic for quasi-one-dimensional con- TCNQ M(dmit) ,

ductors: as the temperature is lowered, the substance under- . .
" . . . . IG. 1. Donor and acceptor molecules on which the best-known crystalline
goes a transition to an insulating state with the formation Otyganic conductors are basétie full names of the molecules are given in

a charge- or spin-density watg® the texi.
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review of the physical pr_operties of these so-called Bechthe superconducting statd ¢=1.5 K).* Interestingly, at a
gaard salts can be found in Refs. 8 angl. 10must be noted, relatively low pressurébelow 1 kbay the superconducting

however, that the superconductivity in those compoundsgransition temperature increases abruptly by a factor of five,
competes with instability of the Peierls tygin this case jumping from 1.5 K to 7.5-8.0 K>

leading to a state with a spin-density wawehich limits the Soon after the discovery of superconductivity in
temperature of the superconducting transition to values in th%-(BEDT—TTF)Zlg, the isostructural superconducting salts of
1 K region. BEDT-TTF with the anions IBf and Aul were

On the other hand, it has proved possible to synthesizgynthesized, with transition temperatur@s=2.7 K and
conducting complexes in which the organic molecules do nog g K, respectively>® significantly exceeding the
form weakly coupled individual stacks but rather form ime'highest transition temperature in quasi-one-dimensional
gral layers with significant overlap of the orbitals in two superconductors. By now there are some dozens of
directions. For example, the first layeretquasi-two- |4yered organic superconductors known, most of which
dimensiongl organic superconductorB-(BEDT-TTF),l; are BEDT.TTF saltd® Some of the other
(BEDT-TTF denotes bigthylenedithigtetrathiafulvalene;  ,,1ecules for which superconducting compounds have been
see Fig. 1 was synthesized in 1984 The crystal structure synthesized are shown in Fig. 1: fthylenedioxy

of this compound is given in Fig. 2. The BEDT-TTF tetrathiafulvalene (BEDO-TTF), dimethylethylenedithio-

cation radicals form stacks arranged in layers altemaﬂaniseIenadithiofulvalene(DMET), and metal complexes of

with the layers of { ions. The presence of a significant num- .., 5-dimercapto-3-dithiol-2-thione ~ (M(dmj)). ~ The

ber of shortened contacts both inside the stacks and betwe?gcor'd values ofT, at present have been obtained in the
Cc

them makes for an almost isotropic conductivity along theIayered compoundsc-(BEDT-TTE),[N(CN),]X with X
layers, o=30 S/cm, at room temperature, while in the di- —Br (T,~11.6 K, P=0 kbar)” and X=Cl (T,~12.8 K
rection perpendicular to the layers the conductivity is almosb:0 3 Ebar)ls an’d,B’-(BEDT-TTF) ICl, (T ;14 2 K P’
three orders of magnitude lowErNevertheless the tempera- -8 .kbar)lg ' 22 e -

ture dependence of the resistivip~=1/o is of a metallic '

h ter ind dent of the directi f th t th To understand the nature of superconductivity and a
character independent of the direction of the current, In€ 1&g e of other, no less interesting, phenomena observed in
sistance falls off monotonically with cooling, and at

=2 K it is more than two orders of magnitude lower than atorga_nic conductorgsee the review in Ref. 10, for example

. ._detailed knowledge of the electron band structure of these
room temperature. On further cooling the substance goes into : . .

compounds is needed. In the case of ordinary metals high

magnetic fields are a powerful tool for investigating the elec-
tronic spectrum. In particular, measurements of the anisot-
ropy of the magnetoresistance permit one to investigate the
topology of the Fermi surface of the met&r?*and from the
Shubnikov—de Haas oscillations one can determine the val-
ues of the extremal closed cross sections of the Fermi surface
and some other important characteristics of the charge
carriers>>~2° These methods are widely used to study the
electronic  structure of ordinary three-dimensional
metals?®~2

In 1988 Shubnikov-de Haas oscillations were observed
in the layered superconductos (BEDT-TTF),IBr, (Refs.

28 and 29 and «-(BEDT-TTF),Cu(NCS), (Ref. 30 at
magnetic fields~10 T. These studies provided the first di-
rect proof of the validity of the Fermi liquid description of
the electronic properties of the given materials and stimu-
lated intensive further research on organic conductors at high
magnetic fields. By the mid-1990s extensive information had
been accumulated on the subject, a detailed review of which
was given by Wosnitza! Some interesting results of the ap-
plication of high fields for studying layered organic conduc-
tors are reviewed in Refs. 32 and 33.

By virtue of the extremely high anisotropy of the elec-
tronic properties of organic conductors, their behavior in a
6. 2. Crvstal struct - o onal _ strong magnetic field differs substantially from that of ordi-
T et st 1 oot *ary thee-dimensional materials. This s true of both the
Prokhorova, R. P. Shibaeva, andBE Yagubski, JETP Lett39, 17(1984.  quantum oscillations of the magnetoresistance and its quasi-
The stacks of BEDT-TT¥" cation radicals, which lie in the crystallo- classical components, which demonstrate qualitatively new
graphic direction +b), form layers separated along thexis by layers of  effects absent in moderately anisotropic three-dimensional

I3 anions(a); the arrangement of the molecules in the conducting layer; the ; A ; ;
dotted lines denote the shortened contacts responsible for the metallic corr1TJetaIS and in purely two-dimensional conductlng systems.

ductivity between the sulfur atoms from neighboring moleculss The In this article We review the baS_|C galvanomagnetic phe-
figure was kindly provided by S. S. Khasanov and R. P. Shibaeva. nomena observed in layered organic conductors and their use

a+b
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for quantitative study of the electronic spectrum of these ma- “ an anp,

terials. Attention is devoted mainly to the interlayer magne-v,= — Z TSH(px,py)sin T+ an(Px,Py) | < UE.
toresistance features caused by the presence of a Fermi sur- "~ 5
face in the form of a cylinder with arbitrary cross section and 2)
with only a slight corrugation in the direction perpendicular Here the ratio of the transverse conductivity to the

to the highly conductive layers. A prominent example of aconductivity oy along the layers in the absence of magnetic
system having such a Fermi surface is the superconductdield is equal in order of magnitude to the square of the
B-(BEDT-TTF),IBr, (Refs. 10, 31, and 32which is isos-  quasi-two-dimensionality parametey?.

tructural to the complex3-(BEDT-TTF),l;. In particular, In a magnetic field the components of the conductivity
the Shubnikov-de Haas oscillations with two close frequeniensor, which relate the current density to the electric field
cies attest to a simply connected Fermi surface in the form of |

a slightly (~1%) corrugated cylinder occupying approxi- ~ Ji=iEi 3

mately half the volume of the Brillouin zone. Such simple can be found using the Boltzmann transport equation inrthe
topology of the Fermi surface and the high quality of singlegpproximation for the collision integral. Without any model
crystals of this Compound make it an excellent model ObjeChssumptionS about the electron energy spectrum, the quasi_
for studying electronic phenomena in quasi-two-dimensionag|assical expression far;; in the case of periodic motion of

metals. Below we shall consider the quasiclassical magnes charge with periodg=27/w. in a magnetic fieldB has
toresistance of3-(BEDT-TTF),IBr, and show that the ef- the form

fects observed, in particular, the peculiar dependence on the

magnetic field direction, are due to the quasi-two- _ _ 2¢°B f de dtole) f d jTBdtU'(t)
dimensional character of the electron spectrum and permita ' c(2mh)® de Pe 0 :
guantitative description of the Fermi surface. Section 3 is

deyoteq to Shubnikov-de Haa_s osciII.atio_ns,. Fhe behgvior of « Jt dt'v;(t")exp((t' —t)/7). ()
which in the substances considered is significantly different —w

from the predictions of the standard three-dimensional theor'y_| . . . . :
based on the Lifshitz-Kosevich model. Although a quantita- eret IS th_e time of motlc_)n of a conduction electron in the
tive description of the Shubnikov-de Haas effect for quasi_magnetlc field under the influence of the Lorentz force
two-dimensional systems is far from complete, the existing  dp/dt=(e/c)[vxB], (5)
models are capable of explaining a number of qualitative ) .
features observed experimentally. In the final Section wé 7> andfo(e) are the charge, mean free time, and equilib-
give a brief description of the Hall effect expected in a quasifium Fermi distribution function of the conduction electrons,

two-dimensional metal at high magnetic fields. w.=eB/(m*c) is the cyclotron frequency of an electron in a
magnetic fieldB, m* is its cyclotron effective masgg is the

momentum projection in the magnetic field direction, and
is the speed of light.

The Fermi surface of layered conductors is weakly cor-
rugated along the, axis; it can be multisheet and consist of
Fopologically different elements in the form of slightly cor-
rugated cylinders and slightly corrugated planes in momen-
tum space. In the absence of marked anisotropy of the con-
ductivity in the plane of the layers the most probable shape
* 5{ of the Fermi surface is that of a slightly corrugated cylinder;

2. QUASICLASSICAL MAGNETORESISTANCE

The sharp anisotropy of the electrical conductivity of
layered conductors is due to anisotropy of the velocities o
the conduction electrong=de/dp, and the energy of the
charge carriers in such conductors,

e(p)= E en(Px,Py)CO a;li—szran(px,py) ; (1) at least one sheet of the Fermi surface in such layered con-
n=0 ductors is a cylinder with cross section located inside one
N ) unit cell of momentum space.

en( =P~ Py) =n(PasPy); Let us consider galvanomagnetic phenomena in a con-

- (—p — ductor whose Fermi surface is in the form of just one cylin-

%l Px:Py) == (= Px. = Py) der which is slightly corrugated along tipe axis, in a mag-
depends weakly on the momentum projectipi=p-n on  netic field B=(0,B sing,Bcosd). The sections of such a
the normah to the layers & is the distance between adjacent surface by the plan@g=p,cosé+p, sinf=const at /2
layers, andh is Planck’s constapt It is natural to suppose — 6)> 7 are almost the same for different values of the mo-
that the functionss,(py,py) with n=1 are much less than mentum projectiorpg on the magnetic field direction, and
the Fermi energy  and fall off rapidly with increasing, as  the velocity components of the conduction electrons in the
occurs in the tight-binding approximation, for example. plane of the layersy,(pg,t) andv,(pg,t), depend weakly

The charge carrier velocity, along the normal to the onpg. At the same time, the velocity along the normal to the
layers is much less than the characteristic Fermi velagity layers is substantially different on different sections of the
of the electrons along the layers, and the quasi-twofermi surface by the plangs;=const. Hence it follows that
dimensionality parametet; of the charge-carrier energy the expansion of the components of the conductivity tensor
spectrum can be determined as the ratio of the maximurnd) in power series in the quasi-two-dimensionality param-
value ofv, on the Fermi surface(p) =& to the valuevg, eter » starts with the second or higher power terms, provided
ie., that at least one of the indices ofj is z (Refs. 34 and 3p
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FIG. 3. Resistance Ofﬁ-(BEDT—TTF)2|BI’2 single crystal measured in the FIG. 4. Field dependence of the inter|ayer resistarﬁe of a

direction perpendicular to the highly conductive plaie in a magnetic  g-(BEDT-TTF),IBr, single crystal aff=1.4 K for two different magnetic
field B=15T, atT=1.4 K, versus the anglé between the field direction field directions. Curvel corresponds to a maximum and cu®¢o a mini-

and the normal to thab plane. The geometry of the experiment is illus- mum on the oscillatory angular dependence, as is shown in the inset.
trated schematically in the upper inset. A characteristic feature of this de-

pendence is the presence of strong oscillations that repeat periodically in the

g scle g 1o Shour, I e lower e, In o, 4 <D bk of Mpanitested to some degree or other in practically all layered
6=90° (see Sec. 2.2 and Fig).7 organic conductorésee, e.g., the review articiés®) and in
a number of other layered structurds** This orientation
effect does not take place in ordinary metals and is observed
The resistivity of such conductors along the layers is ofonly in layered conductors with a quasi-two-dimensional
the same order of magnitude as that of an uncompensateectron energy spectrum.
metal, i.e., at any orientation of the magnetic field the resis-
tivity is essentially no different from that in the absence of3 1. angular oscillations of the magnetoresistance
field. In contrast, the resistivitg,, along the “hard” direc- .
tion of current flow, i.e., along the normal to the layers, is ~ WWhen current is passed along the normal to the layers

extremely sensitive to the orientation of a strong magnetid€ electric field is aimost parallel to the current, gndis
field. equal to 14, to within corrections small in the parameter

Figure 3 shows an example of the angular dependence gr<l. o ) ) ) ,
the resistanc®, measured in the direction perpendicular to A significant first step in the. explanation of the orienta-
the highly conductive planab of a B-(BEDT-TTF),IBr, tion effept was made by.Yamaf]?, Who' for the case of a
single crystal as a magnetic fieB=15 T is rotated in a rather simple charge-carrier dispersion relation
plane normal to theb plane. The geometry of the experi- 2492 a

. . . . Px y Pz

ment is shown schematically in the inset. The most remark- &= om —2t, co 7
able feature of this dependence is obviously the strong oscil- . . S
lations of the magnetoresistance. The positions of the locaalculated, in the linear approximation in the small parameter
maxima on theR, (6) curve are independent of the magnetic #<1, the dependence of the area of section of the isoenergy
field strength and temperatuttand, as is seen in the figure, surfaceS(e,pg) by a planepg=const on the angl® be-
periodically repeat in the tafiscale over the entire range of tween the magnetic field vector and the normal to the layers:
angles except in a small ne|ghb(_)rhood6t# 77_/2. The field S(sr,pg)COSH= 7Tp|2:
dependence of the magnetoresistance varies sharply as the

(6

field direction is changetf” as is shown in Fig. 4, the apg ape
resistance increases in approximate proportioBidor the +ammt, COS( W>J°<Ttan6 ’
field direction corresponding to the maximum on the angular

dependencécurve 1), while at the minimum a tendency to- ™
ward saturation in fields above 5 T is clearly seen. wherepg=(2meg) 2, andJy(u) is the zeroth-order Bessel

Such behavior, which was first obseré®dn a high-  function. It is clear from expressiofY) that the areas of all
quality sample ofg-(BEDT-TTF),IBr,, turns out to be a the cyclotron orbits are practically equal at the periodically
general property of quasi-two-dimensional metals and igepeating zeroes of the Bessel function. Obviously this can
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be achieved by an a_\ppropri_ate choice of the ani%le At i TBd ¢ " an , e3B cosf

such an angle the drift velocity of the charge carriers, azz—n:1 . tf_w t 7 en(t)e,(t )W
— _1 (7B dS/dpg t'—t an o
vz(pB)zTglf0 dtv,(t,pg)=cosé S 3s (8) ><exp<T cog ——[py(=py(t)]}, (10)

where all the functions in the integrand are functions aid
becomes negligibly small. This leads to a sharp decrease i only. With corrections small in the parameteys<1 and
the conductivityo,, and ultimately to a sharp peak of the 7»<<1 taken into account, the conductivity tensor component

magnetoresistivity,, at =6, . o, takes the following fornf®49
Formulas(7) and(8) correctly reflect the qualitative na- A€m* 7 Cosd
i i r
ture of the angular oscillations of the magnetoresistance op— UZZZTE nzlﬁ( 0) + 7200 7201+ 1200):
served experimentally. In fact, the sharp decrease of the dif- ™
ference between the maximum ar®g,, and minimum area 1D

Smin Of the cross section of the Fermi surface at the maximg,nere
of the angular dependence was evidenced back in the experi-
ment of Ref. 29: at those orientations of the magnetic field
for which the magnetoresistance took a maximum value the
beats of the Shubnikov-de Haas oscillations, due to the dif-
ference Gmax—Smin), vVanished. and the functionsp; and ¢,, which depend on the orienta-
The conductivity tensor componeat, at high magnetic  tion of the magnetic field, are of the order of unity, as in the
field (w.7>1) in the case of the charge-carrier dispersioncase of the carrier dispersion relatig®). The main contri-
relation (6) with corrections taking into account small pa- bution to the integral ,(#) for tang>1 comes from small
rametersy and y=1/w.7 has the form**’ neighborhoods of points of stationary phase, whasg/Jt
=—(eH/c)v, cosh#=0. There are at least two such points on
the closed electron orbit: these are the turning points where

1,(0)=Tg" fOTBdtan(t)cos{nag,(t)tan0/ﬁ}, (12)

*
UZZ:Zanm—zcosa i g(ﬁtang + nlog( 72D, vx(t12)=0. Hereg(t;) =€p(t,) and, if there are no other
mh h points of stationary phase on the electron orbits, the
+92D,), (9) asymptotic expression fdr,(6) takes the form
|277ﬁ|1/2

whereay is the conductivity along the layers in the absence (€)= 2en(t1) Telanp|(tytand?
of magnetic field, andb; and ®, are functions of the tilt
angle of the magnetic field to the layers and are of the order xoos{ nap,(ty) ang— T 13
of unity. h 4

For arbitrary field direction the Bessel functialy is ) ] o ] )
generally nonzero, and the conductivity, is determined by where a prime denotes differentiation with .respect to time.
the first term in expressiof9). In that case the magnetore- ' N€ functionsl,(6) ha;/e a set of zeroes which for tar1
sistance is essentially the same as that observed in ordinaf§Peat with a perioth
unpompen'sated meta]s: 'it is relatively low and goes to satu- A(tang)=2mh/aD,, (14)
ration at high magnetic field. Fad#= 6., however, wherj,
=0, the conductivity is proportional t¢?, and the magne- whereD ,=2p,(t;) is the extent of the cross section of the
toresistance to current transverse to the layers grows witkermi surface along thp, axis. Thus for an arbitrary form
magnetic field in proportion t®2, reaching saturation only of the quasi-two-dimensional electron energy spectrum for
in the region of very high magnetic fields, i.e., for< 7. tan#>1 the conductivity transverse to the layers, expressed
Such a character of the field dependence is in good qualitdsy formula (11), and, hence, the interlayer resistance vary
tive agreement with the experimental results presented iwith period(14) on increasing tan.
Fig. 4. From the periods of the angular oscillations of the mag-

Naturally, a theoretical analysis of the transport phenomnetoresistance for different orientations of a strong magnetic
ena with the use of a very simple model of the carrier disfield one can determine the shape of the cross section of the
persion relation in the fornf6) cannot claim to give a quan- cylindrical Fermi surface. Such a procedure was first applied
titative description of the experimentally observedto 8-(BEDT-TTF),IBr, in Ref. 46. The result is presented in
dependence of the magnetoresistance on the strength of tk&y. 5. This effect is now widely used to study the Fermi
magnetic field and on its orientation with respect to the cryssurfaces of organic metals and other layered conducsess
tallographic axes; nevertheless, in many cases this model ef.g., Refs. 31-33, 43, and ¥4
the electron energy spectrum permits a correct comprehen- Naturally, all the terms in the sum overin formula(11)
sion of the nature of electronic phenomena in layered coneannot vanish simultaneously. For examplegat6;, when
ductors. I,(#) vanishes, all the functionk,(6) for which (n—1) is

In the case of an arbitrary dispersion relation of thenot a multiple of four are substantially nonzéfoand the
charge carriers an asymptotic expressiondgy »,y) at ar-  asymptotic behavior ofo,, depends substantially on the
bitrarily small y and 5 has the formi448 character of the decay of the functiong(py,p,) with in-
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Aa sus 6. In Ref. 46, by writinga4(py, py) in the form of a
/\ linear combination op, andp,, the results of the calcula-
tion were reconciled with the experimentally observed asym-

metry in the angular dependence of the magnetoresistance.

2.2. Resistance in a magnetic field almost parallel to the
layers

\P The contribution to the conductivity from the rapidly
oscillating functions in the integrand in formui{d2) for y
<1 is smaller the larger the value of tanConsequently, the
\/ monotonic part of the magnetoresistance increases with de-
FIG. 5. Cross section of the Fermi surface of the layered organic supercon\{latlon .Of the magnetic field from the normal to the layers in
roportion to targ, as long asy tan6<1.

ductor B-(BEDT-TTF),IBr,, determined from experiment on the angular p g . .
oscillations of the magnetoresistarfédhe Brillouin zone boundary and the When 6 is quite close ton/2, specifically for »tané
directions of the crystallographic axes in the plane of the layers are shown=1, a necking of the electron orbit occurs along theaxis.
In this region of angle® a substantial rearrangement of the
electron orbits occurs. When the neck widtp goes to zero,
creasing indexn. Agreement with experiment can be 3 small orbit splits off from the highly elongated orbit; this
achieved by keeping certain terms in the sum aven the  small orbit is located completely inside one unit cell of mo-
formula (11) for o,. mentum space. The nucleation of small electron orbits begins
A theoretical calculation of the resistance to Currentat a parabo”c point of the Fermi Surface' where the maxi-
transverse to the |ayerS with three terms retained in the Surﬁhum value of the electron Ve'ocity a|ong the magnetic field
over n in the formula(11) for o, gives a result for th&  on the electron orbit occurs. In the case of charge-carrier
dependence of the magnetoresistance of the conduct@lispersion relatior(6) the small electron orbits arise when
B-(BEDT-TTF),IBr; that is closer to the experimentally ob- ¢osg= 1, and for an arbitrary shape of the Fermi surface in
served dependence lif,;/1,=0.4, while for the more an- the form of a weakly corrugated cylinder, when @is of
isotropic organic conductor (BEDT-TTEPIA (DIA is di-  the order ofy. With further growth ofé the number of small
iodoacetylenp this is found forl,.;/1,=0.2 (Ref. 50.  orpits increases, and &t= /2 the relative fraction of charge
Figure 6 shows the results of a calculation of the angulagarriers with small orbits in momentum space becomes of the
dependence of the magnetoresistance of the organic condugrder of 732
tor -(BEDT-TTF),IBr, with several harmonics kept in the The character of the angular dependence of the magne-
dispersion relation of the charge carriers fqr;/1,=0.04  toresistance fom tang=1 is easily ascertained for arbitrary
andl,.;/1,=0.4. The experimental angular dependence ofgependence of the energy of the charge carriers on their mo-
the magnetoresistance was taken from Ref. 46. mentum. In this region of magnetic-field tilt angles with re-
The energy spectrum of the charge carriers in almost alkpect to the layers the values of, py, andv, vary slowly
organic compounds lacks symmetry with respect to the reyith time, while p,, to a sufficient degree of accuraéto
placement op, by —p,, and taking the phase of,(px.Py)  corrections small iny and cos) varies in time by a linear
into account in formula11) has a sensitive effect on the |aw almost everywhere on the slightly elongated orbits ex-
position of the sharp maxima of the magnetoresistance vegept in the vicinity of necks and turning points, where the
velocity projectionv, is small.
To calculate the conductivity tensor component, for

ntanf~1 we use the Fourier representation for the electron
velocity along thez axis:
[22] .
= v()= > v expikmgt). (15)
> k=—o
]
© The contribution to the conductivity along the normal to
el the layers:
2e’r
Oz7— (277_%)3
27h cosbla _ - (v(k))z
X 27m*d 242> 2~
fo T pB[“Z 2, 1+ (Kwgr)?
FIG. 6. Dependence of the magnetoresistance transverse to the layers for the (16)

organic conductopB-(BEDT-TTF),IBr, on the angled between the mag-
netic field vector and the normal to the layers, calculated theoretically withfrgm charge carriers executing motion a|0ng orbits with

several Fourier gomponents taken into aEcount_ in the dispersion relation ost’ma” necks is Iarge, since they travel near the neck for a
the charge carriers: curvé—for |,,,/1,=0.04; curve2—for I,,./I,

=0.4. Curve3—experimental curve of the angular dependence of the resisjong time. T_heir _periOd of gyration in a magnetic field di-
tance transverse to the layéPs. verges logarithmically ad p goes to zeroTgeIn(1/Ap), so
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tion to the conductivity tensor componeamy, at = /2 is
08l BT from the small fraction of conduction electrons with orbits
’ near the self-intersecting cross sectimg= p. of the Fermi
surface. These charge carriers move slowly alongzthgis
with a periodT(pg) larger than or comparable to their mean

07 free time 7 for arbitrarily high values of the magnetic field.
Since the velocity along thg axis for electrons on orbits
0.6 pg= Py close top, is small, which corresponds to a weak
c dependence of on p,, in calculating the period (py) of
ol the electron’s motion one is justified in using an expansion of

the energy in a power series for smal}, dropping the
higher-order harmonics in formuld):

12
10
B \8/\’_ e=e0(0,py) + pi/2m,+e,(0, py)cogap,/4). (17)
—\L&_

Using relation(17), one can easily calculate the period of the

o electron’s motion along orbits close to self-intersecting,

: - - Te(py) =7 YT fwd 2+sif a) 12 18
88 89 90 91 92 s(Py) =7 "o | da(é @) 18

0,d . .
°d where To=2w7c/(aeBvg) agrees in order of magnitude

FIG. 7. Structure of the peak on the angular dependence of the magnetor@vith the period of a conduction electron’s motion in a mag-
sistance of3-(BEDT-TTF),l5 in the vicinity of #/=90° for different values  netic field normal to the layers, and
of the magnetic field. Plotted according to the data of Ref. 53.
2_
§°=[e—£0(0,py) —&1(0,py)1/284(0, py). (19

that in a certain layer of electron orbits this period is much ~ As the self-intersecting orbit is approache&dpecomes
greater than the mean free time. The lower the cyclotrordn arbitrarily small quantity, and the integral in formyls)
frequencyw,, the more terms must be taken into account indiverges logarithmically in proportion to In(g).
the sum ovek in formula(16), and forw.— 0 the contribu- Unlike ordinary metals, where the period of the carriers’
tion to o, of such electrons is comparable to their contribu-motion is greater than or comparable to the mean free time
tion in the absence of magnetic field. Thus the appearance @nly in an exponentially small region of the cross sections of
self-intersecting electron orbits foptang~1 leads to im- the Fermi surface near the self-intersecting otbitn a
provement of the conductivity of the layered conduéfo¥  quasi-two-dimensional conductor the conditidig>7 is
As the angled approaches closer te/2 the magnetoresis- Valid in a significantly wider region of electron orbits, since
tance begins to grow, since the tesp which is independent  the period of the electrons’ motion near the self-intersecting
of the magnetic field strength, goes to zero in proportion tPrbit, even for¢ of the order of unity, is inversely propor-
cog 6 and the resistance to current transverse to the layer§onal to the small parameten™. Thus for »"?< yo<1,
after passing through a minimum in the region of anglesvhereyo=To/, there are quite many charge carriers whose
where co9 is of the order ofy, again increases, reaching its Period of motion in the magnetic field are greater than or
maximum atf= /2.5252 In this case the resistance to cur- comparable to the mean free time. As a result of averaging
rent transverse to the layers increases without saturation wit@ver states of the conduction electrons the conductivity of a
increasing magnetic field in the plane of the layers. layered conductor falls off in proportion toBLiith increas-
Formula (16) gives a good description of experiment. INg_ Magnetic field directed in or near the plane of the
Indeed, the angular dependence of the magnetoresistancel#Yers:
F_ig. 3 demonstrates a slight_ drop that is followed by a rgpid 0= 1200 Yo. (20)
rise at angle®— =/2. A detailed study of the magnetoresis-
tance peak in the vicinity of= /2 was carried out by Ha- With increasing magnetic field the number of electrons
nasakiet al > for the layered conductqs-(BEDT-TTF),l5, whose periods of motion exceed the mean free time de-
a close analog of the complg(BEDT-TTF),IBr,. In par-  creases, but in the limit of high magnetic field, whep
ticular, it was found experimentally that the width of the < p'”2<1, the contribution of the small fraction of electrons
peak is practically unchanging with magnetic field strengthwith open trajectories in momentum space close to the self-
This is illustrated in Fig. 7, where the angular dependence dntersecting cross section of the Fermi surface,
the magnetoresistang@-(BEDT-TTF),l; at various values oo 7320 2 21)
of the field is shown for angles close #62. The constancy 22~ 77900
of the peak width permitted the authors of Ref. 53 to at-nevertheless exceeds the contributionotp, from all the
tribute its origins to the geometry of the Fermi surface, speother electrons. In this region of magnetic fields the linear
cifically, to the slight corrugation along theaxis, and thus growth of the resistance to current transverse to the layers
to estimate the quasi-two-dimensionality parametgr gives way to a quadratic growth with magnetic fiétd®
=10 2. In formulas (20) and (21) we have dropped numerical
Let us now consider the dependence of the resistance dactors of order unity which depend on the concrete form of
the magnetic field strength fat=7/2. The main contribu- the electron energy spectrum.
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An analogous dependence of,, on magnetic field at the minima ofp(6). At those magnetic-field orientations
strength was obtained by Lebed and Bagteind by for which p(6) has a minimum it is significantly easier to
Schofield and Coop#&twith the use of a model of the form achieve saturation with respect to magnetic field strength, as
(6) for the electron energy spectrum. is indeed observed experimentafly’*’(see Fig. 4.

In the case of a carrier dispersion relati@y the depen-
dence of the momentum compongnton time 7 in a mag-
netic field parallel tp the plang of the layers is described byS. SHUBNIKOV-DE HAAS EFFECT
the standard equation for a simple pendulum:

2 2p2 With decreasing temperature the mean free path of the

J°p, 2at eB ap, e o i ,
+—  sin—=0. (22)  charge carriers increases, and the condition of high magnetic

at? mch h field (w.7>1), under which the dynamic properties of the

The solution of this equation enables one to write the_Conductlon electrons are most clearly manifested, is realized

dependence of the electron velocity o timet explcty 7, & ML TEO0S B ERERC SO B e rameport
with the aid of the Jacobi functions, which together with ' ’ d P

their Fourier transforms have been tabulated in sufficient de® roperties can turn out to be incorrect.

. . e . . At Leiden in 1930 Shubnikov and de Haas observed a
tail, and Schofield and Coopihad no difficulty in carrying complicated magnetic-field dependence of the resistance at

numerical calculation of th ndence of the resis: " " . . . .
out a numerical calculation of the dependence of the resis K in a single-crystal bismuth sample of very high quality

tance to current transverse to the layers on the magnetic fie N ; T2
strength over a wide range of magnetic field and parameteoartLheatrg;';ivifgs;n;’fsmitﬁaviiﬂr?#:dngf[ii'?ireulgcgrlg%ogx?
n. It follows from their calculation that in a quasi-two- y g Y

dimensional conductorsf<1) the contribution tar,, from }2\\;\;?3 gfif)lrllla:t)r?i/ ?nec?i\gﬁ;r?t\éizsiiitﬂzsr;e;gfezng aZri
electrons with small orbits foé= /2 over a wide region of 9 q P P

magnetic fields is significantly smaller than the contributionOdlc dependence of magnetoresistance of bismuth on the in-

. . . o verse magnetic fiele?
of the charge carriers with open trajectories in momentum . . .
9 P J This effect, which came to be called the Shubnikov-de

space, which thus govern the behavior of the magnetoresis- . . )
P g 9 aas effect, did not follow from a quasiclassical treatment of

tance at high magnetic fields, in accordance with what w ) . X
charge transport phenomena in solids and for a long time was

have said above. .
Concluding this Section, we note that the unrestricteor?g;rded k?s another Ianofmaly among r;[he unudsual Egﬁeét'es

growth of the magnetoresistance with in-plane field is due t<f 'qut - Itwas only after 8 years that Lan au showe

the absence of drift of the charge carriers along the currenpalt oscillatory dependence of the magnetoresistancetn 1/

direction, i.e., along the axis2° whereas in a magnetic field and also the oscillations of the magnetic susceptibility of

tilted with respect to the layers the growth of the resistanc%sr::grt]h'inwgc?’ho h;: Vesglna?fcg::rteod bgar?t?z;;is Oafnt(:rll(;/an
to current transverse to the layers with increasing magnetic P ' q

field, p(B)= p,,=1/c,, gives way to saturation at high energy of the charge carriers in a magnetic field and are

fields: inherent to all degenerate conductors. In a quantizing mag-
' netic field the density of states of the electrons has a square-
p()= 1/<U_§T>_ (23 root singularity, which at the Fermi level repeats periodically

. ) ) with variation of 1B; this is what leads to the oscillatory
The angle brackets genote Integration over the Fermi surfacgependence of the thermodynamic and kinetic characteristics
with weight factor 2°B/c(27%)”. . _ of the conductor on the inverse magnetic field. Rather high
For any magnetic field orientatiop,, increases with  agnetic fields are needed for observation of these oscilla-
magnetic field, since all the diagonal components of the congons, sufficient that the distance between the quantized Lan-
ductivity tensor fall off monotonically with increasing mag- g, levelsAe=fiw,, exceeds their widtth/r, and the tem-
netic field. O_ne can readily see this by turning to formmaperature smearing of the Fermi distribution functiyT (kg
(16), from which it follows thato,(0)=0,/B), and is Boltzmann's constapbut nevertheless much less than the
do,{B) 8e?r Fermi energy, i.e., the'conditiorkBT_shwc<sF must be
B 2278 met'. Iq metals thg carriers respon5|blg for these quantum
oscillations comprise only a small fraction, of the order of
2k cosola 2 (vhwer)? (hwe/ee)Y? made up of those for which the area of section
xf 2mm*dpg >, 1T (ko212 <0, S(e,pg) of the Fermi surfaces(p)=e by the planepg
0 =1 (14 (keoer)7] =const is close to the extremal val&g,;.
(29 From the period of the magnetization or magnetoresis-

. . . tance oscillations,
where the equals sign applies only in the case of the longi-

tudinal conductivity of an isotropic conductor. 2mhe

The rate of increase of the resistivipy, with magnetic A(1/B)= S’ (29
field depends substantially on the saturation val2®@ to X
which the resistivity tends in the limit of infinitely high mag- one can determine the extremal area of plane sections of the
netic field. At the maximum of the angular dependence of the&=ermi surface. Thus a reliable spectroscopic method was
resistivity the value ofv,?7) is proportional toz*, and the  develope®®* which is still being used successfully to re-
resistivity increases more strongly with magnetic fiBlthan  construct from experimental data the main characteristic of
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the electron energy spectrum of degenerate conductors—thiee had already been proposed in the monograph by Bethe
Fermi surface (see, for example, the monograph by and Sommerfeldsee Figs. 23—-25 of Ref. T2A quadratic
Shoenbert). isotropic energy spectrum of the charge carriers was also
Oscillatory dependence of the magnetoresistance of ased later in the paper by Adams and Holst&imhich was
metal on 1B due to quantization of the energy of the orbital devoted to the study of galvanomagnetic phenomena in con-
motion of the charge carriers in a magnetic field was firstducting media.
calculated by Akhiez&F using Titeica’s methof® The es- In the case of an isotropic dispersion relation of the
sence of Titeica's method is that by taking into account thecharge carriers there is only one extremal plane section of the
oscillatory character of the motion of electrons in a magnetid=ermi surface—the central cross section, of &8gga~= wpﬁ
field, one can represent the electric current as the drift of the=27epm*.
centers of the electron orbits. Here the resistance to electrical Low-temperature experiments on the magnetic suscepti-
current flowing in the direction orthogonal to a strong mag-bility of rather pure metals, carried out by Shoenberg and
netic field arises because of scattering of the charge carrierso-workers at Cambridge and by Verkin and Lazarev and
Akhiezer, following Titeica, assumed that the mechanism ofto-workers at Kharkoysee Ref. 25 and the references cited
dissipation in the system of conduction electrons was theitherein, and also resonance and magnetoacoustic
scattering by phonons. Although Akhiezer’s work containedphenomen&?* have given evidence that even in ordinary
a number of errors in the calculations of the amplitude of thequasi-isotropic metals, except for a small group of alkali
magnetoresistance oscillatiotfshe nevertheless obtained metals, the electron energy spectrum is rather complex and is
the correct expression for the period of the oscillations andubstantially different from the spectrum of free electrons.
pointed out the significant growth of the quantum corrections  To explain the experimental studies of quantum oscilla-
to the magnetoresistance as the temperature approaches zeimon phenomena it was necessary to create a theory with the
The quantum oscillation effects in the magnetoresistanceeal electron energy spectrum taken into account. The suc-
of bismuth at extremely low temperatures, when the chargeess of Lifshitz and Kosevich's thedfyof the de Haas-van
carriers are scattered mainly by impurity atoms, were conAlphen effect under the most general assumptions about the
sidered by Davydov and Pomeranctfilalready in that pa-  form of the electron energy spectrum of metals with the use
per it was shown that the probability of scattering of an elec-of only the area quantization rule
tron will oscillate with variation of the magnetic field and
that it is is _extremely impgrtant to f[alfe such oscillgtions into S(s,pg) =27 (n+1/2)eBlc, 27)
account. Zil'bermaf? applied the Titeica’s method in calcu-

lating the quantum oscillations of the magnetoresistance in ) o . ) o
the case of scattering of conduction electrons in a metal b heren is a nonnegative integer, stimulated investigation of

heavy impurities and showed that the amplitude of th he electronic properties of metals without the invocation of

Shubnikov-de Haas oscillations fore /hw>1 is deter- model assumptions about the charge carrier dispersion rela-
mined mainly by the oscillatory dependence of the mean fredON. ] )

time of the charge carriers onBl/ The magnetic fields avail- One of the first papers devoted to the theoretical study of
able in the 1950s were not very high, and experimental regalvanomagnetic effects in a quantizing magnetic field in

search on electronic phenomena was restricted to fields §onductors with an arbitrary carrier dispersion relation was

- . 74 - .
several tesla. Therefore Zil'berman’s rather cumbersome antat of Lifshitz. In it the current density

detailed calculations were confined to the use of formulas for
the electron collision frequency and magnetoresistance valid = Tr(egf) (28)
for kgT=%hw.. The formula he obtained for the inverse

mean free time of electrons in a quantizing magnetic field . N :
had the form was found by solution of the quantum kinetic equation for

the single-particle statistical operator or density mafrjx
1 1 9w, 5v2 ) linearized with respect to a weak perturbation of the elec-
T 1 + 40sp m mkgT tronic system by a uniform external electric field. The theory
of quantum phenomena in metals with an arbitrary carrier
27m2kgT 2mer dispersion relation obtained its further development in the

Xex;{— Froog ) 5( Fraog _Z) (26)  paper by Kosevich and Andre&V,who calculated in the

Born approximation the correction oscillatory inBlto the
Later Titeica's method was refined substantially bycollision integral in the case of electron scattering by impu-
Kubo' and successfully used in a theoretical study of galvarity atoms with a short-range potential with the use of the

nomagnetic phenomena in metals in a quantizing magnetiBogolyubov method® Here the oscillatory(in 1/B) depen-
field." dence of the eigenvalues of the collision operator differed
In the theoretical papers mentioned abBvé’ the en-  from that given in the paper by Zi’berman in the case of an
ergy spectrum of the conduction electrons was assumed is@sotropic spectrum of the charge carriers only by a relatively

tropic. Such a model of the carrier dispersion relation — theunimportant factor of order unity.

Drude-Lorentz-Sommerfeld model—was used in those years At sufficiently low temperatures that the charge carriers
in many theoretical investigations of electronic phenomenare scattered mainly by impurity atoms and their drift along,
in metals, even though the most probable open Fermi sussay, thez axis is nonzero, the asymptote of the conductivity

faces for electrons in metals with a face-centered cubic lattensor component,, at high magnetic field has the form
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unity in the argument of the exponential factor. In this regard
the Kubo method has turned out to be more attractive for
0 studying the Shubnikov-de Haas effect. In the Kubo formal-
nm2 I (e ism it is unnecessary to introduce a Dingle factor in the ex-

X dps(vz")*r(en) "0 dey. (29 pression for the kinetic coefficients, since the broadening of
Following Landalf® we can easily write the terms in the the carrier energy levels due to scattering is automatically
expression foro,, which are oscillatory on variation of the taken into account in the description of estimation of the

Oz7—

ZGBB ” J'Zﬂ-ﬁ cosé/a
(2wt %e i

magnetic field with the aid of Poisson’s formula: linear response of the electron system to the perturbation
. _— with the aid of the retarded two-time Green’s functigis®!
> b= > dnd(n)expikn). (30) Be§ides the Weake_ning of the amplitude_ of the
n=0 kK== J o112 Shubnikov-de Haas oscillations?;° due to scattering of

Here the oscillatory part of the conductivi® is deter- charge carriers, there is a very significant decrease in ampli-

mined mainly by the oscillatory dependencezzoB bf the tude with increasing temperature. While the part of the con-

mean free time of the charge carriers, which is due to théjlrfq%ﬂv'ty that changes monotonically W'.th magnetic field,
depends weakly on temperature, since the temperature

summation over states of the “incoming” electrons in the 9zz ' * R :
collision integral. smearing of the Fermi distribution functiokgT of the

The problem of quantum oscillations of the conductivity cha_rliqe carrers 1S mUCDSCIZSS than the F%rlml (leqner,%lj_ytt)he
of metals in a magnetic field has been the subject of man)(?sc' atory componentr,,” decreases rapidly whekyT be-

papers. The most transparent and lucid derivation of the ogomes of t:e olrderl of or grfiater than tEe fdistaﬁmr? bg-
cillatory field dependence of the elastic scattering amplitudéWeen Landau levels, even fgT<e . The factor that de-

of charge carriers on impurity atoms in the Born approxima-C'€aSes the amplitude of the oscillations has the form

tion is given in Abrikosov’s monograpt.For# w < ne g the u 272k T
frequency of electron scattering can be written in the form Ry(u)= ———, whereu= & , (35
sinh(u) hwe
1
o) T_O(1+Aosz‘)a (3)  and foru>1 it falls off exponentially with temperatuisee
formula (26)].
where In the early 1950s the de Haas-van Alphen effect had
ehiB | 12 52s.| ~12 already been observed in almost all metals, but for a long
os | =— —| e, (32)  time the quantum oscillations of the magnetoresistance were
m* ce ape : .
e | 9Pg hardly ever observed in metals for which the number of con-
o ke - duction electrons is of the order of one per atom. This is
ge= 2, ak(—l)kk‘l’zco%%—BJr 7S cos( ) clearly due to the fact that the quantum correction to the
k=1

classical expression for the conductivity is too small, being
(33 proportional to twc/ep)? while the amplitude of the
Here thea, are numerical factors that depend on the concretguantum oscillations of the magnetic susceptibility is a factor
form of the carrier dispersion relatiom is the mass of a free of (ep/fiwc)®¥? larger than the Pauli paramagnetic
electron,s=sgn@@S./ap3), and S, is the extremal value of susceptibility? and the Landau diamagnetic susceptibfiity.

the area of section of the isoenergy surface by a plane Layered organic conductors are an exceptionally conve-
=const. In the case of several extremal secti®ni is nec-  nient object for experimental study of the Shubnikov-de
essary to sum over all possib® in formula (32). Haas effect, since a much larger number of charge carriers is

As a result, the conductivity, which is proportional to the involved in its formation than in the case of ordinary metals.
relaxation timer, acquires an oscillatory componenf*® In some compounds the amplitude of the resistance oscilla-
~AgsTg- tions can reach giant values exceeding the minimum value of

In formulas (32) and (33) the broadening of the quan- the resistance by one or two orders of magnittfdféd—8’
tized levels of the charge carrier energy due to scattering haSlearly the theory of quantum oscillation effects developed
not been taken into account. Din§l@roposed that to do this for materials with a relatively slight anisotropy is inappli-
it is sufficient to introduce in the oscillatoryn 1/B) correc-  cable in this case, especially under conditions such that the
tion to the kinetic coefficient and i .5 a factor distancei w. between adjacent Landau levels is considerably

reater than the widtW, of the conduction band in the

Rp=exp(— 1weT), (34 girection perpendicular té the layers.
which has come to be called the Dingle factor. Pioneering research on the magnetic susceptibility of

A rigorous analysis of the quantum oscillation effects,conductors with a markedly anisotropic quasi-two-
carried out by Bychkof? with the use of the diagram tech- dimensional electron energy spectrum was done in the years
nique, showed that in many particular cases such a proceduf®83-1985 by Wagner and co-work&® and by
is completely justified, although it can lead to the loss ofShoenberd® The thermodynamic theory of quantum oscilla-
interesting effects associated with magnetic-impurity-boundions has been under particularly intensive development in
electronic states. The value calculated by Bychkov for thehe last 10 yeargsee Refs. 91-102 and the references cited
factor by which the amplitude of the quantum oscillations istherein. There is now a consistent theory of the de Haas-van
lowered on account of scattering of conduction electrons difAlphen effect in layered systems which can in principle be
fered from the Dingle factor only by a number factor of orderused for quantitative analysis of the magnetization oscilla-
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tions observed in organic conductdsge, for example, Refs.
91 and 103-1056 A number of theoretical papers have been
devoted to an examination of quantum oscillations of the 0.56 K
magnetoresistanc¢@® 13 Unlike the case of the thermody- 0.88
namic de Haas-van Alphen effect, the detailed description of
guantum oscillations of the kinetic properties, which is com-
plicated strongly by the necessity of taking the details of the
scattering processes into account under conditions of ex- ©
tremely high anisotropy, is far from completed. Nevertheless, @
substantial progress in understanding some of the important
features of the Shubnikov-de Haas effect in quasi-two-
dimensional systems, at least on a qualitative level, has been
made recently.

Let us consider in more detail the case of a compara-
tively strongly corrugated cylindrical Fermi surface, when
the width of the conduction band in the direction perpendicu-
lar to the layers,W, , is somewhat(but not very much
greater than the distance between adjacent Landau levels.

1
2 Apear(1/B)

2g(1/8)

This condition is realized in many layered organic conduc- - BTTTST A
tors in fields of~10 T. In this case the de Haas-van Alphen L , i . , BT ;
effect is still described well by the standard Lifshitz— 8 10 12 14
Kosevich formula, which was obtained for moderately aniso- B, T

tropic .metalsﬁ' At the same t'me* it turns out that th('?'_FIG. 8. Quantum oscillations of the interlayer magnetoresistance of

Shubnikov-de Haas effect manifests a number of specifig-(BEDT-TTF),IBr, in a magnetic field tilted at an angte~15° from the

features already aW, =% w.. Among them are beats of the normal to the layers, for different temperatures. The fundamental

quantum oscillations of the magnetoresistance and an appr hubnikov—-de Haas 0§(i|||at|0ns, shown on an enla.rged scale in the inset,
iabl hift of their bh . |ati he b fth ave a frequency,=A, “(1/B)~3900 T and beat with a frequendey

C!a e shiit of their p a;e inre at|.0|.1. tot e eats 0 t. e OS':Agela(l/B)&vzo T. In addition to the fundamental oscillations, which are

cillations of the magnetic susceptibility, which carries infor- rapidly damped with increasing temperature, slow oscillations which are

mation about the spectrum of charge carri@fs.The periodic on a scale of B/but are practically independent of temperature are

detection of slow quantum oscillations with a frequency pro-°Pserved. bata of Ref. 110.

portional to the difference between the maximum and mini-

mum areas of section of the Fermi surface has turned out thequency’®®'° it could be supposed that the standard

be very important’® These oscillations are observed at sthree-dimensional” model applies in the given situation. In-
higher temperatures than the oscillations at the fundamentgleed, the behavior of the magnetization oscillations in
frequency, which is proportional to the extremal area of seCp-(BEDT-TTF),IBr, has been analyzed successfully by
tion of the Fermi surface. Wosnitza and co-workets'* in the framework of the
Figure 8 shows a typical example of the field depen-| jfshitz-Kosevich theor§* However, in the case of resis-
dence of the interlayer resistance®f(BEDT-TTF),IBr, in  tance oscillations new effects arise even under these condi-
a magnetic field tilted at a small anglé<15°) from the tions, due to the quasi-two-dimensional character of the
normal to the conducting plart€ at temperatures of the charge carriers.
order of 0.6 and 1.4 K. Two types of oscillations are clearly  perhaps the most obvious and important anomaly of the
seen. The fast oscillations, which are particularly pronouncegehavior presented in Fig. 8 is the presence of slow quantum
at 0.6 K, are the Shubnikov-de Haas effect on extremal orbitgscillations of the interlayer resistance. These oscillations,
of the cylindrical Fermi surfac&:* By virtue of the slight  which are periodic in the B scale, were observed back in
corrugation of the cylinder the frequencies corresponding tehe first experiments on this compoutfc?® but their nature
the maximum and minimum cross sections of the Fermi surhas been understood only reced§!! It has been
face are extremely close, as is reflected in the low-frequencystablisheti® that the dependence of the frequency of the
modulation of the oscillation amplitude, which is propor- slow oscillations on the orientation of the magnetic field,
tional to cos(2rF,/B+ ¢). Fsiow( 0), is strictly correlated with the angular oscillations of
From the ratio of the beat frequencl~20 T) to the  the quasiclassical part of the resistafg(6), which were
fundamental frequencyH;~3900 T) one can estimate the considered in Sec. 2.1. As is shown in FigF,,, oscillates
relative value of the corrugation of the Fermi surface:with variation of the field tilt angled, going to zero at angles
AS/S=2F,/Fy=~10"2. The ratio of the width of the con- corresponding to the maxima &, (6). Such behavior at-
duction band in the direction perpendicular to the layerstests to the direct link between the slow oscillations and the
W, ~4t, [t, is the transverse transfer integral; see formulacorrugation of the Fermi surface. Indeed, as was discussed
(6)], to the distancé w. between Landau levels in a field of above, the quasiclassical magnetoresistance takes on maxi-
10 T is equal to F,,/B~4. Consequently, taking the small- mal values at those magnetic-field orientations for which the
ness of the oscillation amplitude into accountX% of the  areas of all the cyclotron orbits become practically equal.
monotonic component of the resistapead the practically This, in particular, means that the beat frequefgyof the
total absence of higher harmonics of the fundamentafundamental Shubnikov-de Haas oscillations goes to zero the
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10 _ ' ] ! H The mean free time of the charge carriers also oscillates

with variation of the magnetic field. In the Born approxima-

i tion the oscillations are determined by oscillations of the
. density of states and, when the carrier dispersion relation
(37) is taken into account, assume the fotrP*
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1 whereR}, is the usual Dingle factor, ant}(u) andJ,(u) are
0.2 I Bessel functions. As is seen from expressi@®) and(39),
i » the oscillations of the relaxation time and velocity of the
01k electrons are modulated in amplitude by the Bessel functions
L 1 ! | t !

of order zero and one, respectively, with an argument deter-
Loy . mined, as expected, by the ratip/(Zw.). Obviously the
40 -20 0 20 40 product of two oscillatory functions in the expression for the
9, deg conductivity will contain a slowly oscillating term.
At large argumentsi =4t /(A w.) one can use the ap-

FIG. 9. Angular dependence of the frequency of slow oscillatfogs, (®) proximate expressions for the Bessel functiodg(u)

and twice the beat freque_ncy:g_eat(O) (a), and th_e corresponding angu_lar ~ \[2/7u cosU—/4) andJ,(u)~ \/msin(u—rrM). Since

dependence of the quasiclassical part of the interlayer magnetoresistance . . I .

(b) 110 In the experiment the amplitude of the oscillations is rather
small, and all the harmonics except the first are substantially
suppressed, we neglect the oscillations of the chemical po-
tential and keep in the expansion fat, only the terms of

the maxima of the angular oscillations of the magnetoresistowest order in the factor®, andRy, and after integration

tance. Recent measurements have shown that the angular @dgrer ¢ we obtairt®

pendences-,(#) and Fq.(6) actually coincide with each

other to good accuracy over a wide range of angles, and the R t_l 2 142 [fiwc(1+a?%) co 2T
following relation holds: 2z V0] o 2%t hog

4t T hw
F|M0):2Fb(0) (36) X J‘__+ +—C
% co ho, 4 ¢ RoRr 27t
Thus one can conclude that the slow oscillations, like the 8t -
beats of the fundamental Shubnikov-de Haas oscillations, are X REZ\1+a2 cos( S (p) ] , (40)
not due to some independent small section but to the weak hoe 2
corrugation of the main cylinder of the Fermi surface. where
To explain this effect we use the model dispersion rela-
tion (6), which under conditions of quantization of the orbital ~ @=hwc/(27t,), ¢=arctaria), (41)
motion of the electrons takes the form w is the chemical potential of the charge carriers, agds
L the monotonic part of the conductivity along the layers.
ap, The second term in the suf0) corresponds to the main
P)=| N+ z|hiw.—2t — . 3 I .
&(n,p)=|n 2|1 @eT el COS( h ) 7 oscillations with the fundamental frequenEy=um*c/#e

=cY(27he), modulated in amplitude at the frequency
In a quantizing magnetic fiel® deviating substantially Fg,,=4t, /fiw.=2t, m*c/he. The third term in(40) corre-
from the layers, i.e., when#{/2— 0)> 7, the resistance to sponds to slow oscillations with a frequency equal to twice
the current transverse to the layers, as in the case when ethe beat frequency, in complete agreement with experiment.
ergy quantization is not taken into account, is determined It must be noted that the amplitude of the slow oscilla-
mainly by the conductivity tensor componeny,. tions does not contain a temperature factor, since these oscil-
Using the Poisson formulé30), applying it to expres- lations are independent of the electron eneftipey are de-
sion (29) for o,,, we obtain a series of terms oscillatory in termined only by the value df, in the dispersion relation
the inverse magnetic field: Indeed, as is seen in Fig. 8, the amplitude of the slow oscil-
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lations remains almost unchanged when the temperature is
increased from 0.6 to 1.4 K, while the fundamental harmonic 0.6k {
of the Shubnikov oscillations is almost completely sup-

pressed at 1.4 K. Strictly speaking, the slow oscillations are,
of course, damped with temperature by virtue of the
temperature-dependent scattering proceSsedyut this
damping is considerably slower. In particular, in the com-
pound B-(BEDT-TTF),IBr, the slow oscillations are ob-
served all the way up to temperatured0 K, i.e., an order

of magnitude higher than the fundamental Shubnikov oscil-
lations.

Another consequence of the fact that the slow oscilla-
tions are independent of the carrier energy is the difference
of the corresponding Dingle factdRf from the standard
onel%! ysually the relaxation time that enters into the 5 B, T
Dingle factor takes into account both point defects and other,
macroscopic, imperfections of the crystal which influence’!C: 10 Tangent of the phase shift of the beats of the Shubnikov oscilla-

. o . tions in B-(BEDT-TTF),IBr, as a function of magnetic field according to
the local value of the chemical pOtem'aI' dislocations, MOS8zhe data of Ref. 109. The dashed line was constructed according to formulas
icity, local strains, etc. Since the chemical potential does not41), and the solid line is the result of a quantum-mechanical calcul’tion.
appear in the expression for the slow oscillations, the factofhe calculation was done using the values of the cyclotron mgss3.9
R% is determined solely by the point defects. Indeed,g:olrg thegD?:dlesf:étg;'g? tﬂzzlé’v’s gséﬁltaggaioc%%xlo s obtained
experiment'® has shown that in3-(BEDT-TTF),IBr, the g '
relaxation time obtained from the Dingle factor of the slow
oscillations is five times larger than the value determineqggits of the measurements and the dashed line represents
from the fundamental Shubnikov-de Haas OSC'"at'O”S-relation(41); here the ratidiw,/t, was taken from the beat
Hence it can be concluded that the contribution of the MaCtequency of the de Haas-van Alphen oscillations.
roscopic inhomogeneities to the suppression of the Shub- gypsequently a more rigorous theoretical analysis of the
nikov oscillations is dominant in this compound. conductivity based on the Kubo formalism with the use of

Thus the slow oscillations of the interlayer magnetore-the self-consistent Born approximatidhshowed that a term
sistance are a general phenomenon observed in sufficiently /2t 7) must be added to the argument of the arctan-
pure layered metals by virtue of the superposition of thegent in formula(41), wherer* is the scattering time on point
oscillations of the relaxation time and carrier velocity in the gefects(it can be determined from the Dingle factor for the
direction transverse to the layers, the amplitudes of whicky|gyy oscillations,R%). Then, as is shown in Fig. 1Golid
turn out to be comparable, whéM, is of the order ofiwc.  |ine), fair agreement with experiméfit can be achieved for
Indeed, such oscillations have been observed not only ifieids in the interval 7-12 T, which corresponds to values
B-(BEDT-TTF),IBr, but also in a number of other layered 74 /t, ~0.7—1.2. However, upon further increase of the
organic conductors in fields 10 .16~ field the discrepancy between the thédhand experiment

It follows from relations(40) and(41) that the phase of increases. Moreover, it has been obselé&that for field
the beats of the fundamental harmonic of the Shubnikov-derientations close to the direction corresponding to the peak
Haas oscillations contains an anomalous terrwhich de-  in the angular oscillations of the magnetoresistance the phase
pends on the magnetic field. In fact, experiments on a numshift ¢ is significantly greater than the limit/2 predicted by
ber of organic metaf§®**'~***have revealed a significant the theory*
phase shift of the beats of the magnetoresistance oscillations Thus the results presented show that, unlike the thermo-
with respect to the beats of the magnetization oscillations ifynamic quantum oscillations such as the de Haas-van Al-
fields of the order of 10—20 Trecall that the latter are well phen effect, the quantum oscillations of the conductivity of
described by the standard three-dimensional LifShitZ-Iayered metals display a number of anomalies even for
Kosevich modér). hw /W, <1. The existing theoretical models are able to de-

A detailed experimental study of the phase of the beatscribe the nature of these anomalies in a qualitative way.
of the Shubnikov oscillations was carried out in Refs. 109However, to achieve quantitative agreement between theory
and 123, and it was shown that it is indeed substantiallyand experiment, especially under conditions when the ratio
dependent on the ratibw. /W, . In particular, it was found % w /W, increases, approaching unity, further efforts will be
that the phase shift increases strongly as the magnetic-field necessary.
orientation approaches the direction corresponding to the For Zw.>W, the Boltzmann transport equation does
peak in the angular oscillations of the classical part of thenot lead to a satisfactory result at high magnetic fields
magnetoresistance. This result agrees with the fact that thew.7>1). A detailed analysis of the conductivity,, for the
effective interlayer transfer integral vanishes at the peak ofases w.>W, in a field perpendicular to the layer8|(z)
the angular oscillation It should be noted, however, that was done by Champel and Minéé¥and by Gvozdikot*3
the phase shift measured in Ref. 109 was approximatelgn the basis of the Kubo formalism with the use of the self-
twice as large as the value predicted by formy#®. Thisis  consistent Born approximation. It was shown that with in-
illustrated in Fig. 10, where the symbols correspond to thecreasing field an ever greater contribution to the oscillations

tano
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of o,,is given by the purely quantum term, which does notwhereH=Hy(P—eA/c)—eE-r is the Hamiltonian of a con-
have an analog in the semiclassical model. In particular, aluction electron in uniform electric and magnetic fieleds
integer occupation of the Landau levels this term almosthe generalized momentum opera#iis the vector potential
completely compensates the semiclassical Boltzmann contrfer the magnetic inductiorB= (0, B sin 6, Bcosé)=curlA,
bution, which gives rise to a “pseudogap” in the function which in the Landau gauge has the for+= (0,xB cos6,
o,/&) and an activation temperature dependea¢g€T) at  —xBsin#), and in the absence of electric field the projections
integer u/h .. Such a temperature dependence has indeedf the generalized momentuf, and P, are good quantum
been observeéd® at fields greater than 20 T in the organic numbers.

conductorg”-(BEDT-TTF),SFCH,CF,SO;. Nevertheless, The quantum analog of the collision integidlyy(f)
a detailed comparison of the Shubnikov—de Haas oscillationgskes into account the scattering of electrons by the potential
in this compountf>*?®with the results of the theoretical cal- >.\/(r—r,) of impurity atoms located at coordinates In
culations reveals significant discrepancies. As was noted ithe case when this potential is short-ranged and weak, the

Ref. 112, the cause of this may be the insufficiency of taking,gjision integral,,, can lead to an integral operator acting
into account scattering only on point defects in the regime

. : on a single-particle statistical operatbef,+f,. The op-
hw.>W, . A more rigorous treatment of scattering pro- gie-p P 0L P

cesses in layered organic conductors is an extremely COrﬁa_ratorfo describes the unperturbed state of the system of

plex problem and has not been done at the present time conduction electrons, —its diagonal matrix elements are
equal to the Fermi distribution function of the charge carri-

ers,f3"(pg) = folen(Pg) }—and the operatof; describes the
4. HALL EFFECT perturbation of the charge carriers by the electric field.

In an approximation linear in the weak electric field the
The Hall field at high magnetic fields, even in the pres-kinetic equation takes the form

ence of open sections of a Fermi surface in the form of a

corrugated cylinder, i.e., fof= /2, has the forff {Hof 1} —{eE-rfo}=Weai{f4}. (47)
[jXB] It is easy to see that the expression for the current den-
Hall = “Neg (42) sity component orthogonal to the magnetic field,
i.e., the same form as in the case of a magnetic field tilted [jXB]/B=Tr(e VX B]f,)/B, (48)

with respect to the layers, when all the charge carriers in th

- - . . fuhere is the velocity operator of the conduction electrons,
collisionless limit (=) drift at a velocity

is proportional to the change of the momentum of the elec-

[EXB] tron with time:
C?. (43)

This is because the drift of the charge carriers along
open orbits in a plane orthogonal to the magnetic field, wit

u=

e[\7><B]=c%f)=c{H,|6}. (49

hUsing relation(49), we obtain

the velocity
2mhe [ixBly=(ic/h)Tr(HE p,—F1HPy)
U= 26BTa(pa) (44) . A
BPs = —cTr({eE-rfo}py) —cTr (Weai(f1)By). (50)
|ds ngturally compensated in the expression for the current As a result, in the collisionless limi,q(f,)=0 we
ensity .
obtain
j=Neu, (45) _ R .
[[xB]y=ceTr(E,f)=Tr(fy)ecE,=NecE, (52

whereu, as in the case whe# is not equal torn/2, has the
form (43). As a result, by measuring the value of the Hall i-€., at arbitrary orientations of the current density and mag-
field at a high magnetic field with any orientation, one cannetic field the asymptote of the Hall field has the fo2).
determine the charge carrier densiyto the necessary ac- Taking the collision integral into account is extremely impor-
curacy. tant for calculating the dissipative component of the current

At low temperatures such that it is important to take thedensity.
quantization of the electron energy levels into account, for ~ Thus in layered conductors with a Fermi surface in the
conductors with a single group of charge carriers the quanform of a slightly corrugated cylinder, the quantum oscilla-
tum corrections to the asymptote of the Hall figkR) for  tions of the off-diagonal components of the magnetoresistiv-
w71 appear only in the higher terms of the expansion in dty tensor, divided by the asymptote of the Hall field, are
power series in the small parametet 1/w.7. Let us present Smaller than the quantum oscillatiop*7p™" by at least a
Lifshitz’ elegant proof of this assertiof. factor of w.7.

We calculate the current density flowing in the direction ~ However, in conductors with a multisheet Fermi surface
orthogonal to the magnetic field with the aid of the solutionthe amplitude of the oscillations of the Hall field can be
of the quantum kinetic equation for the statistical operatocomparable to the the amplitude of the magnetoresistance
f=fo+?1i oscillations.

Let us consider the case when the Fermi surface includes

{Hf}z\fvcou(f), (46) a pair of slightly corrugated planes in addition to the cylin-
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drical part. Such a topology of the Fermi surface is quiteinfluence on the asymptote of the quantum oscillations of the
common in organic metaf$33In particular, it is character- Hall field. When the oscillatory dependence of the mean free
istic for one of the best-known organic superconductorstime on 1B at low temperatures for the conduction electrons
k-(BEDT-TTF),Cu(NCS), (Ref. 30 and also for the nor- with closed orbits on a sheet of the Fermi surface in the form
mal metallic state of the compound of a corrugated cylinder is taken into account, the Hall field
a-(BEDT-TTF),MHg(SCN),, where M is a metal from the in a quantizing magnetic field takes the fdfh

group K, Rb, Tl or NH (Ref. 127. Open sections of such a

. Hsinég
Fermi surface by a plangs= const are encountered at prac- g, =j ————
tically any orientation of the magnetic field, and the magne- 2Nec
toresistance of such a conductor increases without saturation Hogo; sin 2¢ cosd—Neco, o ¢

as the magnetic field is increased. The position of all the X1{ —sir? g+ ,
planes inp space can easily be determined from the anisot- Ned oot ou(1+Aesd]
ropy of the magnetoresistance in the plane of the lasfers. (55

For p<cos# and y,<cos# the magnetoresistance to a H sing Hogoy cosf—Necoy(1+ Ay sin 26

current flowing along the layers has the f4rif® E =]
4 Nec Nedop+o1(1+ALd]
0, Sir? ¢ o 0+ Y20 (56)
P Voooot o) It is easy to see that the ratio of the oscillatory f&LL;
2 2 5 of the Hall field to the part that varies monotonically with
) _01C0S ¢ COS 0+ 500 (520  Magnetic field,Efly, as follows from formulas(55) and
yy ’

Yooo(oo+ o) (56),

where oy and o, are equal in order of magnitude to the o
. . . . R EOSC/ mon: _ A (57)
contribution from the charge carriers situated, respectively, Halll EHall 05 oy
on the cylindrical and planar parts of the Fermi surface to the . mon
conductivity along the layers in the absence of magnetic field® ©f the same order of magnitude A o
and ¢ is the angle between the, axis and the corrugated Thus, by studying the dependence of the resistivity and
plane of the Fermi surface. Hall field on the value of a sufficiently strong magnetic field
The contribution of the charge carriers whose states pdor different orientations of the field with respect to the lay-
long to a sheet of the Fermi surface in the form of a slightly©'S: Oné can reconstruct completely the topological structure
corrugated plane to the conductivity along the normal to thef the Fermi surface and determine the contribution of the
layers does not lead to a noticeable Hall effect provided thali?dividual groups of charge carriers to the total conductivity
7<1y, and the resistivity along the axis, of the conductor.
p _ 1 oicosesimy (53 5 CONCLUSION
zz

M bk e
o oologt o . L . L
2z Yo70(Tot 1) At high magnetic fields the kinetic characteristics of

is determined mainly by the conductivity tensor componeniow-dimensional conductors depend substantially on the con-
Tzt crete form of the energy spectrum of the charge carriers and
In formula (52) and in the last term of formulés3) we  contain detailed information about the dispersion relation of

have dropped unimportant factors of order unity which de-the conduction electrons. Intensive research on galvanomag-
pend on the concrete form of the dispersion relation of thenetic phenomena in organic layered conductors at low tem-
charge carriers, and the relationship between the mobilitieperatures has revealed a number of peculiar effects specific
of the conduction electrons of the two groups are assumed @ quasi-two-dimensional conductors. It turns out that the

be the same. electronic phenomena in quasi-two-dimensional conductors
At rather high magnetic fields, whepy<7, the Hall are manifested in fundamentally different ways for different
components of the resistivity tensor, in particular, orientations of the quantizing magnetic field. Even in a mod-

erately strong magnetic field orthogonal to the layers, when
the discrete-continuous electron energy spectrum of the lay-
ered conductor contains a rather large number of quantized
(54) values of the momentum projection on the magnetic field
are already comparable jg,. direction at a fixed value of the energy, e.g., equal to the
The presence of an additional pocket of the Fermi surfermi energy, at certain orientations of the magnetic field
face in the form of weakly corrugated planes leads ygr  with respect to the layers only one or a few electron states
< 5 to the unrestricted growth of the resistivity to a currentwith the Fermi energy are possible, i.e., the electron energy
transverse to the layers with magnetic field, and the Halbpectrum turns out to be quasi-discrete.
field, which is proportional td¢12, is now comparable t&, . Thus, depending on the angle between the magnetic field
The energy spectrum of the carriers whose states belongector and the normal to the layers, a layered conductor be-
to the slightly corrugated planes in momentum space doelsaves as a three-dimensional conductor with highly aniso-
not contain discrete levels, and therefore this group of contropic electron energy spectrum or as a two-dimensional con-
duction electrons does not take part in the formation of quanductor with a discrete spectrum of charge carriers. This
tum oscillation effects, but its presence can have a substantiatientation effect, which is specific to quasi-two-dimensional

_,018iN2psin20 . (og+oysi? @)sing
Pxz= Yo + %

oo(optoy) oo(optoy)
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The main mechanisms of formation of a spin gap in low-dimensional metaloxide compounds are
reviewed. Among the objects in which a singlet ground state is formed are dimers, alternating
chains with half-integer spin, uniform chains with integer spin, spin ladders, and two-dimensional
ensembles of exchange-coupled spins. In some of these systems the spin gap in the

spectrum of magnetic excitations is present from the start, while in others it is formed as a result
of magnetoelastic interaction, charge ordering, or orbital orderinf20@5 American

Institute of Physics.[DOI: 10.1063/1.1884423

INTRODUCTION ger spins(Haldane chainsor spin ladders in which a singlet
ground state is reached without breaking the translational

it x%ggﬁgrsn;’_dtgggitr e\cv\g\lglss?spzrrglgg'tyt’hzupj;%?ﬂgqugg\gir_1variance. Such a state of the system is called a spin liquid.
Y, 9 Y ’ 9 q Rh Haldane chains and in ladders with an even number of

erative phenomena observed in condensed media at low te”‘]'egs" the excited states are separated from the magnetic

peratures. Each of these phenomena is of fundamental . S .
ound state by a spin gap, whereas in isolated uniform

Interest an_d can present new asp(_acts with each_new _ob;ect grﬁains @=1) of half-integer spins and in ladders with an
study. An important place in the list of such objects is held . o .

. . . ) . odd number of legs the spectrum of magnetic excitations is
by low-dimensional magnets. The dimensionality and topol-

ogy of the magnetic subsystem and also its interactions Witﬁapless.
: Various metaloxide compounds with the singlet ground
the other subsystems of the magnet—elastic, charge

. S . State have been observed in recent years. Representatives of
orbital—have a decisive influence on the formation of the, . e .
this class of substances are systems containing dimers of
ground state of the substance.

It is difficult to speak of the dimensionality of a system BaCuSpOp and CaCuGgls, plaquettes of CayO, S

. . . =1/2 chains of CuGeQ NaV,Os, and NaTiSjOg, S=1
solely on the basis of the arrangement of magnetic ions in the, . : )
crystal. For example, a transition-metal ion with a magneticChaInS of %,BaNiO; and Pb\iNi;Os, ladders of SrC40;,

) ’ and an orthogonal mesh of SrgB03), dimers.

moment in a crystal can be treated at high temperatures as a . : . .
In this review we discuss only those metaloxide com-

0-dimensional system. As the temperature is lowered, Whenounds in which the ground state is separated from the ex-

the exchange interaction parameters become comparabﬁ)e[ . . :
Cited states by a spin gap. In many low-dimensional com-

with the temperature, these ions can form a three- . . ; .
. . ) ; . ounds such a state is not achieved because the interactions
dimensional antiferromagnetic or ferromagnetic state. If th :
etween remote fragments of the magnetic structure at low

transition-metal ions, in conformity with the motifs of the X
. : . temperatures lead to the establishment of a long-range—
crystal lattice, form chains or planes distant from each other, . . .
h . : . antiferromagnetic or ferromagnetic—order.
then magnetic ordering may not set in at all. Intermediate
states in the realm of low-dimensional magnetism belong to
clusters of several closely spaced ions and spin ladders, piMERS

which consist of two or three magnetic chains lying close ] ) . )
together. The simplest system in which a singlet ground state can

The simplest magnetic cluster is the dimer, a unified paiP® realized at low temperatures is an isolated pair of mag-
of magnetic ions. In the case when the ions in the dimer ar8€tic ions—a dimer. In the Heisenberg model the Hamil-
coupled by an antiferromagnetic interaction, a spin singletonian of a dimer has the form
state is formed in it at low temperatures. The spin singlet is a A=3(5.-5) )
configuration of spins in which the projection of their total '
magnetic moment on any direction is equal to zero. The sinwhereél andéz are the spin operators of the two magnetic
glet state is separated from the excited triplet states by a spions forming the dimer, and is the exchange interaction
gap, and the formation of a spin gap in concentrated magparameter. This Hamiltonian has the eigenstdies(J/2)
netic systems is manifested in their behavior as nonmagnetig[ S(S+1)—S,(S;+1)—S,(S,+1)], whereS is the total

substances at low temperatures. spin of the system. Fod>0 (antiferromagnetic coupling
A spin gap is also formed in isolated alternating chainsthe ground state of the dimer formed by two spfs=S,
in which different exchange interaction parameteisafpd =1/2 is a spin singleE(S=0)=—2J with the wave func-

aJ) alternate along them. Far—0 such a chain can be tion {1~V2(|7])—|lT1))}, and the excited stat€(S=1)
represented as a set of noninteracting dimers. However, there+ 1J is a spin triplet described by the three wave functions
are classes of compounds containing isolated chains of inté{17); IW2 (|T1)+[17));|11)}. The value of the energy

1063-777X/2005/31(3-4)/21/$26.00 203 © 2005 American Institute of Physics
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4 ferromagnetic and antiferromagnetic interactions. At high
temperatures, as is shown in Fig. 1, the magnetic suscepti-
bility x obeys the Curie-Weiss law with a Weiss constént
=—41 K, which indicates that the antiferromagnetic ex-
change is dominant. With decreasing temperaturexttie)
curve reaches a maximum @t 56 K, after which the sus-
ceptibility falls off rapidly. From the behavior of(T) one
can estimate a valud=90 K for the magnetic interaction
parameter in the dimefsThe slight increase of the magnetic
susceptibility at low temperatures is not inherent to low-
j dimensional systems specifically and is due to impurities and
/A ' ' : ' imperfection of the crystal lattice. It is observed to some
0 50 100 150 200 250 300 . ' .

T K degree or other in all the compounds described below and

will not be discussed further.

% 10 %e.m.u./mole (Cu)

FIG. 1. Temperature dependence of the magnetic susceptibility of,O4Te
The solid curve showsy(T) after subtraction of the temperature- 1 2 Csv,0s
independentVan Vleck component and the impurityCurie) component.
The crystal structure of CuJ®s is shown in the inset. In the structure of CsMOg the layers containing the
magnetic \}* (S=1/2) and nonmagnetic¥ (S=0) vana-
dium ions alternate with Cs layetsThe V**Os pyramids,
joined along an edge in the basal plane, form dimers. These
dimers are separated from each other by ©, tetrahedra,
which leads to weakening of the interdimer coupling. It fol-
lows from analysis of the temperature dependence of the
magnetic susceptibility of Cs)Ds that the gap in the spec-
Nagui 1 trum of magnetic excitations has the valte=146 K.° It
X7 KT 33k 2 should be noted, however, that the appearance of the gap in
the spectrum of magnetic excitations of G&¢ admits a

whereN, is Avogadro’s numbeg is the gyromagnetic ratio, gjfferent interpretation. Calculations of the band structure of
ug is the Bohr magneton, ardis Boltzmann’s constant. For CsV,Os suggest that the magnetic exchange between the
J>0 the temperature dependence of the susceptibiiy)  \/4* jons occurs across the5V0, complex alsd. In that
has a maximum at a temperatire:0.625)/k determined by  ¢55e the magnetic subsystem of GEY can be represented
the conditiondx/dT=0. In the high-temperature regiod (a5 an alternating chain with exchangevithin a dimer and
<kT) the susceptibility obeys the Curie-Weiss la® ;3 petween dimers. An estimate of the exchange interaction

goes exponentially to zero.

. The magnet.|c heat capacity of a mole of ions in the, 5 CaCuGe,0q
dimerized state is equal%o

gap between these statestissE(S=1)—E(S=0)=J. For
J<0 (ferromagnetic couplingthe singlet and triplet states
exchange places.

The isothermal magnetic susceptibility of a mole of ions
in a dimerized state is determined by the equdtion

) et In the structure of CaCuG&, the C#" ions form zig-
i e 3 zag chains along the axis, while in theab plane these ions
KT/ [1+3e kT2 form pairs® The magnetic susceptibility of this compound

. ~exhibits a broad maximum dt~40 K and falls off exponen-
The C(T) curve passes through a maximum, and at hlgrtially with decreasing temperature. However, calculations ac-

te_n;peratures the magnetic heat capacity is proportional t@,rding to the dimer model for this compound deviate no-
LI ) ) ticeably from the experimental data in the region of the
A considerable number of metaloxide compounds argnayimum; this indicates a complex hierarchy of magnetic

known to have a structure containing weakly intercoupledpieractions in CaCuG®;. In principle, each ¥ ion can
dimers, so that the thermodynamic properties of the materiglieract not only with two nearest neighbors but also with

is determined almost wholly by the interaction within the 1y next-nearest neighbors in the chain, and also inathe
F:hmer.. As the temperatyre is lowered, however, the. role oblane with the nearest neighbors from other chains. The best
interdimer interactions increases, as a result of which at @greement with experimental data for CaCyGg is

certain temperatur&y a long-range magnetic order can be 5chieved when a weak antiferromagnetic interaction between
established in the whole system. Without claiming completeyimers is included.

ness of the list of dimer compounds, let us mention some of
them.

C=3R<

2. CLUSTERS IN CaggsCuO,

1.1. CuTe,0s Ca 3CuO, has orthorhombic symmetry with lattice pa-

In the structure of CUT®s, shown in the inset in Fig. 1, rametersa=2.807 A, b=6.324 A, ¢c=10.573 A1° In the
the C#" ions (S=1/2), which are found in highly distorted crystal structure of this compound the copper ions are found
CuGQ; edge—sharing octahedra form dimers which are distanin a planar environment of oxygen ions, forming GuO
from each othet.The bond angle Cu-O-Cuinthe Cylg  chains extending along theeaxis. These chains are separated
dimers is close to the critical angle for compensation of theby Ca ions. The & ion from neighboring copper-oxygen
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: : chain, and Fig. 2c shows the two possible types of magnetic
chains; the exchange interaction constants between spins lo-

SN G- V-8:-8-0-§- ¢ Y, £..Cuo cated next to each other and between spins separated by a
{00 0000000000000 2 nonmagnetic ion are denoted by andJ,, respectively. The
= CasCugOz~ ’ structure of type A is characterized by the presence of a
quartet of spins separated by two holes. In the cgsel,
b VWA S —7t t cu? this structure can be considered as a cluster, and the even
8 B . Cu® ber of spins makes for a nonmagnetic ground state sepa-
CuOZM@ ++ Cu number of spins makes for a nonmagnetic g p
, 3+ 2+ 3+ rated by a gapA =2J, from the excited states. The structure
VA >4 of type B contains alternating segments containing one or
e 4, 2+ 3+ 3+ three spins separated by nonmagnetic ions. The interaction
between spins within a segmed} is the same as in the
44—H:4~+H—H—$—§—H—‘—+H+ type A type-A structure, while the interaction between segmdnts
Jy dy is larger, since it is acting over a shorter distance. Such a spin

configuration can be considered as a chain with an alternat-
M typeB ing interaction. Calculations of the magnetic susceptibility of
FIG. 2. Magnetic structure of Ggs£uGO,: diagram of the chemical bonds C89_85CUQZ have been done ysmg the.dlq’éer model and the
in the CuQ chain (a); three versions of the arrangement of nonmagnetic Bonn.er":'Sher mOd.eI for a ring dﬂ Spins. BOth models
ions in the CaCus0,, segmentsh); two types of magnetic structure of the describe the behavior of(T) well in the regionT <60 K,
CuG, chains(c). while at higher temperatures the curve calculated for the
dimer model deviates noticeably from the experimental val-
_ o _ ) ) ues, whereas the calculation in the Bonner-Fisher model with
chains can be joined into octahedra partially occupied bBbarameters]=45 K, N=8 gives a good description gf(T)
Ca2+_ ions. If it were possible to synthesize the stoichio-up to 120 K. Thus the temperature dependence of the mag-
metric compound CaCugQ then the center of every-other netic susceptibility corresponds to the behavior of structure

octahedron would be occupied by a*Céon, and the Ca®  segments containing an even number of s@iAsl/2 (model
octahedra would be joined along an edge. The st0|ch|ometr|g)_

composition is unstable, and the ratio Ca*#u85 is the

highest possible value, since the?Cdons cannot be found 3. S=1/2 CHAINS

closer together than 3.2 A in the crystal lattiteln

Ca g:CUO, only a percentage 0.425 of the octahedra are oc- Analysis of the Hamiltonian of a quasi-one-dimensional

cupied, and the presence of vacancies causes thie iBas ~ Magnet in the Ising approximation

to be shifted in the direction of the “tunnel” along tleeaxis, ) o

and a more uniform distribution of the ions is formed. The H=JZ § &, (4)

structure of the Ca and Cu chains is incommensurate, and the '

mean distances between iond3.cs~6dc,.cy- The case of shows that an isolated infinite chain of magnetic atoms does

exact equality is realized for the composition ;GaCuGO, not order at any finite temperatutéThe ground state is

(CaCus049). reached only aff=0, and there is no gap in the energy
The incommensurability has a decisive influence on thespectrum of magnetic excitations. This result stems from the

magnetic properties of GgCuG,. This compound is an fact that long-range order in a chain of atoms coupled by an

insulator; the formal valence of copper is equal+#®@.33, exchange interactiod is destroyed by the flip of a single

i.e., the magnetic G ions constitute two-thirds and the spin. Here the magnetic energy increases By ®hile the

nonmagnetic Cii" ions one-third of the total number. The entropy increases bkInN. The change of the free energy

holes in this compound are localized, and the magnetic coudpon the flip of a spin is written

pling of C#™" in the chains takes place through Cu—Q—Cu AE=2]—kTInNN )

superexchange. Studies of the electron paramagnetic reso-

nance and magnetic susceptibility have shown that the exand can be made negative at arbitrarily low temperature if

change in the chains is antiferromagneties 45 K.*2 The  the number of linksN in the chain is chosen large enough.

temperature dependence of the magnetic susceptibility of The magnetic susceptibility of an Ising chain has the

Ca gCuO, exhibits a broad maximum &ai~40 K and an form

exponential decline to zero 8s—0. Such behavior is what Ng2u? J

would be expected for a system with a spin gep 83 K. X”:LB —— /KT,

The formation of a singlet ground state in {ga&CuGO, 23 2kT
can be explained from a simple geometric analysis of the Ngf,ué J J J
structure of the spin chains. For convenience one can neglect y, =7 tanl‘(m_ + mseoﬁ(m) } (6)

the weak incommensurability of the periods and consider the
system Cgg3LuG,. In Fig. 2a(taken from Ref. 12 which The symboldl and_L denote the direction of the external
illustrates the scheme of the chemical bond of the repeatinfield relative to the axis of quantization of the spins within
Ca;Cus0;, Segments, it is seen that every “missing”€a  the chain. The temperature dependence of the magnetic sus-
ion is compensated by two €l ions. Figure 2b shows three ceptibility of a linear system in the Ising model is shown in
variant distributions of these ions within a segment of theFig. 3. It is seen thajy,(T) is an odd function ofd (for
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FIG. 3. Magnetic susceptibility of a line&=1/2 chain, calculated accord-
ing to the Ising model fod>0 andJ<O.

J>0 it increases a3 —0, and forJ<<0 it passes through a
broad maximum and goes to zero for~0). The perpen-
dicular componeny, (T) is an even function of and is no
different in the case§>0 andJ<O0.

Following the solution of the Ising problem it was
shown that Heisenberg chains of half-integer spins

H=J2i (5541 (7

do not order at finite temperatures eith®Buch a chain has

Vasil'ev et al.

J od
@ o L 4 @ @
b . NN RS AN SN
A ‘ .+ N kY ’ ‘ N *
J “ . . A . . . N . .
" o—o—8o—0—0—

FIG. 5. Schematic models of a chain with alternating interact@nand
with the interaction with next-nearest neighbors taken into acc@unt

certain temperatur®.Such a transition is brought on by any
type of anisotropy and weak interactions between chains.
As a criterion of “one-dimensionality” of the system we
can use the ratio of the interactions between chain® the
exchange integral in a chain. For isolated chaihs]—O0.
When the interchain coupling is taken into account thelNe
temperaturely can be estimated from the formtfia

KTy
T 1.28

5.8]
In—

J KTy

9

If the exchange interaction within a linear chain of mag-
netic ions depends on the positions of the ion, then this is a
chain with an alternating interactidfig. 53. In the general
case such a chain can be described by a Hamiltonian in the
form

a degenerate singlet ground state and a triplet excited state.
The magnetic excitation in the chain is a pair of spins propa-
gating via the exchange interaction upon a spontaneous spin
flip in the disordered chain. Such an excitation of the spins
does not require additional energy, since there is no gap iwhere «a<1.!° If «=0, then such a chain transforms to a
the spectrum of magnetic excitations. system of noninteracting dimers with a singlet ground state,

A calculation of the magnetic susceptibility of a ring of while if «=1 a chain with uniform exchange and a gapless
N Heisenberg spins was carried out in Ref. 15. The curvespectrum is realized. The scale of the alternating exchange
obtained in the limitN—oc is shown in Fig. 4. The smooth interaction in a chain is conveniently represented through the
maximum on the curve is determined by the relations introduction of the parametef=(1—«a)/(1+ «).

Numerical calculations of the magnetic sucsceptibility
and heat capacitg of alternating Heisenberg chains were
carried out in Ref. 19. The results of these calculations are
presented in Fig. 6. For any values of the parametea

In the overwhelming majority of quasi-one-dimensional broad maximum is present on theT) and C(T) curves.

compounds with large values of the exchange interactioq_he position of the maximum on the(T) curve is indepen-
constants a three-dimensional magnetic ordering occurs ataaent of a, while that on theC(T) curves depends oa but

not onJ. For T—0 the behavior ofy(T) and C(T) is de-
scribed by an exponential decline, indicating the presence of
a gap in the spectrum of magnetic excitations of the alternat-
ing chain.

In many real systems containing isolated chains of mag-
netic ions the behavior of the magnetic susceptibility is not
described by simple models for a uniform or alternating
chain. Agreement of the calculated results and experimental
data is achieved by taking into account not only the interac-
tion with nearest-neighbor iond,, but also the interaction
with next-nearest neighbordyyy. Such a system can be
considered as two coupled chains or a zigzag chain, as is
shown in Fig. 5b. Depending on the rafiQy /Jynn different
variants of the ground state are realizEmhg-range magnetic
order, a spiral spin structure, or a spin-liquid stafe?*
There exists an exact solution of this problem in the case

H=32 (8 15+085.0),

KT
— ¥ 1.282.

3 ©

2 2

=Jx/(NAG Ug)

1 |
1.0 15
—KT/J

0.060
0.5

FIG. 4. Magnetic susceptibility of a line&=1/2 chain calculated accord-
ing to the Heisenberg model fdr>0.
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FIG. 6. Calculation of the magnetic susceptibiligy and heat capacitgh)
of chains with half-integer spin with different degrees of alternation.
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FIG. 7. Diagram of the crystal structure of (VE&»,0;.

inequivalent positions each for vanadium and phosphorus.
Both types of alternating chairié and B) are directed along
the b axis, and each type contains pairs of /@yramids
joined along an edge, which are separated by, PO
tetrahedr&’

Nuclear magnetic resonancéNMR) studies of
(VO),P,0; have revealed a curious evolution of the spec-
trum of 3'P, shown in Fig. 8% At the lowest temperatures
one observes only one peak, corresponding to the nonmag-
netic ground state of the compound. With increasing tem-
perature this peak shifts and splits first into two and then into
four lines. This behavior indicates that the eight phosphorus
positions in the (VO)P,0O; structure are divided into four
groups that are acted upon by different internal fields pro-
duced by the V ions. At high temperatures a single peak is
again observed in the spectrum. The shift and nonmonotonic
variation of the amplitudes of the individual lines with tem-
perature presupposes the existence of several spin compo-
nents having different temperature dependence of the mag-
netic sucsceptibility. The large value of the Knight shift at
low temperatures indicates the presence of gaps in the spec-

o 22.5MHz 4.2K
Jnn/Innn=1/2; the ground state of such a chain is singlet _ /L
and is separated from the first excited state by a gap in the ]L
magnetic excitation spectrufh. 10K

An additional antiferromagnetic exchange interaction J\/\
Jann Of the same sign adyy is frustrating, i.e., it hinders 3 15K
the formation of an ordered ground state. In the region ” { 20K
IJnn<4Jynn @ dimerized state with a spin gap =
A~exp{—Iynn/Innt is realized. In the parameter region : / Y \ 30K
Jnn<2Jnnn @ Sspiral magnetic structure, which in the gen- S ——
eral case is incommensurate with the lattice, can form in the g /% 3 3 50 K
chain. A ferromagnetic exchange interactidgyy can lead = ‘ ";‘ S
to the formation of long-range magnetic ord&ef. 23.? E— / \ 77.4K

In chains of half-integer spins a number of different sce- < -
narios for reaching the singlet ground state are realized, some /\ 120K
of which will be described below. /\

180K

3.1. (VO),P,0;

This compound, which contains two close-lying chains j\ 220K
of magnetic V* ions, was long considered to be the first j\ 250 K
representative of a family of spin ladders. However, accord- - ; ; :
ing to the presen'; gnderstandlng, it is more gptly tr.eated asa 12.95 13.05 1315
compound containing two types of alternating spin chains. H, kOe

This is the picture described below. The crystal structure of
(VO),P,0; is shown in Fig. 7. The unit cell contains eight

FIG. 8. Nuclear magnetic resonance spectrum'Bfin (VO),P,0;.
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FIG. 10. Field dependence of the magnetization of (MQD,.
FIG. 9. Dispersion curves of the magnetic excitations in (M®QD;.

The presence of two gaps in the magnetic excitation
tra of magnetic excitations of both chains. An estimate of thespectrum of (VO)P,0; is manifested clearly in the field
gaps for each of the four spin components was made accordependence of the magnetization of this compound at low
ing to the low-temperature trend of the Knight shift on thetemperature® (Fig. 10. It is seen that this curve has kinks at
assumption of a quadratic magnon dispersion relation. Itwo different fields:H.;,=25 T, andH.,=46 T. The values
turned out that the four lines in the NMR spectrum are di-of the gaps estimated from the relatidn ,=gugH¢1 2/k,
vided into two groups with different temperature dependenceome toA;=33 K andA,=62 K, in good agreement with
of the Knight shift and different values of the gap. For onethe inelastic neutron scattering data. The slope of the mag-
group of peaksA=35K, and for the other groupA netization curve in the regioH ., <H<H,, is about half as
=52 K. We note that the spectrum B has only a single large as in the regiokl .,,<H. This means that the contribu-
peak, and the value of the gap determined from its Knightions of the two kinds of chains to the magnetization of
shift is A=68 K. The discrepancy in the values of the gaps(VO),P,0; are comparable.
determined from the Knight shifts 6fP and®V is due to
the fact that the phosphorus ion is acted upon by the interna]).J2 CuGeO
field of vanadium ions belonging to different chains. o $

As can be seen in Fig. 9, inelastic neutron scattering This compound is apparently the only currently known
studie4® have revealed two dispersion curves and, accordrepresentative of metaloxides that undergo a spin-Peierls
ingly, two gapsA;=36 K andA,=69 K. Both dispersion transition. This transition is realized in crystals containing
curves indicate a large value of the antiferromagnetic exisolated chains of half-integer spins. Uniform chains of such
change parameter along theaxis. At the Brillouin zone spins do not have gaps in the spectrum of magnetic excita-
boundary in this direction the energies of the two branche§ons, but the total energy of the crystal can be lowered on
become equal, reaching a valiie-180 K. The structural account of alternation of the exchange interaction. At the
unit cell coincides with the magnetic unit cell, and thereforespin-Peierls transition a doubling of the crystal lattice period
the dispersion of magnetic excitations is observed throughoficcurs and a gap opens up in the spectrum of magnetic ex-
the Brillouin zone. Using the dispersion relation for an alter-citations.
nating chainE = \JAZ+ (7/2J)? sir? q (q is the wave vector CuGeQ has an orthorhombic structure with the lattice
and the values of the energy of the two branches at the BrilParametera=4.81 A, b=8.43 A, ¢=2.95 A and contains
louin zone boundary, we can estimate the mean value of th&vo formula units per unit cefi! This compound has a struc-
antiferromagnetic exchange parameﬂ}p (J1+J2)/2 for ture in which chains of Cupoctahedra and chains of GEO
each of the two chains. The scale of alternation in eacfietrahedra separating them extend alongataxis. The car-
chain, 56=(1—a)/(1+ a), wherea=J,/J;, is determined riers of the spin magnetic mome®t 1/2 are Cé* ions with
from the expression (8)/J~25%* The results of calcula- unfilled d shells.

tions for chains of types A and B are presented in Table I. A spin-Peierls transition in CuGeChas been observed
in an experimental study of the magnetic susceptibility of

single crystals of this compourfd As is shown in Fig. 11,

TABLE I. with decreasing temperature the broad maximum of the mag-
netic sucsceptibility which is characteristic for low-
T f Gay Exchange Exchange P P P N
Zlg’aeig N 2 Altermation o| g Kg ; Kg dimensional systems is observed & .5§_K, and atT,
’ 1 2 ~14 K a sharp decrease of the susceptibility occurs along all

of the crystallographic axes. From a comparison with the
model of a quantum half-integeSE 1/2) chain of sping?
35 083 124 103 one can obtain an estimate of the exchange integral in accor-

A 68 0.67 136 92
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FIG. 11. Temperature dependence of the magnetic susceptibility of poly-
crystalline CuGe@ (1) and an approximation of this dependence by the
Bonner—Fisher curvé?).

FIG. 12. Diagram of the atomic displacements at the spin-Peierls transition
in CuGeQ.

dance with the expressioh,=0.64]): J-~88 K. The val-
ues of the exchange integrals characterizing the interaction ¢éns along thec axis and, ultimately, even give rise to small
the next-nearest neighbors along the chajn, and also the displacements of the germanium ions along lihexis. As is
interaction between chains along the principal crystallo-seen in Fig. 12, the chains belonging to the same unit cell are
graphic directionsJ, andJg, have been estimated in neu- dimerized in antiphase, and doubling of the crystal lattice
tron scattering experiments. Fdg=120 K it was found*  occurs not only along the axis but also along tha axis.
thatJ;/Jc=0.2,J,=0.1)¢, andJg=0.01)c. These last re- The behavior of copper germanate in a magnetic field
lationships characterize the degree of one-dimensionality ofan be described with the aid of the phase diagram shown in
the magnetic structure of copper germanate. From the trenig. 13*° RegionsU, D, andl in this diagram correspond to
of the magnetic susceptibility at<T. one can estimate the uniform, dimerized, and incommensurate phase states. In the
value of the energy gap opening in the spectrum of elemend phase there is only short-range magnetic order in the
tary magnetic excitations of the dimerized system accordinghains, antiferromagnetic according to the sign of the ex-
to the Bulaevskimodel,A(T)=1.645(T)Jc, and determine change integral. In thB phase there is no macroscopic mag-
the alternation parametet of the exchange integral in the netic moment, but one does appear in thghase, and the
chain,JgAT)=Jc{1+ &(T)}. For copper germanate it turns period of the magnetic system is in the general case incom-
out that5(0)=0.17, i.e.,J&/J2=1.41, andA(0)=24 K. mensurate with the period of the crystal structure. The in-
The spin-Peierls transition in CuGg@ accompanied commensuraté phase is incommensurate not only with the
by pronounced anomalies of many physical properties. For
example, in the heat capacity this transition is manifested as
a distinct anomaly of thes type3® and the coefficients of 20} o}
thermal  expansion  exhibit markedly  anisotropic k
behavior’®*” A fundamental feature of the spin-Peierls tran- .
sition, as we have said, is the appearance of static distortions - c. U
of the crystal lattice. Such distortions, which accompany the k
period doubling of the crystal cell, have indeed been ob-
served in x-ray measurements and neutron diffraction L
experiments® The largest displacements at the spin-Peierls ~ +
transition in CuGe@ are suffered by the Cii ions, which T
move along the axis, and the & (2) ions, which move in L
theab plane. It turns out that the values of the displacements
causing the radical changes of the magnetic properties of
copper germanate are very small:

uS,~ —0.0014, uf,,~0.0010, ud,, ~0.0013. I

© Diamagnetic susceptibility
o Magnetization

The resulting lattice strain can be represented as an al- AT T Y T SO S
ternating rotation of the germanium-oxygen tetrahedra about 0 5 T K 10
an axis joining the apical oxygen ions. Such rotations cause ’
alternating negative and positive displacements of the copper FIG. 13. Phase diagram of a spin-Peierls magnet.
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FIG. 15. a Crystal structure of NaTi$Dg; the gray and white polyhedra
0 50 100 150 200 250 300 350 6
H T represent the ¥i Og octahedra and SiQtetrahedra; the Na ions are indi-
! cated by gray circles.)bOne-dimensional screw chain of Tj®ctahedra

. . . joi | .
FIG. 14. Field dependence of the Faraday rotation angle in CyG@GO oined along an edge

T=6 (O) and 10 K (O); the dotted line shows the theoretical curve;

A=1152 nm(1.08 eVj. s . . . -
indicative, in particular, of a possible pinning of the normal

magnetic moments at structural defects. The number of un-

uniform U phase but also with the dimeriz&dphase. In the paired magnetic moments and the distance between them are
etermined by the magnetic field. With increasing magnetic

absence of a static magnetic field a second-order phase traﬂ . .
sition from theU to theD phase occurs & =T., and at the ield the number of such moments increases and the distance

first critical field H.; at low temperatures there is a first- between them decre_ases_. Self-organizat_ion of the incqmmen—
order transition from thé® to thel phase. The temperature surate phase of spin-Peierls magnets is observed in x-ray
of the U-D transition atT,=14.3 K (H=0) corresponds to diffraction studies from the appearance of an additional pe-
the field of theD-I trancsition.H —125T (T=0). The riod of the crystal lattice, controlled by the magnetic field.

triple pointL on the magnetic p;hz;sle diaéram of Cu@dai@s The dimerized state is completely destroyed only at the sec-

atT =115 K, H, =13 T. On cooling of a spin-Peierls mag- ond critical fieldH.,, the value of which turns out to be
netin a fieldH>H, there is a second-order phase transitionc@MpParable to twice the value of the exchange integral in the

from the uniform to the incommensurate state. chgin, A Fo_r H>H°2 the substance is again _found n a
The first critical field is related to the temperature of the“”'fo”‘_“ stzt_e, '?}Wh'Ch’ hdo_wev_er, all the magnetic moments
spin-Peierls transition and the value of the gap in the spec®® pointed in the same direction.
trum of magnetic excitations by the simple relations
kT, A . . o
~0.84—, This compound has a monoclinic crystal lattice with

9 L .
_ _ s gfuB ~ space groufC2/c, which is common to the whole family of
and in weak fields the critical temperature decreases in prpyroxenes. The lattice parameters at room temperature are

3.3. NaTiSi, O
H.,~1.48

portion to the square of the magnetic field: a=9.692 A, b=8.874 A, ¢c=5301A, and anglep
AT gugH |2 =106.85° (Ref. 43. The pyroxene structure contains iso-
—~— a0 . lated zigzag chains of TiQoctahedra joined along an edge,
Te 2kT,(0)

as is shown in Fig. 15. These chains are separated by SiO
The anisotropy of the spectroscopic splitting factgp ( tetrahedra, which leads to substantial weakening of the inter-
=2.06,05=2.27,0c=2.15) is manifested in a difference of chain interactions. Since all the titanium positions in the
the values of the critical fields in the different crystallo- structure are equivalent, the chains of JiOctahedra at
graphic direction§%** At low temperatures the field depen- room temperature are chains of half-integer spins with a uni-
dence of the magnetization in the region of the first criticalform exchange along the axis.
field exhibits pronounced hysteresis, the value of which in  The temperature dependence of the magnetic susceptibil-
CuGeQ is around 0.1 T. As is shown in Fig. 14, the jump of ity of NaTiSi,Og in a fieldH =1 T is shown in Fig. 18 The
the magnetizatiofor of the Faraday rotation angle, which is x(T) curve in the high-temperature region obeys the Curie-
proportional to it in copper germanate at the first critical Weiss law and exhibits a sharp drop Bt 210 K. At low
field H., is accompanied by subsequent monotonic growthfemperatures a marked growth of the susceptibility occurs
and in a field~250 T the magnetization of CuGg@eaches due to impurities and defects. The inset in Fig. 17 shows the
saturatiorf'? susceptibility y,, of NaTiSi,Og after subtraction of the im-
The physical picture of the processes occurring in spinpurity contributiony; . Below T~210 K x, falls off rapidly
Peierls magnets in a magnetic field is as follows. When thend remains practically unchanged at low temperatures. The
field reaches the first critical valud., some of the dimers residual susceptibilityyo=6x10"° e.m.u./mole is compa-
are destroyedabout 2% of them in CuGe, and the “nor-  rable in value to the magnetic susceptibility of other spin-
mal” magnetic moments that are formed are spaced equididReierls systems in the ground state (N@&y, MgV,Os,
tantly along the chain. The hysteresis of the field dependend€aV,Os, and Cs\{Os), which suggests that the ground state
of the magnetization in the region of the first critical field is of NaTiSLOg is a spin singlet. An estimate of the value of
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FIG. 16. Magnetic susceptibility of NaTigDs. The dashed curve shows
the approximation by the Curie law for impurities. The inset show¥)

after subtraction of the impurity contribution; the solid curve is the result of

calculations that permit estimation of the value of the gap.

the spin gap A/k~500 K is obtained from the low-
temperature part of the magnetic susceptibility,,
~exp(—A/KT).

In the high-temperature region th€T) curve obeys the

Curie-Weiss law, but deviations from that law begin to ap-

pear already at temperaturés-400 K, as is seen in Fig. 17.

The solid curve in Fig. 17 is the result of a calculation by the
Bonner—Fisher formula for an antiferromagnetic chain of

Heisenberg ions with spiB=1/2 and the parametegs= 2
and J/k=295 K. Thex(T) curve is estimated well by that

formula in the regionT>250 K. A sharp decrease of the
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FIG. 18. Temperature dependence of the x-ray reflectierts3 1), (0 0 2),
and(2 2 1) in NaTiS,LOg.

susceptibility occurs below 210 K, somewhat higher than the

maximum on the Bonner-Fisher curve~{80 K). This

means that the formation of a spin gap occurs prior to the

formation of short-range magnetic order in the chain.
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FIG. 17. Magnetic sucsceptibility of NaTig)g: the dashed curve is the
approximation by the Curie—Weiss law in the high-temperature regbn (
=0.375 e.m.uK/mole, =255 K). The solid curve is the result of calcu-
lations by the Bonner-Fisher moded € 2.0, J/kg= 295 K).

The evolution of the x-ray spectrum of NaTj8 is
shown in Fig. 18. Some of the diffraction peaks splitTat
~210 K, attesting to a lowering of the crystal symmetry
from monoclinic to triclinic?* The crystal lattice parameters
at 10 K area=6.63 A, b=8.83 A, c=5.29 A, and angles
a=90.2°, 3=102.3°, andy=47.1°.

Although the transition in NaTi$Dg shows some of the
signs of a spin-Peierls transition, it originates from orbital
ordering. The TiQ octahedra in NaTi$Og are joined along
an edge formed by an apical and a basal oxygen ion. By
virtue of the structural features of the NaTiSj two of the
threet,, orbitals of the Tt ion are degenerate. They share
a single electron that provides magnetic interaction along the
chain. Here both orbitals are involved in the exchange. The
Jahn-Teller situation is unstable, andTat=210 K a struc-
tural phase transition occurs which is accompanied by lifting
of the degeneracy. In the low-temperature phase the electron
on thed shell of titanium occupies the lowest-energy orbital
d,y, and a strong alternation of the exchange interaction in
the chain occurs. In places where tig orbitals overlap, a
dimer is essentially formed. The transition to the singlet state
brings about a sharp decrease of the magnetic susceptibility
atT,.
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4. S=1 CHAIN

In Ref. 45 Haldane conjectured that the ground states of
chains of half-integer spins and of integer spins are funda-
mentally different. A description of the low-energy excita-
tions by magnons alone is incorrect for systems with easy-
axis anisotropy, and it is necessary to take the existence of
solitons into account. While a magnon in the case of strong
anisotropy can be interpreted as the flipping of a single spin,
a soliton is a collective excitation of the whole system, i.e.,
the spin flip occurs not at a single site but involves a certain
(always oddl number of spins. Since a soliton includes an L

%, 10_6e.m.u./g

Hex = 1kOe

1 | | |
odd number of spins of the lattice, the admissible value of 0 50 100 150 200 250 300

the soliton spin depends on the chain in which it forms. The T.K
spin of a S_Ohton will b? integer if the spins 'n_the chain aregig, 19. crystal structure and magnetic susceptibility gBaNiO; along
integer spins and half-integer if they are half-integer. thea (¢), b (A), andc (O) axes.

In Ref. 45 the Hamiltonian for an easy-axis antiferro-

magnetic was analyzed in the form o .
The Hamiltonian of the system can be solved exactly and is

N agn a7 - a sum of projection operators onto states with spn0, S
H= |‘]|2i (S8 PSS+ ()7, (10 2 for each pair of spin&

. . ) " R 1. . 1. 1

wherfa?\ and u are the anisotropic apd zero-field spllttmg' H:Z 533+1+ g(SiS+1)2+ 3l (12)
coefficients. For a complete description of the system it is [

necessary to introduce a nonlinear correction to the Hamil-

: - . " . In real crystals there are dangling bonds, and the spin
tonian describing solitons. The appearance of this “topologi--hains have a finite lengtfdefects, impurity, boundaries of

cal” _term causgs the properties of the chains of integer a”%e crystal. In Haldane systems as the temperature is low-

half-integer spins to be different. = ered one observes a drop of the magnetic susceptibility
The soliton energy in the isotropic limit is ¥(T)~e KT and then a sharp rise, which is due to the

_ 212 7. 2p2 existence of dangling valence bonds at the ends of the

Em(P)=V(m*+S°)[(fiwg)*+c*P?]=Shwy, (D chains, and its valge c?an be used to estimate the length of the

where P and o, are the momentum and frequency of the chains of magnetic ions in a real crystal.

soliton, andm is a number corresponding to quantization of

the “precession frequency” of the solitorB{=m#). 4.1. Y,BaNiOg

De;crlpnon of the syste.m n a semlcla§5|cal p|ctgre of The crystal structure of XaNiOs is shown in Fig. 19.
the solitons and magnons is correct only in the region of

weak but finite anisotropy, when the nonlinear dynamicalIn this compound chains of Nipoctahedra joined by the

: . vertex extend along tha axis and are separated in the
fluctuations in the system are suppressed on account of an:

. . lane by Y and Ba ion¥ The (T) curve has a maximum at
isotropy: Se” "<\ — u<1. Then the low-energy excita- s y X(T)

tions in the chain are described by the appearanae-oD T~410 K due to one-dimensional interactions in the chain;
. . X g ) . for T<25 K an exponential lin T)i rved, an
solitons in the case of integer spins amd=*+1/2 if S is ° 5 K an exponential decline gf(T) is observed, and

half-int it foll ¢ h tion that a chai ultimately the susceptibility increases due to defects and the
at-integer. 1t 10fows irom such an assumption that a alndangling bonds at the ends of the chaihdhis compound

of integer spins has asinglet ground state separated by a 988s a strong planar anisotropy, and from the behavior of
A from the first excited state, containimg=1 solitons. The (T) at low temperatures in thé caskéa and H L a one

correctness of this assertion was justified in Ref. 46 and h an estimate the values of the energy gaps 118 K, A,

bee'r& conft|.rmetd eﬁﬁrlmelntally]; h in a Hald hair 104 K> Thus the mean value of the gap calculated ac-
n estimate of the value of the gap in a Haldane chain. i, 1 the formula = (24, +A,)/3 is A~ 109 K.

. ) C
has been made in a number of theoretical papers andO
amounts taA ~0.41).%" The gap exists in the cage=0 for h PONIV.O
0<\=1.18, and outside this interval the state of the system 12V20%8

is gapless. Ifu#0 then the gap exists for 0.25< u/2J The crystal structure and magnetic susceptibility of the
<0.8, and the value oA falls off rapidly with increasing compound PbNV,0g are shown in Fig. 26% This sub-
n<0748 stance has tetragonal symmetry; the Nions (S=1) are

The Haldane theory achieved its furthest development iffound in NiG; octahedra which are joined along an edge and
Ref. 49, in which it was shown that in the ground state of aform screwlike chains along the axis. These chains are
chain of integer spins§=1) resonance valence bonds areseparated from each other by?Phions and VQ tetrahedra.
realized. The ground state of a chain of sgs1 with only ~ The distance between nearest Ni ions in the chain is 2.8 A,
a nearest-neighbor interaction can be represented as simpled the distance between chains is 5.8°AThe magnetic
valence bonds joining each pair of spifs-1/2 (the “two  susceptibility of PbNiV,0g, shown in Fig. 20, exhibits a
parts” of the spinS=1). The translational symmetry is not broad maximum af ~120 K and falls off exponentially as
broken, and a singlet ground state with a spin gap is realizedhe temperature approaches zero. The value of the exchange
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3 ° 8 & FIG. 21. Schematic model of a spin ladder with exchange interadtion

along the rungs and along the legs.

1 ,10" e.m.u./mole (Ni)

whereASiya is the spin operator at sifeof the ladder on rung
a.

The relationship betweeh andJ’ has an important in-
fluence on the mechanism of formation of the ground state,
0 100 200 300 on the dispersion relation, and on the value of the gap sepa-

T.K rating the monmagnetic ground state from the first excited
state.

In a ladder withJ’>J the singlet ground state corre-
sponds to dimerization along the rungs. In the ground state

the total spin of the ladde®=0, since each rung is found in

interaction in the chain., estimated from t_he high—temperatur(tehe singlet state. The excited state of the ladder corresponds
g?:thgfézz(é;g;gr:;’ ;Sg]nTn?:r;étﬁg ii:ﬁi:gp deinvgaltl;eth éo the transition of one of the dimers to the triplet stae (

. , =1). The exchange interactions along the legs leads to
formula A~0.41] gives a valueA~39 K, which correlates ) g g g

. . . . excitation transfer along the ladder, giving rise to &al
W!th the da_ta of neutron dlﬁraqtlon studied €46 _K) and ‘magnon band with the dispersion relation
with an estimate from the decline of the magnetic suscepti-

bility (A~30 K).52 The best agreement between calculations ~ E(g)=J"+J cosq. (14)

and expenmer,]tal results is achlleved when an interaction besince the spin gap represents the minimum excitation energy,
tween chains)’~1 K and an anisotropy parame®r=3K  ,resnonding ta=, to a first approximation =J’ — J.

are taken into account. According to the values of these pa- |t 3= j then the singlet ground state of the system can

rameters, the ground state of PBX}Og on theD—J' phase e represented in the form of dimers on each rung, coupled
diagram is found in a spin-gap disordered phase but close @i, the dimers on the neighboring rungs by a weak antifer-

the boundary of the spin-gap and ordered phaeecause romagnetic couplingresonant valence bone In this case
of this even a small content of nonmagnetic impurities suby,o dispersion relation has the form

stituting for the Nf" ions will push the system
Pb(Ni_,M,),V,0g (M=Mg, Mn, Co) to antiferromagnetic E(q)=[A2+4aA(1+cosq)]"?, (15
ordering®*~°"At present PbN\V,04 is the only known com- wherea=(1/2)d’E/dq? characterizes the spin-wave propa-
pound in which long-range magnetic order is induced by &ation velocity. Here the minimum energy corresponds to
nonmagnetic dilution o6=1 chains. q=.

In the limit J’ <J the two chains are not coupled to each
other. It was assumed previously that the excitation spectrum
of such a ladder, as in the case of an isolated chain of half-

Spin ladders are formed by spin chains lying close toJnteger spins, does not have a gap. However, it was shown in
gether. Their magnetic properties are determined by both thE€f. 48 that the spin gap vanishes onlyjatJ=0 and has a
exchange along the legs and along the rungs. The propertiégite value for any ratia)’/J>0. Here the spin-wave band
of ladders with even and odd numbers of legs are fundamerlaS @ minimum ag=w and a maximum af= /2 (for
tally different. The spectrum of magnetic excitations of lad-J'/3=0) or =0 (for J'/J=). The width of the band is
ders with an even number of legs has a gap, and their grourQ)etermined by the antiferromagnetic interaction parameter
state is a spin liquid characterized by short-rarifgdling ~ &long the rungJ’, and varies frommJ/2 (for J'/J—0) to
exponentially to zerpspin pair correlations. The spectrum of 2J (for J'/J—). The value of the gap depends on the ratio
magnetic excitations of a ladder with an odd number of leg®f the exchange parametejsand J’. If the values of the
does not contain a gap. The ground state in this case is chef¥change constants along the rungs and along the legs are
acterized by spin-spin correlations that fall to zero by acomparable, one has~0.5]).%%:60-62
power law. A change in the form of the dispersion relation for dif-

The simplest variety of spin ladder is one with two |egsferent values of the ratid’/J is due to the fact that with
formed by Heisenberg ions with spl®=1/2. The state of decreasing’/J the distance along the axis of the ladder over
such a ladder with antiferromagnetic interactialisalong ~ Which an excitation arising on one rung can shift. For ex-
the rungs and along the leggFig. 21) is described by the ample, near the minimum of the dispersion curve the disper-

FIG. 20. Crystal structure and magnetic susceptibility of BlbOg.

5. SPIN LADDERS

Hamiltoniary® sion relation is characterized by a quadratic dependence for
J’>J and a linear dependen¢as in a chaipfor J'<J. At
g & ¢ NI high temperatures the correlation lengtin the distribution
H=J  2Sii1atd : 13 . . - ;
a=21,2 Z SaSi+1a EI Si15i2 a3 of the spin moments is the same for an isolated chain and a
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spin ladder. With decreasing temperatufehecomes larger
in the ladder, since the correlations in it increase faster be-
cause of the larger number of nearest neighbors. Therefore in
the low-temperature region the dispersion relation for a lad-
der can be assumed quadratic.

The character of the dependerie€q) is determined by
the form of the structure factor, the spin-lattice relaxation
rate, the susceptibility, and the heat capacity. For example,
the dependence of the susceptibilityT) over a wide range
of temperatures is determined by the form of the dispersion

relationE(q):®®
P
X—Bm, (16)

where=1/T, z(B)= 1/2mw [ e FE@dq,

In the case of a quadratic dispersion relation one can
estimate the gap in the magnetic interaction spectrum from
the temperature dependence of the susceptibjlayd of the b
heat capacityC at low temperaturesT(<A):

N .
M .
M .
’ .
. '
B s

Two-leg ladder

FIG. 22. In SrCy0O, the C#* ions, with spinS=1/2 (indicated by the
symbol @) are found in a square environment of Oions.

_ —AIT
x(T) 5 JwTTe , (17
U2/~ 3/ 5 gether. In the absence of interaction between layers no long-
C(M)=>|— I) 1+ I+ § I) e AT range magnetic order is achieved at finite temperatures, but
4\ 7a A A 41A interactions between ladders can decrease the value of the

(18 spin gap substantially.

The magnetic susceptibility and heat capacity at highs 1. srcu,0,
temperaturesT>A) can be used to estimate the values of

the energy integrals along the rungs and along the legs of the . The structure of SrGiD; is presented in.Fig. 2.1
ladder: this compound the G5 planes alternate with Sr planes.

The C#* ions are found in a square environment of O
x(T)=1/4T"1—1/83+1/2)")T~?+3/64J3'T~3, (19  ions. The overlap of thel2_,> orbitals of the copper ions
C(T)=3/16(J2+ /20 ) T2 20 with the p, andp, orbitals of the oxygen ions lead to 180°
: antiferromagnetic Cu—O-Cu exchange along ¢hand b

A spin ladder with an antiferromagnetic interaction axes. As a result, spin ladders with legs al@@nd rungs
along the legs J>0) and a ferromagnetic interaction along alongb are formed in SrC40;. The coupling between cop-
the rungs §’<0) also has a spin gdf.In the case of weak per ions of neighboring ladders corresponds to 90° ferromag-
coupling along the rungs|{'|/J<1) the susceptibility is netic Cu—O-Cu exchange, which is further weakened by
determined by the same expressidf) as for a ladder with ~ frustration. It follows from the temperature dependence of
an antiferromagnetic interaction along the rungs. In the casthe magnetic susceptibility of Srg0; (Fig. 23 that the
of a strong ferromagnetic coupling along the rungs a two-legystem is found in a singlet ground state at low temperatures.
ladder can be represented as a chain of spind coupled An estimate of the spin gap from the low-temperature part of
by an antiferromagnetic interactiali2 along the chain. An
estimate of the gaj =0.41J for this case is in good agree-
ment with estimates of the gap for Haldane chains.

Together with the uniform spin ladders described above,
it is possible to have spin ladders with half-integer spin in
which the exchange interaction along the legs is alternating,
with J>0 while J’ can have either sigi¥.In this situation it
is also possible to reach a singlet ground state separated from
the excited states by a spin gap. The way in which the
ground state is realized depends on the value and sign of the
alternation parameter. For «—0 the spin ladder separates
into plaquettes of four spins. In the case of an alternation of

—_
a0

% 10*e.m.u./mole (Cu)
o

o
[

| |
antiferromagnetic and ferromagnetic exchanges along the 0 100 200 300 400 500 600 700
legs (@<<0) a spin ladder witts=1/2 can be represented as T,K
a ladder formed by integer spins wi=1 (J'>0) or as a . o o _
uniform chain with spinS=2 (3’ <0). FIG. 23. Magnetic sucsceptibility of Sr@D;. The solid line was obtained

2 VA by subtraction of the diamagnetic contribution, the Van Vleck paramagnet-
In layered compounds based on“Cuand ONe en-  ism, and the contribution of paramagnetic impurities from the experimental

counters structural motifs of spin ladders lying close to-dependence.
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FIG. 24. Crystal structure of Cg®s: J’' andJ denote the exchange path 0 S0 100 150 200 250 300
along a rung and along a leg, respectively. T,K

FIG. 25. Temperature dependence of the magnetic sucsceptibility of
. . . . o MgV,0s.
x(T) (after subtraction of the impurity contributipin ac-

cordance with formula17) gives A=420 K5 The value

obtained for this same quantity from the temperature depenanisotropy of the exchange interaction is realized in g2y
dence of the spin-lattice relaxation rate in an experimentaind that the main exchange is along the rungs.

study of NMR on®Cu is 680 K® Finally, from inelastic

neutron scattering data the spin gap in SQuwas foundto 5 5 MgV, Ox

be A~380 K.%9 A similarly large scatter is seen in the esti-

mated values of the exchange integrals along the I&gs The compound MgYOs has a structure analogous to
=800-2000 K) and along the rungd’ & 750-100 K)70-72 that of_ Ca\_éO5 with the dlffer_ence that the plane of the YO
This situation is apparently due to the difficulties of synthe-Pyramids in Mg\;Os is considerably more corrugated than

sizing SrCyO; with reproducible parameters. in CaV,0s (Ref. 79. The temperature dependence of the
magnetic susceptibility of MgyOg exhibits the characteris-

tic broad maximum for low-dimensional systems @t
5.2. CaV,0s ~100 K (Fig. 25.8° The temperature of this maximum is
lower than in CayOg by a factor of four, and therefore the
values of the main exchange interactions in M@y must
be smaller than in Ca)05 by approximately the same factor.
The spin gap estimated from an analysis of the temperature
dependence of the susceptibility is15 K.*" Inelastic neu-
tron scattering shows a gap=20 K at wave vectokw, ),
which, because of the strong frustration of the exchange in-

strongest interaction is between nearest-neightbt ¥ns teractions, is not the minimum of the dispersion curve. The

lying on the same side of the plane. Those ions form a spifMall value of the gap determined in that experiment sug-

ladder with two legs. In each ladder the pyramids are joine(QeStS the possibility of an external-field-induced transition to

by the corner both along the rungs and along the legs. Th@ 9apless state. Such a transition has indeed been observed

3d electrons of ¥* occupy thed,, orbital, and the interac- on the field dependence of the magnetization at low tempera-
Xy ’

tion is of an antiferromagnetic character both along the rungfUr€s: as is seen in Fig. 26Below and above the critical

and along the legs. The pyramids belonging to neighboring

ladders are joined along an edge, so that the interadtion

between ladders takes place via a 90° V-0-V bond and is

ferromagnetic and weak. 1.0
A spin-singlet ground state in Ca®@s; has been

establishetf by NMR measurements V. A spin gapA

=616 K was determined from the spin—lattice relaxation

rate. The temperature dependence of the magnetic suscepti-

bility can be approximated in the model of isolated dimers

with equal values of the exchange and gap:A =660 K.”

The estimates of the exchange integrals obtained for,OaV

by different methods also exhibit scatter: the exchange along

the legsJ=67-122 K, the exchange along the rungs | o

=608-670 K, the exchange between ladders in the same o

planeJ’= —28-45 K, and the exchange between ladders in

different planes)” ~20 K."®7®~"8Even when the scatter in

the estimates is taken into consideration it it seen that strong  FIG. 26. Field dependence of the magnetization of QY.

The orthorhombic crystal lattice of Ca®@s contains
layers of square VO pyramids with CA" ions lying be-
tween these layersee Fig. 24" At the center of the pyra-
mids are vanadium ions 4 with spin S=1/2. The VQ
pyramids are joined along an edge in the base and form
mesh structure. The vertices of the pyramialsd, hence, the
vanadium ionslie on both sides of the basal plaa®. The

dM/dH , arb. units

HT
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FIG. 28. Energy dependence of the inelastic neutron scattering intensity in
BiCu,VOg.

x(T) gives the order of magnitude of the gap in this com-
FIG. 27. Diagrams of the crystal lattice of Bi¢Og (a) and of the ex- pound @~16 MeV). The absence of anomalies on the tem-
change interactions in ib). L

perature dependence of the heat capacity indicates that the

nonmagnetic ground state is inherent to this system and not

field H.~12.5 T the magnetization depends linearly on fielgthe result (_)f a structural tran;formatlpn. N

but with different slopes. The dependence of the value of the, N€lastic neutron scattering studies in BiUiDs have
gap on the field is given by the relatiof{(H)=A —gugH, shown that for different values (_)f the wave vectprthe
where A is the value of the gap at zero field. Fei=H,  €N€rgy dependence of the scattering inten§ity. 28 shows
there is no gap in the spectrum of magnetic excitations. Arfil'é€ Pronounced peaks, at energies90, 290, and 450 K.
estimate of the gap from the field dependence of the magne-N€S€ features are explained by the presence of three types
tization givesA~17 K, in good agreement with the neutron o_f weakly interacting clusters found in the singlet state. The
data. From the temperature dependence of the magnetic stimMPIest form of such clusters may be dimers on the rungs of
ceptibility of MgV,0s the following estimates have been & SPin ladder, for example. The lowest value of the gap de-
obtained for the exchange integrals, in the same notation d§Mined in this experiment is in good agreement with an
was used for the CayD; case:]'~92 K, J~144 K, J" estimate of the gap from magnetic measurements.

~60 K, J”~19 K."68982The comparable values of the ex-

change integrals along the rungs and legs of the ladder Iea6d_ HYBRID SYSTEMS. Sr1,ClpOus

to a small value of the gap.

The substantial difference of the gap values of the struc- The structure of the quasi-one-dimensional compound
turally similar compounds Ca®s (A~500K) and Sr,Cuw,04, shown in Fig. 29, contains both spin chains
MgV,05 (A~20 K) is due to the fact that the exchange and spin ladders. Layers containing chains and ladders alter-
interaction parameter depends strongly on the tilt of the VO nate along theb axis. The chains are slightly shifted with
pyramids in the plane. Since the ionic radius of Mg is sub-respect to each other in thec plane, and the ladders are
stantially smaller than that of Ca, the tilt of the Y@yra-  shifted with respect to each other by a half period along the
mids in MgV, Os is greatef? This leads to a sharp decrease c axis. The periods of the chains and ladders alongthgis
in the main exchangé&long the rungsin MgV,0Os in com-  are incommensurate: &Q,,i~ 7Cadder; the 24 Cu ions are
parison with CayOs. apportioned between ladders and chains in the ratio 14:10.

The Cu ions in both ladders and chains are found in a planar
5.4. BiCu,VOq

The structure of the monoclinic crystal lattice of
BiCu,Vog is shown in Fig. 274% The C#" ions with spin
S=1/2 form a zigzag spin ladder with two legs parallel to the
¢ axis. The rungs of the ladder are directed alonghtfais.

The ladders are separated from each other by the nonmag-
netic ions \?* and BP". In the structure of the ladder there
are six inequivalent copper positions, which form eight dif-
ferent Cu—O-Cu bonds, each of which is characterized by
an exchange interaction parameder(i =1...8) (Fig. 27b.

The temperature dependence of the magnetization of
BiCu,VOg indicates the presence of a spin gap in the mag-
netic excitation spectrum of this compouftdfhe abundance
of exchange interaction parameters for the spin ladder in
BiCu,VOg does not permit the use of simple models for
describing such structures. A dimer model approximation of FIG. 29. Crystal structure of $Ct,Oy; -
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FIG. 30. Magnetic susceptibility of §Cu,,0,4,. The inset shows(T) v? 0 1' '2 :'3 zlt 5
after subtraction of the paramagnetic and Van Vleck contributions. For com- 3 HT
parison the dotted curve shows the susceptibility of the ladders. j | ,I
0 100 200 300

CuQ, environment. The distance between Cu ions along theic. 31. Temperature dependence of the magnetic susceptibility of
legs of the ladders is 1.90 A, along the rungs 1.97 A, andcaV,0y: 1—experimental data2—after subtraction of the paramagnetic
along the chains 2.75 2 and Van Vleck contributions. The inset shows the field dependence of the
The magnetic susceptibility of SCWO, is deter- Magnetization ar=4.5and 5 K.
mined by the contributions of the ladders and chains, the
paramagnetic contribution of defects, and the temperature- ) ) )
independent Van Vleck terfif. The x(T) curve shown in sidered above form strictly two-dimensional systems. There
Fig. 30 has a broad maximum @t-80 K followed by a  are also pronounced effects of frustration of the antiferro-
noticeable decline of the susceptibility with decreasing temMagnetic interaction in the planes.
perature. Such behavior is due to the fact that the copper iong; cav,0,
in the spin ladders of this compound are coupled by strong ] o ] ] ]
180° antiferromagnetic exchangd~ 1400 K) and form a Spin-gap behavior in a quasi-two-dimensional system
singlet ground state. The values of the exchange interactioff@S first observed in Ca\D,. This compound has a simple
parameters along the legs and rungs of the spin ladders afgiragonal lattice ?(:8-:;’33 A, c=5.008 A) with two for-
comparable and correspond to the parameters in SCu mula umt; per unit cefi® The Ca\é!Og structure can be rep-
At T<400 K the magnetic sucsceptibility is determined 'eSented in the form of VOpyramid layers separated by Ca
mainly by the contribution of the CuCchains. ions. In each V@ plane there is a regular arrangement of V
In Sr.CyyO,; the magnetic ions in the chains are Sepa_vacancies. The rarefgction of V in the magnetif: subsystem
rated by nonmagnetic Gti—O segments. The decline of the Makes for a\/§>.<\/§ increase in the unit cell size, which
magnetic sucsceptibility fof <80 K can be described by the [tSelf is V2Xv2 times larger than the unit cell of the square
dimer model(4). According to estimate¥, the number of VO lattice. The V@ pyramids with the apical O ion lying
dimers with spinS=1/2 is 1.47 per formula unit, and the above(or below the plane form chains connected by a cor-
exchange within the dimer has the vallie 140 K. ner. Pyramids with differently directed apical O ions are
According to NMR data, charge ordering of the Cu joined along an edge. The Ca ions lie abgeebelow) the V
and C3* ions in the chains occurs dt<80 K.88 Neutron  vacancies. The VO planes are highly deformed. The V ions
scattering experiments register two maxima of the spin den@re displaced by=0.625 A along the direction toward the
sity, corresponding to dimerization in the chain, where, ac@pical O ions in the corresponding pyramids. .
cording to these data, the dimer is formed not by the nearest 1he temperature depen_dencei of the magnetic susceptibil-
neighbors but by atoms lying at distances of 2 and 4 period¥y 0f €aV4Oq is shown in Fig. 3£* The value of the energy
of the chain lc=5.48 A) % Possibly dimers of this size are 9aP in the magnetic excitation spect'rum determl'ned from
formed from two magnetic ions separated by nonmagnetié€se dataA~110 K, has been confirmed by spin-lattice
CW@*—0, segments. The ground state of the system is afkelaxation studies in an NMR experiméfitThe same value
ordered arrangement of such dimers in the chains. The intePf A was , obtained in inelastic neutron scattering
actions between dimers in a chain and between two neareXPeriments:

dimers in neighboring chains are close in valdg~J The origin of the gap in Ca)O, has been the subject of
~10 K. numerous theoretical papers.®’ At first it was assumed on

the basis of the features of the crystal structure shown in Fig.

32 that the lattice can be represented in the form of simple

7 TWO-DIMENSIONAL SYSTEMS plaguettes connected by dimer couplings; in this case the
ground state realized in the system is one in which the spin

The most complex configurations of spins forming a sin-configurations in each plaquette of the lattice are configura-
glet ground state are realized in two-dimensional systemgjons of resonant valence bonds. It turns out, however, that
when the ensembles of exchange-coupled spin ladders cothe features in the arrangement of V ions in the plane and the
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FIG. 33. Crystal structure of Na)Ds .

separated from each other by Na ataiffig). 33. The param-
eters of the crystal cell ara=11.318 A, b=3.611 A, c
=4.797 A. AtT>T. all the vanadium positions are equiva-
lent, and its formal valence is V° (Ref. 100. This means
analysis in terms of their exchange interaction does not agré®at the only @ electron that does not participate in the
with this simple picture. formation of ionic-covalent bonds is shared between two
The Heisenberg Hamiltonian for Ca®, with allow- nearest-neighbor vanadium ions and is located on a V-0-V

ance for the interactions of nearest neighb@ns and nn’) bonding molecular orbitd®* These orbitals form the rungs

and next-nearest neighbdrsinandnnn’) can be written as  Of SPin ladders displaced a half period with respect to each
other along théb axis in theab plane(Fig. 34). In an ordi-

N IR TA S & &1 & & nary spin ladder the spins should be located at every site, and
H Jl% S S,+Jln2n, S S’+J2§n S SJ+J2,1%r S5 therefore at high temperatures the model of a ladder with
(21) every-other site occupied is used for N&%. It is also pos-
sible to treat the two-dimensional system of vanadium-
within a single plaquette, while the terms wiffj and J} oxygen plane_zs as a s_et of nqninj[eracting s_pip cha_ins shifted
describe the interactions of spins belonging to differen®®y @ half period. The interaction in the chain is estimated as

— 98
plaquettes’ J=280 K= _ .
Calculations of the spin-density distribut®J?” show The physical properties of Na0s have anomalies at

that the only uncoupled vanadium spin occupiesdjgor- the phase transition temperature. Fjg. 35 ShOV\./S.t.he tempe_ra-
bital. In this situation the exchange interaction with the next-{ure depergder)ce of the magnetic susceptibility of this
nearest neighbor is dominant over the exchange interactiofmpound? With decreasing temperature thgT) curve

with the nearest neighbor. Then the singlet is formed on th&iSPlays @ broad maximum &t~350 K, corresponding to
metaplaquette shown by the heavy dotted line in Fig. 3othe establishment of spin correlaﬂon; in the.chams. In this
Here the dominant exchangeJ$. The results of the theo- temperature range the depe_ndence_ is descrlbgd well by the
retical studies are in good agreement with an inelastic ne20nner-Fisher model for noninteractigg-1/2 chains. Then,
tron scattering experimeﬁf The exchange integrals ob- in the regionT <150 K the exp_erlmen'gal curve deviates from
tained in those measurements had the vallgs:78.9 K, the calculated dependence in a wide tempt_arature region,
J=78.9K, J,=19.7 K, J,=162.5 K. The interactions probab]y because of the.c_ievelopment of spin .fluctua.uons
with metaplaquettes is formed mainly by the V—O-V Super_precedlng the phasg tranS|t|on..'A.Lt= s4Ka s.harp Isotropic
exchange via the 2 orbitals of oxygen. The metaplaquette drop of the magnetlc susgepublllty to zero is observ_ed, du_e
spins lying above the basal plane interact with the spin metd® the formation of a gap in the spectrum of magnetic exci-
plaquettes lying below the plane, forming a unified two-atioNs.

dimensional state of resonant valence bonds.

7.2. Nav,0 a‘_l l_ b_l l_

The features of the formation of the ground state in so-
dium divanadate have been actively studied since the time of
discovery of a phase transition af.~34 K in this
compound® According to the present ideas, at that tempera-
ture a redistribution of electric charge between vanadium po-
sitions occurs, accompanied by structural distortions and the L

a

FIG. 32. Diagram of the couplings in CaW%;.

The terms withJ; andJ, describe the interactions of spins

— e — — o—

onset of an energy gap in the magnetic excitation
spectrunt®9 T>T, T<T,

At high temperatures this compound has tetragonal SymIEIG. 34. Structure of spin ladders in taé plane in Na\(Os for T>T, (a).

metry Wi.th space groufPmmn The crystal Strucmr? of  Zigzag structure in NayOs for T<T,. The magnetic %" ions (®) and
NaV,Oy is formed by corrugated layers of “Qpyramids  nonmagnetic ¥* ions (O) are shown in(b).
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FIG. 35. Temperature dependence of the magnetic susceptibility of 0 20 40 60 80 100 120 140
NaV,Os. The solid curves shows a calculation according to the Bonner- T,K

Fisher model in the interval 100—700 K.
FIG. 37. Temperature dependence of the thermal conductivity of,NaV
along thec axis.

On the temperature dependence of the heat capacity of
NaV,Og, shown in Fig. 36, the phase transition Bt is
accompanied by a sharp anomaly of théypel® The heat
capacity in the regiorm <T, is well approximated by two XC
terms corresponding to the contributions from the lattice anée
magnonsC= BT+ A, exp(—A/KT). A giant increase of the
heat capacity of this compound B¢ has also been observed

; 103 ; R
(see Fig. 37,"*° due to a decrease in the scattering of thermasitions for the V* and VB* ions in the regionT<34 K is

phonons on spin fluctuations at the phase transition. . : . .
A feature of the formation of the spin gap in Ng® is ;xplamed by a change in period along taeand b axis

=a— =2h). Fi h he distributi f
the circumstance that the underlying cause of this effect i 3n=2a-b, by=2D). Figure 38 shows the distribution o

h deri £ 1h di . ina both e magnetic and nonmagnetic V ions within a layer. It is
charge ordering or the vanadium 10ns, causing both & Mals, o, that there are 4 variant distributions of the dimers

netic and a structural transformation. At low temperature%rmed by magnetic ions; these configurations are denoted
there are two inequivalent vanadium positions in the ' :

) by the letters A, A, B, and B. For the formation of a
NaV,Os structure, with formal valences®V ° and V*5¢, y

where § determines the deviation of the valence from the
mean valugbelow we have used the notatiof Vand \P*

for these ions!® The magnetic ¥ and nonmagnetic ¥

ions have a zigzag arrangement in the spin laddErg.
34b). Such an arrangement of the magnetic and nonmagnetic
ions in one spin ladder considered individually does not lead
to the formation of a spin gap in its energy spectrum, but the
influence of neighboring ladders causes results in an alternat-

ing exchange interaction. According to Ref. 105 this leads to
the formation of a spin gap =114 K% in the magnetic
itation spectrum of Na)Os.

At T<T. a superstructure a—b)x2bXx4c, having
monoclinic symmetry with space gro@}AllZ(Refs. 107,

08 forms in Na\LOs. The appearance of inequivalent po-
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FIG. 38. Four variant distributions of dimers formed by the magnetic ions in
FIG. 36. Temperature dependence of the heat capacity o, ®aV NaV,0s.
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FIG. 39. Crystal structuréa) and arrangement of the magnetic dimésin
SrCy(BO;3), and in the Shastry-Sutherland mode).

superstructure with period,,= 4c along thec axis the layers
must alternate in the order ABB’ (Ref. 107 or AAA'A’
(Ref. 108. According to subsequent studies of resonan
x-ray scatterindf® the structure of the type AAM’ best
describes the spectra obtained.

7.3. SICu,(BO3),

Included in the list of compounds with a spin gap is
SrCw(BOs),, the magnetic subsystem of which is a two-
dimensional network of orthogonal dimersS=1/2).

SrCw(BOs), has tetragonal structure with unit cell constantszero. After the contributions due to

a=8.995 A, c=6.649 A at room temperatut®’ In the
CuBO; plane, shown in Fig. 39, rectangular planar GuO
complexes are connected to each other by, B@ups. The
CuBQ; layers are separated by spacers of nonmagnetic Sr
ions. All of the C#* have spinS=1/2 and are found in
crystallographically equivalent positions. The nearestCu

Vasil'ev et al.
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FIG. 40. Magnetic susceptibility of Srg{BOj3), for different directions of

the magnetic field. Curves’land 2 are the theoretical calculation. The
symbols in the inset show the experimental results; the solid line shows the
activation approximation for determining the spin gap.

is the possibility of exact calculation of the ground stdfe.
One of the results of this calculation was the conclusion that
triplet excitations of the network of orthogonal dimers are
extremely localized. Localization of the triplet excitations in
SrCuw(BO3), was confirmed experimentally by the existence
of a series of plateaus on the magnetization ctitbe.

An indication of the presence of a spin gap in the spec-
trum of magnetic excitations was obtained from measure-
fments of the magnetic susceptibility of the substaHcand
then confirmed by a number of independent methods. The
temperature dependence of the magnetic susceptibilities par-
allel x, and perpendiculay, to the layers of magnetic
dimers in SrCy(BO3), is presented in Fig. 40. The magnetic
anisotropy observed in these measurements is due to anisot-
ropy of theg factor. With decreasing temperature the suscep-
tibility reaches a maximum at 15 K and then falls rapidly to
impurities and
temperature-independent terms were separated out from the
experimental curves, the contribution from just the dimers
could be found. When this distribution is approximated at
low temperatures by a functionexp(—A/T) one obtains a
value of the spin gap =34 K.

The presence of a spin gap in a network of orthogonal

ions, lying at a distance of 2.905 A from each other, formdimers is naturally expected fd¢ =0. If this energy is ne-
magnetic dimers. The coupling between dimers, which arglected 0’ =0), the system simplifies to a model of isolated

separated by a distance 5.132 A, takes place Via Bns.

dimers with spinS=1/2, which is the simplest model for all

The dimers in each layer do not lie strictly in the same planematerials with a spin gap and is applicable to certain sub-

the vertical dimers are displaced slightly along theaxis
with respect to the horizontal dimers.

By virtue of of the pronounced two-dimensionality of
the SrCy(BOj), crystal its magnetic properties should be

stances containing complexes of divalent coppet 'ClAt-
tempts to approximate the experimental data by this model
so as to achieve matching of the maximaq{T) in the
theory and experiment<15 K) led to substantial disagree-

described well by the Heisenberg model with exchange conment, as is seen in Fig. 4@urve 1). If the theory and
stantsJ andJ’ inside and between dimers, respectively. Anexperiment are matched at high temperatures, then such an
important role in this is played by frustration of the magneticapproximation(curve 2') leads to too large a value of the

interaction stemming from the triangular arrangement of on

espin gapA. These facts indicate that the interaction between

J and twoJ’ bonds. This frustration occurs independently of dimers cannot be neglected: the dimers must be strongly cor-

the sign ofJ’ if the interactionJ is antiferromagnetic J

related in each layer, and the whole system must be highly

>0). An attractive feature of a network of orthogonal dimersfrustrated. In Ref. 113 a model of the formation of the spin
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gap for correlated dimers was proposed which describes the S

experimental curves quite accurately. The phase diagram § — Singlet

constructed in the framework of this model for a network of g — Triplet

orthogonal dimers is shown schematically in Fig. 41. For S _ ) _

small values of the parameldf/J the System s described % %, Detiuion o St 7 et i 1 8 sty soesponc
satisfactorily by a model of isolated dimers. With increasinggimers and to the formation of the 1/8, 1/4, and 1/3 plateaus.

ratio J'/J a first-order phase transition to an antiferromag-
netically ordered state occurs at'(J).=0.70(or 0.69. The
existence of antiferromagnetic ordering fr¥J>(J'/J). is
clear from the fact that fod=0 the magnetic subsystem

reduces to a simple square lattice. The valukl=0.68 in 1/4 plateau these values were 39.1-41.6 T lfbifc and

SrCw(BO,), is extremely close to the critical value 52-0—39-0°T forH Lc. With increasing magnetic field the
(3'19) system passes successively through states with a spin gap
° fand gapless states. In the plateau regions SiDs), has

Figure 42 shows the magnetization curves o :
SrCw(BO;), measured in pulsed fields. No hysteresis wasSnergy gaps between the ground and lowest excited states,

observed in the application and removal of magnetic field Wh!le between plateaus the system does not have a gap in the
spectrum of spin excitations, and the magnetization increases

monotonically.

The fact that the triplets prefer an ordered state to a
disordered state is apparently due to the orthogonality of the
ghearest-neighbor dimers. The transition of a triplet excitation
Hﬁ)m one crystallographic position to another within the
same plane is possible only in the sixth order of perturbation
theory. With allowance for the tetragonal symmetry of the
§rCLh(BO3)2 crystal a necessary condition for the formation
of an ordered structure of magnetic triplets is the presence of
a square magnetic unit cell, and this condition is met for the
1/8 and 1/4 plateaus, as is shown in Fig. 43a,b. This same
0.3 requirement is met for the 1/2, 1/10, 1/16, and 1/32 plateaus
1/4 in a crystal with tetragonal symmetry.

-2 Theoretical calculations have shoth!'® that the
triplet—triplet interaction with second-ordgnext-nearesgt
neighbors is substantially weaker than the interactions with
neighbors of the third order. It is therefore possible that the
1/4 plateau does not have a square magnetic lattice but is
formed by magnetic stripes, as is shown in Fig. 43c. In such
a case the unit cell in the plane is a rectangular parallelepiped
in which there is no place for third-order neighbors. Another
stripe structure, shown in Fig. 43d, has been proposed for the
1/3 plateau. Since the 1/3 plateau cannot appear in a square
magnetic lattice, the observation of such a plateau is unam-
biguous proof of the existence of stripe structures. Soon after
this prediction the presence of a 1/3 plateau was confirmed in
FIG. 42. Magnetization curves of Sr{BOs),, taken in pulsed fields.  an experiment at fields fields up to 63*f.

With increasing magnetic fieltH the low-lying triplet ex-
cited states cross the spin-singlet ground state-20 T.
Then the magnetizatioh grows, but the presence of steps
on theM (H) curves for SrCy(BO3), makes it fundamen-
tally distinguished from classical spin systems, in which th
magnetization increases monotonically. Plateaus are seen
the M(H) curves at magnetizations of 1/8 and 1/4 of the
total magnetic moment of the €l ions. The phase bound-
aries for the 1/8 plateau were determined by extrapolation t
be 30.1-31.7 T foH Iic and 26.7—-28.6 T foH L c. For the
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Results from simulations of the adsorption of gases on transition metal surfaces are presented.
Attention is devoted mainly to the adsorption of hydrogen on(fli&) surfaces of W

and Mo, the structures and adsorption kinetics of oxygen and CO on ¢thElPs$urface, and the
catalytic reaction of CO oxidation. The choice of these systems is motivated not only by

their practical importance and fundamental interest but also by the fact that substantial progress
has been made toward understanding the processes of adsorption and the formation of

film structures for them with the use of the Monte Carlo method. One of the main requisites for
simulation of the adsorbed film structures is to adequately incorporate the lateral interaction
between adsorbed molecules, which includes both a direct interdeliectrostatic and exchange

and indirect(via electrons of the substratelhe correct description of the lateral interaction

in the simulation has permitted explanation of the mechanisms of formation of the structures of CO
films on platinum. At the same time, the complexity of the interaction between adsorbed

atoms has at yet precluded the development of a consistent model for the formation of the structure
of adsorbed oxygen on the platinum surface. It can be hoped that this problem will soon be
solved, making it possible to refine the model of the catalytic reaction of CO oxidatioR0@
American Institute of Physics[DOI: 10.1063/1.1884424

1. INTRODUCTION strate must be cooled to liquid helium temperature. Obvi-
The basic principles of the modern concepts of the physQUSIy’ purposeful mves_tlgatlon of _the prop_ertleS of adsorp-
. . . .~ tion systems also requires theoretical studies. Unfortunately,
ics of adsorption were set forth back in the early wentieth he possibilities for rigorous theoretical calculations of the
century by Irving Langmuir. Despite the enormous progres§ P 9

in our understanding of the process of gas adsorption 0H1teract|0n parameters of particles with metal surfaces are

various surfaces, many of its important details and interrela‘-axtremely limited because of the necessity of taking into

tionships require clarification. Interest in the adsorption ofaceount a large number of different faqtors, such as the pres-
gases on transition metals stems not only from the possibl@nce of precursor states, accommodation, the character of the

importance of such research suffices to mention the ne- adsorption bondionic, covalen}, the types of lateral inter-

cessity of achieving further progress on the problems of het2ction, and the rate of surface diffusion. Since many experi-
erogeneous catalysis, for example, the problem of removin§'€NtS on gas adsorption are done under equilibriom
pollutants from the exhaust gases of automobiles and thBU@si-equilibrium conditions, one can in principle employ
comprehensive decontamination of the atmosphéxe also t_hermodynamlc methods to estimate the k!ne_tlc ch_a_racterls-
from the possibility of carrying out multifaceted research onticS, but the accuracy of such estimates is insufficient for
such adsorption systems for the purpose of obtaining newiréct comparison with experimental data.
information about the properties of surfaces. For example, Using modern methods of calculatigin the framework
low-energy electron diffractiofLEED) and scanning tunnel- of electron density functional thegrpne can quite reliably
ing microscopy(STM) are used to study the structure of the estimate the binding energy of an atom or molecule with the
surface and of the adsorbed film, and photo- and x-raysurface, determine the most favorable adsorption centers, and
electron spectroscopy are used to study the electronic stru€stimate the interaction energy between adsorbed particles
ture. Infrared spectroscopy yields information about thelthe lateral interaction However, significant difficulties
types of adsorption sites and bonds and their symmetry, an@fise when one attempts to compare the results of such
experiments on diffusion, temperature programmed desorghodel calculations with experimental data on adsorption.
tion, particle scattering, and adsorption kinetics can deterThis to a large degree is due to the fact that experiments
mine the adsorption energy and binding force of the mol-usually measure the integrated characterigstisking coef-
ecules and atoms with the surface. ficient and diffusion coefficient, the heat of adsorption,)etc.
Progress in research on the adsorption of gases on tramhereas calculations give numerical values of the interaction
sition metals demands the use of novel comprehensive teclparameters between particles and the surface and therefore
niques in addition to conventional methods. For example, focannot always be used directly for interpretation of the re-
studying molecular adsorption of hydrogen by the moleculasults of studies of the adsorption kinetics.
beam methodfor purposes of studying the adsorption kinet- The complexity of calculations of the interaction with
ics and to obtain information about the interaction potentialthe surface for incoming gas molecules can be illustrated by
between the incoming particle and the solid surfahe sub- the example of the so-called “six-dimensional potential

1063-777X/2005/31(3-4)/17/$26.00 224 © 2005 American Institute of Physics
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FIG. 1. Potential energy surfaces for hydrogen molecules ¢t0@ from Ref. 8: for molecules above an on-top center the axis of the molecule is parallel
to the direction between two bridge positions on the substrate—barrierless des¢aptfona molecule above a bridge adsorption center with the axis of the
molecule parallel to the direction between two positions of threefold symmetry—barrierless desg@ptfon a molecule above a bridge position with the
axis of the molecule parallel to the direction on the surface between two on-top posiiofse barrier for desorption is 0.3 eV.

model.” The molecular dynamics method is used to calculatehe experimental data and, in a number of cases, to predict

the forces of interaction with the surface for different orien-the behavior of systems under some particular conditions or

tations(and sometimes velocitiesf the molecules, and po- other.

tential energy surface$®ES$ are constructedi.’ As an ex- In this review we discuss the possibilities of the Monte

ample, Fig. 1 shows the PES calculated in Ref. 8 forCarlo method and the prospects for its use in modeling the

hydrogen on W100). In this model the growth of the initial adsorption of gases on transition metals. We present and ana-

sticking coefficient with decreasing energy of the incidentlyze the results of simulations of the low-temperature ad-

hydrogen molecule is explained by a decrease in the speed sbrption of hydrogeriwith precursor states and the phenom-

rotation owing to an orientatiofor steering of the incoming enon of enhanced accommodation taken into acgpunt

molecule. As a result of steering the molecule is orientecadsorption, the formation of structures of adsorbed films of

with respect to the surface in such a way that the probabilityoxygen and CO on platinum, and the catalytic reaction of CO

of breaking the molecular bond becomes maximum. Thus, ibxidation.

a molecule oriented along the surface approaches an on-top

or bridge_positi_on on the surche there_ is no potential barr_ieE' ROLE OF PRECURSOR STATES IN LOW-TEMPERATURE

for chemisorption. However, if the axis of the molecule is \pgorRPTION OF HYDROGEN ON TRANSITION

perpendicular to the surface, the molecule cannot be chemjzetaLs

sorbed in an on-top sitéhe potential barrier in this case is ) S

practically infinit9, while the barrier for chemisorption in 2-1- Accommodation of molecules and the initial sticking

the bridge position is 0.3 eV. For dissociative chemisorptioncoeﬁ'cIent

of a molecule in a position of threefold symmetry a potential ~ The probability of adsorption of a molecule on a surface

barrier exists for any orientation of the incoming molecule. (the initial sticking coefficientdepends on the energy of the
For describing probabilistic processes in systems with garticle, the direction of incidence, and the temperature of

large number of particles it is resonable to make use of stathe substrate. At a low substrate temperature the probability

tistical simulation(the Monte Carlo methdd The Monte of physisorption is determined mainly by the efficiency of

Carlo method is widely used for studying the interaction oftransfer of the kinetic energy of the molecules to atoms of

particles with a solid surface, crystal growth, adsorption, dif-the surface in collisionfaccommodation of the molecyle

fusion, and ordering of adsorbed atoms and molecules, arafter which the molecule is trapped by the surface, where its

also chemical reactions on a surface. With this method onenergy is close to the value of the minimum of the van der

can do a computer experimeg@imulation) based on physi- Waals potentia{see Fig. 2 Accommodation of the molecule

cal concepts obtained as a result of experimental and theds explained by the loss of energy to excitation of one or

retical studies of a given adsorption system. This not onlyseveral phonons in the substrate and, in some cases, the for-

allows one to check the correctness of existing ideas abouhation of electron—hole pairs alSdzor particles with low

the system but also to propose new concepts for interpretingnergies the second process has a low probability and is usu-
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50 sticking coefficient to the accuracy necessary for comparison

with experiment.

w 2.2. Precursor states and steering

Hydrogen can be adsorbed on transition metals in a pro-
cess involving dissociation of the molecules and subsequent
chemisorption of the individual atoms or at low temperatures
in a weakly bound physisorbed molecular st&&®The ac-
tivation energy for dissociative chemisorption of hydrogen
on W(110 and Mq110), as follows from the growth of the
sticking coefficient with decreasing energy of the incident
molecules, is extremely insignificant, so that one can observe
/ atomic chemisorption even at a temperature of 5 K. After an

. . atomic layer is filled the further adsorption of hydrogen takes
Physisorption place in molecular form. The highest degree of coverage
(precursor state) by hydrogen aff=5 K in dynamic equilibrium with the in-
cident hydrogen beam i8=1.5, which corresponds to the
formation of a complete molecular monolay@iL) of hy-
drogen on top of the atomic monolayghe degree of cov-
erage is defined as the number of hydrogen molecules per
adsorption site on the W10 or Mo(110) surface, so that
FIG. 2. One-dimensional interaction potential of a hydrogen molecule with?= 0.5 corresponds to a filled atomic monolayer
the Mo(110) surface, calculated in the classical approximafion. The chemisorption barrier for hydrogen adsorption on
noble metaldAu, Cu) and transition metaléPd, Rh, Pt, W,
Mo) are substantially different. For noble metals typically
there is a high activation barrier for dissociation. In contrast,
ally neglected. Taking a classical approach, one can estimafer hydrogen adsorption on NMi11) and P¢111) the activa-
the scattering probability in the case of one- and two-phonottion barrier is 50—100 meV, and for hydrogen adsorption on
processes: 3 However, for typical energies of the hydrogen Rh(111) activationless chemisorption of hydrogen is ob-
molecules in a molecular bearf25 me\) the scattering served. The value of the barrier for dissociation of hydrogen
length has a value of the order of the lattice period on thas determined by the crossing of the repulsive part of the
surface of a transition metal, and that leads to significanphysisorption potential and the attractive region of the
diffraction effects’ Thus for a realistic description of the chemisorption potential for atomic hydrogésee Fig. 2
scattering of hydrogen molecules one must use a quantunihe difference between the surface potentials of transition
mechanical approach, which is practical only for a one-and noble metals is apparently due to their different elec-
phonon proces!®4In Ref. 9 an analysis of the dependencetronic structure(especially the difference between the sur-
of the sticking coefficient on the energy of the incident par-face stateg”®2°-3
ticle, S(E), was done both from a classical standpoint and  Apparently the mechanism of dissociative chemisorption
with quantum effects taken into account. It was shown that atonsists in the following. Electrons of the substrate escaping
low energies of the incident particleE{-0) in the classical to vacuum can occupy antibonding states of the molecule
description S(E)—1, while in the case when quantum and cause its dissociatithT-and the subsequent chemisorp-
effects—in particular, quantum reflection—are included, thetion of the individual atoms. Obviously an important role in
dependence has the for8{E)~ EY? for neutral atoms. this is played by the intrinsic and extrinsic precursor

Clearly the adsorption of hydrogen on a metal surfacestates:®?>-2>34-37A molecule trapped in a precursor state
can substantially alter the surface contribution to the phonogan move along the surface and come upon a favorable ad-
spectrum of the system, and therefore the estimates made aerption site, and this leads to its dissociation and the chemi-
only of a qualitative character. For example, in the adsorpsorption of the atoms at two adjacent adsorption centers. At
tion of a monolayer of hydrogen on the(10) and Md110)  the same time, a molecule trapped in a precursor state can
surfaces one observes anomalies in the scattering spectruaiso desorb, in contradistinction to the model of direct disso-
of He atoms in comparison with scattering on the clearciative chemisorptiofi:38-42
surface!® Softening of a phonon mode is due to electron—  The existence of intrinsic precursor states is still in dis-
phonon coupling, which is enhanced on account ofpute. For highly activational chemisorption, as is character-
adsorption-induced surface states. This explanation is constic of the adsorption of hydrogen on simple and noble
firmed by calculations of the atomic and electronic structuremetalst®1?4243the existence of extrinsic precursor states is
the vibrational spectra, and the spectra of excitation otonfirmed by the presence of both atomic and molecular hy-
electron—hole pairs in these systems in the framework oflrogen on the surface even at very low coverages. In this
density functional theor}f"*” Unfortunately, the necessity of situation the molecular physisorbed state can serve as a pre-
taking into account a large number of factors influencing thecursor state for the subsequent dissociative chemisorption.
accommodation makes it impossible the estimate the initialWhereas dissociative adsorption of hydrogen is observed at
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low energies of the incident molecules, the presence of in2.4. Monte Carlo simulation of adsorption kinetics

trinsic precursor states can be confirmed onlyof hydrogen
indirectly19-21.2326-28,34-37.43 . . .
Y- In both physical and chemical adsorption the atoms and

At the same time, the steering effect can account 0, qiecyles generally occupy certain sites or adsorption cen-
some experimental data on the sticking coefficient of hydroyerg This position is determined by the interaction potential

gen without any need for invoking the concept of precursoryt the particle with the surface, and it is therefore logical to

states, and for that reason the existence of intrinsic precursQissme that the geometry of the arrangement of adsorption
states has been called into questibridowever, it follows  ;apters is determined by the potential relief of the surface.
from the calculations of Refs. 8 and 38—41 that the hydrogerpndeed’ in an atomic adsorbed layer the limiting concentra-

molecules have a high mobility along the surface and thugion of hydrogen atoms is equal to the surface concentration
spend a significant time near the surface before reflecting Q4 5ioms of the substrate, which can present as a lattice of
dissociating”**~* Furthermore, the barrierlesgdirect adsorption centers, each of which can be occupied by one
chemisorption of hydrogen on the (800 surface, as fol- = a1om Clearly the presence of an atomic layer on a surface
lows from the calculations of Ref. 8, is observed only for .o jnfluence the binding of the molecules of the second
certain orientations of the molecules with respect to the SUayer with the surface. Nevertheless, the molecular adsorp-
face, and for other orientations this barrier is quite significant;o, of hydrogen can also be described by a lattice-gas
(see Fig. 1. Such a state in a two-dimensional model of the o4l inasmuch as it has been observed in experiment that
surface pggg%lilé can be considered to be an intrinsic preCufpe secondmoleculay layer is saturated at the same concen-
sor state***>*Thus the concept of precursor states as gration of hydrogen molecules as the surface concentration of
temporary molecular state prior to chemisorption does nolpsirate atoms. This feature allows one to describe the mo-
really contradict the steering-effect model, since in bothigcyjar and dissociative adsorption of hydrogen by the Monte
models it is assumed that the molecule spends a significaia o method, which gives a transparent description of the
time near the surface prior to its dissociation or return to theproceSS and enables one to elucidate the role of the various

gas phase. factors influencing the effective sticking coefficient.
It has been observed in molecular beam experiments at
2.3. Effective two-dimensional potential low temperature¢s K) that the adsorption kinetics of hydro-

For qualitative description of the motion of a molecule it gen demonsirates a strong dependence of the sticking coef-

is advisable to use a one-dimensional potential model aveficient S and of the '"Qi““g dynamic—equi[ibrium coverage
aged over the surface. Two approaches are usually taken ! the molecular flu%” For example, at high fluxes a sig-

the commonly used software packages based on methods %llf'cam m?;_(lmutm o5 IIS otl)selrve((jj at %O\ijerr?gfs in the rﬁ.ﬁllon ¢
quantum chemistry: )1classical Newtonian mechanics) 2 corresponding to moleclarly adsorbed hydrogen, whrie a

semiempirical potentials using universal parameters for th ow fluxes this maximum is very slight or absent altogether.

overlap integrals; Bab initio calculations(by the Hartree— urthermore, the limiting equilibrium coverage at high fluxes

Fock method, with the configuration interaction also takenequals 1, while at low fluxes '_t IS 0.2. .
The dependence of the sticking coefficient on the degree

into account if necessaryand 4 calculations using density o .

functional theory. The interaction with the model surface canOf coverage is given by the relation

be described in t.erms of classical moliecular mechanics O 5(g)=1—Kk()— On,W(8)/F, 1)

guantum mechanics. Quantum-mechanical calculations using

the semiempirical approximation yield rather reliable esti-whered is the degree of coverage, definedéasn/ng [ng is

mates for the interaction parameters. In Newtonian mecharthe density of adsorption sites, K40 cm™ 2 in the case of

ics the hydrogen molecule is treated as a classical particle ithe W(110) or Mo(110 surfacd, k() is the coefficient of

the fields of a van der Waals potential near the surface, whileeflection of a molecule from the surfaceW(#)

the semiempirical potential, which takes the electronic struc= v exp(—Eg/k,T) is the desorption probabilityE.s=Ey4

ture of the molecule into account, also permits modeling of+U (E4 is the activation energy for desorptiob), is the

its dissociation. energy of the lateral interaction of neighboring atpmsis
The interaction potential of the hydrogen molecule withthe frequency factor, anid is the particle flux. The influence

the Mo(110 surface, calculated in the classical approxima-of the flux onS(#) is explained by enhancement of the ac-

tion, is shown in Fig. 27 A particle approaching the surface commodation for particles that in the process of their adsorp-

is attracted by the van der Waals forces to a distance at whiction collide with previously adsorbed molecufs>!indeed,

it begins to feel the “tail” of metal electrons escaping to in the collision of a molecule with a heavy substrate atom,

vacuum. The interaction with these electrons leads to théecause of the mass mismatch of the colliding particles, it is

formation of a repulsive potential and can lead to reflectiorharder for a molecule to lose sufficient energy to become

of the particle. However, the molecule may lose kinetic entrapped in the physisorption well, and upon collision with an

ergy (e.g., owing to excitation of phonons in the already adsorbed molecule, owing to the equality of the

substrate® *®and, as a result, be trapped in a potential neamasses, the exchange of energy will be much more efficient,

the surface, corresponding to a state of physical adsorptiomnd therefore the probability of adsorption will be higher.

The depth of the physisorption well for hydrogen on The situation can be modeled as follows. If a molecule col-

Mo(110) is only around 15 me¥/?° and therefore a stable lides with a substrate atom, then the probability of adsorption

molecular layer of physisorbed hydrogen can be obtaineis determined by the initial sticking coefficieB§ (the simu-

only at low substrate temperatures. lation can be done using the value $f obtained from ex-
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| Adsorption accommodatiof? taken into account is in good agreement

5= V Nﬂ's with the experimentalS(6) curves in the entire range of

coverages studied and at all values of the flux of hydrogen

I Intrinsic precursor state | | Extrinsic precursor state I )
E_+E, / \w e \Ed “E molecules(Fig. 49. The calculatedS(#) curve reproduces
pad g at el well such experimentally observed features as enhancement
Desorption | | Dissociation I | Diffusion I L Desorption —l . . L . T
of sticking and growth of the limiting dynamic-equilibrium

FIG. 3. Scheme of the simulation of adsorption of hydrogen on a transitiorCOVErage with increasing flux of hydrogen molecules onto
metal. the surface. The growth of the sticking coefficient with in-

creasing flux here is due to the enhanced accommodation for

. o ) ) the hydrogen molecules at high fluxes, and the increase in
perimen}, while if it collides with an adsorbed molecule yq |imiting coverage is due to a change in the ratio of the

when an unoccupied adsorption site is among the neare%sorption flux to the incident flupsee Eq(1)]. It should be

neighbors, then th rption pr ility i ken I . . . . .
u(raﬂtgy bors, then the adsorption probability is taken equa t?1oted that in using this model it is unnecessary to include

The scheme of the Monte Carlo simulation of hydrogenOther_ parameters in order to get the growth of the sticking
adsorption in Ref. 47 was as followBig. 3): coefficient at high coverages and fluxes. Such agreement

1. An adsorption center is selected at random. If the cenWith the experimental data can be obtained only if the role of
ter is unoccupied or occupied by a chemisorbed atom, thefie intrinsic and extrinsic precursor states is adequately taken
the molecule with a certain probability/, (determined by into account. For example, control calculations of the func-
the initial sticking coefficien8y) is trapped in an intrinsic or tions S(#) without the precursor states have revealed the
extrinsic precursor state, respectively. absence of experimentally observable dependence of the

2. Amolecule trapped into this precursor state can eithegticking coefficient on the flux at coverages of around 0.5
dissogiate(\{vith a probability Wyisd with the instantaneous (Fig. 4b).
chemisorption of the hydrogen atorfia the presence of an For hydrogen adsorption on NILO) the dependence of

unoccupied adsorption center can make several diffusion the sticking coefficient on the degree of coverage is qualita-
hops or be desorbed. At low coverages and low temperatures

desorption of a molecule is considerably less probable tharJIVGIy different from the case of jiadsorption on W10

diffusion, and the desorption of atoms from a chemisorbedJlnd of deuterigm adsorption on NIi0. Only fgr the sy.sf
state is practically impossible at low temperatures. tem H/Ma(110 is a sharp decrease of the sticking coefficient

3. If the chosen center is occupied by a molecule, than iPbserved at coverage=0.5 (Fig. 5). In Refs. 27 and 52 this
is assumed that the accommodation of molecules in this cagéifference in the behavior 0o§(#) was explained by the
is significantly enhanced on account of the equality of theanomalously high mobility of hydrogen on NIdL0). On the
particle masses. This circumstance is taken into account withasis of the results of a simulatitran alternative explana-
the aid of a modeling of the possibility for such a moleculetion was proposed for the different behavior $(f6) in the
to occupy the nearest center not occupied by another mokases of hydrogen and deuterium adsorption oril#@. For
ecule, and in that case the desorption probability is equatyample, when only the difference of the activation energies
to 1. for desorption of hydrogen and deuterium on (M0 is

The result of the Monte Carlo simulation of hydrogen . .

. . . . tak t t, b tend tof -

adsorption on WL10 and Md110 with diffusion and the rau?nn(:gigo z;)ccoun one observes a tendency to form a mini
i . 5.

lateral interaction between molecules and also the enhanc

0.5

0.4
0.3
0

0.2

0.1

0 0.5 1.0 1.5
0

FIG. 4. Dependence of the sticking coefficient of hydrogen qa M) on the degree of coverage for different values of the incident particletthexdashed
curves show the experimental results, and the symbols the result of a sinflilatiduding precursor statgéa); the results of a simulation for different fluxes
in the case of direct chemisorptigh).
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factor, Ecs=Egest E |4t IS the effective activation energy for
desorption with the lateral interaction taken into account, and
n is the order of desorptiotr:>*

The presence of the lateral interaction between adsorbed
particles has a sensitive influence on the position of the
peaks in the TPD spectrum. A Monte Carlo simulation of the
desorption process in real time permits one to determine the
influence of the lateral interaction on the position and shape
of the TPD peaks and also to estimate the value of this in-
teraction. In Ref. 55 an algorithm was proposed for Monte
Carlo simulation of the TPD spectra in real time and to ana-
lyze the influence on the TPD spectra of the substrate geom-
etry and the lateral interaction between particles. It was
shown that the presence of a repulsive interaction leads to the
appearance of two peaks in the TPD spectra, corresponding
to desorption from different ordered phases on the surface,
the larger splitting of the peaks corresponding to the stronger

FIG. 5. Dependence of the sticking coefficient on the degree of coverage foltateral repUIS|0n' For a Weak rEpUIS'on one observes some
hydrogen and deuterium on NIdLO) (the dashed curve is experimental, the broadening of the desorption peak. The presence of an attrac-

symbols the results of a simulatith

2.5. Simulation of hydrogen desorption

tive interaction for the next-nearest neighbors when the near-
est neighbors have a repulsive interaction leads to sharpening
of the TPD peak. In Ref. 45 a simulation of the TPD and
isothermal desorption spectra of the systepi\W(110) was
done for the cases of different initial degrees of coverage

An effective method for investigating the interaction of (see Fig. 6. The values obtained for the activation energy of
an adsorbate with a surface is temperature programmed dgesorption and the lateral interaction from the results of a
sorption (TPD). For interpretation of the TPD spectra one simulatiodf® for the systems k/W(110), H,/Mo(110), and
usually uses the Polanyi—Wigner equation for the rate op,/w(110) are in good agreement with experiment, and so

desorption:

RdeS: 0"y eXF( - Eeﬁ/kBT) ,

where Rye is the rate of desorptiory is a pre-exponential
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the algorithm developed can be used for simulation of the
adsorption and desorption processes for the different systems
and can also be used to explain the coverage dependence of
the sticking coefficient of CO and oxygen on(Ftl), the
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FIG. 6. Temperature programmed desorpti®RD) spectrum for the system-W(110), obtained as a result of the simulation for different fluftke inset
shows the TPD spectrum obtained in an experiffeat a molecular fluxr=0.9x 10" cm 2 s %) (a); the distribution of the hydrogen molecules at the

equilibrium coverages on Y¥10), obtained forF =0.9x 10" and 4x 10'® cm 2 s ! and the spectra of isothermal molecular desorptinrrelative units,

obtained as a result of a simulatf8ror 5 K (b).
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structural ordering of adsorbed CO molecuigsaind the mechanisms that empty the adsorption sites for subsequent

catalytic reaction of CO oxidation on the platinum surface. adsorption of reactants, and the increase of the CO desorp-
tion probability leads to narrowing of the hysteresis loop.

3. SIMULATION OF THE CO OXIDATION REACTION ON It should be noted that the factors listed still do not avoid

Pt(111) the oxygen poisoning of the surface that is obtained in the

. . GB model. For this reason the algorithm used to describe

A huge number of studies devoted to the adsorption o he adsorption kinetics was substantially modified in Ref. 67.

CO on platinum is due not only to the importance of the S :
development of fundamental concepts but also to the :searcAﬁS a result, the dependence of the CO oxidation reaction rate

for possible ways of perfecting platinum catalysts for remov-2" P1111) on the relative pressure of CO was found to be in

ing pollutants from the exhaust gases of automobiles. Th;[QOOd agreementfv;/:h expenmentTfr?r t.h(; entire ra;r}gﬁ_ of relz—
catalytic reaction of CO oxidation takes place by the Ive pressures of the reactants. The influence of lithium ad-

Langmuir—Hinshelwood mechanista bibliography may be sorption on the course of the CO oxidation reaction on the
found in Imbihl's excellent review of oscillatory reactions Pi(11]) surface was |nvest|g§ted n that paper. It was shovyn
on the surfaces of single crystal€learly the electronic and that because of their small size, Li adatoms occupy the active

catalytic properties depend substantially on the structure dfenters on the surface, leading to an effective decrease of its
the substrate surface and of the adsorbed layer. From a pra@.€a- At the same time, the possible enhancement of oxygen
tical standpoint the surface of greatest interest is that of poly@dSorption at low Li coverages is small because of the small
crystalline Pt, which on annealing acquireg141) texture. vValue of the dipole moment of the adatoms. At close to

This fact accounts for the significant interest in studying theonolayer coverages, when the mutual depolarization of the
adsorption of CO and the joint adsorption of CO and oxygend'p0|95 causes metallization of the adsorbed Li layer, the rate
on specifically the RL11) surface’®~%7 of oxygen adsorption decreases rapidly, as a result of which

For simulation of the catalytic reaction of CO oxidation the oxidation reaction is suppressed. The validity of this
on the platinum surface the Monte Carlo method with thequalitative explanation of the role of Li in the reaction has
ZGB algorithm, proposed by Ziff, Gulary, and Barsifdds ~ been confirmed by Monte Carlo simulation of the reaction
widely used. This mechanism consists in the followinginl. ~ With the use of the ZGB model. Besides desorption and dif-
accordance with the relative concentration of the gas in théusion of the CO molecules, the probability of oxygen ad-
mixture the choice of a candidate for adsorption—CO orsorption was also taken into account in the model, by the
0O,—is made; 2 an unoccupied adsorption center is selectedntroduction of an initial sticking coefficient taken from ex-
at random and is filled in the case of CO adsorption or igoeriment. In contrast to the usual way of modeling the de-
filled together with an adjacent unoccupied adsorption centesorption probability®’>"%in this model an attempt at de-
in the case of oxygen adsorption);i the case when the CO sorption was made whenever there was no attempt at
molecule and an O atom occur in adjacent adsorption centegglsorption because the site was occupied. Thus an implicit
on the surface, a reaction takes place between fméth the  description of the growth of desorption with increasing de-
instantaneous evaporation of gQand both adsorption cen- gree of coverage is achieved. Incorporation of a sticking co-
ters become unoccupied. The results of a calculation in thisfficient as well as desorption and diffusion made it possible
model give a strictly bounded region of relative pressures ofo obtain good agreement between the calculated and experi-
CO in which a reaction is possibl®co/Po,=0.39-0.53.  mental dependence of the reaction rate on the relative pres-
To the left of this region the model predicts poisoning of thesure of CO(Fig. 7). Here it should be noted that the calcu-
surface by oxygen, and to the right, by CO. Experimentally/ated position of the maximum rate agrees with the
however, poisoning of the platinum surface by oxygen is no€xperimentally observed rate at=480 K, a feat that had
observed, and the degree of suppression of the reaction bgot been achieved previously in a simulation of the reaction
cause of CO adsorption is strongly temperature dependenton the Pt111) surface’?

Thus the given algorithm has a number of important ~ The adsorption of alkali metals was incorporated in the
shortcomings, and for that reason several refined versiorg@imulation with the assumption that they occupy the same
have been proposed to take into account the parameters a@sorption sites as CO and O. The influence of an alkali
the diffusion, desorption of CO, and lateral interactions inmetal on the adsorption of oxygen is described by a corre-
the systenf®="2 sponding change of the initial sticking coefficient. The re-

In Refs. 70 and 72 the Monte Carlo method was used tsults of the simulation for different Li coverages are pre-
investigate the influence of desorption and diffusion of COsented in Fig. 7. Despite the increase of the initial sticking
molecules on the characteristics of the hysteresis in the C@oefficient for oxygen in the presence of Li, which leads to a
oxidation reaction. In particular, it was shown that the diffu- shift of the reaction rate maximum to higher CO relative
sion of CO leads, on the one hand, to separation of the urpressures, the reaction rate falls off rapidly with increasing
occupied pairs of adsorption sites needed for adsorption dfi coverage. Thus it was shoWwhthat the influence of Li on
oxygen, and thereby decreases its adsorption probability. OGO oxidation on the R111) surface presupposes the exis-
the other hand, diffusion increases the probability of the, CO tence of two competing effects: the increase of the sticking
formation reaction, which leads to a decrease of the amournttoefficient for oxyger(aiding the reactionand, on the other
of oxygen on the surface. In addition, the presence of diffuhand, a decrease of the number of adsorption centers, which
sion leads to significant broadening of the hysteresis loop ifeads to a decrease of the CO and oxygen adsorption prob-
the dependence of the reaction rate on the CO partial presbilities.
sure. The presence of CO desorption is also one of the Nevertheless, in all the studies mentioned on the subject
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stoichiometric concentrationd=0.44. On the Nilll)
surfacé®® at coveraged=1/3 the ¢3xXv3)R30° structure
forms, as on R111), and for #=0.5 thec(4X2) structure,

0 . : ' ' ' . but upon further increase in coverage the CO film takes on
0 g-‘ o 0.2 03 the structure (7/2x \7/2)R19.1°, which differs from the
co’ 0, structure observed on @11 (see Fig. 8 The (3

. . _— _ XV3)R30° structure is also observed in the adsorption of
FIG. 7. Results of a simulatiGh of the CO oxidation reaction on the Pt co the h | f 1 (Refs. 29 82 d 83
surface in the presence of Li at a temperature of 48P, Po,, andPco on the hexagonal faces RA1) (Refs. ’ ,and §

are the partial pressures of the components in the gas phasethe degree ~ 2Nd RQOOOZD (Refs. 84 and 8b
of coverage by Li on R111). Since the RtL11) surface has a hexagonal structure, the
structure of the adsorbed films is usually also designated in
terms of the size and orientation of the experimental lattice
; 82 )
of simulation of the CO oxidation reaction on the platinum with respect to the substrate™” In a numper of cases, how
. . . . ever, a rectangular cell can be chosen in the adsorbed layer,
surface it was impossible to obtain the correct values of the o : S i
. . - and then it is more convenient to use a notation in which the
maximum coverages in the limiting cases of separate adsorp- . ; o
tion of oxygen or CO. Consequently, the algorithm used iSize of the unit cell and the number of particles in it are
. . C ’ : indicated explicitly’® Thus another notation for the structure
simulation of the reaction is in need of further refmement,m

which can be achieved with a more realistic description ofc(4><2)' which contains two CO molecules in the unit cell

both the lattice of adsorption centers on the surface and th%0=0.5), isc(2xv3)rect [under the condition Fhat the CQ
. X molecules at the center of the rectangular unit cells of size
lateral interaction between molecules.

2aXv3a] or (2Xv3)rect-2CO. In these systems of nota-
tion the structure of a CO film on AtLl) at 6=0.6 (the
maximum stable coverage for this system at a temperature of
160 K)*° is characterized as(5Xv3)rect-3CO.

The CO film structures formed at different coverages on  There is also disagreemé&ht®’4-8%as to the type of
Pt(111) have been investigated in a number of studies and, iadsorption centers occupied by CO molecules at different
would seem, the basic rules governing adsorption and theoverages on Pi1l) and Ni(11l). For example, in some
sequence of structures formed with increasing coveragpapers it is stated that the CO molecules ofillMl) occupy
should be well established. For example, it was found by Ertpositions at the centers of triangles formed by surface
et al>® that at coverag®=1/3 a (/3 X v3)R30° structure is atoms’’ while in other paperé it is emphatically argued that
formed. This structure is observed only at reduced temperadhe CO molecules lie above substrate atoms and in bridge
tures (170 K and is practically absent at room positions between two surface atoms. The situation with the
temperatur@®® However, it is stated in Ref. 60 that the adsorption of CO on Pt11) is somewhat more definite in
diffuse reflections of they3Xv3)R30° structure, which is this regard. For RP111) the most reliably justified model is
observed at 100 K even at considerably lower coverages, agpparently one in which the filling of centers with increasing
split and actually correspond to a more complex film struc-CO coverage occurs in the following order. Below a cover-
ture. age 6= 0.33 adsorption centers corresponding to the on-top

At 6=0.5 a diffraction patteriiFig. 8 corresponding to  position are fillec?®®~® Wwith increasing coverage the
a well-ordered structure of the CO film on(Ptl) is ob- bridge centers are also filled, and a redistribution of mol-
served even at room temperature. The observed diffractioacules occurs such that a=0.5 the number of occupied
pattern is usually interpreted;® following Ref. 58, as the on-top centers is equal to the number of occupied bridge
formation of c(4x2) structure of the adsorbed film. It centers>®:85-87gych a sequence of filling of adsorption
should be noted that similar diffraction patterns for CO oncenters follows both from theoretical estim&fe§®and from
the similar surface Qil11) were interpreted in Ref. 74 as the the data of a vibrational spectroscopy stifdgf CO on
formation of the (1.%1.5)R18°, which corresponds to the P(111).

4. STRUCTURE FORMATION AND ADSORPTION KINETICS
OF CO ON Pt(111)
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It is reliably establishedsee, e.g., the reviewand ref-
erences cited thereirthat on the RfLl11) surface the CO
molecules stand vertically, with the oxygen atom upward,
and thus their dipole moments are oriented parallel to each
other. The adsorption of CO on(R11) causes an initial de-
crease of the work functiof;*°i.e., CO acts as an electro-
positive adsorbate. An estimate by the Helmholtz formula
gives a dipole momeni~0.2 D [the intrinsic dipole mo-
ment of the bond in the CO molecule is 0.74 D for a single
bond (C-0) and 2.3 D for a double bond£©)]. Hence it
follows that the lateral interaction between CO molecules
will have the character of dipole—dipole repulsion. The pres-
ence of repulsion between adsorbed CO molecules is also
attested to by the decrease of the heat of adsorption with
increasing coverag@and also by the a number of theoretical
estimate$?-%685-8At the same time, the formation of com-
plex structures in the films and also an anaRfsisf the
phase diagrams of the oxidation reaction of CO ofl Pt
indicates the presence of attraction between the adsorbed CO
molecules at certain distances between tf&mi’ This long-
range attraction is apparently due to the so-called indirect
interaction®®=% i.e., the interaction of CO molecules via
electrons of the substrate. The mutual depolarization of
neighboring dipoles with increasing concentration on the sur-
face also leads to a change of the value and character of the
interaction, and at small distances between adsorbed mol-

ecules the direct exchange interaction between them also bELG. 9. Position of the atoms in a two-dimensional lattice with component
comes importan‘i?'sg‘gl c(4x2) (#=0.25) and the calculated diffraction pattern for the three

. . equivalent orientations of such a latti®. The structure proposed for ex-
Thus the interaction between adsorbed CO molecules Of)]aining the diffraction pattern obsendn CO films on Pt111) (b). The

Pt(111) has a complex, nonmonotonic character and dependsructure of CO on NiL11) proposed in Ref. 77 fo=0.5 (c). The large,
substantially on the coverage. In this situation the reliabilitylight circles represent atoms of the metal, and the small, dark circles repre-
of the interpretation of experimental data can be improvedent €O molecules.

significantly by the use of mathematical

simulations*®®592-97after a particular character of the lat-

eral interaction is conjectured on the basis of an analysis of . 2

the sequence of structures observed in the adsorbed films, the !(h:K)= En: exp{2ri (hx, +Kyn)} @
reproduction of these structures in the mathematical simula- ) ] ] ) ]

tion can be achieved. For this one should obviously choos&Nd obtain the simulated diffraction pattefiig. 93. The

the appropriate interaction parameters, which are determinet#mmation in this formula is over discrete coordinates of the

match those observed in experiment. part of the surface, and andk denote the coordinates in a

two-dimensional reciprocal space. For a hexagonal lattice the
strong reflections of electrons is obtained only when the sum
of h andk is equal to an even number. By choosing arbitrary
values ofh andk one can model the intensity distribution on
Whereas the diffraction pattern at a CO coverafje the screen of the LEED displdy°®°°Here one can trace the
=0.33 on P{111) or Ni(111) clearly corresponds to the/§ transformations of the patterns during the ordering of the
XV3)R30° structure with the CO molecules at equivalentstructures and, if the step is chosen small enough, the varia-
adsorption centers, the interpretation of the patternséfor tion of the width of the reflection upon variation of the size
=0.5 and 0.6(see Fig. 8 is ambiguous and remains in of the islands or the size of the simulated part of the surface
dispute>®~®°The point of contention is that the position of (in Ref. 56 a part of the Pt11) surface containing 3630
the reflections is determined by the symmetry of the two-atoms and approximately 180L00 A in siz€° was chosen,
dimensional lattice of the structure, while the distribution of corresponding to the coherence length for the standard
the intensity of the reflections is determined by the positionLEED devicg.
of the molecules in the unit cell. The lattice corresponding to  An imitation of the LEED patterns was done by the fol-
the LEED pattern foiT=0.5 can be designated aé4x2) lowing method. To indicate the brightness the reflections are
or (\ex 2)rect, but in that case for one atom in the unit cell represented by circles of radius proportional to the relative
a coveraged=0.25 is obtained. To see that such a structurantensities of the electron reflection estimated by forni@)a
gives the correct distribution of reflections in the diffraction For clarity the reflections coinciding with reflections from
pattern, one can estimate the relative influence of the lowthe substrate are represented by circles of slightly larger di-
energy electron reflection: ameter.

4.1. Interpretation of the diffraction patterns for CO on
Pt(111)
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An important feature of the LEED pattern calculated for
the three equivalent orientations of tlE4Xx2), or (2
Xv3)rect, structure ¢=0.25) (Fig. 99, is the equality of
the intensities of all 6 additional reflections forming the char-
acteristic triangles. It is expected that the addition of mol-
ecules to the unit cell might lead to a decrease of the relative
intensity of certain reflections owing to the effect of the
structure factor. In particular, the reflectid/2,0 on the
experimental patterns far=0.5 is considerably weaker than
the other reflectiongsee Fig. 8 and this property can serve
as an indicator of the correctness of the choice of unit cell.

Figure 9b,c shows the structures proposed in Refs. 58,
76, and 77 for explanation of the diffraction patterns ob-
served in CO films on Pt11) and Ni111) at 6=0.5 (a dia-
gram of the disposition of the reflections for this pattern is
shown in Fig. 8. As is seen in the figure, the diffraction
patterns calculated for all three orientations of the lattices are
substantially different from those observed in experiment.
Because of the location of the CO molecules at the center ofiG. 10. The (2<v3)rect-2CO structure of a CO film on Pit11) for ¢
the rectangular unit ce?ﬁ some of the experimentally ob- =0.5.% The molecules at the corners of the rectangular unit cell are located

. on-top centers, while those inside the rectangle are located at bridge
served reflections are suppressed by the structure factor aﬁ@sitions. There are 6 equivalent domains of this structure which contribute

vanish from the pattern. We note that an analogouso the diffraction patterr(right-hand panel (a). The c(5Xv3)rect-3CO
calculatiorf’ for this structure for CO and I{i11) gave ex- film of CO on P11 for §=0.6 (b).

actly the same results, since the diffraction pattern is obvi-

ously not affected by a displacement of the adsorbed layer

such that the molecules occupy the positions characteristﬁquwalem domainsand. not 3 as in the case qf a centered
for Ni(111), at centers with threefold symmetry. Nor is the cell) contribute to the diffraction pattern. For this reason the

situation rescued by displacement of the molecules along galculated diffraction patter(Fig. 103 is in excellent agree-

symmetry axis of the rectangle—certain reflections vanish,ment with the experimentally observed pattern not only in

as before. In Ref. 77 these missing reflections were artifif €SPect to the distribution of superstructural reflections but

cially drawn in as if they were reflections appearing as aalso their relative intensities. In particular, reflections of the

result of multiple reflection, which cannot be taken into ac-gftetélk/)i’ r?)o;ir:: égilbavx;kgfr ttqu?rt]r?(;arCetSth?s?igl\?vr(]aﬂliseg?\rgn
count in the kinematic approximation. However, in the ex- y '

P — 58-60
periments of Refs. 58—60 these reflections were only slightly}he '(Ie')riﬂintrsr:;aclppo?;%rnrzggglco? tzgﬂ;tufggfé CO film

ker than the oth I Itipl : X :
wea grt an the others a_nd can scarcely be due to mutlpgn P{111) at #=0.5 can explain the observed diffraction
reflection. In order to obtain a diffraction pattern correspond-

ing to the experimental one #=0.5 it is necessary to dis- patterns without the need for invoking addition assumptions

. o involving multiple reflection. The correctn f the choice
place the CO molecules from the symmetric position. To g muitip ctio € correciness o ceno

preserve equality of the number of molecules in the tWoof asymmetric unit cell is also indicated by recent STM ob-

. . - . servations for the similar system CO on(Nil) at #=0.5.
types of adsorption centers, on-top and bridge, itis e.ldV'Saka’he STM patterns presented in Ref. 78 clearly reveal the
to _con5|der the movement of molecules frof“ the _landgg IOOétsymmetry of the unit cell, although the authors interpret it
sitions at the center of the cells to the neighboring bndgeas the symmetric cell structure(4x2), explaining the
centers(Fig. 109. The choice of such centers is dictated byasymmetry as instrumental distortions ’
the following considerations. First, symmetry of the unit cell At a degree of coveragé—0.6 the. difraction pattern
in even one direction inevitably leads to suppression of theobserved in experiment is obtained by adding the contribu-
corresponding reflection, and therefore the cell should b%ons from the six domains of the(\/gx\f})rect-3co
complej[ely asymmetric. .S.econd, the digposition of two mOI'structure, illustrated in Fig. 10b. The CO molecules at the
ecules in the on-top position and the bridge center nearest té)enter and corners of the rectangular unit cell are located in

it is improbable because the minimum distance observed fo(g - : : : :
. . n-top adsorption centers, while the rest are in bridge posi-
adsorbed CO molecule€3.2—-3.4 A% is considerably P b gep

X tions. Interestingly, this structure of the CO film on{Htl) at
greater than the distance between such certe$ A). Sat- #=0.6 is observed by the addition of a third molecule to the

isfaction of these requirements leads to the situation tha&haracteristic pair of molecules at a distaasé/2
when the corner molecules are placed in a rectangular unit '

cell at on-top centers, the proposed structure of the CO film _ _ _

on P(111) for #=0.5 (Fig. 103 is actually the only one 4.2. Monte Carlo simulation of the ordering of a structure

possible (the disposition of molecules at the other three At first glance it seems that the dipole—dipole interaction
analogous centers, which corresponds to reflections in thibetween adsorbed molecules is in itself sufficient to bring
symmetry planes of the rectangle, leads to equivalent uniabout the formation of thev Xv3)R30° structure, since
celly. Each of the three possible orientations of the latticethis structure is most rarefied at=0.33. However, the small
corresponds to 2 pairwise symmetric unit cells, so that 6salue (0.2 D) of the dipole momenju estimated from the
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' 0.2f . interaction potential on the distance between
3 . CO molecules on the P11) surface. The
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initial decrease of the work functidhturns out to be insuf- riod of the oscillations being determined by the Fermi wave
ficient to account for the stability of the structure at 160 K, vectorkg:
which is clearly seen in experiment. The disordering of the P
structure occurs at a temperature at which the enkfgpf V=Cr 7 cos2Ker +9). )
the fluctuations is of the order of the energy of the lateral ~ The asymptotics of the interaction is determined by the
interaction per particle. According to the results of the simu-parametemn, which depends on the shape of the Fermi sur-
lation, to obtain an order—disorder phase transition in thé¢ace and the presence of bands of surface states crdssing
(V3Xv3)R30° structure at a temperature of 170 K it is nec-In the latter casen=2 and the indirect interaction is quite
essary to postulate the presence of a dipole moment afficient®>1% Starting from the value of the modulus of the
around 2 D, which is much greater than the experimentaFermi wave vector averaged over directiohg~1 A1,
value. This means that even at low coverages the interactioone can estimate the period of the Friedel oscillation3 as
between adsorbed molecules has a more complex characterar/ke~3.1 A. We assume further that the attraction be-
Since the {3 Xv3)R30° structure in CO films on Pt11) is  tween CO molecules at a distanceasf3 is due to the mini-
also observet at #=0.27, this is indicative of island growth mum of the indirect interaction potential. This determines the
of the structure, apparently due to the attraction between C©hoice of the initial phase, and faf= —0.17 the second
molecules at distances=av3. It is important to note that minimum of the potential will be at a distance @f3 from a
the distancec=av3, corresponding to the lattice constants molecule located at the coordinate origfig. 11). It should
for the (V3 Xv3)R30° structure, is preserved at the transitionbe emphasized that here the first minimum lies at a distance
from one structure to another. Indeed, this same value islose toav3/2, which agrees with the distance between
shared by the height of the triangle formed by molecules ahearest-neighbor molecules in the structures (2
the on-top centers in the &v3)rect-2CO and c(5 Xv3)rect-2CO andc(5Xxv33)rect-3CO proposed for ex-
XV3)rect-3CO structures, which correspond to coverage®laining the diffraction pattern at=0.5 and¢=0.6, respec-
#=0.5 and #=0.6. The presence of a quantitg=av3) tively (see Fig. 10 We also note that the distance to the
conserved in the structural transformations indicates that it isenter of the rectangular cell, 3.66 A, corresponds to a maxi-
favorable for the molecules to lie at such a separation, i.e., inum of the indirect interaction potential, that can explain
implies the existence of a local minimum of the lateral inter-why the structure with the centered unit cell is energetically
action potential. unfavorable and, consequently, does not form. Assuming that
The denser structures ¥3)rect-2CO and c(5  the lateral interaction between adsorbed CO molecules can
Xv3)rect-3CO, which have lower symmetry than the sur- be divided conventionally into a dipole—dipoldirect and
face, also inevitably presuppose the presence of a complean indirect part, one can represent the result of their addition
interaction that depends nonmonotonically on the distancgraphically as in Fig. 11a. The dipole—dipole repulsion be-
between molecule¥548-87At larger distances between tween molecules smoothes out the first minimum of the po-
molecules the effective attraction can come about onlytential somewhat at a distane&’3/2. This is apparently de-
through indirect interactiof?° The indirect interaction po- termined, in turn, by the absence of structures denser than
tential oscillates with distance between molecules, the pe- (vV3Xv3)R30° at §=0.33. Thus the lateral interaction &t
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=0.33 in the model adopted here is described by dipole—
dipole repulsion with energy 2/r® (Ref. 90 and by the
indirect interaction of the potentidB). For estimating the
absolute values of the parameters of these interactions with
the aid of a Monte Carlo simulation, one can use the data on
the disordering of thev(3 Xv3)R30° structure with increas-
ing temperature. For example, &t 160 K this structure is
distinct and apparently well orderédwhile for T=170 K

the brightness of the reflections is somewhat loWéndicat-

ing a partial disordering, and &= 300 K this structure is
essentially no longer visible for CO on(21] **The values FIG. 12. Typical equilibrium distribution of particles on the model surface
of the interaction parameters chosen for the simulations ofa “snapshot) obtained at/=0.33 at a temperature below the disordering
the structure formation are shown by the symbols in Fig. ]_]_a_t,emperatur@ (a). The diffraction pattern calculated in the kinematic ap-
and the calculated temperature dependence of the intensity gﬁqﬂgﬁg& agrees }‘Q’g)h the experimentally observed LEED pdftema
the diffraction peak for they3 X v3)R30° structure for those '

values is shown in Fig. 11b. As is seen in the figure, the

values of the interaction parameters for different distancelsS moved to a neiahboring adsorption center. The eneray dif-
between CO molecules on(P11) are well described by the 9 9 P i 9y

sum of the dipole—dipole and indirect interactions for ference is calculated with allowance for the lateral interac-
- tion and the difference of the adsorption energies at the two
—0.7 D andC=0.3 eV-A2. b g

A h id th  fil t the ad types of centers. If the move is energetically favoralé (
_ As we have said, the sequence of filling of the adsorp-_ ) js the probability exptAE/ksT) is greater than a
tion centers with increasing CO coverage ofiLP1) attest to

he ad £ h . | random number from the rang®-1), then the move is
the advantage of the on-top centers. It is natural to assUMfade. Otherwise the particle remains at the initial center.

that these centers are energetically more favorable than t e number of moves made on average per particle is tallied.
bridge centers, because of the different energy of the adsorpiiar 15-20 such moves, thermodynamic equilibrium is es-
tion bond for the CO molecules in these two types of centerSypjished in the systerfeorresponding to a minimum of the
According to estimates made in Ref. 86 on the basis Ofree energy; the total energy fluctuates about a minimum
quantum-mechanical calculations by the electron densityae that depends on temperajurf the temperature is
functional method for different configurations of the clusters,pe|ow the temperature of the order—disorder transition, then
the binding energy of a CO molecule with theBfl) sur-  gomain structures corresponding to the chosen concentration
face in the on-top position is 1.64 eV, which is close to thegre formed in the film, while at higher temperatures the film
experimental value 1.5 €¥.In the bridge position the bind- i disordered. Since the probability of a particle displacement
ing energy is somewhat smaller, as is obvious from the facfs determined by the ratid E/kgT, the values of the inter-
that at low coverages the molecules occupy only on-top cefgction parameters can be chosen so as to make the transition
ters, and the difference in energy can be estimate onlyemperature match that observed in experimémt the
crudely as some hundredths of an electron-%it The | EED method. Thus one can determine the numerical val-
presence of two types of adsorption centers on the surfadges of the parameters used in the simulation.
permits one to use a modified lattice gas model in which the  Figure 12 shows a typical equilibrium distribution of the
difference of the energies of the patrticles in sites of differempartides over the model surfa¢a snapshotat a coverage
types is taken into accoufthe energy benefit obtained when ¢=0.33 and temperature 160 K, i.e., below the ordering tem-
a CO molecule moves from a bridge to an on-top positiorperature. The formation of a/8xv3)R30° domains struc-
was taken equal to 0.01 &Y. ture with characteristic point defectdue to fluctuationsis
Starting from the arguments adduced above, we chosglearly seen. The overwhelming majority of the particles oc-
for the simulation of the ordering of the adsorbed layer acupy on-top adsorption centers, in agreement with the ex-
matrix contains 72 rows and 120 columns for description ofperimental data for CO on @tl1). The diffraction pattern
the two types of adsorption centers, which corresponds to galculated in the kinematic approximati¢éaccording to for-
simulated piece of the Btl1) surface approximately 100 mula (22)) is also in good agreement with the observed
X100 A in size. This size of the simulated region approxi-LEED pattern for this CO coverage at a temperature of 170
mates the coherence length of electrons for the standari.58
LEED device and is therefore convenient for comparison of It is important to emphasize that the simulation of the
the simulated LEED patterns with the experimental ones, an¢h/3xv3) structure formation was done with the parameter
it gives satisfactory statistics upon averaging over the parvalues obtained from summing the dipole—dipole and indi-
ticle distributions obtained after thermodynamic equilibriumrect interaction potentialésee Fig. 11a The parameter val-
is reached. It is assumed that the chosen part of the surfaces shown by the symbols were also used in a simulation of
simulates an infinite P111) surface, and so periodic bound- the disordering of this structur@-ig. 110 followed by the
ary conditions were imposed. formation of denser structures at coverages of 0.5 and 0.6.
The ordering procedur&®®-7093%4s carried out as fol- The energies of the lateral interaction found in this way are
lows. First the particles were distributed randomly over ad4n excellent agreement with the data of quantum-chemistry
sorption centers, creating a specified coverage, and thepalculations from first principlés for the interaction ener-
with a probability expt-AE/kgT), a randomly chosen particle gies between CO molecules at definite adsorption centers for

b
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different distances between theffrig. 119. Here it should
be noted that to explain the nonmonotdAiateral interac-
tion and the attraction between molecules at characteristic
distances of 5-6 A it is not necessary to invoke ternary
interactions, as had previously been considered
unavoidablé?

Apparently the ternary interactions become important in
the formation of the (Xv3)rect-2CO structure. As is seen
in Fig. 11a, the firs{local) minimum of the pair interaction
potential can lead to the formation of the characteristic pairs
of molecules for this structure, which lie at different adsorp-Fl%-) 13. zgfésults of ah Simul_?gqn %f_ thbe _formfation_ IOf the (2
H H H HY X rect- structure: the equilibrium distribution of particles at a tem-
:If?(: ;eoTéeCLSlei’dﬁa?gm Sai?;réoﬁﬁggz \tltl]ilti Iatﬁzltlsomna(l)llces Perature of 300 K@) and the diffraction pattern corresponding & ith).
possible distance between them, should lead to a redistribu-

tion of the electron density in the system. This may |nvolvedomains of the (Xv3)rect-2CO structure move about

the partial depolarization of the dipoles and the correspond: . T . -
. . . freely. Domains of this size are entirely sufficient to form a
ing changes in the parameters for the screening by substrate . . S ;
electrons. In this situation one would hardly expect that therather sharp diffraction pattern, which is obtained as a result
o o ; . y expect of summing the contributions from structures with different
indirect interaction potential created by a given pair on the

: orientations with respect to the three equivalent directions on
surface would correspond to the sum of potentials formed b¥he Pt111) surface(Fig. 13
individual molecules. T

In our study the ternary interaction was taken into ac-

count in the following way. In the direction along the pair of 4.3. Kinetics of CO adsorption on Pt (111)

molecules the potential is assumed to be weaketieslwas g most important disagreement between the results of
simulated by turning on an attraction due to the indirect paifye gimylation of the CO oxidation reaction on the platinum
interaction potential at a distance @3, and thus the inter- g, tace with experiment remains the value of the limiting
action anisotropy arising in the formation of the (2 coverage ¢=1) obtained with the use of the ZGB
Xv3)rect-2CO structure can be described in a natural WaYalgorithnf®~"2for CO adsorption in the absence of oxygen.
As a result of the ordering of the film after approximately 30 Apparently the reason for this may be inadequate account of
displacements per particle, domains of this structure formMihe |ateral interaction between CO molecules and also the
with a definite orientation of the lattice with respect to the extremely simplified description of the surface as a lattice of
P(111) surface(a small part of the simulated surface is agsorption centers of one type. Both of these shortcoming
shown in Fig. 13. It is probably the ternary interaction that naye been eliminated in a model proposed in Ref. 56, which
leads to the formation of the domains of the (2 holds forth the hope of a more correct description of the
Xv3)rect-2CO structure with the same definite arrange-kinetics of CO adsorption on @tL1).
ment of the molecules in the rectangular unit cells as is seen A method of simulating the adsorption of gases in real
in the STM image¥ for such a structure of CO on Nil)).  time is described in detail in Ref. 45 and discussed above,
Indeed, in considering an individual unit cell it seemsand we shall therefore discuss only the details which are
obvious that four similar structures with the same energyimportant for the kinetics of CO adsorption on(Pitl). At a
(and, hence, the same probability of formajiotan be fixed CO pressure the flux of particles to the surface is esti-
formed, namely, the given structure and the three structuregated by the Hertz—Knudsen formula and is expressed in
obtained by reflection in the planes passing through the ceffractions of a monolayefi.e., the degree of coverage under
ters of the sides of the rectangular unit cell. The structureshe condition that the sticking coefficieStis equal to 1 per
obtained by successive reflection in both plates by a  second. This allows one to express the exposure used in the
180° rotation about the center of the gelire pairwise sjmulation in langmuirs and to compare directly the adsorp-
equivalent in the sense that they produce the same diffractiofion isobars obtained with those observed in experiment.
pattern(see Fig. 13 but the presence of other symmetric ~ The initial sticking coefficient of CO on Pt11) was
pairs of structures leads to a decrease of the intensity ahken equal to 0.9 in accordance with experimt8ht®?This
certain reflections. is described in the simulation by an adsorption probability of
Thus the formation of domains of one orientation of the0.9 at a randomly chosen center on the clean surfaben
structure (% v3)rect-2CO requires the formation of initial the lateral interaction has not yet appeared, and all the cen-
nuclei of that orientation, “turning on” the ternary interac- ters are unoccupi@dThe role of extrinsic precursor states is
tions. In the simulation such nuclei can be formed in a ranalso taken into account: a molecule striking the surface at an
dom mannefas was done in the case of the formation of theoccupied center can be adsorbed at an unoccupied neighbor-
domains of the (Xv3)rect-2CO structurg shown in Fig. ing center.
13) or can be specially introduced, imitating defects of areal  After the adsorption has gone on for a certain time an
surface. The diffraction pattern contains averaged informaerdering of the film occurs in the manner described in the
tion about a rather large part of the surface, with a size of therevious Section, and then the desorption of molecules is
order of the electron beam diameter, within which severakimulated. Here it is assumed that the probability of desorp-
parts of area 100100 A with different orientations of the tion is determined by the Polanyi—Wigner equation with an

a b
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1.0 b on the TPD spectrum occurs at=480 K. At larger cover-
T=300K ages the lateral interaction, which is on average repulsive,

becomes substantial and leads to a shift of the start of de-

sorption to lower temperaturébig. 14), in good agreement

with experimenf®

0 The temperature dependence of the limiting coverage

obtained in the simulation is in good agreement with that

observed experimentally for CO on(Pt1).%8-60.101.102The

~ kinetic parameters used in the simulati@®esorption activa-

o tion energyE4=1.2 eV at a frequency factar=10"s 1)

| AP also agree with those estimated in Refs. 58, 60—65, and 102.

0 2 4 6 8 0 2 4 6 8

Exposure, L Exposure, L

0.5

5. STRUCTURE FORMATION AND ADSORPTION KINETICS
OF OXYGEN ON Pt(111)

- (o] -
6=0.17 6=0.33 6=0.
~ - In the temperature range 25-150 K oxygen is adsorbed
on the P{111) surface in molecular form, occupying adsorp-
tion sites with bridge type symmetry. The desorption peak of
molecular oxygen is observed at 140-150 K, in agreement
with the desorption activation energy 0.36—0.38 e\A%
" | Desorption of oxygen occurs from this.mole.culgr precursor
300 400 500300 400 500300 400 500 s_tate ata temperat_ure above 15_0 K. First-principles calcula-
T K T K T K tions of the desorption energy with the use of the VASP code
’ ’ ’ give a value of the barrier in the range 0.3°8¥0.38 e\1%
FIG. 14. Calculated dependence of the sticking coefficBeahd degree of (.43 e\/,107 and, for different configurations of the position of
coveragef on the exposuréa,b), and the TPD spectidfor CO on PEL1)  the oxygen molecule relative to the(PL1) surface, 0.3—1.5
obtained for different initial degrees of CO coveragg,. eV1% Here atomic oxygen is adsorbed at adsorption sites
with threefold symmetry and binds strongly with the surface.
The TPD spectrum for oxygen displays two peaks: one cor-
activation energy that depends on the lateral interaction ofesponding to desorption from the molecule phase at a tem-
the moleculeé>1? |n the descriptiof? of the kinetics of perature of 140—-150 K, and the other corresponding to dis-
adsorption of molecular hydrogen on(¥L0) this algorithm  sociative desorption from the atomic state in the temperature
demonstrated its ability to reproduce correctly both the deregion 600—1000 K%10419Apparently the dissociation of
pendence of the sticking coefficient on the coverage and thi#he oxygen molecule near the metal surface is ultimately due
limiting coverages at different temperatures. The resultingo the occupation of the antibondingz2 orbital 1% 0On
dependence of the sticking coefficightand coverage on  the hexagonal face of @tll) there are two types of adsorp-
the exposure for CO on @fl]) is shown in Fig. 14. As in tion centers of threefold symmetry, fcc and hcp, and the
experimenf®2191.1025¢ |ow coverages the sticking coeffi- binding energy of atomic oxygen with the substrate is sub-
cient is practically constant, attesting to the important role ofstantially different for the two types of sites. It is shown in
extrinsic precursor states and the correctness of their descrief. 112 that the fcc centers are the stabler for the adsorption
tion in the model used. As the coverage growstapidly  of oxygen, and the calculated activation energies of diffusion
decreases, primarily because of the lateral interaction bdec—hcp and fce-~hcp are 0.13 and 0.58 eV, respectively.
tween adsorbed CO molecules and also the decrease of the The initial sticking coefficient for oxygen on @il1) is
number of unoccupied centers. As a result of the establishenly 0.06'*-1°0One can alter the sticking coefficient sub-
ment of dynamic equilibrium, the CO coverage equals apstantially by the adsorption of active atoms and molecules
proximately 0.5, and fof =300 K it remains practically un- that strongly affect the electron density distribution on the
changed with time, while in the case of adsorption on asubstrate surface. In the adsorption of alkali metals on
cooled surface T=100 K) it continues to increase slowly, Pt(111) their partial ionization leads to a redistribution of the
tending toward a value of around 0.6. electron density and creates local electric fiefdg!51This
Using the standard Monte Carlo technique for simulatingresults in a significant lowering of the potential barrier for
the temperature dependence of the desorption*?ate®for  chemisorption(the activation energyand, in a number of
the same kinetic parameters and interaction energies one caases, the probability of dissociative adsorption of oxygen
to good accuracy reproduce the spectrum obséh®dtem-  can reach unity'®
perature programmed desorption for CO ofilPY) (Fig. 14). It was shown in Refs. 119-124 that the presence of an
To facilitate comparison with experimé&tthe adsorption electronegative adsorbate on the surface leads to a strong
was simulated af =100 K and was stopped afta a speci- decrease in the rate of dissociative adsorption and in the
fied coverage€0.17, 0.33, and 0)5was reached, whereupon limiting coverage and also to a significant change in the de-
the substrate temperature was increased linearly at a rate sérption parameters. The linear decrease of the initial stick-
15 K/s. At #=0.17, when the lateral interaction as yet hasing coefficient with increasing degree of coverage by an
practically no effect on the heat of adsorption, the maximumelectronegative adsorbate attests to blocking of the mobile
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precursor states for dissociative adsorption on the adsorbattird- or fourth-nearest adsorption centers. Interestingly, the
modified surfacé!® self-poisoning of the R111) surface by oxygen does not
Atomic oxygen on Rtl11) at temperatures in the range prevent the adsorption of carbon monoxide, forming(a
200 K< T<350 K forms the ordered structup€2x 2), cor-  X2) structure with the CO molecules located at the on-top
responding to a coverage of 0.25The limiting coverage center in the middle of the cell formed by oxygen adatoms.
achieved under different conditions of oxygen adsorption The complexity of the interaction between adsorbed
ranges from 0.22 to 0.28 M1 oxygen atoms on Pr11) apparently is the reason why there
In order to obtain the correct value of the limiting cov- are still no consistent and physically justified models for the
erage for system in a simulation one usually introduces paformation of the observed structures. One expects that the
rameters describing the desorption probabfity? which ~ solution of this pressing problem will open up new possibili-
makes it possible to avoid the complete poisoning of thelies not only for deepening our understanding of the disso-
model surface. It should be noted, however, that the oxygefiative adsorption process for oxygen on a transition metal
desorption rate from the platinum surface at a temperature dyut will also broaden substantially the existing ideas as to the
the order of 400 K is negligible, and therefore the introduc-fole of different factors in the kinetics of the catalytic reac-
tion of a desorption parameter can scarcely be justifiedion of CO oxidation.
physically; for this reason Sander and Ghaisdmve pro-
posed(somewhat artificially that oxygen requires three un- 6. CONCLUSION

occupied neighboring sites for dissociative adsorption. The criteria of applicability and efficiency of a math-

The results of a dynamic Monte Carlo simulation of theematical model include its ability to reproduce the main

adsorption of molecular and atomic oxygen in the tempera- e
. . - e characteristics of the observed effects and also the degree to
ture range 100—200 K with dissociation, diffusion, and de- 9

tion taken int i 4in Ref. 126. Al which it approximates the conditions of an experiment and
sorption taken Into account are reported in Ref. - AlSQpe transparency of the results obtained. In this regard the

tgken into af:count were the presence of a repulsive INteragsnte Carlo method of mathematical attempts is particularly
tion up to third-nearest neighbors and. the preference for aq/'vell favored, since in many cases it not only makes it pos-
sorption of an oxygen atom at adsorption centers of fcc Symgjp|e 1o explain many of the relationships observed in experi-
metry. A necessary condition for a molecular-oxygenments hut also to predict the behavior of the system under
desorption event is the presence of two unoccupied nearegk,y conditions not yet investigated. It should be stressed that
adsorption centers of threefold symmetry. These conditiong,e simulation must always be based on firmly established
lead to a limitation of the possibility of adsorption at large facts, and its results must admit comparison with the data of
coverages, and the limiting coverage obtained in such gea| (or future experiments—otherwise the simulation is of
model is 0.26, in good agreement with experiment. Howeveljitile value, since there are no other criteria for assessing the
the experimentally observen(2x2) structure could not be  rejiapility of the results obtained and the conclusions drawn
obtained in the simulation, probably because of inadequatg§om them.
account of the lateral interaction in the model used. Examples of the efficient use of the Monte Carlo method
It should be noted that the observe(2x 2) structure is  for elucidating the properties of adsorption systems include
extremely rarefied, and for it to form at 300 K it is necessarythe papers discussed in this review on the simulation of the
to have a substantial interaction between adsorbed atomgw-temperature adsorption of hydrogen on(MO) and
What sort of interaction can give rise to the formation of Mo(110), the adsorption and structure formation of CO films,
such structures? This lateral interaction might be dipole-and the catalytic reaction of CO oxidation on the platinum
dipole repulsion, although simple estimates show that if thesurface. For example, the model of molecular adsorption in-
formation of thep(2x 2) structure at room temperature were yolving extrinsic precursor states has been validated and re-
due solely to the dipole—dipole interaction, it would require afined by simulations, and the activation energy for desorption
dipole moment of the oxygen adatom of 5 D, which is con-of hydrogen molecules on the tungsten surface has been de-
sidrably larger than the value of the dipole moment of antermined:; this is important for the development of the theory
oxygen atom on platinum estimated from the change of thef gas adsorption.
work function*® An important feature of the simulation methods de-
The indirect interaction between adatoms obviouslyscribed is the trend toward a detail@d the degree possible
plays an important role in the formation of oxygen structureseproduction of the real conditions of an experiment and the
on P{111). In the simulation, however, significant difficulties incorporation of the most important factors governing the
arise in the choice of initial parameters of the indirect inter-pehavior of the system. This has made it possible to estimate
action owing to the substantial variation of the electronicthe value and to elucidate the role of the lateral interaction in
structure of the substrate with increasing oxygen concentrathe establishment of thermodynamic equilibrium between the
tion on the surface. This effect is due to the significant elecincident and desorbing fluxes of hydrogen molecules and
tronegativity of oxygen. For example, by means of self-also, with the aid of a real-time simulation algorithm devel-
consistent calculations of the electrostatic potential on theped, to propose an alternative explanation of the reason for
surface near an adsorbed electronegative atom in the jelliunime radical difference in the dynamics of oxygen adsorption
model, it was shown in Ref. 127 that the degree of poisoningn W(110 and Md110).
of the surface increases with increasing electronegativity. The use of a complex lattice of adsorption centers and
The region in which the electrostatic potential acts is of thethe incorporation of the lateral interaction in the simulation
order of 3—4 A, which corresponds to the distance to theof the formation of CO films on Pt11) have made it pos-



Low Temp. Phys. 31 (3—4), March—April 2005

sible not only to propose a novétorrect, i.e., in agreement
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Precision measurements of the heat capacity of 1-2-3 thulium cuprates with oxygen content
ranging from 6.3 to 6.92 were performed in the temperature range 6—-300 K. Analysis of the
experimentl data showed anomalies in the temperature dependence of the electronic heat
capacity. It is conjectured that the anomalies are due to a transition from the normal metallic into
the pseudogap state. @005 American Institute of Physic§DOI: 10.1063/1.1884425

In memory of E. S. Borovik

1. INTRODUCTION grade was used to obtain TmB&u;Oy ceramic samples
The many works published in the last few years stiIIW"[h different oxygen content(=6.92, 6.7, 6.5, and )3

leave open the question of why the electron density of stated/e have descrlbed_the special feature; of the heat treatment
in underdoped cuprates decreases near the Fermi (ssel 2Nd OXxygen saturation of the samples in Ref. 6.
the review Ref. 1 and the references cited thesephenom- The TmBaCu;Ox system was chosen because its con-
enon which has been termed a “pseudogap.” The question J€Nt of |mpurlty aluminum, WhICh gnters 'the ceramic during
whether or not the pseudogap sté&9 has anything to do synthesis in corundum crucibles, is te_n times lower than that
with high-temperature superconductivity remains open. IrPf YBa,CusOx. X-Ray phase analysieXPA) showed that
the literature several different models explaining the origindll TmB&CusOx samples obtained were nearly single-phase.
of the PGS are being discussed and the question of thEhe main impurity phases, whose content did not exceed
boundaries of existence of the pseudogap state is beirg—3%. were TrmBaCuQ and BaCuQ. The XPA data
examined-—3 showed that the impurity content was independent of the
Even though various properties of the PGS have beefxygen content. It should be noted that analysis of the struc-
studied in an entire series of investigations it is difficult to tural factors which are sensitive to the uniformity of oxygen
say definitively whether or not singularities occur in the ther-distribution (the orthorhombicity parameters and the half-
modynamic properties at the transition through the normawidths of the basal reflectionshowed all samples to be
metal-PGS boundary and whether or not the transition intdighly uniform.
the PGS is a phase transitiom The temperature dependences of the heat capacity of
Measurements of the heat capacity of yttrium cuprates ithulium cuprates TmB&£u;0x with X=6.92, 6.70, 6.50,
a wide range of oxygen content and temperatures have nend 6.30 were invetigated using an automated low-
shown any anomalies, due to a transition into the pseudogagmperature vacuum adiabatic calorimeter. The accuracy of
state, in the thermodynamic propertfesThis has served as the measurements was2% at 6—10 K, 0.5% in the range
grounds for believing that a line of phase transitions does not0—30 K, 0.2% from 30 to 60 K, and 0.5% from 60 to 310 K.
exist and that the pseudogap state is not a thermodynami€he magnitude of the temperature rise in an individual calo-
phase. rimetric experiment in the temperature range 100—-300 K was
We have performed measurements of the temperature K. The average variance of the experimental values of the
dependence of the heat capacity of the single-phase thuliuimeat capacity according to several series of measurements
cuprates TmB#Cu;Ox at temperatures ranging from 6 to was about 0.02% for the indicated interval. As temperature
300 K for different values of the oxygen content. Anomaliesdecreased, the variance increased up to the order of 1% at 10
in the temperature dependence of the electronic heat capacity Three to four hundred calorimetric experiments were per-
were found in oxygen-underdoped samples at temperaturdsrmed for each sample. The mass of the samples was about
of about 210-230 K. These anomalies are attributed to th&6 g.
formation of a PGS. Figure 1 shows the temperature dependences of the heat
capacityC, of four samples with different oxygen content.
The heat capacities are close in value. At high temperatures
the heat capacity is all the higher the greater the content of
The standard method of solid-phase synthesis from thexygen in the sample, and at low temperatures lower values
oxides TmO; (Tm-3 grade, BaO, and CuO(ultrapure  of the heat capacity correspond to higher valuexXofThe

2. EXPERIMENTAL PART

1063-777X/2005/31(3-4)/3/$26.00 241 © 2005 American Institute of Physics
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FIG. 1. Temperature dependences of the heat capacity of thulium cuprates
TmBa&Cu;Ox with different oxygen contenX.
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differences are due to the lattice and electronic components.
It is quite difficult to identify the anomalous contribu- X =6.3
tion, due to the formation of the PGS, to the electronic heat -0.5|
capacity because the effect is so small. The electronic con- L
tribution to the heat capacity in the temperature range of 1.0
interest to us is only 2—3% of the total heat capacity. The
anomalous part is another order of magnitude smaller, 0.2—
0.3% of the total value. Such a small anomalous part can be "1‘5150 ; 2'00 : 2'50 300
extracted by comparing the heat capacities of the samples. T.K

Making such a comparison requires samples which do andIG - wre devend he dif  the electronic heat
do not undergo a transition into the pseudogap state. In ad-c: 2 Temperature dependences of the difference of the electronic hea
. . capacity coefficient of thulium cuprates with different oxygen condént
qmon the electronic components mus_t be compared. _The latrhe basal sample is a sample with oxygen content near the point of optimal
tice components of the heat capacity of all experimentabioping X=6.92).

samples are close but not so close that the difference can be

neglected.

The lattice heat capacity was calculated using the phogema are essentially independent of oxygen content. The
non density of states. The density of states, in tun, wagnomalies are weak but exceed the experimental variance.
determined from the calorimetric data. The procedure foly, singularities were observed for the sample Wth 6.3 to
doing this is described in detail in Refs. 6 and 7. Since th&yithin the experimental variance. It should be noted that
phonon spectrum determines the heat capacity of a crystal i omalies cannot be due to the uncertainties in the calcula-
an integral manner, small uncertainties in the determinatiogyn, of the lattice heat capacity. The observed singularities

of the density of states should not produce large errors whegys cannot be due to the anharmonic contribution which was
determining the lattice heat capacity. The uncertainty in th"neglected.

calculation of the phonon density of states has only a weak

effect on the computed values of the lattice contributiand

has_no effect on .the character of the anomaly in the elecg. CONCLUSIONS
tronic heat capacity.

The values obtained for the phonon density of states The phase diagram of all states in high-temperature su-
were used to calculate the lattice heat capacity of theerconductors of the 1-2-3 system has not been adequately
samples. The electronic componéty; of the heat capacity studied. This concerns especially the boundaries of the
was determined as the difference between the experimentpseudogap phase. In theoretical works the diagram is repre-
and computed lattice valueghe anharmonic contribution sented, mainly, only schematically. The phase diagram also
was neglected has not been adequately studied experimentally. The differ-

For clarity in presenting the data the values of the elecent behavior of the line separating the normal-metal state
tronic heat capacity coefficieny=C,/T were calculated. from the pseudogap state is discussed. Specifically, a pos-
Figure 2 displays the temperature dependences of the diffesible form of the phase diagram is studied in Ref. 9. The
ence of the coefficientsA y=y(X=6.92)—y(X) for a  authors propose the existence of two boundary lines—a
sample with oxygen content near optimal doping and for‘strong pseudogap” lineT*(X) and a “weak pseudogap”
samples in an underdoped state. It was assumed that thfiee T* (X,). The first line is due to the interaction of charge
pseudogap state does not exist at the point of optimal dopingarriers with antiferromagnetic or structural fluctuations of
(X=6.92), so that the sample witk=6.92 is taken as the the short-range ordérAs the tetra-ortho phase transition is
basal sample. The figure shows weakly expressed anomaliepproached, the magnetic fluctuations become stronger and
for samples withX=6.7 andX=6.5 with singularities af the temperature of the transition into the pseudogap phase
~220-225 K(minima in Fig. 2. The positions of the ex- increaseg“strong pseudogap phasg”
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We report experimental results of a vortex lattice structure investigation in artificial
superconducting Mo/Si and W/Si superlattices. Resist&ead critical current . measurements

in parallel magnetic fields are performed as well as measurements in tilted magnetic fields.

At temperatures where the condition of strong layering is satisfied the dependeftég@sand
R(H,) exhibit oscillatory behavior. It is shown that the appearance of oscillations and of
reentrant behaviofvanishing of the resistivity in definite ranges ldf) are due to the strong
intrinsic pinning and to the effect of commensurability between the vortex lattice period

and multilayer wavelength. The locationsig{H;) andR(H,) extrema correspond to the stable
states of a commensurate vortex lattice. Our experimental data are in good quantitative
agreement with the Ivlev, Kopnin, and Pokrovsiti{P) theory. It is shown that the values of the
commensurability fields depend exclusively on the superlattice psrant anisotropy

coefficienty and do not depend on the type of materials used for multilayer preparation. A memory
effect, i.e., dependence of the oscillation pattern on the magnetic history of the sample, is
observed. It is shown experimentally that the state of the vortex matter in the layered
superconductors is essentially different from that of type-Il superconductors with a random
distribution of the pinning centers. Investigation of oscillation and reentrance behavior may be used
as a new tool for the study of the vortex lattice arrangement in layered superconductors.

The essential advantage of this method is connected with its simplicity and with the possibility
of using it in arbitrary large fields. Investigations of the commensurate states may be used

for rather precise determination of the anisotropy coefficign® 2005 American Institute of
Physics. [DOI: 10.1063/1.1884426

INTRODUCTION critical field H,, in the commensurate state the triangular
Th lattice(VL in | q VL, with different orientations of the vortex unit cell vector
e vortex lattice(VL) structure in layered supercon- with respect to the layers, appeared to be stable. The values

ductors dlfferslln many aspects from the simple trlangularOf magnetic fieldsH , corresponding to the resonance condi-
one observed in homogeneous type-Il superconductors, un- . .

o . . tions have been obtained. In the framework of this theory
less the magnetic fieltH is parallel to thec axis of the

system considered. Different types arrangements of VL athey depend exclusively on the superlattice pegodt these

predicted theoretically for the cases when the applied ma felds the maxima ththe hcritica! curremgkghould lbe Ob'.
netic field is parallel or inclined with respect to the |ayerserved. It appeared that the Ami and Maki model described

planes. The first theory conceming VL structure in the lay-fairly well the dependence ¢f onH, obtained on the modu-

ered superconducting systems consisting of alloys with periited PbBi a_lloy§. N _

odic modulation of the component concentration appeared Interest in the commensurability effect and in the prop-
many years agd.lt was shown that the spatial variation of erties of the VL structure has been renewed after discovery
the impurity concentration might be considered as a regula@f the high-temperature superconductivity in the layered ox-
pinning potential. Ami and Makihave studied the stability ide compounds. Especially essential progress was achieved
of different VL configurations in the Ginzburg-Landé@L) in the area of the vortex lattice structure theory. Different
approximation for parallel magnetic field, , taking into ac-  theoretical approaches, including anisotropic three-
count that the “resonance conditions,” i.e., the commensuradimensional(3D) London and GL models as well as the
bility between vortex lattice parameter and layered structuré.awrence-DoniackiLD) model, were used. According to the
period, plays an important role. In the vicinity of the upperresults of Ref. 3 obtained within the London approximation,

1063-777X/2005/31(3-4)/10/$26.00 244 © 2005 American Institute of Physics
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in the field domainH.;<H<H_, the unit cell of the flux direction of the layered structufelong the layer plane$;?®

line lattice should be strongly distorted with respect to theor along the applied field directidfi.Even magnetizatioiv!
equilateral triangle. Choosing the primitive cell of the VL as antiparallel to the external fieldl is possible*?® In parallel

a hexagon, Campbell, Doria, and Kodasbtained the unit magnetic fields due to the intrinsic pinning and commensu-
cell parameters of VL, which depend intrinsically on the an-rability effect the critical currenfwhen the transport current
isotropy parametery=(M/m)¥? and the angle betweer flows in the layer plangsshould be an oscillating function of
and the anisotropy axis. Hed is the effective electron magnetic field:* This result was obtained experimentally, as
mass along the axis, andm is the in-plane mass. The com- was mentioned above, on alloys with a spatial modulation of
mensurability effect remained outside the scope of this workthe component concentratio@nd on Nb/Ta multilayer$

The latter was considered in the papers of Ivlev, Kopnin, and he theoretical results cited above have been obtained
Pokrovsky*~® It was showf that in the case of parallel field, mostly for highT. superconductors. These results should be
when the intrinsic pinning energl, is much greater than relevant for the artificial multilayers as well. The essential
the elastic energy of a VL shear deformati®g, the vortices advantage of the artificial superlattices for the VL structure
cannot cross the layers. In this situation the pedigcalong ~ Study is their tunability, i.e., the possibility of easily chang-
the ¢ axis is fixed, and it is determined by the initial condi- ing their periodicity and anisotropy parameter. Moreover, the
tions under which the VL was formed. This means that the®resent-day technology of their preparation is very sophisti-
VL should always be commensurable with the layered strucéated, and exceptionally perfect superstructures may be ob-

ture periods (the distance between vortices in the directiont@ined. _
orthogonal to the layer&,=Ns, with N an integey. It is Here we report on a new effect observed on Mo/Si and

independent of the external field, while the unit cell areaV/Si artificial superlattices, whose origin may be connected

varies with field only due to the vortex displacements along/ith the intrinsic pinning, the commensurability phenom-

the layers. In the opposite limiting case the VL parameterf”on' and the specifics of the VL structure in layered super-

are determined by the external magnetic field. It was Showﬁonductors. In a parallel magnetic field and in tilted fields at

that the free energy of the rhombic lattice in the commensuf€/atively small tilt angles with respect to the layer planes a
rate state as a function df displays two minima corre- reentrance to the state with zero resistivity with increase of

sponding to the different orientations of the unit cell vector f[he magnetic field is observed. The reentrance phenomenon

with respect to the layer planésThere are a lot of meta- is detected by the resistive method. The resistivity versus
stable states in the instability region of the rhombic lattice™a9netic fieldH curves below a certain temperatufg be-

corresponding to the different displacements of the vorte>§0me nonmonotonic. At some value of the external magnetic

rows relative to each other in the neighboring interlayers. eld a resistance minimum appears which becomes more

The number of such states grows at low magnetic fieldspronounced with decreasing temperature and transforms into

They can be dynamically accessible updnvariation! In a large zero-resistance reg|@RR) at still lower tempera-
. ) tures. After the ZRR the resistance reappears. These effects
the framework of the LD approach for relatively high paral-

o . ... are very sensitive to the magnetic field orientation. It is
lel magnetic fields a sequence of first-order phase transmonghown that all the features of the reentrance behavior may be
between VLs with differenN is predicted The domain of

i~ . . explained quantitatively if one takes into account different
igamb#tzngf rt:t;'yl_ Sg:?;urssst.vgttz dtTﬁeg:ZiZ“t pnrds(;? gf possible realizations of VL structure in layered supercon-
ura N was | vestig icafly | " ™" ductors. It is suggested that the reentrance phenomenon dis-
For the tilted magnetic fields many types of vortex ar-

i #42° The id f ind dent covered could be used as a new powerful instrument for the
rangement are suggested. € ldea ot an independent '\, gicrure investigations, which, in distinction from other

response of the layered superconductor to the parallel aqgnown methods, is valid for arbitrary high fields. A brief

perpendicular components (.)f magnetic f?@l:nt exploited .in report about some of the results described below for Mo/Si
many works. The most exotic among possible VL conflgura-SI_S has been published in Ref. 28

tions in the tilted magnetic fields is the so-called combined
lattice consisting of two vortex “species” oriented in differ-
ent directions(see, for example, Refs. 10-15, 18, 19).21
Such a configuration of the VL may appear only in a case o
a rather largey.1%? One of the coexisting sublattices is ori- For the experiments we chose Mo/Si and W/Si multilay-
ented along the axis; another may be parallel to the layérs ered samples in which only the spacer thickness and, corre-
or oriented along the external fieldiin the vicinity of H.;  spondingly, the anisotropy parameter are vari@dble ).
for the tilted magnetic fields a vortex configuration consist-For such a choice it is mainly the paramejethat changes,
ing of flux-line chains is predictet. Such vortex chains in and it allows one to study the evolution of the reentrant and
the weak field range have been observed in decoration exscillatory resistive behavior witly variation. The interlayer
periments on highF, superconductor& 24 coupling energy changes exponentially with the spacer
Obviously, due to the nonstandard VL structure and inthickness® and the anisotropy changes quickly as well.
trinsic pinning, many unusual effects can arise in layered The Mo/Si multilayers were prepared by dc magnetron
superconductors. First of all, in a tilted field the direction of sputtering in argon onto glass substrates. The W/Si multilay-
the magnetization vectdv in many cases does not coincide ers were prepared bg-beam evaporation onto oxidized
with the external field directioft!®>°Depending on the mis- Si(100) wafers. More details may be found in Refs. 29-31.
orientation angle, anisotropy parameter, and magnetic fieldhe sample wavelength and individual layer thicknesses are
domain, the vectoM may be oriented either closely to the determined from small-angle x-ray diffractometry with an

FAMPLE PREPARATION AND EXPERIMENTAL METHODS
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TABLE |. Parameters of multilayered samples. F [ o ‘(_
a H
2,1
Mo w 10f- l f ’
Multi- | layer | layer | Silayer |Number
Sam- thick . . L 1 5
layer ick- | thick- [thickness| of vy |TeK =
le
P type ness ness dSi,A bilayers S
- 5_
dMo, Aldw, A n
A | Mo/Si| 22 28 50 | 57| 417 =
B [ Mo/si| 22 34 50 |11.8] 3.67 . [ |
0 " i
Cc | Mossi| 22 44 50 |235] 415 b 1; i /
r L]
D | W/Si 20 30 10 [32]332 e s
0.4 ! 2
E | W/Si 20 40 10 [15.2] 292 E .’
O L]
o«
0.2
accuracy of 0.1 A. The Si layers in the multilayers are amor-
phous. The metal layers have fine crystalline structure.
Measurements were performed with a 5 T superconduct- \
ing magnet. At all orientations dfl with respect to the layer 0 1 5 3 4
planes the transport currehtdirected along the layers was HT

always perpendicular téi. The precision ofH alignment . . old 1 ' |
: o i At IG. 1. Resistance as a function of magnetic field for Mo/Si sample B
with the layer planes was about 0.2°. The stabilization of thé(:angle 9=0°) at different temperatures [K]: (a) 3.557 (1); 3.535 (2)

temperature during a field sweep was no worse thar? 30 3'550(3): 3.508(4); 3.495(5); (b) 3.456(L); 3.420(2); 3.377(3); 3.314(4);
The zero-field resistive transition width for the all sampless.214(5).
was no more than 0.15 K.

The values of the anisotropy parametewere obtained ) ] o
from measurements of the critical magnetic fields,(T) ~ @mple, when one starts measurements with the first switching

andH,, (T). on of the magnetic field sweep at sufficiently low tempera-
ture, another realization of thRe versusH curves atf=0° in

the same field range may be obtained. Such another realiza-
tion for sample B is shown in Fig. 3. As follows from this

In Fig. 1 the resistance as a function of magnetic field afigure, the reentrance of superconductivity may arise twice
different temperatures for ange=0° is shown for Mo/Si  during one magnetic field sweep. The third realization for
sample B with the wavelength 56 A9E0° for magnetic  this sample is shown in Fig. 4. None of the patterns observed
field parallel to the layebs Starting at some reduced tem- on sample B coincides with those registered for other
perature {=0.96 in this casesteps appear on tHe versus  samples.

H curves, which at lower temperatures develop into minima. ~ The features of the resistive curves in a parallel magnetic
With further decrease of instead of resistance minima, field depend essentially on the transport curr@ig. 5). At
zero-resistance regioiRR) appear(Fig. 1b), which mani-  relatively small currentgplot 1 in Fig. 5) the resistive state
fest the reentrance of superconductivity with the increase of
the applied field. After the ZRR at still larger fields the re-
sistance reappears. As we keep going down in temperature,
the ZRR becomes wider, and in the low-temperature limit,
the R maximum dividing the two minima vanishéplot 5,

Fig. 1b. Thus, reentrance behavior exists in a limited tem-
perature range betwedrn, and some lower temperatufé. 0.08
For understanding the reentrance phenomenon scale it should E

be mentioned that the low-temperature normal resistance of O
sample B is 42.4 Ohm. '

The resistance as a function of parallel magnetic field for 0.04
Mo/Si sample A with a wavelength 50 A is shown in Fig. 2.
A similar plot for sample C$=66 A) has been presented in
Ref. 28. For all samples the magnetic field values corre-
sponding to the ZRRs and to the resistance minima are dif-
ferent.

It is noteworthy that different patterns of tReversusH, FIG. 2. Resistance as a function of parallel magnetic field for Mo/Si sample

curves may be_ obtain_e_d on the same sarr_]ple._ The reentrangg; different temperatures [K]: 3.788(1); 3.779(2); 3.765(3); 3.750(4);
phenomenon is sensitive to the magnetic history. For ex3.731(5); 3.711(6).

EXPERIMENTAL RESULTS AND DISCUSSION

0.12
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FIG. 3. Resistance as a function of magnetic field for Mo/Si sample BFIG. 5. Resistance as a function of magnetic field for Mo/Si sample B at
(another realizationat different temperature® [K]: 3.236(1); 3.218(2); T=3.37 K for different transport currenfmA]: 0.5(1); 1.0(2); 1.5(3); 2.0
3.172(3); 3.077(4). (4); 2.5(5).

first appears at a rather large magnetic field. Until this field S

the Lorentz force is too small for overcoming of the pinningforce should counterbalance intrinsic pinning for the vortex
barrier. At a higher currenplot 2) the resistance is already motion, it is obvious that both factors influence the resistive
observed in the weak field range, but at intermediate field?eha\/ior identically. I.f one wa.mt.s o investigate a larger part
the reentrance of superconductivity is observed. Further chf the H!'T phafe O:Iagratm, it :jS negetssary '[0t enha;r;}cetthe
rent increase leads to the appearing of a resistance minimupﬁanSpor ’(:l_Jrren vaiue al a reduced temperature. The tem-
(plot 3) instead of the ZRR. Thus the correct choice of theperatureT is a function of transport current, and this tem-

transport current value is crucial for the observation of thepera}tu;re] mtay be S?t as low asbo?e \g'SheZ'T, hvstereti
ZRR and nonmonotoni® versusH; behavior. As we will n he lemperalure range betweeq an ysteretic

see below, the most informative are the resistive curves Ot?ehawor was o_bserved. Some examples of _hyster_e tic curves
the plot3 kind. are shown in Fig. 6. Though the resistance in the increasing
From comparison of Figs. 4 and 5 it follows that dimin- a}nd decreasing magnetic fields dllffer.s mar.ke-dly, the POSI-

ishing of temperature and diminishing of the transport cur-goﬂs qf the ebxtrema(\j, fas a”rule, cI0|nC|d3.fS|m|II|a(; ftlys:e(rjetlc
rent give rise to similar evolution of the resistive transitions. Ie' asnor IS observed for all samples and for all detected re-
In the former case the pinning barrier increases, while in th&1#ations.

latter case the Lorentz force decreases. Because the Lore%zr VU;;F;;/;;SIZSS” sclegf’()e r,]&(;egfeessr?;vsfier:el:r:g timgi;atrléres

sistive curve patterns obtained on this and other W/Si SLs

30 are similar to those obtained on Mo/Si samples. In the resis-
b tive transition realization presented in Fig. 7, the resistance
i minima and ZRRs appear at three different fields. On W/Si
20
< &
E B s
__C) O ¢ a b
4- -
£ \
O 3r —f
S| | i
=
m‘ -
I I S IS S S '
"y 23 4 5
H, T
5
g 4 ¢
£ 4
O 4 _f 1
¢t \\
o 2+ .
< 1\
f '\
i 234 50

FIG. 4. a—Resistance as a function of magnetic field for Mo/Si sample B H, T
(the third realizatiopat different temperaturet [K]: 3.462(1); 3.459(2);

3.453(3); 3.447(4); 3.441(5). b—Critical current as a function of magnetic FIG. 6. Hysteretic behavior of resistance for Mo/Si sample B at temperature
field for this sample aT=3.4 K. T=3.236 K.
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m m M reentrance phenomenon also takes place. It has been hown
that such behavior on Mo/Si multilayers is an indication of
the lock-in transition at small angles< 6.,. In this 6 range
the vortices are trapped in a position parallel to the layers
even though the applied magnetic field is tilted with respect
to the layers. Th&,, is usually defined as the angle where
the directions of the external magnetic field and of the induc-
tion in the sample begin to coincide. The maximal value of
0., for sample B is about 2°. At the larger angles in a case of
sufficiently low temperatures the minimum position as well
as all resistive curves shift to the smalldr side, and this
shift increases with growth of (Fig. 8b. At another critical
angledy, the resistance minimum disappears. Both angles
and 6% depend on the temperature. Most probably, the ob-
FIG. 7. Resistance as a function of magnetic field at different temperaturegervatlon Of. patterns SImI_Iar to those t_yplcal for commensu-
for W/Si sample D in the temperature range 2.895—2.488 K. rate states in a parallel fiéftlover a wide range of angles
may be considered as evidence of the existence of the com-
bined vortex lattice predicted in Refs. 10—17. This question
multilayers the hysteretic behavior and the transport-currenyill be discussed in detail elsewhere.
dependence of the resistive curve are akin to those observed As was natural to expect, oscillations of the critical cur-
on Mo/Si SLs. rent |, are observed along with the resistivity oscillations

The reentrance behavior is sensitive to the deviation OfFig. 4b). The positions of the minima on the versusH,
magnetic field orientation from parallel to the layer planes. Itz rves coincide with the locations of the maxima on the
is iIIustrgteq by.Fig. 8 where th_e resistance as a function Of/ersusHH curves and vice versa. The dependences of the
magnetic field is shown for different anglés When the  cyitical current onH, display hysteretic behavior, too. Thus
misorientation angles betweet and the layer planes are e explanation of the unusual patterns characteristic for the
very small the resistanc_e increases vyi_th angle growth, but ajh versusH, dependences is very simple. Provided there are
the features of the resistance transitionfat0° hold, the  ,qgijations on the . versusH curves, one may expect that
positions of theR minima do not shift(Fig. 83, and the o, he fields around thé, maximum the fixed transport
currentl will be less tharl ., and correspondingly resistance
— . , is absent(ZRR stat¢. In the meantime, in magnetic fields
v ¥ S ¥ around the . minimum the conditiond >1, may be satisfied,
and a nonzero resistance should be observed in this field
range. The data in Fig. 5 also serve as confirmation of the
explanation presented above.

For a detailed interpretation of the data obtained let us
begin with the determination of the physical meaning of the
temperatureTy where the signs of developing ZRR states
appear. It follows from the experimental data that at this
temperature the transverse coherence legg{fi) becomes
equal to or less thas2 (s=d,et+ dg; is the SL wavelength
i.e., beginning at this temperature a confinement of the vor-
tices between superconducting layers starts to develop. For
sample B the valug,(0)=63 A, y=11.8, £, (0)=5.5 A.

At Ty=3.52K the value & (To)=27 A, 2¢ (Ty)<s

=56 A. When the vortex cores fit into the insulating inter-
layers, intrinsic pinning should become well pronounted,
and a transition to the limiE,>E¢ may be expected. Thus,
To manifests by itself the transition to the regime of strong
layering? It should be mentioned that the temperatiigeis
practically the same as the 3D-2D crossover temperature
determined from the temperature dependence of the critical
magnetic fieldH, . The same situation is observed for other
samples. The appearance of nonmonotdpicersusH, de-
pendence only below the crossover temperature is also re-
ported in Ref. 27.

Following up on a suggestiéhthat the phenomena ob-
served are a manifestation of the existence of commensurate
FIG. 8. Resistance as a function of magnetic field for different angles ~ VOrtex lattices, let us analyze the data obtained in detail. In
T=3.440(a) and 3.193 K(b) (Mo/Si sample B. the beginning let us compare the results of different theories

R, Ohm

1.2

R, Ohm

R, Ohm
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based on various approaches. The Ami-Maki théepnsid-  bility effect on the vortex arrangement in a parallel magnetic
ers only dirty superconductors, and its domain of validity isfield has been considered in theoretical woti&S3°At a
restricted to fields close td,. It is assumed that the spatial given magnetic field, one can make the VL be commensurate
variation of the impurity content is relatively smdibn a  with the underlying layered structure by the compressing the
scale of the electron mean free patand among all super- VL along the normal to the layers and introducing the nec-
conductor parameters only the diffusion coefficient has sigessary shear deformatiénHowever, if the energyE, of
nificant spatial dependence on the impurity concentrationsuch a deformation exceeds the pinning endfgy the VL
For the specific field$1, satisfying the “resonance condi- parameters are determined by the applied magnetic field.
tion” (i.e., the condition that the Abrikosov lattice parameterThen it is the value of the external magnetic field that would
a is commensurate with the modulation pergadhe follow-  prescribe whether or not the lattice is commensurate with the
ing simple expression is obtainéd: underlying periodic pinning potential. This is a situation
which should be characteristic for weakly layered systems.

H :‘/377‘1’0 (N2+ 124 NL) "t 1) This situation does not differ basically from that considered
AT o2 ' by Ami and Maki. However, in the case of comparatively

large values of the anisotropy paramefehe final result for

HereN andL are integers. This solution suggests that note “resonant” field4 turns out to be different fronfl):
only variation of the vortex density is possible, but rotation

of the vortex unit cell with respect to the equiconcentrational _‘f3 Dy _ ( M| 5
planes as well. Formulél) satisfactorily describes the ex- NTDNZSZ, 7T ' )
perimental data obtained by Raéfi al? on PbBi alloys with
periodically modulated concentration. The consistency of th

experimental results of Broussagt al®* (Nb/Ta artificial

m

HereN=1,2,3... is the order of commensurability. Formula
?2) corresponds to the simplest case of a rhombic VL with

: . . . - : . one of its unit-cell vectors parallel to the layers. It is easy to
multilayers with the Ami-Maki predictions is substantially see that formula2) differs E‘)rom the Ami-MZlki expressio¥1

worse. It is clear that the Arr_u Maki approximation 1S Va“d. for the casd. =0 only by the factory, which is absent in the
only for the case of weak anisotropy. As our numerical esti-, . . . T

. U Ami-Maki expression forH, because of very insignificant
mates show, there is nothing in common between the calcu-

lated H,, values and the experimental valuelg, of the I anisotropy incorporated in their model. The depinning cur-

. L o . rent should oscillate, reaching maximal values at the integer
maxima andR minima on the resistive curves for the Mo/Si C i
. . . Zyls values. If other pinning centers are absent, the critical
and W/Si samples investigated.

The serious extension of the Ami-Maki model appearedcurrent should be zero at &l values where the ratid, /s is

much later, after the discovery of high- superconducting not closg to an integer. . . .
. S T The intrinsic pinning energy increases with the lowering
layered compounds. The conception of the intrinsic pinnin

. - - f temperature as at any other pinning mechanism. More-
associated with the periodic layered structure was formulate . .
. 35 over, as was mentioned above, it turns out more pronounced
for vortices parallel to the layer plang$3® High-T, com-

pounds are usually considered as the periodic stacking of t v(\a/hen the vortex core size in the direction orthogonal to the
strongly and weakly superconductiigr normaj layers® ayers¢, (T) becomes comparable to or smaller than the su-

. S T T . perstructure period. In this case the vortex cores fit easily
The origin of the intrinsic pinning is connected with the fact . . . .
. e between two neighboring superconducting layers. Taking
that the most energetically favorable position of the vortex . .
. S ; into account the ratio betweeh (T) ands, Ivlev, Kopnin,
line, which is parallel to the layers, corresponds to its loca- -
L d : . and Pokrovsky (IKP) have classified all layered systems as
tion in a weakly superconducting, either normal or insulat-

S . T superconductors with weak layering,(T)>s) and strong
ing, interlayer. In this case, the gain in the vortex free energy. v erin €, (T)<s). According to IKP, the regime of stron
is about equal to the condensation energy in the volume O](;\y g & I g ! g g

. . inning is accessible for any type of layering, and in both the
the vortex cores. Moreover, the vortices are pinned along . :
ases of weak and strong layering there are regions of the

their entire length. When the distance between vortices in th . ! . ;
(%-T diagram where the elastic deformation energy is smaller

direction orthogonal to the layers matches with the layere han the pinning enerdyFor weakly layered superconduct-

structur(_a period, all the vortllces are locked between supets o (,(T)>s) such regions are determined by the condi-
conducting layers. This configuration corresponds to stron%ons_

pinning. If the magnetic field and transport current both lie in

the layer plane and orthogonal to each other, the vortices H &\ 3 8§§
should move under the influence of the Lorentz force across 1~ H_cz Slg) R T
the layers, i.e., overcome the high potential barriers associ- ®)

movement is strongly hindered and occurs by finite steps at H.,

rather high current& The important role of the intrinsic pin- ) )

ning, determining the orientational dependence of the criticayhile for highly layered structurest((T) <s) they are de-

currentl ., has been confirmed experimentafly® Intrinsic ~ termined by the conditions:

pinning also gives rise to such phenomenon as a lock-in H

transition? 1-
Due to intrinsic pinning an essential modification of the

vortex lattice structure in comparison with the Abrikosov oneThe estimates by formulé3) show that for weakly layered

is also expected. Recently, the influence of the commensurauperconductors the regions of strong pinning are unrealisti-

ated with the variation of the condensation energy. Such a H (gc)3 ;{ 855)
< 32 ,

<1;
HCZ Hc2

<1. (4)
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o
o)
o

cally narrow. Thus a more realistic statement is that for the
layered systems witlf, (T=0)>s the pinning is relatively
weak at allT andH. If £ (T=0)<s, then at elevated tem-
peraturest, (T) may become=s, and a transition between
the situation of strong and weak layering may occur. It is
clear that in the framework of the above-mentioned classifi-
cation the concentrationally modulated alloys and artificial

o
~J
[0}

G, arb. units
o
\'
o

superlattices of the S/Sand S/N typesS is a supercon- 0.65r

ductor, S is a superconductor witl, smaller than that of S, il

and N is a normal metashould belong to the weakly lay- 0.60 - /.

ered systems. Superlattices of the S/I typés a semicon- o ; : '2 : é S a— .
ductor or an insulatgrmay belong either to the weakly or to HT 4

the strongly layered systems. This depends on the anisotropy

parameter and, accordingly, on the interlayer Josephson cof!G. 9. Dependences of the__Gibbs free energy on magnetic field for Qiﬁer-
pling energy. Both situations may be expected in High- ﬁ?;%;i%r;_m commensurability for Mo/Si sample B calculated according to
superconductors. The authors of Refs. 4 and 5 noted that

YBa,Cu;0,, in particular, could be a favorable object for

investigation of commensurability effects. Indeed, such ex- ] ) - N

perimental observations on YBAu,O, and on RBaCusO, andz is along thec axis). The conditions of stability look as
(R=Y,Nd) have appeared lat&:*3In the work of Oussena follows:*

et al* oscillations in the magnetization of a YB2u,O, p=mIV3, p=m/3. (5)
single crystal were observed when the magnetic field was _ i

parallel to itsa or b axis. The positions of the magnetization Herep is the reduced magnetic field:

maxima were temperature independent. It was clear evidence p=27N2s?yH/d,. (6)

that the oscnlatlpns are connected with the matching beCorrespondingly, the dependence of the free energy of the
tween vortex lattice parameter and regular layered structur

) o iven commensurate lattice on magnetic field has two
The large number of maxima on the magnetization CUrVesinima at theH values:

(the magnetic field was varied up to 12 @lowed the au-

thors to determine the anisotropy parameter in YBa0, a_ %o 2 D3 .

to good accuracy using formul@) for the case of weak N _m' N T2NZsZy @)
layering. In particular, using the data of Fig. 3 of Ref. 40 @) o )

(upper pane| presented foH parallel to thea axis andT ~ NOté that theH” values coincide witlHy for weakly lay-

=60 K, one can easily determine the orders of commenstEred structures. We have already mentioned above that the
rability present on this plot. The maxima fit to the ordats patterns of the resistance minima obtained in the diffeRent

from 5 to 11. The maxima corresponding to the smaer versusH, realizations have nothing in common with calcu-

—1—4 should be observed Ht>12 T. Because of the rela- 'ated values of the Ami-Maki fieldsl 5 . As follows from the

tively large wavelengths in our multilayers théy values above grgumentgtjon about the temperature range in WhiCh.
belonging to the low orders of commensurability get in thethe resistance minima and ZRR states are observed on Mo/Si

accessible range of magnetic fields in distinction to the high-Samples investigated, for both Mo/Si and W/Si SLs we are

temperature compounds with smallvalues. At 60 K the dealmg with the case of hl_ghly layered super_con_ducto_rs.
additional peak on the magnetization oscillation curve is ob—That is why a comparison with IKP theory considering this
P 9 limiting case is the most reasonable. Figure 9 shows the de-

s_erved which does not .obey the above-mentloned. classific )endences of the Gibbs energy on magnetic field calculated
tion and was not explained by the authors. We will presen

. . . ; ccording to IKP for different orders of commensurability
the interpretation of this extra peak below. It is somewhatror Mo/Si sample B, with they value of 11.8. A comparison
surprising that theM os_cillation amplitude diminishes at ¢ o pattern of Fig. 9 with the data obtained on this sample
lower temperatures. This probably means that backgrounghyeais quite satisfactory consistency with the IKP theoreti-
pinning on another type of defects grows with decreading 4| predictions. In Fig. 3 the two regions of the ZRR states
faster than the intrinsic pinning. In the work of Gordeev correspond to the two stable states For 1. TheH,, values

et al** the oscillations of resistance with parallel magnetic 5re shown in this figure by the thick arrows. The minima in
field have been observed on YBCO samples with a transitiofrjg, 4 correspond tdN=3, the second stable state, aNd

temperature of 60 K. The features of the resistive transitions- 1, the first stable state. The stable state Wita 2 is also

on this sample are similar to those observed on our SLs. obtained in one of the realizations. All tieversusH, real-

As was mentioned above, in the situation of the strongzations observed correspond to the definite initial conditions
layering and strong pinning, the VL should be commensurateinder which the vortex lattice was formed. As was men-
with the SL wavelength at all magnetic field valdeccord-  tioned above, the realization shown in Fig. 3 is observed in a
ing to IKP, the stable states of the commensurate lattice cocase when the external magnetic field is switched on first at
respond to the rhombic lattice with the rational values of thesufficiently low temperature. The first ZRR state in this case
apex angler/3 and 27/3 (in the frame of the reduced coor- corresponds tdN=1. It is obvious that in such a case the
dinatesx,z\M/m; herex is the direction along the layers, appearance of the states with the larbem the increasing
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field is impossible. When the measurements of the resistive
curves are started frof., the realizations of such types as
presented in Figs. 1 and 4 take place. The positions of the
IKP fieldsHy in these figures are also indicated by the thick
arrows.

For Mo/Si sample A, with smalles and y values, we
have the following values of the IKP matching field at two
stable states: foN=1, 4.2 T and 12,6 T; foN=2, 1.05 T
and 3.15 T; foiN=3, 0.47 T and 1.4 T. Comparison of these
values with Fig. 2 shows that tHe minima corresponding to
N=3 and N=2 (for both minima it is the second stable
statg are distinctively seen. They are indicated by the thick 0 5 10
arrows. (vs2)7 10" en2

Between these two minima there is additional minimum
at a field of 2.02 T(it is shown in Fig. 2 by the thin arropy ~ FIG. 10. I;xpe_rimental values of the commensurate magnetic fields for
which corresponds fairly well to the IKP stable state with asamples with different wavelengths and anisotropy parameters.
half-integer order of commensurabilithf=2.5. From our
point of view, such commensurate arrangements are also al;,
lowed in the strongly layered superconductors. One shoul}

simply contemplate the possibility that another kind of com- Additional confirmation that the resistive transition pat-

mens urate states exists, vyhen half of the vortex chains Al&rns reflect the properties of the commensurate lattices may
confined to the spacers while the other half are located on thge provided by data such as those presented in Fig. 10. Here

§uperconducting layers. It i$ a regular YO”GX Iatt.i(.:e ConSi_Stfhe examples of the dependence of experimental values of
ing of Josephson and Abrikosov vortices. Additional eV|—HN on the parameterys?) ~* characterizing the individual-
dence for the existence of such VLs follows from data Ob'ity of the layered sample are shown. As follows from for-

tained on Mo/Si SLs with thick spacers, where only 5 (7), the data for different samples lie on straight lines

magnetic intgrlayer coupling is essential, and ayglanche—typﬁassing through the zero point. Thus by changing the spacer
jumps of resistance correspond to phase transitions betwegfickness at a constant metal layer thickness, one obtains

different commensurate statt'd is known that a single flux  aqgitional evidence of the perfect applicability of the IKP
line sitting on a superconducting layer is unstdBléiow-  theory for the interpretation of the oscillation phenomena
ever, in a case when half of the vortices are trapped in thgnq ZRR states.
spacers and fixed by the strong periodic pinning potential,  Analysis of the data of Ousser al*® has shown that
the entire vortex system is commensurate with this potentighe extra peak in magnetization observed on YBCO at the
and is stable. A similar observation in commensurabilityre|atively low temperature 60 K is the peak corresponding to
magnetization experiments on high-samples was reported |Kp field for a strongly layered system with=9 (the sec-
in Ref. 43. This situation is also reminiscent of one WhiChond stable Sta)eThus' the second stable states begin to ap-
occurs in the case of a superconducting film with an antidotgyear at lower temperatures.
lattice, where in the matching field all of the vortex ensemble  Besides the stable VL configurations considered by IKP,
is strongly pinned, though only part of the vortices arerather different VL states might exist, as was mentioned
trapped at pinning site¥. above, which are dynamically accessible upon the variation
Two observeR minima on sample C may be identified of the magnetic field:®” Under conditions of strong pinning
as IKP stable states fad=1 and N=32% Sometimes, as and relatively small magnetic fields, shear instability of the
particularly in the latter case and the case illustrated in Fig. 4ommensurate lattice leads to the breaking of symmetry:
for sample B, the stable state witd=2 is not observed neighboring vortex chains locked between superconducting
experimentally. The possible explanation of this fact mightlayers may be shifted with respect to one anofeviany of
be as follows. The rearrangement of the VL at the transitionhese “shifted” lattices correspond to metastable states, i.e.,
from the lattice withN= 3 to the lattice withN=2 is rather  to local minima of the free energy. The positions of all the
complicated, while the transitioN=3—N=1 occurs sim-  free energy local minima have a hierarchical structure, which
ply by the dividing of one vortex chain into three. Neverthe-is described by a set of Farey numbéBue to this hierar-
less, this transition is observed on sample A. chy the number of metastable states grows with magnetic
A fairly good consistency with the IKP theory is ob- field decrease. The trajectory of the dynamically accessible
tained on W/Si samples as well. On the sample wsth minimum, which starts from the symmetric Mithe lattice
=50 A the first twoR minima correspond ttN=4 andN  without shear, goes through a sequence of bifurcation and
=2, the first stable statd~ig. 7). The third minimum fits as quasibifurcation points, and this trajectory is not uniquely
in a case with Mo/Si sample A to a half-integer number 1.5.defined. As the magnetic field varies, the trace of the abso-
On the W/Si sample wits=60 A theR minima correspond- lute minimum jumps in a complicated way between different
ing to two stable states witN=4 are found. The minimum metastable stat€sOne may believe that metastable states of
corresponding tdN= 3, which should appear between thesethe VL may be probed in dynamic experiments, i.e., by re-
two minima, does not reveal itself. The reason for this mightsistive or critical-current measurements. We suggest that a
be the above-mentioned difficulty with the rearranging of thenumber of additional features observed on BeversusH

L in the situation when twd\ values are not multiples of
ach other.
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and|l . versusH curves(like steps, kinks, or abrupt changes rules. This makes the interpretation of the oscillation data
of curvature; see, for example, the thin arrows in Fig. 3 more complicated.
along with the main maxima and minima, may be evidence  The predictions about the VL structure in layered super-
of a manifestation of dynamically accessible metastableonductors obtained in the paper of Bulaevskii and Elem
states. Sometimes tié values where the features mentioned (BC) in the framework of the LD model, which takes into
appear are the same in different experiments, and sometimascount the Josephson nature of the interlayer coupling, are
these values change, i.e., other trajectories of dynamicallyather different from those obtained on the basis of the 3D
accessible minima are realized. anisotropic London or GL approach. The series of first-order
An interesting aspect of the oscillation phenomena obphase transitions between different commensurate phases
served on Mo/Si and W/Si multilayers is a memory effect. Itshould occur at definite magnetic field valugs, -1, which
manifests itself in the repetition of the sarf¢H,) curve  also depend on the anisotropy parameter and SL wavelength.
patterns during all experiments made in the same run of thEor this effect the value of the characteristic fietty
cooling down of the sample. If one wishes to obtain another= o/ ys* where the Josephson cores of the vortices begin to
realization of the resistive behavior, it is necessary to heat theverlap is essential.
sample above the transition temperature. The memory effect For sample B this characteristic fiekt is equal to 5.51
has been observed on all samples investigated. SubsequentlyThe transition between commensurate phases correspond-
to the diminishing of the magnetic field down to zero, part ofiNg 10 Zo=s and Z,=2s should occur in the fieldd,,
the vortices stay frozen in all interlayers where they were= Ho/3=1.84 T, and another transitidbetween the phases
during the previous field sweep. Evidence of that is the hysWith Zo=2s and Zy=3s) in the field Hz ,=H/8=0.69 T.
teretic behavior. This predetermines the appearance of thE"€ POsition of the large minimum in Fig. 1 is just consistent
same resistive pattern at each following field sweep at loweWith the fieldH,, estimated above on the basis of the LD
temperatures. It seems that during the decrease of the fiefgode! results of BC. However, at fields close tdHs;
and, correspondingly, of the vortex density, the VL mightzo'69 T there is only a peculiarity on thg @nvat@@/dH
pass through another sequence of transformations. For e{dat@ of Fig. 1a The second shallow minimum in Fig. 5,
ample, if on increasing fieldHl;, one observes a transition showing another run under the same conditions for sample

between commensurate VL phases vt 3 andN=1, and B, 'SI‘ (?Ioser to the IKP f'eld;3 ' hat th |  the IKP and
it seems that nothing should preclude the transitibn 1 Lis necessary to note here that the values of the an

—.N=2 in the decreasing fielt,. However, this never BC fields are rather close to each other numerically. The

happens, and the resistive curves in fielgl repeat the pat- rat:jotrc])f thte.df;eld/?_ﬂf)/HN ZNI t/‘/?h L in the lcasellt\l. 1 i
tern observed in fieldd;. Therefore one arrives at the con- andthe ratidi, /My * are equarto the same value. 11s quite

: . . ; . natural that the BC transition fields may be seen in the same
clusion that the previous location of the vortex rows in defi- Co
nite interlayers modifies in some way the intrinsic pinning magnetic field range as the IKP stable commensurate states.
In the IKP work the properties and stability of a given com-

behavior. To eliminate this subtle modification the Sarnplemens,urate state are considered, but transitions between dif-

should be ret.urned to the virgin state, i.e., be put in the N%%erent commensurate states are outside the framework of this
mal state. It is noteworthy that the memory effept Concemﬁheory. Oppositely, in BC theory only the transitions between
the metastable states as wedee, for example, Figs. 3 and yiorent commensurate VL states are under consideration.
6). For a full understanding of the memory effect, additional} o approaches used in both papers mentioned are rather
experiments are needed. distinct, but the authors of these works are actually consid-

. Attention must a}lso-be paid to the fact that the set of the‘ering different sides of the same phenomenon, i.e., evolution
different R(H,) realizations on each sample constitutes &uf the mixed state in strongly layered superconductors. It is
unique “fingerprint,” which characterizes the possible stablesjesr that at the appropriate choice of the current the both
VL states for a given multilayer. This fingerprint depends |kp and BC scenarios may be observed on the same sample.
exclusively on the anisotropy parameter and SL peffodre |t appears that the location of the minima in Fig. 1a cannot
exactly, on the valug/s®), and does not depend on the type e explained in the IKP GL model, while they are in excel-
of materials used for preparation of the multilayer. Obvi-jent agreement with the results of the LD model of BC. In
ously, it is possible to imagine the eventuality of the exis-the meantime, the data of the other figures with the oscillat-
tence of the “twin” samples with different values gfands,  ing R versusH dependences are consistent only with the IKP
but with equal values ofs®> magnitude. However, as a mat- theory predictions.
ter of fact, such coincidence is highly improbable due to the  |n conclusion, the new type of reentrance phenomenon
very strong dependence of the anisotropy parameter on th@iscovered on Mo/Si multilayers, occurring if the magnetic
spacer thicknesS. Thus, the investigations of the commen- field is aligned along the layers or slightly inclined with re-
surate states in layered superconductors may be used for dgpect to the layer planes, has been studied in detail on series
termination of the anisotropy parameterThe same conclu- of Mo/Si and W/Si multilayered samples. The reentrance be-
sion follows from the magnetization experiments of Oussen#avior is connected with the influence of intrinsic pinning
et al. However, it is better to deal with samples having aand with the specifics of the VL structure in layered super-
rather large number of layers because in the layered thisonductors. Locations of thR versusH minima and ZRR
films commensurability with the full sample thickness is pos-correspond either to the stable states of a commensurate VL
sible as wellt’ The interplay between the two commensura-or to transitions between two commensurate lattices with dif-
bility effects leads to the appearance of special selectioflerentZ,. Examination of the results obtained allows one to
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conclude that investigation of the reentrance behavior mas?cC. A. Bolle, P. L. Gammel, D. G. Grier, C. A. Murray, and D. J. Bishop,

be used as a new tool for studying the VL arrangement in,

Phys. Rev. Lett66, 112 (1997).
I. V. Grigorieva, J. W. Steeds, and K. Sasaki, Phys. Revi8816865

layered superconductors. The investigations of the depen- 1093

dences of the critical current di, and of the resistive tran-
sitions give practically the same results. However, the latte

method seems more attractive because it is substantially sin;

pler, and it allows one to cover a larger area of theT
diagram.
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The temperature, field, and intensigmplitude dependences of the surface impedance of
magnetron-sputtered YB@u;O;_ s quasi-single-crystal films on a sapphire substrate with a,CeO
buffer layer were measured. The measurements were performed with a coplanar resonator at
5.25 GHz in a weak constant magnetic fieldcB<<12 mT in the temperature range 13 KT

<80 K. They made it possible to obtain the surface resistance and penetration depth versus

the temperature and the magnetic field strength and to determine the contribution of Abrikosov
vortices to the impedance. The cases with a frozen magnetic field and zero-field cooling

with the field subsequently switched on at temperatures below the critical value were investigated
separately. A substantial difference in the behavior of the high-frequency response of the
vortices in these two cases was found. The Coffey-Clem and Brandt theories were used to study
the linear response and the critical state model the nonlinear response of the

vortices. © 2005 American Institute of Physic§DOI: 10.1063/1.1884427

1. INTRODUCTION the high-frequency response of Abrikosov vortic®€® has

The discovery of high-temperature Superconductorsbecome a separate subfield of the physics of superconductiv-

(HTSC9 has greatly rekindled interest in studying the high- Y
frequency properties of superconducting materidfs addi- . . - : ST
tion to the possibility of investigating the fundamental IOhysi_tenals can be conventionally divided into two regions: in the

cal properties of these materials, the possible application Oz?,bsence and presence of a constant magnetic field. In the first

HTSCs as components in various passive and active micr&ase the internal electronic properties and the factors deter-

wave devices is also very promisiAg.The main advantage mining them(prese_nce of d_efects of various types_ and sizes,
of HTSC materials for applications is their very low surface J0SePhson weak links, anisotropy, superconducting conden-
resistancgcompared with pure Au, Ag, or Guat tempera- sate param_eters, quasiparticle scgttermg time, and saren
tures below the temperature of liquid nitrogen and the lowPrédominating features for the microwave respofssaface
thermal-noise level, which will make it possible in the future MPedance of a supercondu_ctérA_t the same time effects
to produce commercial microwave devices which operate afu€ t0 the presence of vortices in the interior volume of a
liquid-nitrogen temperatures, possess uniquely high sensiti8UPerconductotflux creep, elastic properties of the vortex
ity and selectivity, and have extremely low losses. ensemble, vortex pinning on various defects, thermally acti-
There is still great interest in studying the fundamentalvated motion of vortices, phase transitions in the vortex en-
properties of HTSC materials, such as, the symmetry of théemble, and so grare important in the second calsta turn,
superconducting order parameter, the characteristics of tH8€ high-frequency response of superconductors can also be
superfluid electronic condensate, and the relationship bedivided into linear and nonlinear. Different experimental
tween these properties and the stoichiometry and the defeBtethods are used to study these responses. A description of
and impurity structures of HTSCsSince all known HTSC these methods can be found in Refs. 4 and 27-30.
materials are type-ll superconductors with very low first ~ There are many experimental*®and theoreticdP—2%*
critical fields (~ 1072 T for bulk superconductoysthe influ- ~ works investigating the high-frequency response of super-
ence of the vortex ensemble on the microwave properties gfonductors in the linear regimgvhere the response of a
HTSCs must be taken into account when performing measuperconductor is independent of the amplitude of the high-
surements, even in comparatively weak magnetic fields. Th&equency fieldl in magnetic fieldsB>B.;. It is shown in
great variety of crystalline structures of various HTSC com-these works that the linear response of a superconductor can
pounds, the high working temperatures, and the diversity obe quite completely described on the basis of a phenomeno-
various phase states of the vortex ensemble in HTSdogical theory which takes account of the high-frequency dy-
material$'® have led to a situation where the study of thenamics of the vortice®)253'and the presence of a vortex
properties of the mixed statgortex mattey,>~° specifically, —medium modifies the effective ac resistance of the supercon-

Investigations of the microwave properties of HTSC ma-

1063-777X/2005/31(3-4)/9/$26.00 254 © 2005 American Institute of Physics
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ductor, which becomes a function of the magnetic inductiorwith n=4. In a number of other experiments the best agree-
in the superconductdi.e. the concentration of vorticeand  ment with the experimental data was obtained for valuas of
the temperature and microwave frequencyp,. in the range 1.4n<2.4523
=pac(B,T,w). The form of the dependengg,(B,T,w) is When other measurement regimes are used, specifically,
determined by the specific properties of the vortex ensemblesooling in a zero magnetic field after which a field is
its phase state, the type of pinning, the presence of creep, asgitched on(zero field cooling, ZF(, the surface distribu-
so on. The surface impedance is determined in terms of thgon of the vortices becomes substantially nonuniform. This
modified resistance in the standard marfileZs=Rs+iXs  alos results in a spatial nonuniformity of the high-frequency
=Viwugpae It has been shown that for a uniform ordered resistivity p,.= p.(B(r)). One consequence of the nonuni-
vortex lattice(which can be obtained by cooling a supercon-form distribution of vortices is hysteresis of the dependence
ductor in a constant uniform magnetic field—the field cool-z (B) when the constant magnetic field is cyclédJsing
ing regime, FQ the resistivity of a bulk superconductor can the critical-state model to describe the nonuniform vortex
be represented in the fofrir* ensemble produced by a magnetic field in ZFC
experimenty*® makes it possible to extract the transport
. , (1) characteristics of a superconductor, such as, the critical-
Tl currrent density and its temperature and field dependences
J.(T,B), from the high-frequency measurements.
Investigations of the nonlinear high-frequency properties
of HTSC materials'the dependence of the response on the
magnitude of the applied signak of fundamental and ap-
plied value, since practical applications of HTSC materials in
microwave technology are limited, first and foremost, by
their nonlinear properties. Even though the nonlinear re-
sponse of superconductors has been studied in a large num-
ber of experimentd?~*°and theoretical*~*°works, today,
there is no clear understanding of the mechanisms of and
reasons for the nonlinear response. Probable reasons for the
nonlinearities are considered to be the existence of weak
links, depairing of supercurrent carriers, generation of vorti-

on the magnitude of the applied magnetic figldn the pro- ces by an external high-freguenpy field, presence of flux
posed phenomenological models the specific temperaturd €P: local s.uperheapng_ with high external currents, and
and field dependences &f,, a,, and 7 are determined other mechanisms, which in turn can depend on the presence

either experimentally, as adjustable parameters, or are takél} impurities, crystal-lattice defects, oxygen content, me-

from the corresponding microscopic theories. Thus, specifichanical treatment of the sample, and other factorss a

cally, the different form of the symmetry of the supercon-"Ul€, @ quadratidin the magnitude of the ac magnetic field
ducting order parameters can also be taken into acddunt. Hac) dependence of the quantiti®§(Hac) andXy(H,) for

It can be shown that the following dependences for thefomparatively low amplitudes of the high-frequency field is
surface resistance at low temperatures in weak magnetf&bserved experimentally. As the field amplitude increases,

fields follow from the expressioft): the exponent increases. The quantifigéH,c) andXy(Hac)
in many cases exhibit correlated behavibe. their depen-

d, w? dence onH,; is of the same formy but for a number of
ARs=Ry(B) ~Ry(0)= 5—= — A+ (wlwg)?)’ (2 samples uncorrelated dependences have been obgéived.
Lo 0 a number of experiments an “anomalous nonlinear re-
where wo=7,' and for HTSCs lies in the range sponse”in which the quantitys (Rs or Xs and sometimes
10'°-10'2 s~1.2% When additional effects are taken into ac- Rs and X simultaneously decreases with increasing ampli-
count(specifically, the surface pinning, surface barrier, gyro-tude of the ac field was also observEdlhis behavior has
scopic and size effects, presence of normal quasiparticlestill not been given a generally accepted explanation. The
finite sizes of the superconducting sample, and othepossible reasons for and mechanisms of the nonlinearities of
factord>32-33, the expressioftl) is modified, which, corre- HTSC films are reviewed in greater detail in Ref. 27.
spondingly, changes the field, frequency, and temperature de- The present work is devoted to the study of the dynami-
pendences of the surface resistance as compared with Eegl properties of the mixed state in highly perfect quasi-
2. single-crystal YBaCu;0O;_ 5 (YBCO) films in the micro-
Thus, in principle, the characteristics of the vortex en-wave range. The experiments were performed using a
semble and the internal parameters of a superconducting meeplanar resonatdf;?® made from the YBCO films studied,
terial can be determined by comparing the theoretical deperat frequency 5.25 GHz in the temperature range 31K
dencesp,(B) with the experimental data. Specifically, the <80 K in the presence of a perpendicular external constant
temperature dependence, obtained in a number ahagnetif field 6<B<12.63 mT. The linear and nonlinear
experiment¥*® by measuring the imaginary part of the sur- responses of a YBCO film in FC and ZFC regimes were
face impedance, of the London penetration depf(T) investigated. The results of an investigation of the tempera-
agrees with the two-fluid model(T)=\o[1—(T/T)"] ¥2  ture, field, and intensityamplitude dependences of the sur-

] 1+ioT
Pac=i U+ prar 1

where is the London penetration depthyapr=per7o/7
~per €Xp(—Up/KsT), praee is the resistance in the ther-
mally activated flow regimeggg is the resistance in the vis-
cous flow regime;o= 7/« is the characteristic relaxation
time for a pinned vortex latticer~ 7o expU,/kgT) is the
time constant for thermally activated creep of vortiddsg,is
the activation energy of pinned vorticéthe depth of the
pinning potential row, aL~2Up/r§ (rp is the characteristic
size of the potential welUy(r)) is the Labush parameter
characterizing the pinning strength, amdis the viscosity
coefficient for moving vortices. The quantities and » (per
unit length of a single vortéxdepend on the temperatufe'*
and in sufficiently strong fieldsB=0.1 T), they also depend




256 Low Temp. Phys. 31 (3—4), March—April 2005 Pan et al.

face impedancéreal and imaginary pantsof YBCO films 0.2 mm
are presented. The phenomenological model of Refs. 21-24 wl |-
was used for the theoretical description in order to explain i :
the characteristic features of the response in the linear regime
in FC and ZFC experiments; in addition, the nonuniform
distribution of the vortices in the ZFC regime is taken into
account using the critical-state modéf® The critical-state
model extended to the variable-field case was used to de- /
scribe the response in the nonlinear regfth®’. L4 Sapphire
In the present work, when analyzing the linear response L substrate
to a microwave fieldin addition to what was done in Refs.
10-19 the influence of the uniformity of the static distribu-
tion of vortices over the width of the film on the microwave
properties of the film in the mixed state is also investigated.
It is shown that the response in the FC regime is substantially
different from that in the ZFC regime. Indeed, in the FC
regime, where the static distribution of vortices in the film experiment@-r53 showed that the critical current density in
can be assumed to be relatively uniform over the film width;the films in the absence of a field is (2—3p° Alcm? at
in the linear(in the amplitudeH ,. of the microwave field T~77 K.

case a correctioB, linear in the magnitude of the constant Coplanar resonators, whose topology is shown in Fig. 1,
fieid, to the surface impedance is Observed; this correction iﬁ/ere fabricated using ion_etching techno|ogy and YBCO
due to the contribution of the fluctuating vortices, in agree-fjims with a thickness of about 350 nm. After the resonator
ment with the theory of the linear response of vortices to anyas built, a thin strip of silver was deposited on its edge, as
ac field (compare with the expressid@)).”*~**In the ZFC  shown in Fig. 1, by vacuum sputtering in order to obtain a
regime the vortex correction to the impedance is found to bggood ohmic contact between the YBCO film and the
a non-single-valued function of the applied constant mag«ground” (ground plang of the microwave coaxial feed
netic field—when the magnetic field is cycled from 0BR.x  cable. Next, this resonator was placed inside a copper holder
(12.63 mT and back hysteresis d¥s(B) is observed. The with coupling antennagFig. 2) The silver contact was
nonlinear response in a zero constant field and in the Flamped to the ground plane via a layer of thin indium foil.
regime was investigated for quite |arge amplitudes of the ac A thick flat insulator |ayer was C|amped by means of a
field (Hac>5.2 KA/m, in zero external magnetic figldt is  spring to the bottom of substrateto improve heat removal
shown that a barrier prevents vortices from entering th§rom the resonator and ensure an electrical contact between
sample; the field and temperature dependences of the barrigfe resonator and the “ground.” The copper holder with the
are found. Application of the critical-state model extended tosample was placed inside a closed-cycle cryostat. This made
the case of an ac fielfi*® made it possible to calculate the i possible to vary the temperature of the cold duct from
critical current densityl. . The functions)¢(T) found are in  room temperature down to 12 K. The temperature was mea-
good agreement with the data obtained from transport measyred on the top and bottom parts of the holder; when the
surements, and measurements of the dynamical magnetismperature difference dropped below 0.5 K the temperature
susceptibility and also the magnetization performed with ayas assumed to be reliably set and the measurements com-
SQUID magnetometef.—>3 menced.

The resonance frequenty and the widthf g of the reso-
nance curve at half power of the line, were measured in the
experiments. These values were used to determine the load

2. EXPERIMENTAL PROCEDURE factorQ, = f,/fg and the change in the resonance frequency

The experiments in which the surface impedance was a function of temperatur&f =f(To) ~ f(T), whereTo is

measured were performed using YBCO thin films with criti-
cal temperatur@.~90 K. The films were deposited by non- :
coaxial magnetron sputtering, using ac current, on a single- grggﬁ'r']’;gs [ Indium foil ]
crystal sapphire substrate €ut) with a 25 nm thick Ce®

buffer layer. YBCO was deposited at substrate temperature
740°C5? The films were investigated by high-resolution
electron microscopy, atomic force microscopy, and low-
frequency magneti¢induction methods, in which the dy-
namical magnetic susceptibility in a low-frequency ac field
was studied and the real and imaginary parts of the suscep-
tibility were determined as a function of temperature, the
amplitude of the ac magnetic field, and the intensity of the
applied constant magnetic field. The results of these investi- ] Insulator [ I Spring [ ] Resonator
gations showed that the films obtained had a high degree of
perfection and structural uniformity=>* Independent FIG. 2. Resonator holder with mobile coupling antennas.

10 mm
8 mm

Silver

\

FIG. 1. Topology of a coplanar resonator.

Clamping
covers




Low Temp. Phys. 31 (3—-4), March—April 2005 Pan et al. 257

5
1.0k 0.6 4F
c E c
(] r 04| ‘II’ 3_
b | e
» | )
o € 2
0.1} <
o o
L < 1|
L 1 ] ] ! 1 .
20 30 40 50 60 70 0 ] ) : 1 st o ]
T,K 10 20 30 40 5 60 70 80

T,K
FIG. 3. Temperature dependences of the impedance of a YBCO film in the
FC regime for different values of the external magnetic fiBldmT: 0 FIG. 4. Theoreticak——) and experimenta(----) dependenced R¢(B)
(—), 1.58(— — —), 3.16(----), 6.32(—-—), 12.63(—--—). Inset: magni- =Ry(B) —R¢(0) in the fieldBrc=12.63 mT.
fied section for 68 KKT<75 K.

where 7(0)=1.2x10 % Ns/n?, t=T/T,.
a fixed temperature, in our case equal to the lowest tempera-

ture reached in the experiment 12 K. The real and imaginary "€ function\(T) is described by the relatioi3). The effect

parts of the surface impedand®, andX, and the penetra- of the finite thickness of the film was taken into account by
tion depth A were extracted from the measured the relationZy(d)==Zscothfwued/Zy), whereZs is the sur-
dependence®?® face impedance of a bulk supercondudfot’

The magnetic system was made in the form of an outer _Figure 4 displays the theoretical and experimeftal-
removable solenoid, which produced an external constarfulated on the basis of the experimental data shown in Fig.
magnetic field perpendicular to the sample with induction up3) dependences of the surface resistance in a magnetic field,

to 12.63 mT. The solenoid was removed from the cryostaYVhiCh follow from the indicated temperature dependences
when measurements were performed in a zero external mag.(T), 7(T), andA(T). The quite good agreement between
netic field. eory and experiment shows that the temperature depen-

dence of the surface resistance of the films in a magnetic
field is determined by the temperature dependences of the
quantitiese, (T), »(T), and\(T) (the fact that in Fig. 4 the

A. Linear response in the frozen magnetic field regime curves do not coincide completely is probably due to the

The temperature dependences of the surface resistangrenplrlcal character of the dependences(T) and 7(T)

of a YBCO film in the FC regime are displayed in Fig. 3. used, which can vary depending on the defect structure of the

Before the magnetic field was switched to a new value thefllms)' The experimentally observed zero point SR, (T

resonator was heated up to a temperature aBigund then <45 K, Fig. 3 is determined by the sensitivity of the mea-

. surement setup.
cooled to the required temperature. ) .
The dependence presented in Fig. 3 shows that the su The experimentally obtained temperature dependence of

face resistance is essentially independent of the magnitude érfe penetration depth(T) is described well by the expres-

the frozen field down to temperature45 K. As the tem-

perature increases further, the difference in the value’;of No

obtained with different values of the magnetic field becomes \(T)= Ny 3
even greater. The change in the surface resistaiRgB)

=R4(B) —Rs(0) is directly proportional to the magnitude of with exponenin=2, which agrees with the data obtained in
the frozen magnetic fluxi.e. the magnitude of the external other experimental works:1%%6In Eq. (3) A is the penetra-
static magnetic field AR¢(B)>=B, in complete agreement tion depth of the magnetic field &=0, equal to 238 nm.
with Eq. (2). The direct applicability of the expressiofk) No H dependence of was observed in the experiment
and(2) follows from the assumption that the distribution of in the FC regime.

the static magnetic flux in the film in the FC regime is ap-

proximately uniform. The temperature dependence obtaineg. inear response in the zero field cooling regime

can be explained as follows. The temperature dependence of , .

the surface resistance is determined by the temperature de- 1 he dependences obtained for the surface resistance of

pendences of the quantities (T), 7(T), and\(T), which YBCO films in the ZFC regime at four different fixed tem-
are described by the following relatiof: peratures 13, 20, 35, and 50 K are displayed in Fig. 5. The

43 ) ZFC regime was obtained by cooling the resonator in a zero

a ()= a (0)(1-1)"(1+t)“exp(—3.14). external magnetic field. After the prescribed temperature was

where a; (0)=3x10° N/m2, reached the gxte_rnal magnetic field was increased from 0 to
a(0) Bmax=12 mT in fixed steps. AfteB,,.x Was reached the ex-

7(t)=n(0)(1—t2)/(1+1?), ternal magnetic field was once again decreased to zero in

3. MEASUREMENT RESULTS
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FIG. 6. Magnetic flux penetration into a superconducting film of widéh 2
. . with increase and subsequent decrease of the external magnetic field in the
steps. After each series of measurements at a prescribed tebatical-state mode(— — —);3"®8distribution of the high-frequency current

perature the resonator was heated up to a temperature abauer the film width(—).2%2°
T. and then cooled in zero field to the prescribed tempera-
ture.

Figure 5 shows that the dependences of the surface réthere Hy(y) is the tangential component of the high-
sistance on the external magnetic field exhibit hysteresis. Infrequency microwave field on the film surface aral i2 the
tially, Rs grows rapidly with increasing strength of the exter- Width of the film. Using the explicit form of the expressions
nal applied magnetic field. Then the dependemgB)  for B(y) andH..(y),*"**Eq. (4) was used to calculate the
smoothly becomes virtually linear witRs depending on the field dependence of the surface resistance in the ZFC experi-
field B all more weakly the lower the temperature. After the ments. This dependence exhibits hysteresis, similar to that
maximum value of the external magnetic field is reached in &lisplayed in Fig. 5. The dependence obtained is shown in
given cycle, at the very start of the decreas8dhe quantity ~ Fig. 7.

R, drops rapidly and subsequently manifests a weak field

dependence down tB=0. The value ofRg at the initial
point of each measurement cyd¢ktar) is different from that
at the final pointlend: the initial value ofR is 10—12u0) For sufficiently large amplitudes of the ac fielsh our

less than the final value. experiment forH ,,.>5.2 kA-m~ ! in zero external magnetic

In the ZFC experiments the distribution of vortices in thefield) the response of superconducting films becomes nonlin-
film is strongly nonuniform and for low temperatures can be€ar: the surface resistance increases with the amplitude of the
described by the critical-state mod@ is assumed that the high-frequency fieldH,.. As already mentioned, the most
microwave current in this case does not destroy the criticafliverse factors can result in a nonlinearity of this type. How-
statg.3":38 ever, the coplanar-resonator method used makes it possible

Figure 6 shows the form of the profiles of the magneticto take account of one of them, specifically, the preferred
flux produced in the film as the external magnetic fiBlds ~ Mechanism whereby the vortices generated by an external
increased from zero to some maximum vaRig,, and then high-frequency field enter through the sample edge. Indeed,
decreased back down to zero, following from the critical-as calculations shoW;*2the microwave current density near
state modef’*® Under such cycling of the external field a the film edges is much higher than the average current den-
trapped nonuniform magnetic flux remains in the film. AsSity in the resonatofto a first approximation the current
already mentioned, this results in local changes of the highdensity at the edges is characterized by a square-root diver-
frequency properties of the material, specifically, the micro-gence. Thus even for relatively low levels of the input signal
wave resistivity of the vortex flow becomes dependent on théhe field at the sample edges is higher than the critical field
coordinatey and therefore the local surface resistance pefor nucleation of vortices, which then move under the action
comes coordinate-dependdRit(Y) = Vo mopac(y)/2. of the microwave current into the interior of the resonator.

Taking account of the nonuniformity of the distribution Since the density of the generated vortices depends on the
of the high-frequency current over the width of the film, asamplitude of the microwave signal, this results in a natural
shown in Fig. 6(and, correspondingly, the high-frequency manner in the nonlinearity of the type being considered.
field H,.(y)), the expression for the integral surface resis- A series of curvesRy(T,Hac,Brc) was measured for

C. Nonlinear response in the frozen magnetic field regime

tance in this case can be written in the f3Pm samples cooled in a constant magnetic fiBlgb=0, 1.58,
3.16, 6.32, and 12.63 mT for temperatures 13, 20, 35,
a 2 and 50 K.
:f‘aR"’C(y)HaC(y)dy (4) Figure 8 shows curves of the surface resistance of a co-

2 ’ . .
s J2aHa(y)dy planar resonator versus the magnitude of the ac magnetic
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FIG. 7. Hysteresis of the surface resistance with cycling of a magnetic field fronBRe=12 mT, obtained from the linear-response theory for the critical
state of a film with the following values used in the calculating=250 nm;J,=1x 10" (—), 5X10 (----), 2.5x10° (— — —) A-cm 2 (a); J,=2.5
X1 A-cm 2, \y=500(—), 250(----), 125 nm(— — —) (b).

field which were obtained &= 20 K for different values of toward the center of the film. Detailed expressions for the
Bec . Figure 9 shows similar curves for a resonator cooled irdistribution of currents and fields in the film and their depen-
the fieldBrc=12.63 mT for various temperatures. The char-dence on the fiel@gc can be found in Refs. 37 and 38.
acteristic feature of both dependences is the presence of a For the subsequent calculations we shall use the ampli-
linear section wher®, is independent of the ac field ampli- tudel, of the microwave current in the resonator, determined
tude and a nonlinear section where the surface resistance iy the relatio®?
described well by the relatioRgxH2...
The presence of a linear section in the dependences = [4PinQ.Sx
Rs(T,H.c,Brc) attests to the presence of an edge barrier, on lo= qmZy, ®)
account of which vortex starts in fields exceeding a certain
critical value:H,.=H,,. We shall characterize the barrier by whereS,,;=10t"°, |, are the measured coupling loss€x,
the currentl,. Correspondingly, vortex entry through the is the loaded) factor measured according to the half-width
film edge starts for values of the microwave current at theof the resonance curv®,, is the entering microwave power
sample edges exceedimg. taking account of losses in the feed lirggjs the number of
We shall use the critical-state model developed in Refsthe resonance mode € 1), andZ, is the characteristic im-
37 and 38 to give a theoretical description of the data obpedance of the resonatoZ{=50 (2).
tained. When the current at the film boundary reaches a value The microwave response of the critical state taking ac-
of the order of the critical valuel{) Abrikosov vortices start count of the barrier and the nonuniforfover the resonator
to enter the film through the boundary and a redioen|x| length distribution of the microwave current is described by
<a where current flows with density=J. arises at the film the integral relatioff*°
boundary; as the current increases further this region expands
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FIG. 8. R versus the amplitude of the microwave current at fixed tempera-FIG. 9. Rq versus the amplitude of the microwave current with a fixed
ture T=20 K for different values of the magnetic fieB--, mT: 0 (O), magnetic fieldBg-=12.63 mT for different values df, K: 13 (CJ), 20 (O),
1.58(0), 3.16(V), 6.32(A), and 12.63 ). 35 (A), and 50(V).



260 Low Temp. Phys. 31 (3—4), March—April 2005 Pan et al.
o 0.125
2.4}
§S§ \ 0.0}
2.0
§ 0.084
< 1.6} <
E= 2006k N
~o12k .\ '
-
'\\ 0.04L o 0
0.8\
\'\ 0.02}
0.4_ 1 1 1 1 | | 1 ! 1 | | ] 1 1 | { i
0 5 10 15 20 25 30 35 40 45 50 55 60 0 2 6 10 12
T,K Hee, mT
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FIG. 11. Barrierl,, versus the fieldBgc frozen in the sample &, K: 13
(d), 20 (0), 35(A), and 50(V).

The response to these vortices can be described by the

8fupa J7F(xg(2)dz
S o7 xzfiigz(z)dz’

critical-state model, at least for qualitative estimation of the
(6) phenomenon described.
It is evident that in our case the barrier current is differ-

where the functiorF(x) describes the hysteresis losses to theent from the critical currentFigs. 10—12 This justifies in-

entry-exit of vortices andj(z) is the distribution of the mi-

troducing it as a parameter which is independeni of The

crowave current along the resonator. In our experiments théependences displayed in Fig. 11 could be due to a decrease
resonator was used at the fundamental mode of the oscilldn the effective curvature of the edge of the superconducting
tions (half-wave regimg for which in the absence of hyster- film in the presence of a magnetic field because of vortex

esis
g(z)=sin(wz/l).
In Eqg. (6)
F(x)=(1—x)In(1—x
X=(la=1p)/ max: | max

g(z2)=(lgsin(mz/l)—

z,=larcsin(ly /1),

)+ (1+x)IN(1+x)—x2,
=2al.,
)/ (1o—1p),

curvature near the edges of the resonator, which decreases
the barrieP® The weaker temperature dependence of the bar-
rier current in the presence of a magnetic field as compared
with experiments in the absence of a constant fieid. 12

is explained in this case by the different nature of the barrier
in both cases: in the absence of a field the barrier is deter-
mined by the temperature dependence of the critical current
density, and in the presence of a magnetic field it is deter-
mined by the geometry of the sample and is essentially
temperature-independettt.

Z,=|(m7—arcsinly/1g))/ m,

and| is the length of the resonator. The experimentally ob-
served relatiorRg(1o) = (15— 1,,)? follows from Eq.(6).

The quantitied,(T), Ip(Bgc), andJ (T) calculated ac-
cording to Eq.(6) from the measured dependend€gys. 8
and 9 are displayed in Figs. 10—12. According to Fig. 10 the
critical current obtained in this manner is somewhat higher
than its values obtained by the direct method of transport <<
measurements and by measuring the magnetization with a —°
SQUID magnetometét—>3The main reason for this could
be that the critical-state modéf®is applicable in pure form
in the quasistatic case in a stfignd not coplanargeometry.
In addition, in order to use it in the microwave regime the
real (i.e. viscou$ motion of the vortex lattice and the inertial
properties of the vortices must be taken into account. None-
theless, the quite good agreement of the experimentally de-
termined magnitudes of the critical current shows that the

0.12

0.10

0.08

0.06

0.04-/—0——”’7’_,)

0.02F

<$

1 !

T.K

| L
15 20 25 30 35 40 45 &80

nonlinear response C_)f the SUpercondUCting re_sonator iS. irhG. 12. Temperature dependence of the barrier Btg, mT: 0(0J), 1.58
deed caused by vortices generated by the microwave fieldo), 3.16(A), 6.32(V), and 12.63 0).



Low Temp. Phys. 31 (3—4), March—April 2005 Pan et al. 261

4. CONCLUSIONS 3N. Belk, D. E. Oates, D. A. Feld, G. Dresselhaus, and M. S. Dresselhaus,

_ Phys. Rev. B53, 3459(1996.
The temperature and field dependences of the surface). s. Ghosh, L. F. Cohen, and J. C. Gallop, Semicond. Sci. Tectifl.

impedance and penetration depth of the magnetic field for 936 (1997.
YBCO single crystal films at 5.25 GHz in the linear and 15B. A. Willemsen, J. S. Derov, and S. Sridhar, Phys. Re\6@3 11989

nonlinear regimes were found. The contribution of the Abri—16(519&2\'/%az D. E. Oates, D. Labbe-Lavigne, G. Dresselhaus, and M. S

kosov vortic_es, osc[llating _in a high—frequency field, to the presselhaus, Phys. Rev. 5, 1178(1994.
surface resistance in a mixed state of the film was deterJ. R. Powell. A. Porch, R. G. Humphreys, F. Wélkio M. J. Lancaster,
mined. It was shown that the microwave response of uni- and C. E. Gough, Phys. Rev. &, 5474(1998.

tw that the Ini-, . n \ .
formly distributed vortices is different from that of nonuni- X‘AB' Bﬁ;‘?&)’”ﬁg ';Q'gcel‘;‘;/' fée,Tlu(lTégEé B. Sonin, A. K. Tagantsev, and
formly distributed vortices, as measured in FC and ZFCioy golosovsky, M. Tsindlekht, H. Chayet, and D. Davidov, Phys. Rev. B

experiments. It was suggested that the observed behavior beso, 470(1994.
described on the basis of the theory of linear high-frequency’L. P. Gor'kov and N. B. Kopnin, Usp. Fiz. Nauki6 413 (1975 [Sov.
response of vortices using the critical-state model to take,PMYs: Uspa8, 496(1975]

L . . M. W. Coffey and C. R. Clem, Phys. Rev. Le67, 386 (1991).
account of the distribution of frozeitrapped vortices, 22, Coffey and J. R. Clem, Phys. Rev. 4B, 342 (1993.

which is nonuniform over the film width, for the case of ZFC 23g. H. Brandt, Phys. Rev. Let67, 2219(1991).
experiments. It was shown that the linear-response theory fcng- H. Brandt, Physica @95 1 (1992.

. 8 ] s . ;
the mixed staf®2® describes the observed dependences,t: B Sonin and K. B. Traito, Phys. Rev.#), 13547(1994.

. . . . 5B. Palacais, P. Mathieu, Y. Simon, E. B. Sonin, and K. B. Traito, Phys.
well; the hysteresis part, obtained in the ZFC regime, can be o, B54, 13083(1996.

explained within the critical-state mod&1*® The nonlinear  27a. v, velichko and M. J. Lancaster, ifroceedings of the 5th Interna-
response of the resonator can also be described on the basignal Symposium on Physics and Engineering of Microwaves, Millimeter,
of the critical-state model for the entry of vortices generated and Submilimeter Wavesedited by A. Kostenko, Kharkov, Ukraine

. . . . (2004, p. 78.
by the high-frequency field, modified taking account of thest. J. LancasterPassive Microwave Device Applications of High Tem-

barrier preventing entry of vortices and the nonuniform dis- perature Superconductar€ambridge University Press, United Kingdom
tribution of the microwave field along the samfte”® The (1997.

. . . . 29 H
nonlinear part of the surface resistance is characterized byA. Porch, M. J. Lancaster, and R. G. Humphreys, IEEE Trans. Microwave

. . . . . Theory Tech43, 306 (1995.
t_he barrier preventing entry of vortices into the _fllm' The 30D, E. Oates, A. C. Anderson, D. M. Sheen, and S. M. Ali, IEEE Trans.
field and temperature dependences of the magnitude of theyicrowave Theory Tech3g, 1522(1991.

barrier, which are different from the analogous dependencesc. J. van der Beek, V. B. Geshkenbein, and V. M. Vinokur, Phys. Rev. B
of the critical field, were determined on the basis of the_48 3393(1993.

model employed. It was shown that the values of the critical D; 2 Luzhbin, A. L. Kasatkin, and V. M. Pan, Fiz. Nizk. Temp7, 455
. . . . (2001 [Low Temp. Phys27, 333(2002)].
current which were obtained on the basis of this approach arép A | yzhbin, Fiz. Nizk. Temp27, 1232 (2003 [Low Temp. Phys27,

characterized by the same temperature dependence as thepno (2001)].
values determined for equivalent films by the SQUID-*N.V. Zhelezina and G. M. Maksimov, Fiz. Tver. Tel8it. Petersbuig3,
magnetometry method. It was concluded that in the geometry 1939 (200D [Phys. Solid Statd3, 2018(200D].

. . . A. Kasatkin and B. Rosenstein, Phys. Rev6® 14907(1999.
consideredcoplanar resonatpthe predominant mechanism s, 5 vendik E. K. Golman. S. V. Razumov. A. A. Svishchev. and A. V.

of the microwave nonlinearity is the generation and motion Tumarkin, Pis'ma zh. Tekh. Fi23, 79 (1997 [Tech. Phys. Lett23, 608
of Abrikosov vortices under the action of a microwave field. 37(1997)].
We thank A. V. Semenov for stimulating discussions in,E- H- Brandtand M. Indenbom, Phys. Rev4B, 12893(1993.

. . S8E. Zeldov, J. R. Clem, M. McElfresh, and M. Darwin, Phys. Rew
the course of the analysis of the experimental data. One of usyg), (19;4) " Y ®

(D. A. Luzhbin) is grateful for the support provided by an a_ v, velichko, M. J. Lancaster, R. A. Chakalov, and F. Wellhofer, Phys.
INTAS Young Scientist FellowshipGrant No. 03-55-2036 Rev. B65, 104522(2002.
“°p. P, Nguyen, D. E. Oates, G. Dresselhaus, and M. S. Dresselhaus, Phys.
Rev. B48, 6400(1993.
*E-mail: pan@imp.kiev.ua “Ip. P. Nguyen, D. E. Oates, G. Dresselhaus, M. S. Dresselhaus, and A. C.
Anderson, Phys. Rev. B1, 6686(1995.
“2N. Belk, D. E. Oates, D. A. Feld, G. Dresselhaus, and M. S. Dresselhaus,
Phys. Rev. B56, 11966(1997).
13, G. Bednorz and K. A. Niler, Z. Phys. B: Condens. Matteg4, 189 3 R. Powell, A. Porch, A. P. Kharel, M. J. Lancaster, R. G. Humphreys, F.

(1986. Wellhdfer, and C. E. Gough, J. Appl. Phy&6, 2137(1999.
23. M. Rowell, IEEE Trans. Appl. Supercon@,. 2837 (1999. 44A. P. Kharel, A. V. Velichko, J. W. Powell, A. Porch, M. J. Lancaster, and
3A. I. Braginski, IEEE Trans. Appl. Supercong, 2825(1999. R. G. Humphreys, Phys. Rev. &8, 11189(1998.
4M. R. Trunin, Usp. Fiz. Nauki68 931 (1998. M. A. Hein, R. G. Humphreys, P. J. Hirst, S. H. Park, and D. E. Oates,
5G. Blatter, M. V. Feige'man, V. B. Geshkenbein, A. I. Larkin, and V. M. J. Supercond16, 895(2003.
Vinokur, Rev. Mod. Phys6, 1125(1994). 46J. Halbritter, J. Supercon@, 691 (1995.
6p. Chaddah and S. B. Roy, Curr. S80, 1036(200)) (cond-mat/0005311  “’A. V. Velichko and A. Porch, Phys. Rev. 83, 094512(2001).
E. H. Brandt, Rep. Prog. Phy58, 1465(1995. 48T, Dasgupta, D. P. Choudhury, and S. Sridhar, cond-mat/9905063.
8T. Giamarchi and S. Bhattacharya, cond-mat/0111052. 43 Sridhar, Appl. Phys. Let65, 1054(1994.
9Y. Yeshurun, A. P. Malozemoff, and A. Shaulov, Rev. Mod. Pi§8.911  °°V. M. Pan, Usp. Fiz. Metl, 49 (2000.
(1996. 5yu. V. Fedotov, E. A. Pashitskii, S. M. Ryabchenko, A. V. Semenov, A. V.
10M. Golosovsky, M. Tsidlekht, and D. Davidov, Semicond. Sci. Tech@ol. Pan, S. X. Dou, C. G. Tretiatchenko, V. A. Komashko, Yu. V. Cherpak, and
1(1996. V. M. Pan, Physica @01, 316 (2004.
1E. Silva, R. Fastampa, M. Giura, R. Marcon, D. Neri, and S. Sarti, Semi->?V. A. Komashko, A. G. Popov, V. L. Svetchnikov, A. V. Pronin, V. S.
cond. Sci. Technoll13, 1186(2000. Melnikov, A. Yu. Galkin, V. M. Pan, S. L. Snead, and M. Suenaga, Semi-

2M. 1. Tsindlekht, E. B. Sonin, M. A. Golosovsky, D. Davidov, X. Castel,  cond. Sci. Technoll13, 209 (2000.
M. Guilloux-Viry, and A. Perrin, Phys. Rev. B1, 1596(2000. 58V, M. Pan, E. A. Pashitskii, S. M. Ryabchenko, V. A. Komashko, A. V.



262 Low Temp. Phys. 31 (3-4), March—April 2005 Pan et al.

Pan, S. X. Dou, A. V. Semenov, C. G. Tretiatchenko, and Y. V. Fedotov,*°E. Zeldov, A. I. Larkin, V. B. Geshkenbein, M. Konczykowski, D. Majer,
IEEE Trans. Appl. Supercond.3, 3714(2003. B. Khaykovich, V. M. Vinokur, and H. Shtrikman, Phys. Rev. L€t8,
54V. L. Svetchnikoy, V. P. Pan, Ch. Tracholt, and H. W. Zandbergen, IEEE 1428 (1994
Trans. Appl. Supercond., 1396(1997).
SSA. N. Reznik, IEEE Trans. Appl. Supercond,. 1474(1997. Translated by M. E. Alferieff



LOW TEMPERATURE PHYSICS VOLUME 31, NUMBERS 3-4 MARCH-APRIL 2005

Negative thermal expansion of HTSC-type structures: low temperature structure
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The temperature dependences of the lattice parameters are investigated on the perovskite-like
structures Ey,(Ba; _yR,),_«Cus0;_4 with Ba substitution by light rare earth, using

x-ray diffraction techniques. A negative thermal expansion effect is observed and explained in
detail. © 2005 American Institute of Physic§DOI: 10.1063/1.1884428

BACKGROUND above and belowl;, including measurements in magnetic
field up to 4 T, was performed, together with low-
éemperature X-ray measurements. The x-ray spedier)
were registered on a DRON-2.0 diffractometer, using the

Negative thermal expansidiNTE) has been known for
some time in several compounds such as perovskit

f lectri I ‘his ph - )
erroelectrics and layered superconductdrdhis phenom hBragg—Brentano scheme of focusif@—20 schema The

enon is the result of unusual lattice dynamics. In suc let ¢ f the diffracted radiati btained
multilayer structures the lattice parameter in one of the crysgOmp ete spectra of the difiracted radiation were obtained,

tallographic directions is much greater than the characteristi@’Ith a si[ubse_?;ljent |dent|f|ca;[|;)hn ththe .ltmlt cell systemtand
radius of interatomic interaction. This weakens the influencd@'@Meters. 1Ne accuracy oTthe Intensity measurements was

o . .
of regularity in the crystal atom distribution on the phonon0'5/°' The lattice parameters were determined to accuracy

ithin + 0,
spectrum and vibrational properties of the crystal. Structureg\”thln +0.01%. The error bars are shown on the measured

of this type take an intermediate state between crystals ang'"ves: The DRON-2.0 diffractometer was also used in the

disordered systems. We consider this effect for the HTS(,Cryogenic experiments: in thi$ case a small-size cryostat for
perovskite-like system Bu,(Ba,_,R,),_,ClsOy_g with X-ray powder measurements in a temperature range 4.2—300

- . K was installed. In the experiment an x-ray tube with a cop-
Ba substitution by the light rare earth La. It was shown re-
y g .~ per anode was used {«,=1.54178 A). The spectra were

cently that the structural distortions in . : o o
Eu(Ba_,R,)Cu0, . 4 caused by a rare earth €Ra, Nd, registered in the angle rang&2=20°—-60°.

Pr) on a Ba site include a crystallographic transition fromE imental it
orthorhombic to tetragonal symmetry, changes of the “buck- XPEMMENTAL FESUES
ling angle” at the Cu@® plane layer, and changes in ionic The typical measured diffraction patterns are shown in
bond lengths. This results in suppression of high- Fig. 1. The calculated lattice parameters are summarized in
temperature superconductivity in these compounds and a
number of specific effects in the vicinity of the supercon-

. " . . . 140
ducting transition, which merit a comprehensive study. The calculated g(110)
present work is part of such a study. 120f —°—T=40K
—e—T=300 K
£ 100}
EXPERIMENTAL PART 5 (103) (213
Experiment details -E 80 (200)
© (116)
We studied HTSCs with rare earth substitutions for Ba, 2 601%%);4, (006
corresponding to different levels of dopirigoncentration of % 00524 113) (10(50210)
carriers,* in order to check the attribution of volume E 40p
changes at low temperaturébelow the superconducting 20}
transition to phase transitions. The crystal structure contains

o 0
layers of Eu, Cu®, BaO, and Cu®_,. Characterization of b0 25 30 35 40 45 50 55 60

the samples has shown that the preparation procedure pro- 20, deg
vided perfect location of the substituting La atoms in Ba ’
positions. A study of the neutron diffraction patteiNdDP9 FIG. 1. X-ray diffraction patterns for Eu(Bad-ag 12,Cts0;_4.

1063-777X/2005/31(3-4)/5/$26.00 263 © 2005 American Institute of Physics
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TABLE |. The calculated lattice parameters of the perovskite-like structures,Ba, _Ry),_ClzO07_g .
T,K a, A b, A ¢, A v, A3
< ¥ N iy ¥ X 3
(@) ~ ~ @) ~ @) ~
& % | % &8 % Y& %
I~
S by Q, o) Q Q by Q, ) ] Q
4 » ~ Ly A g 2 o ol 3 =
Q ] =] Q ) Q > =] Q =3 =]
3 »‘—l? Za s Za ' § Z"‘ s . ZR
2 2 I 2 x G 2 = m B =
@ &g 2 5] a3 4] g 2 @ g ]
m ~ ~ /m ~ m '
: | & g z | & T | &
M M 43}
300 3.8313 3.8186 3.8900 3.8868 11.6699 11.5687 | 173.9254 171.7042
280 3.8912 11.6481 176.3690
260 3.8905 11.6334 176.3858
240 3.8305 3.8888 3.8893 11.6764  11.6571 173.9546 176.2876
220 3.8877 11.6617 176.2574
200 3.8839 11.6753 176.1182
180 3.8295 3.8836 3.8873 11.6791 11.6761 173.8599 176.1030
160 3.8830 11.6774 176.0682
140 3.8824 3.8187 3.8904 11.6789  11.5851 176.0364 172.1114
120 3.8243 3.8800 3.8853 11.6838  11.6871 173.6133 175.9423
100 3.8777 11.6894 175.7683
80 3.8243 3.8775 3.8841 11.6862  11.6908 173.1325 175.7713
60 3.8768 11.6930 175.7409
40 3.8721 3.8184 3.8892 11.7064 11.5871 175.5159 172.0745
Table 1 and illustrated by Fig. 2 for Eu(Bagdag19,Cu0, 4 as an example. The same ten-

Eu(Ba gd-20.19,Cls0; g @s an example. The space groupsdency is observed for the non-substituted compound
and discrepancy factors for these compounds areEy Ba,Cu,O, 4, as our x-ray measurements revealed. The
corresponding numerical data are presented in Table I.

EuBgCuw0O;_y:

Pmmm R,=4.2%, Ry,=5.4%, Rg=6.2%;
Eu(Baygd-a9.19 2CUsO7 g
P4immm R,=4.6%, R,,=5.6%, Rg=6.4%;
Eu(Ba - ,Nd,),Cs07_4:
Pmmm R,=4.4%, R,,=5.6%, Rg=6.2%.

Pmmmestructures.

negative expansion, illustrated by Fig. 2
38 11.70 - ¢

3.89[ 538 ‘ §§§§ "i<“

< 5383 11.68 [~ 3533 g

® 3.88 2 S 3 2

333 11.66 (~ §§ S

g
0 100 200 300 0 100 200 300
T,K T,K

DISCUSSION

Strong anisotropy of the thermal expansion when, at
positive volumetric expansion, the lattice is compressed
along any crystal axe®or planeg, testifies, first of all, to
strong anisotropy of the interatomic interaction.

The possibility of negative values of the linear thermal
The data in Table | show a weak orthorhombicity in the expansion coefficienfLTEC) along a direction of strong
coupling of layered or chained structurem-called “mem-

Here we address ourselves to the problem of anisotropibrane effect) was first predicted by Lifshifsfor strongly
for anisotropic compounds, the phonon spectra of which reveal

176.4F 33
-5
176.0 §§§§§
5338

175.61

g |

0 100 200 300
T.K

FIG. 2. Temperature dependence of the unit cell parameters for EgBg 15 ,Cus0;_4 .
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the so-called bending vibrations with a quadratic dispersionf the (ux(r)uy(0))r type. Besides, as in the majority of
law (k) atk— 0. Later, negative values of the LTEC have crystals the central interaction between atoms decreases with
been foundsee, for exampl@), for strongly anisotropic lay- distance quickly enough, it is possible to neglec(i the

ered crystals containing modes with characteristic “quasisummands containing correlators between the second and
bending” curvature in a long-wavelength region of the vibra- more-distant neighbors of the same layer or a chain. Correla-
tion spectrum(for example, graphite and for compounds tors of the(u,(r)u,(0))r type for the nearest neighbolthie
(such as GaSe, Gas, InSe which the phonon spectra exi- direction u is chosen along the strong couplingrow with

bit either a weaker corresponding curvature or the latter i3emperature not faster than the mean-square displacement
not revealed at all. Recently, similar features were observqui(r)>T, and both these temperature dependences are simi-
on advantageous superconductors like MgB more gen-  |ar (this follows, for example, from the expressions obtained
eral analysis, based on microscopic consideration, of the rean Ref. 9. Therefore the behavior of the temperature depen-
sons causing negative LTEC along directions of strong coudence of the LTEC along a direction of strong coupling of a

pling in crystals with strong anisotropy of the interatomic |ayered or chained crystal can be described by the rather
interaction and elastic properties has been proposed in Refsimple expression:

6 and 7.

In such strongly anisotropic crystals the amplitude of the i<u2>
atomic vibrations along directions of weak couplifpgrpen- J oT T
; P ; L a(M=a,,(T)=A—=(U)y 6————. (2
dicular to layers or chainss much higher than in directions I K Beza J
of strong coupling. Displacement of an atom along a direc- ﬁ(u,)T
tion of weak coupling leads to an increase in the distance
between atoms within a laydor chain of magnitudeAl Here(uf)T is the mean-square displacement of atoms along

proportional to the square of this displacement. Consea direction of weak coupling, that i¢u?)r=(u2); for lay-
quently, within a layer a compressive force proportional toered crystalgif ab is the plane of the layersand (u?);
Al arises, which is the reason for the anisotropic negative=(u2)+ (u2); for chainedwith the chains built along the
expansion alike the “membrane effect.” We suggest the fol-axis). The parameterd and é appearing in2) are obviously
lowing microscopic description for these compressive forcesexpressed in terms of the anharmonic constanis(r,r’),

If the potential energyP of a lattice is expanded in a but the explicit form of the corresponding expressions is not
number of components; of a small displacement of the presented here for reasons of space.
atoms from equilibrium position up to the cubic term, then  Let us analyze the temperature dependence of the quan-
the temperature dependence of the principal values of thtty
LTEC tensora;; (T) in view of the translational invariance of

the lattice are described by the following expression: ;(L@T
1 AM=——— (©)]
Diaij(T)= =52 Cia(r,r ) unur' e, (@) 22y,
rkrl’ JaT * #
where For strongly anisotropic crystals the quantit(eﬁ)T are not
only much greater tha(ui)T but also at lower temperatures
D:E O (1) % are outside of the classical limit. Thus, near the temperature
e Tk kl» T, (the temperature at which the quant{tyf)T approaches
the classical limit the functionA(T) has a maximum, the
PP size of which is proportional to exp(*?), wherey is the

Pi(r)=Piy(r=r")= au;(r)au(r’) ratio of the weak interlayer or interchain interaction to the

strong interaction along the layers or chains, respectively.
Therefore, near this temperature the LTECSs anomalously
B3 small and may have negative values.
; 7 The values of the temperatures of the maxima obtained
(1) (1) au(r”) in Refs. 6 and 7 for the F()mantiti@T have shown good
X; are the components of the radius vectorsf the equilib-  agreement with the temperatures of the minima on the mea-
rium positions of the atoms; the symial;(r)u,(r’))risthe  sured dependences of the LTE&G(T) of strongly aniso-
correlator of the atomic displacements, calculated in the hattropic layered crystals.
monic approximation. We should note at once that for the crystal structures
In considering effects nonlinear in the vibrations of aconsidered in Refs. 5—7 the strong anisotropy of the inter-
crystal lattice(see, for example, Ref) & is necessary to take atomic interaction remains in the long-range order and mani-
into account anharmonicity only in the terms connected tdests itself, in particular, in anisotropy of the elastic con-
the largest forces of interatomic interaction, while the potenstants. In crystals such as-2—-3HTSCs the anisotropy of
tial energy of the weak forces of interlayéor interchain  the elastic constants is insignificant and, moreover, has the
interactions, as well as noncentral forces, should be considther sign, as the sound velocity along the layers is higher
ered in the harmonic approach. Thereforélinit is possible  than in the direction normal to the layef$At the same time,
to neglect the summands containing correlators of the atomim such multilayered compounds the lattice period along the
displacements from different layers or chains, i.e., correlators axis is not only higher than along axasandb, but it also

are the elements of a force matrix,

i (r,1") =Dy (r—r",r’ —r")=
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FIG. 4. Temperature dependences of & (T) values for Eu and CuO
layers of the compound EuB@u;O; and the temperature dependence of the

. . . LTEC «a.(T) averaged over temperature intervals between experimental
FIG. 3. Schematic presentation of the causes of negative thermal expansiofjing.

along thec axis in the EuBaCu;0,_4 structure. The thick arrows indicate

the comparative amplitudes of atomic vibrations in different crystallographic

directions. The thin arrows demonstrate compression of the correspondi . .

interlayer spacings. "Be described by some local thermal expansivif))(T) for

which a relation of the forn{2) is true, namely:

J
substantially exceeds the characteristic radius of interatomic a(cl)(T)ZAﬁ<(UL)2)T{5“)—A(”(T)}, 4
interaction. This leads to a weakening effect of the crystal
structure regularity on the character of quasiparticle excitawhere the indeXx numbers the atomic layer® or CuO,
tions. The spectral characteristics of such crystals display theespectively, and the function&()(T) are defined similarly
features common to disordered systems. In particular, for thé0 (3) by the addition of the indek for the corresponding
phonon spectra of multilayered structures the presence dhean-square displacements. Theifuf)?)r (i=a,b,c)
quasi-local(weakly dispersedmoded!~2%is typical. Conse- Means either the mean-square displaceniefity itself for
quently, the propagation of excitations along thexis in  the layers of rare-earth elements, or the half-sififu?)"
such systems will be complicated in comparison with their+{(u’)$} for the CuO layers.
propagation in the layers. Calculation of the temperature dependent&¥T) was
In multilayered lattices, even those for which the macro-made by the method of matrices(see, for example, Refs.
scopic characteristics are not distinguished by appreciablé6—18. Necessary data on force constants are obtained on
anisotropy(as, for example, HTSCs of tHe-2—3type), the  the basis of the data of Refs. 19-22.
interaction between separate atoms or atomic groups can be Results of the calculation are presented in a Fig. 4 along
strongly anisotropic. The “damped” propagation of the inter- with the temperature dependence of the average values of the
action between layers inherent in substances of the specifidd EC along thec axis on each of the temperature intervals
class may result in appreciable manifestation of such locapetween the experimental poiritsee Table | and Fig.)2
anisotropy both in the phonon spectrtfrand in the behavior 2 o(Tiey)—c(T))
of some vibrational characteristics, in particular the mean-  a (Te[T;,Ti;1])= T T c(T? )+c(Tf)'
square displacement of atoms from separate layers along i+ i1 :
various crystal directions. The temperatures of the maxima on th&)(T) curves
Some multilayered HTSC, for example,Bir,CaCyO,, fall on intervals of the least values at.(T) where the rate of
show the anisotropy of elastic constants inherent to layeredecrease of the lattice parameteis the greatestsee Table
crystals, and negative thermal expansion in the direction of, partial replacement of Ba by La does not lead to appre-
the layers® which can be described by the formuf2). At  ciable change of the phonon spectrum and oscillatory char-
the same time, for multilayered structures suchla®-3  acteristics considered hgréfhe good agreement of the re-
HTSC, where the interlayer interaction between all layers isults of calculation and experiment certainly testifies in favor
of the same order, and the intralayer interaction varies subef the mechanism offered here for the negative thermal ex-
stantially from layer to layer. Local anisotropy of the pansion along the axis in the compound considered, based
“chain” type is characteristic for layers with weak intralayer on the crystal lattice dynamics in the quasi-anharmonic ap-
interaction(a layer of the rare earth and a layer of Cu—O proach. At temperature¥<50 K negative thermal expan-
chaing, that is, in these layers the mean-square displacesion is caused by compression of the interlayer spacings
ments of the atoms in the layer plane are appreciably highe€Cu,0« Eu— Cu,O, and at 80 KxT<150 K by those of
than the mean-square displacements of the same atoms in tBaO— CuO— BaO (see Fig. 3. At temperatures above 200
direction normal to the layers and lie outside the classicaK an even faster linear decrease of the parametevith
limit at lower temperatures. Therefore there can exist temtemperature is observed, which is not explained by the pro-
perature intervals, in which the interlayer distancesposed modelin the temperature range 260—280 K the crys-
Cu,0-Eu—-CyO and BaO-CuO-BaO compress with tem-tal size decreasgsas in this temperature range the quasi-
perature increase, which is the possible reason for the negharmonic lattice dynamics becomes inapplicable. It should
tive values of LTEC along the axis (Fig. 3). be noted that it follows from the experimental curves that at
The temperature dependence of each spacing change c@r180 K the LTEC becomes practically zero. This attests to
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The directions and most important results of studies of the fundamental magnetic properties of
hexagonal ferrites performed at Kharkov National University over the last 50 years are
reviewed. The influence of the basic fact@ie, surface, and collectivepecific to small particles

and ensembles of small particles on the evolution of the magnetic properties under a

transition from a macro- to a nanocrystal is analyzed in a section devoted to the topical subjects
“Nanophysics and nanotechnology of barium ferrite.” )05 American Institute of

Physics. [DOI: 10.1063/1.1884429

1. ESTABLISHMENT OF FERRITE STUDIES AT KHARKOV isotropy and magnetostriction constantand in high-
UNIVERSITY frequency fields(anisotropy field, effectiveg factor, FMR
. o . . . . linewidth) were developed and used to obtain the most com-
Hexagonal barium ferrite is a ferrimagnetic oxide with yjate information about various properties of ferrites. Infor-
M-type structure. Synthesized more than 50 years ago byation about local parameters of¥eions localized in non-
specialists at the Dutch company Phillips, this high-energy.q ivalent crystallographic positions has been obtained by

magnetic material was not only widely used for permanenfgsshauer spectroscopy and nuclear magnetic resonance.
ceramic magnets but it has long occupied an appreciable A spectrometer with an innovative construction making

hiche in research. - , it possible to detect signals by a stationary method and by the

The Kharkov school of physicists which Professor Ev-gpin_acho method in the temperature range 4.2—295 K and in
geni Stanislavovich Borovik, a Corresponding Member of i, agnetic fields up to 16 kOe was developed to investigate
the Soviet Academy of Sciences, founded has made a lar9emr on 57Fe nuclei in domains and domain walls.

contribution to the establishment of ferrite science in this 5 magnetometer construction making it possible to de-
country and throughout the world. The fir;F single- and poly-;oqt magnetization changes0.1% in a sample by perform-
crystalline samples of the new compositions of hexagonailng measurements in a wide temperature range 4.2—500 K

ferrites_were synthesized and the study of .their magnetic, 14 in magnetic fields up to 24 kOe was proposed to study
properties was started under the leadership of Profess@fe gpecial features of orientational phase transiffons.

Borovik at Kharkov National University, now named for V. The lattice parameters and the elastic and thermal prop-

N. Karazin, in 1955-1957- _ erties of, first and foremost, model objects were taken into
The new compounds were found to be good objects fot, .., nt.

scientific research. This is because the oxygen packing, \ye shall discuss in greater detail the most important
forming the framework of the crystal structure of ferrites, yiractions of experimental studies of highly anisotropic
contains diverse interstitial positions occupied by iron ionsy, -type hexaferrites and alsw-type hexaferrites which are
Fe* and (or) uni- and divalent metals. The possibility rich with spin-reorientation phase transitions.

of introducing dia- or paramagnetic ions made it possible  Tha unit cell of anM-type hexaferrite consists of two

to influence in a definite manner the physical parameterg, myia units, 12 ions in each of which is localized in five

of ferrites and, as a result, enriched the natural COMg ygigiiographically nonequivalent positions with two vari-
pound (known  since 1933

_ _ magnetoplumbite 55 of the directions of the magnetic moments relative to the
PbFe gMn3 (Al sTig 5019 With an extremely wide spectrum hexagonal axis of the crystal:
of magnetic properties. A subsequent generation of research-

ers developed in the 1970-1990s a systematized databank of 12a(Dy)+112k(Cs)+ 2b(D3p)

the fundamental magnetic characteristics and technically im-

portant parameters of hexagonal ferrites with S, W, Y, and | 4f,(Cz,)+ [ 4f5(Cg,).

Z, and U structures. The diamagnetic substitution method

developed was a key point in the study of the main mecha- The possibility of systematic purposeful elimination of

nisms responsible for the formation of the magnetic properFe** ions from the five sublattices was used to determine the

ties of ferrites: exchange interaction, magnetocrystalline anrole of each of the five sublattices in the formation of the

isotropy, and magnetostriction. magnetic structure and magnetocrystalline anisotropy of fer-
Methods for performing an integrated study of the physi-rite. To this end the trivalent fii, S&*, AI**, and Ga*

cal parameters in static magnetic fielgsagnetization, an- metal ions were used as the substituting ions.

1063-777X/2005/31(3-4)/9/$26.00 268 © 2005 American Institute of Physics
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The values of the exchange integrals corresponding ttemperature-field range of their existence made it possible to
the most important pair interactions M-type hexaferrite determine the precise exchange interactions with whose ap-
were calculated using the method of diamagnetic substitupearance they are associated and the role of the magnetocrys-
tions in a three-sublattice modégb,%, Jik-ar,s J1k—at, talline anisotropy energy in the dynamics of the change in

Juar.—ar., andJ;x_ 1. This established that the main ex- the equilibrium states of the magnetization.
2 2

change interaction determining the character of the magnetic ~ theoretical analysis and experimental results
structure of ferrite is the interaction Fegp-Fe(4f,).% of  investigations ~ of sevelréal hexaferrites gom
A series of work& 23 presents the results of static and e~ Systems  Bah& InOio, BaCo,Ti;Fe;0y,

13,14 33
resonance studies of the magnetic anisott6py and N'ZéngBan%?N’ h ﬁnzr? %Fe10ss,° znd
magnetostrictio 2% of M- andW-type hexagonal ferrites, C%BaF&40a1,™ among which the compositions undergo-

The anisotropy constants up to sixth order were deternd spin-reorientational phase transitions were determined,

mined for the systems Bafe In O, BaCoTiFe,Oy0 made it possible to construct the orientational phase dia-
XTIX ’ 1 .
Ni,_,Co,BaFae0,;, and Zn_,Ca,BaFeO,; in the tem- grams of 'Fhe a_msotropy for crystals &f-, W-, Y-, and
y y : - Z-type ferrites>>~3¢
perature range from 77 K td.. The intervals of existence Th ;‘th. hvsical princiol f del t
of the various types of anisotropy were established and the € usteg) 3 physica pr:nqp efstck)] amo te cpmputerf
temperature dependences of each of the contributions to gfgPerment, based on an analysis ot the anisotropic part o

anisotropy energy, which are due to dipole-dipole interaction ' thermodynamic Gibbs potentidaking account of terms

and spin-orbit interaction of Bé and C3" ions, were de- |P to sixth order in the expansion and the Zeeman e)e#gy
termined for these systems ' investigate the equilibrium states of the spontaneous magne-

The role of F&* ions, occupying low-symmetry posi- tization made it possible to model directly the phase dia-

tions, in the formation of the anisotropic properties of hexa-2rams. the characteristic anisotropy surfaces and their sec-

ferrites is investigated in Refs. 24—26. Forlbia, &6,010 tions, the magnetization isotherms, and the transformation of

and Ba :Cay Fe,0;5 Crystals with an unsubstituted mag- the magnetlc structure of a crystal _of any struct.ural type un-
. A . der the influence of an external actitfiThe effectiveness of
netic matrix, in contrast to Bakg,q, it was found that

. this approach, containing large potential possibilities for pre-
second- and fourth-order anisotropy constants appear. . . . ) .
dicting the magnetic properties, subsequently proved itself in

Mossbauer studies of these crystals made it possible t, . L
determine the reason for the observed effect. It is due to thg]e study of ultrasmall objects and the determination of the

change in the energy state of the*Féons in definite posi- renr?iz?;lnlsms of the formation of their specific magnetic prop-
tions as a result of a lowering of the local symmetry of the '

2b pentahedron fronDg, to C; and a change in the local

distortions of the 1R octahedra with structural ordering of 2. NANOCRYSTALS AND SOME RESULTS OF

nonequivalent L3 and Nd ions and B&" and C&* ions  INVESTIGATIONS OF THE NATURE OF THEIR UNUSUAL

in the basal plane of thR structural block. PROPERTIES

This direction of the studies made it possible to formu- One direction of the works which are now being per-
late a new principle for matching technically important char-formed on ferrites in the magnetism laboratory is the study
acteristics: high level of magnetization and thermal stabilityof the evolution of the properties of the highly anisotropic
of the anisotropy field and coercive force in the working ferrimagnet BaFgO;, with a transition from a macro- to a
temperature range. The crux of the principle is a purposefuhanocrystal.
change in the single-ion contributions of *#¢2b) and It is well known that the properties of small particles are
Fe** (12k) with the magnetic matrix of the ferrite as a whole dominated by the so-called finite-size effects—the influence
being preserved. This idea was used as a basis to developpfian open surface as a structural defect and the closeness of
number of fundamental materiafs® for use in producing the volume of the particles to the critical valvig at which a
systems with high local uniformity of the magnetizing field transition occurs from a magnetostalidS) into a super-
and also new types of carriers for vertical magnetic recordparamagneti¢SPM) state. The experimental study of an en-
ing. semble of particles also introduces collective effects due to

Afruitful stage in the study of the nature of the magneticinterparticle magnetic interaction. Consequently, in order to
anisotropy ofM-type hexagonal ferrites was a direct study of determine the role of each of the factors listed above in the
the anisotropy of local magnetic fields ofFe-enriched specific nature of the magnetic properties of the highly dis-
single crystals®~321t was shown that the magnitude of the persed system studied it was first necessary to develop a
magnetocrystalline anisotropy constant is due to the interitechnology for obtaining nanocrystals which best satisfy the
onic magnetic dipole-dipole interaction. A combined analysisrequirements for the model object: the composition of the
of the data on the anisotropic magnetic properties and thparticles must consist of a single phase, the structure of the
latest information on local NMR characteristics made it pos-articles must be perfect, there must be no conglomerates in
sibe to determine all sublattice contributions to the anisotthe powder, the particles must be granulometrically uniform,
ropy constants of hexaferrites. At low temperatures Fiel12 and the linear dimensions of the particles must correspond to
Fe(4f,), and Fe(®) make the largest contribution. the criterion of single-domainness. Since the particles in a

The investigation of various types of noncollinear mag-real system always have a size distribution irrespective of the
netic structures formed in substitutdt: andW-type ferrites  method used to obtain the particles, the system studied must
under the influence of external actioflsagnetic field, pres- at least correspond to the Pfeiffer classificatiomith respect
sure, and temperatyreand the determination of the to the volumes of small particles, based on the definite char-
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FIG. 1. Electron-microscopic photograph of Bafe ¢ nanocrystalsa). Size distribution of particles in a nanocrystalline powdkr-diameterh—thickness,
V—volume of the particless—crystal lattice parameter. Sample with =520 particlegb).

acter of their magnetic behavior. Thus for small Stoner-properties of an ultrasmall highly anisotropic crystal are
Wohlfarth (SW) particles the volume limitation is given by transformed as compared with the macroscopic analog.
the conditionV=100Vg and for large SW particles 10Q In the first variant of thed—T diagram obtained for the
<V=1000/s. magnetic state of this nanodispersed syétéfiwe neglected

The methods developed to obtain nano- and microcrys-
talline BaFeg,O;9 particles employed elements of
cryochemical®=#? and radiation-therm&t** technologies to
ensure high chemical uniformity of the initial ferrite-forming
mixtures. These methods made it possible to produce highly
dispersed model systems of particles in two size ranges: 10—
100 nm and 0.1-Jum (in diametey with the aspect ratio
regulatable from 1 to 15.

Figure 1 displays photomicrographs of nanocrystalline
particles illustrating their morphological features of the par-
ticles (plate shape in the form of a hexagon, whose hexago-
nal axisc is the axis of easy magnetizatjoand the particle
size distribution @§—diameter,h—thickness,V—volume.

If the thickness of the particles is normalized with respect to
the lattice parametec, then for the nanometer range it is
only 1-10 lattice parameters. The closeness of the particle
volumes to the critical value is confirmed by the fact that in
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the actually attainable range of temperatures and magnetic 0 ) i ) ; X ) i
fields ~50% of the particles of the experimental system are Ten
capable of transforming from a magnetically stable into a 300 400 ?0}? 600 700

superparamagnetic state. A generalized diagram of the mag-

netic state of a nanodispersed system of BgBg particles i, 2. Diagram of the magnetic state of a system of nanocrytatsking
(Fig. 2 gives an idea of the degree to which and how thefactor p=0.4).
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60 result of thermal fluctuations is possible only within 30 K of
the Curie temperatureT¢y= 710 K). FieldsH=2 kOe in-
fluence the magnetic state of the system comparatively
weakly. Increasing the magnetic field appreciably decreases
the blocking temperature to 400 K. It should be underscored
that for 2 kOe<H=6 kOe the field as an additional factor
with respect to the thermal energy stimulates unblocking of
the particles and then itself creates a blocking effect.
A state where the magnetic moments of all parti¢las
. 2 .i;}i:;i.;.;l;,;,,‘_,’ perparamagnetic and magnetically statdee blocked by a
0300 400 500 600 700 magnetic field is reached in field${?)(T). The region of
T,K higher fields can be regarded as a region of suppression of
FIG. 3. Temperature dependences of the specific magnetization for differe local noncollinearity of the magnetic moments of Fdons
Calies of thepmagneﬂc f'ioeld, 4O 0.5(1), 22(2)’ 3.5(39)’ 212), 4.65) Tbcalized on the surface and in near-surface layers.
6.0(6), 6.5(7), 7.0(8), 7.5(9), 8.0 (10), and 10.0(11). The observation of a so-called “canted” magnetic struc-
ture in BaFe,O,9 crystals using depth-selective conversion
electron Mmsbauer spectroscopyand the determination of

the interparticle magnetic interaction, making the assumptioﬁhe parameters characterizing(ihickness of the layer and

that this interaction is negligible for particles of highly an- averg)ge al:gle of dt:awaltlondof th? rrj[ag_nencl m_orr:ﬁnt f:og\ th?
isotropic hexaferrite. ¢ axis) subsequently played a strategic role in the study o

Before characterizing the corresponding regions of theSurface anisotropy.

diagram we shall give a brief exposition of the method used | A npr:jL_Jn_l(l;orTg?:gnoenc state not olnll}]/ n E)he systt)em blg
to determine and results of the determination of the critica["l so in individual BaFgO, nanocrystals has been observe

parameterg @ andHL-@_ in a study of their properties ned. .

According to Ref. 47, as the temperature increases, a The concretization of the magnetic states in the high-
characteristic anomaly in the form of a peéikg. 3 is ob- temperature region which are due to size and surface factors

served in the temperature dependence of the magnetizationSimultaneously, was achieved by comparing the high-

(for H<H,) as a result of the particles in the system makingi€mperature fragment of the—T diagram of the magnetic

a transition into the SPM state. state of a nanodispersed system and data fronssidauer
The temperature at whiclr increases sharply is called studies of the near-surface region of a macroscopic anglog. It

the blocking temperatur@g . The temperature shift of the Should be noted that ?he thickness of the latter region at

peak is due to the dependenceTafon the applied magnetic temperatureS’>600 K increases by two orders of magni-

field: tude compared with the value for 300 K and~<200 nm,
i.e. the thickness of the largest nanocrystals in the experi-
Ten=Teo(1—H/Ha)?, @D mental system.
whereTgo and Tgy correspond tH=0 andH +0.* According to Fig. 4 a the temperature range 650—-740 K
For a system with a particle volume distribution the is saturated with magnetic phase transitions. Three magnetic
SPM transition occurs in the temperature rafgg—T().  phases occur within 100 K: magnetostable, superparamag-

Following Pfeiffef” we determined the transition onset tem- netic, and paramagneti®M). The temperaturdl =710
peratureTy, from the position of the minimum in the curve +2 K, determined from the temperature dependence of the
o(T) and the temperaturg{) at the end of the transiton Magnetization in a weak fieldH~25 Oe);* was taken as
from the position of the maximum. the Curie temperature of a nanocrystalline powder sample.
The lines of the critical field$1(> )(T), which bound The high-temperature data obtained by simultanegus
the region of reversible and irreversible magnetization proX-ray, and electron Nssbauer spectroscopFig. 4b),>
cesseglow- and high-field regions were determined from show a gradual transitiof680—732 K of the near-surface
an analysis of the isotherms of the field dependence of theegion of the crystal into the paramagnetic state. In this con-
specific magnetizatidi and the particular hysteresis loops nection we interpret the temperatufe- 680 K as the Curie
for various temperatures. temperature'l'gS of an open surface. The paramagnetic phase
As a result a number of regions of the magnetic stateucleates primarily on an open surface with iron vacanties
which are uncharacteristic for the macroanalog were desigand, correspondingly, broken exchange bonds. The density of
nated in the diagram. In the first place there is the region liproken bonds within the surface layer decreases monotoni-
which is quite extended in temperature and magnetic field, o¢ally with depth; this gives rise to a gradual expansion of the
existence of a superparamagnetic state of the system ¢¢mperature range of the paramagnetic phase. The tempera-
nanocrystals, in contrast to the macroanalog which remaintire at which the Zeeman-splitting lines, which were ob-
in the magnetostable state right up to the Curie temperatur@ined by detecting the conversion and Auger electrons from
Tc.%® The SPM state is nonuniform within the region Il. a ~200 nm thick region at the surface, vanish completely
Even though the smallest experimental particles are close iwas taken as the Curie temperature of the surface lbygr
size to the lower limit of single-domainness, because of thé\ccording to Fig. 4bTgis only 3 K lower than the Curie
high magnetocrystalline anisotropy energy the transition intdemperaturél ¢y, in the bulk of the crystal.
the SPM state in the absence of a magnetic field solely as a As a result the magnetic state of the system for the high-
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FIG. 4. High-temperature fragment of tié—T diagram of the magnetic  talline particles presented in Fig. 5 are especially obvious.
state of a system of nanocrystdl. The temperature dependence of the pAccymulations in the form of “stacks{Fig. 53 as elements
intensity of the paramagnetic line in the BEbauer spectrum from a near- o . . - . .
surface region of the macrocrystdl). MS—magnetostable state, SPM— of closed ing StrUCtureS(Flg' 5b can be identified in dif-
superparamagnetic state, PM—paramagnetic state. ferent variants of particle arrangement. Such configurations
are a result of the morphological features of the particles
(plate shapg the magnetocrystalline anisotrothe easy-
temperature fragment of the diagram presented in Fig. 4gnagnetization axis is also the hexagonal axisf the crys-
turned out to be even more complicated than for the supetal), and ultimately the minimization of the demagnetization
paramagnetic region as a whole. The magnetic states Ménergy. The sign and magnitude of the resulting interaction
+SPM+PM coexist in region Il and SPMPM in region  between the magnetic moments of the particles in the system
[l In region IV all particles, irrespective of their past his- depend on the disbalance of the positive comporient
tory, have crossed into the PM state. stack and the negative componefitetween stacks®
To be completely sure that taking account of the inter- ~ One parameter characterizing the interparticle interac-
particle magnetic interaction in a system of highly anistropiction is®’
particles should not change the form of tHe-T diagram
presented for the magnetic state we studied this question in Am=mg(H)=(1=2m,(H)). e
detail using electron-microscopic and magnetic measure- According to Ref. 58 two residual magnetization curves
ments. The electron-microscopic studies of ferrite powdersre measured to determine this parameten,(H)
with different dispersity? showed that particle aggregation = o, (H)/o, () andmg(H)=oq(H)/og(*).
differs even in uncompacted powders which are demagne- The curves presented in Fig. 6 of the parameten
tized beforehand. The illustrations of replicas of microcrys-versus the magnitude of the external magnetic field for vari-

FIG. 5. Typical collections of particles in barium hexaferrite powder.
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ous temperatures made it possible to see the sign-alternatiiige surface anisotropy is due to the single-ion contributions
character of the dependenden™=f(T) and to determine of F€", occupying positions with lowered symmetry rela-
the H-T space which is significant with respect to the mag-tive to identical positions in the bulk of the crystal. In this
nitude of the parametekm. The latter is designated in the case, by analogy to laNay sFe;,0;9 Single crystals, where,
diagram of the magnetic state by the shaded re(see Fig. as mentioned in Sec. 1, the lowering of local symmetry was
2). As expected, the space encompassed by the interactigtue to the appearance of a constatwhose temperature-
remains within the region of irreversible magnetization pro-dependence is sign-alternating and which is of the same or-
cesses, i.e. beyond the line of the critical fiekl§)?(T).  der of magnitude a&s,*® we made the following assump-
The points connected by the dashed line passing along tH&n. The constank s was introduced ak, in the anisotropic
central line of theH—T space withAm=0 correspond to the part of the free energy of a hexagonal single crystal. Then,
maximum values of Am|. In the range 300 KT<630 K  taking account of all basic forms of the magnetic anisotropy
the resulting interparticle interaction is negativeng<0);  energy of BaFgO, 4 nanoparticles:

near 630 KAm~0; and, for 630 K\T~650 K Am>0. magnetocrystalline

Comparing FheH—T space WhereAme with the H-T W(8) =K, sir? 6, 3)
region of existence of the SPM state in the system showed

that an interparticle interaction which is average in magni- Mmagnetostatic

tude does not influence the critical parameters of the change 2
in the magnetic state in a system of highly anisotropic nano- Wdengs(Nb— N,)sir? =Ky sir? 6 (4)
particles.

It should be noted that the parametem turned out to and surface

be quite sensitive to the appearance of any processes induced 4
in the system of nanoparticles by the action of temperature Ws=Kssin® g, )

and magnetic fields. Thus a transformation oftheT space  the anisotropic part of the free energy can be written in the
of the interparticle interaction was found for a series of criti-form

cal temperatures in the initial diagram: as the temperature at ) )
which the transition of the system into the SPM state starts T A(6)=(K1— Kn)sir? 0+ Kssin® 9+... . (6)

(Tg=~400 K) is approached the boundaries of tHe-T  This equation was used as the basis for the analytical de-
space rapidly narrow to the SPM region; within 50 K of the scription of magnetization processes in nanocrystals and ob-
Curie temperature, when the open surface of the particlegining an equation for the basic magnetization curve or an
transforms into a paramagnetic stétehe H-T space of the  equation for the magnetic state of a hexagonal crystal. To
interparticle interaction “prematurely” leaves the zone of splve these problems the Zeeman energy

overlapping with the SPM region, collapsing &t 660 K

virtually to a point. The latter fact makes it possible to draw ~ F=Fa(#) —1sH cog6,,—6) )

the fundamentally important conclusion that the collectiveyas included in the expression for the free energy. Here and
effect observed in a system of highly anisotropic particles isp Egs.(3)—(6) |5 is the saturation magnetizatiod,and 6,
due to the interaction of the magnetic moments of primarilygre the angles between tiseaxis of the crystal and the di-
surface atoms. rections of magnetization and the external magnetic field,
Investigations of the behavior of a system of BaERg  respectively; andN, andN,, are demagnetizing factors.
nanoparticles in a magnetic field confirmed that not only the  yUsing the orientational phase diagram for the ckse
interparticle magnetic interaction but also the surface anisot>0 and K,<0%" and concrete values dK,|/K,; we em-
ropy, as one of the main specific features of small particlesployed the “Kristall” computer program to perform a com-
must also be taken into account. puter simulation of the dynamics of magnetization processes
Surface anisotropy arises as a result of structural distoraccompanying a transition from a macro- to a nanocrystal
tions on an open surfadgvith disrupted stoichiometjyand  and to predict the possibility of the existence of angular mag-
in layers lying close to it* The method of depth-selective netic structure and a spin-reorientational phase transition in a
conversion electron Meshauer spectroscopy was used to esBaFg,0,4 nanocrystaf’ Examples of the models obtained
tablish that for a BaRgO,4 macrocrystal the thickness of the for the basic magnetization curves for different orientations
surface layer with the perturbeticanted”) magnetic struc-  of the external magnetic field relative to the crystallographic
ture along thec axis is 2—-5 nm at 300 K; i.e. it is compa- ¢ axis of the crystal are presented in Fig. 7. According to Fig.
rable with the thickness of the nanoparticles of the experi7a the magnetization curve féy,=90° has the characteris-
mental system. In this connection, to characterize the surfaag form for a uniaxial macrocrystal. Any deviation of the
anisotropy we introduced the constdfg as the energy re- external magnetic field from the basal plane sharply in-
ferred to not unit surface ardghe generally accepted defi- creases the technical saturation fi€kigs. 7b, ¢. At 6
nition introduced by Nel®®) but rather unit volume. The es- =65° it is about eight times greater than the anisotropy field.
timates made ofKg at 300 K showed that the surface The models of the basic magnetization curves of a
magnetic anisotropy constant has the opposite sign from thiearium ferrite nanocrystal, which correspond to the experi-
magnetocrystalline anisotropy constadfyt of ferrite and is  mental value|K,|/K;=0.6 (300 K), are presented in Figs.
comparable to it in magnitud8. Near 550 KKg changes 7d—f. All curves for cases where the external field orientation
sign, reaching its maximum positive value~0.5 lies in the range 65% 6,,<<90° contain a feature in the form
-10P erg/cn? at T~650 K. Being crystallographic in nature, of a “jump” in the magnetization. Fo#,;<65° the magne-
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FIG. 7. Computer models of the magnetization curves of a macroctystidK ; =0 (a—9 and nanocrystdK,|/K,=0.6 (d—f) for different orientations of the
external magnetic field relative to the crystal agiDashed curves—solution of the equation for the main magnetization 8une2H/H,, whereH, is
the anisotropy field.

tization curves of a nanocrystal become similar to the correadequate approach to describe the magnetic anisotropy of a
sponding curves of a macrocrystalline sample. Fg# 90° barium hexafluoride nanocrystal.

the value of the jump field is 0.34 times the average value of  The contribution of the surface anisotropy, manifested in
the anisotropy field in the experimental system ofthe form of a spin-reorientation phase transition for nanopar-
nanocrystal§® The fact that this value agrees with the ex- ticles in the basic magnetization curve as an additional tran-
perimentally observed value shows that we have used asition in the Stoner-Wohlfarth mod®,was determined by
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the c axis; the new direction of easy magnetization which
arises lies in the basal plane; and, the direction of hard mag-
netization moves out of the plane. This signifies a change in
the magnetic structure accompanying a transition from a
macro- to a nanocrystal.

3. CONCLUSIONS

Following the directions of the scientific investigations
performed in the original works cited in the literature we
have attempted to convey, as much as possible, the complex-
ity and multifaced nature of the properties of the basic
classes of ferimagnetic oxides chosen as the object of inves-
tigation, to note the advantages of the methods developed for
obtaining highly dispersed ferrite systems, to reveal the prob-
lems of small particles for the example of hexagonal barium
ferrite, to show the integrated approach used to study these
problems, which made it possible to obtain fundamentally
new generalizing data—in the form of thé&-T diagram of
the magnetic state of a system of nanocrystals, taking ac-
count of all basic effects specific to small particles and their
ensemblegsize, surface, and collective effegtand in the
form of a spin-reorientation phase diagram with specification
of the regions of existence of equilibrium states of magneti-
zation of a nanocrystal as compared with a macroscopic ana-
log.
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A SQUID magnetometer is used to study the behavior of the magnetization of Tyrdhegde

crystals along the and c principal crystallographic axes in the,—I",,—I", spin

reorientation range. The temperature dependences are obtained as the moduli of the magnetization
vectorM and its turn angle in the reorientation range. The results are compared with the

same results for ErFeQ It is shown that even though the experimental dependedgd) and

0(T) are qualitatively different in TmFeQand ErFeQ they can all be convincingly

described on the basis of a modified mean-field theory previously proposed by the authors. Since
the theoretical analysis does not include any parameters which are not known from

experiment, the agreement between theory and experiment confirms that the model proposed for
describingl’ ,—I',,~I", phase transitions in orthoferrites is a general mobDeldicated to

E. S. Borovik—Scientist and HumanitariakiVho can say what influence the silent presence of
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1. INTRODUCTION different kinds of external parameteftemperature, field,
and pressuperesults in the existence of a series of orienta-
Rhombic rare-eartfiRE) orthoferrites RFe@ (where R tional phase transitions in such materials.
is a rare-earth or yttrium ignare classical model materials For all orthoferrites the basal magnetic structure of the
for studying second-order orientational phase transitions iron subsystem just belowy corresponds to an irreducible
ferrites. representatiod”,(G, ,F,) with the vectorF oriented along
A characteristic feature of orthoferrites is the presence ofhe ¢ axis (d|z) (T,<T;<Ty) of the crystal and the vector
two magnetic subsystems: tldeelectrons of iron and thé G directed along tha axis (al|z). For crystals with magneti-
electrons of rare-earth ions. The magnetic structure of orthoeally inert RE ions (R=La,Lu, or Y) the I',(G, ,F,) con-
ferrites is complicated, but in the temperature range of interfiguration remains right down to the lowest temperatures. For
est to us it can be described using a simplified scheme: thether RE ions spin reorientation occurs on cooling, most of-
magnetic moments of iron below the &letemperaturély  ten (for example, in ErFe@, TmFeQ, YbFeQ,, SmFeQ,
=620-740 K form a weakly canted antiferromagnetic struc-and NdFe@) according to the type
ture with Neel vectorG and weak ferromagnetism vectBy
and the rare-earth subsystem remains paramagnetic right F4(Gx.F2) =T 2d Gyz, Fya) = T'2(G2. P
down to temperatures of the order of 10 K, below which  Such a reorientation consists in a gradual rotation of the
some of the rare-earth ions also undergo ordering. The intespin system of iron as a whole relative to the crystallographic
action of the magnetic subsystems and the change in thexes. As temperature decreases, the veetootates in the
effective anisotropy constants under actions characterized kyac) plane from thec axis to thea axis in the intervall ,— T

1063-777X/2005/31(3-4)/6/$26.00 277 © 2005 American Institute of Physics
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(T,<T;<Ty). When the temperaturk, is reached the sys-
tem switches into another symmetric configuration 100
I'»(G,,F,) with F||l.a. Ordinarily, the interval of reorienta- I \
tion temperatures is quite wide—<(10 K), and its limits at
temperaturest; and T, are points of second-order phase
transitions. It is supposed that the magnetic subsystem of
iron is saturated in the reorientation temperature range. This 60
assumption is justified for;, T, (~100 K)<Ty, because
thed-d exchange energy is three orders of magnitude greater
than the energy of thd-f andf-f interaction energies.
Although the range of orientational phase transitions has
been investigated by diverse methods in many orthoferrites, 20
the specific question of the behavior of the magnetization in
the reorientation range has been little studied. The experi-

(0]
(=]
|

A, %

40

mental results are often incomplete, sometimes contradictory, 0680 84 88 92 96 100 104

are not accurate enough and cannot be described satisfacto- TK

rily either by the standard form of the Landau theoryor ’

the theoretical models proposed by the authors. FIG. 1. Temperature dependence of the amplitude of microwave power

The first high-accuracy measurements of the temperatur@@Sorption in the reorientation range for Tmke@sample 3, f
dependence of the magnetic moment performed on a ErFeO 38.2 GHz).
single crystal with a SQUID magnetometer in the range of

spontaneous reorientation along the principal crystallo-

graphic axes andc were performed in Refs. 4 and 5. These @nalysis of the results it is desirable to determine the specific
measurements made it possible to extract the temperatuk@lues of the temperaturds, and T, for the experimental

dependences of the amplitude of the total magnetic momerf@mples.

IM|(T) of an ErFeQ crystal and the turn anglé(T) of the 10O t_his end, sp.ecif_ically,.use resonance experiments us-
vector M relative to thec axis in the temperature range iNg @ direct-amplification microwave spectrometer can be
T,—T, in zero magnetic field. used. Indeed, it is well knowfsee, for example, Ref)Gthat

A modified mean-field theory has been proposed to del€ar phase transitions in TmFg®oftening of the acoustic
scribe the results obtained. This theory, in contrast to th@ranches of the oscillations of the magnetisubsystem of
classic approach used in Refs. 1-3, takes account of tH@_e iron ion occurs. Th|§ results in resonance ab_sorptlon of
anisotropy of paramagnetism of rare-earth ions and gives expicrowave power at a fixed frequency at two points which
cellent agreement with experiment. It has been suggestedf€ almost symmetric relative to the temperature of each
that the model constructed is suitable for describing the retransition. To determine the temperatufes and T, more
orientation range in other magnets exhibiting similar phaséiccurately the form of the temperature-frequency depen-
transitions. dence of the position of the resonance absorption Sinesl

The purpose of the present work is to study in detail thdhe absorp'tion anomalies between them must be taken into
behavior of|[M|(T) and 6(T) for TmFeQ, single crystals account. Figure 1 dlsp_lays an example of an exp_erlmental
and compare the results with those for Erge@deed, the trace for sample 3 fabricated from_ the same TmEsidgle
initial characteristics of TmFeQare closest to ErFeQ  Crystals as sample 1. The absorption of microwave power at
TmFeQ, is characterized by the same type of phase transi38-2 GHz, reflected from awavegwde—shortenlng piston with
tion I';—TI',,—T, and virtually the same range of reorien- the sample plgceq at the center of Fhe waveguide, were re-
tation temperatured,—T,. On this basis TmFeQis an corded. Thg dlrect!on of the magnenc _component of the lin-
ideal object for checking the correctness and applicability of@rly polarized microwave field relative to the crystallo-
the modified mean-field theory for describing the region of adraphic axes was chosen from the condition that the soft

I',—T,—T, phase transformation in magnets. modes are excited simultaneously at the transifigaI ;4
and at the transitiol',—I",,. The four deepest minima in the

curve in Fig. 1 determine the resonance absorption points.
The temperaturest; and T, are determined to within
The measurements were performed on Tmfeldgle *+0.5 K. The valued;~92 K andT,~82 K were taken on
crystals. Sample 1 is a 3.851.16X 2.5 mm parallelepiped the basis of an analysis of all experimental measurements.
with mass 0.2482 g. Sample 2 is oval in shape with mass The magnetic momer¥l of the crystal was studied us-
0.0047 g. Sample 3 is nearly spherical with mass 0.03 g. Thang a Quantum Design MPMS-5S SQUID magnetometer in
results obtained on different samples confirm one another. the temperature range 60—120 K and magnetic fields in the
Since the magnetic anisotropy conditions control the retrangeH = +1000 Oe. The saturation magnetization was de-
orientation phenomenon, it is not surprising that the chemitermined by two methods:)1by analyzing the hysteresis
cal, thermal, and other processes influencing anisotropy aldoops of M(H) measured at definite temperatures andy
change the transition temperature. The reorientation intervalirectly measuring the magnetizatidn(T) in the weakest
in a real crystal is sensitive to the purity, perfection, andexternal magnetic field sufficient for reaching a single-
growth conditions of the crystal and can vary somewhat frondomain state of the sample. The latter measurements were
one sample to another. In this connection, for a quantitativepossible because it was found that for our experimental

2. EXPERIMENT
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-6, FIG. 3. Magnetization$/, .(T), calculated on the basis of the magnetiza-
-12 4 n . i tion curves(filled symbolg and measured by scanning the temperature in an
127 T=99K external magnetic fieldH =100 Oe(open symbolg for a TmFeQ single
6 crystal (sample 1
0
-6}
-12 L . , \ . . . .
-1000 -500 O 500 1000 formed in this temperature interval and the magnetization of
H,Oe the sample switches coherently withchanging sign. Deep

inside the reorientation intervdl,—T, the square loops be-
FIG. 2. Experimental traces of the magnetization c_urNgaéH)T:conS(ob- come S-shaped magnetization curves. Just as in E[;Eéo
tained with & SQUID magnetometer for TmRe@ axis, sample 1 this is probably due to the formation of a polydomain mag-

netic structure in the nonsymmetric phase and a sharp change

in energy and mobility of domain walls in the reorientation
samples the magnetization in a negligible field of the ordefegion® Finally, a straight lineVl (H) due to the paramagnet-
of 50-100 Oe is, in practice, close to the true saturationsm of the thulium ions in an external magnetic field is ob-
magnetization. Being sufficiently accurate, the seconderyed forT>T,.
method greatly simplifies the measurement procedure and On the basis of the above-indicated transformation of the
makes it possible to perform measurements with a small temform of the magnetization curves measurements of the satu-
perature step. ration magnetizatioM in the reorientation range were per-

For analyzing hysteresis loops we recall the following.formed for each value of the temperature by extrapolating

The H-T phase diagram of orthoferrites with the magnetiCthe linear sections of the Curve‘ﬂ(H)T=C0nSt observed in
field strictly oriented along the crystallographic axei§a or  high fields to zero magnetic field. The point of intersection of
Hlc, has been widely studied. Analysis of this diagramthe extrapolated straight line and the vertical xis 0 gives
shows that when the external magnetic field varies in thgnhe value of\l. The experimental valugd ,(T) andM(T)
range=x H the intersection of the linel =0 in the reorienta- obtained in this manner are d|sp|ayed in F|g(fl3ed sym-
tion temperature rang€,—T; with Hf|a and withHl|c cor-  polg. According to Fig. 2 the width of th&-shaped sections
responds to a first-order phase transition. A first-order phasgf the magnetization curves does not exceed 100 Oe, and the
transition also occurs on crossing the liHe=0 in the tem-  magnetization in this field is indeed close to the value ob-
perature range abové; with Hjc and in the temperature tained by extrapolating the high-field rectilinear section of
range belowT, with H||a. Evidently, the precise geometry the magnetization curve. The results obtained in this manner
cannot be achieved in a real experiment. Analysis of theyre displayed in Fig. 3open symbols
three-dimensional phase dlagl‘b?'nShOWS that for an in- The measured values Ma(T) andMC(T) make it pos-
clined field any intersection of the lind=0 in an arbitrary  sjple to reconstruct the temperature dependence of the abso-

direction corresponds to a first-order transition. A jump of atjyte magnitudgM| and the rotation anglé of the magneti-
least one component of the magnetic moment should be obation according to the formulas

served and, correspondingly, the hysteresis loop for this com-

ponent is square. Thus the initially expected form of the 5 5 _,[Ma
hysteresis loop is square. IM|=VJMZ+M¢, #=tan (M_c)
Figure 2 shows experimental traces of hysteresis loops
which were obtained for TmFeOsample 1 in the experi- The results of an analysis of the experiment are pre-

mental geometry| a. It is evident that, just as in the case of sented in Figs. 4a and 5a. For comparison the analogous
ErFeQ,* square hysteresis loops are indeed observed outesults for ErFe@are presented in Figs. 4b and 5b.

side the orientation interval witi<T,. Their shape is ex- According to Figs. 3-5, as temperature decreases the
plained by the assumption that magnetic domains are ndbtal magnetization of the crystal behaves as follows:
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24 12 —as temperature decreases frogto T, the total mag-
netization of the crystal increases smoothly in agreement
with Ref. 9; this confirms the fact that the magnetic moment

20 10 of the thulium subsystem is formed parallel to the magnetic
& moment of the iron subsystem;
L 16 8 —conversely, as temperature decreases bdlpthe to-
g tal magnetization of the crystal decreases in agreement with
_- Ref. 9, indicating that in this configuration the magnetic mo-
= 12 6 ment of the thulium subsystem is formed antiparallel to the

magnetic moment of the iron subsystem;

—a catastrophic decrease 100%) of the total magne-
tization of the crystal with decreasing temperature is ob-
served in the narrow reorientation temperature interval
4+ 21 To—Tq;

—the rotation angle of the magnetization vector changes
ol . . 0 o smoothly in the reorientation intervahb,—T;
80 90 80 90 100 —the behavior ofM|(T) and §(T) in the reorientation
T,K T,K range is qualitatively different for TmFe@nd ErFeQ crys-

_ ___ tals; indeed, the magnetization of a TmRe@ystal in this
FIG. 4. Experimentally measured absolute values of the magnetization . . . .
IM|(T): for TmFeG, (a) and ErFeQ (from Ref. § (b). Solid curves—  '&ITOW mterv_al decreases_ gon5|derably with d_ecreasmg tem-
calculation using Eq(2). perature, while for ErFeQit increases substantially; the be-
havior of §(T) is just as divergentsee Figs. 4 and)5how-
ever, it must be underscored that the measured values for
both crystals exhibit a general behavior—in the entire inter-
val T,—T, the rotation angle®(T) vary smoothly and the
amplitudes |M|(T) vary very substantially but also
smoothly;

—the behavior o®(T) in the intervalT,—T, is different
from the substantially nonsymmetric behavior previously
presented for TmFe{n Ref. 10 and ErFe®in Ref. 11; this
could be due to the large error, indicated by the authors of
Refs. 10 and 11, in the amplitude measurements performed
using the NMR method to determir®§T) and by a lack of
information on the large change M(T) in the reorientation
interval.

6, deg

3. ANALYSIS

Spin reorientation is often described on the basis of the
Landau theorysee, for example, Refs. 1%3n this theory it
is assumed that the absolute magnitude of the magnetization
of the iron subsystem remains constant undelr ja-1",,
—1TI', phase transition and the free energy of the system de-
pends only on the angle of rotation of the magnetization.
Under this assumption the angle of rotation of the magneti-
zation vector is determined by minimizing the expression for
the free energy

0, deg

ok ocoo 1
; ] ’ | i | ; | . FZFO+EKU(T)C0120)+KD(T)COE{40). (1)
85 90 95 100
LK Under minimal assumptions concerning the temperature de-

FIG. 5. Rotation angle of the crystal magnetization vector for TmFeO per\dence of the phenomenobgic?—l constants i.n_ a narrow
the reorientation range. The angle calculated from the componeris of neighborhood of the reorientation interval, specificaKy,

measured for sample 1 in a 100 Oe field. Solid curve—theoretical result— const, K, varies Iinearly as a function of temperature,

obtained taking account of the magnetization of Tm and its anisot{®py . _ PP .
dotted curve—result of a standard approximati@n(a). The rotation angle passing through the valu€,=0, minimization gives

of the crystal magnetization vector for ErFe@® the reorientation range. 1+¢
The angle was calculated from the component#lomeasured in a 50 Oe tang= 2)
field. Solid curve—theoretical result obtained taking account of the magne- 1-¢&°

tization and anisotropy9) of Er; dotted curve—the result of the standard

approximation(2) (b).*® whereé(T)= (T{+T,)/2—T/(T,—Ty)/2.
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The dependences obtained from E2).for TmFeQ, and  The expression for determining the absolute magnitude of
ErFeQ, are shown in Figs. 5a and Hjdotted lineg. It is  the magnetization is
evident that in the experiment on both crystals neither the N ey R7 -2 R 5
assumption thatM |(T) is constan{Fig. 4) nor the behavior M= MZ+MZ=\(1+ xR ?sin 07+ (1+ x)? cosoz
of 6(T) predicted by Eq(2) (Fig. 5 is confirmed. r2(1+ &)+ (1-¢)

On the whole this is not surprising because the above- =M.(T,) \/ > .
described approach ignores the RE subsystem, even though it
is well known that paramagnetic rare-earth ions are ofteHere M,(T,) andM(T,) are, respectively, the magnetiza-
magnetized by the molecular field of iron, and the RE sub+ion of the crystal along tha axis at temperatur€, and the
system acquires its own magnetic momentTherefore the c axis at temperatur€; . The expression®) and(10) do not
total moment of the crystal becom&é=F+m. According  contain any unknown adjustable parameters, since the quan-
to the modified mean-field modelthe magnetic momerft  tities T, T,, M,(T,), and M(T,) are determined from
of the iron subsystem itself indeed remains unchanged undexperiment. The quantitied ,(T,) andM(T) were chosen
reorientation, remaining in a saturation state fby,T,  according to more accurate measurements—according to the
<Ty. The key feature of the model is the anisotropy of thehysteresis curves of magnetization. The value abtained
paramagnetic susceptibility of the rare-earth subsystem to tHer TmFeQ, was 0.47. According to Figs. 4 and 5, con-

(10

molecular field of iron structed using Eqg9) and (10), the theoretical curves dem-
R R onstrate convincing agreement with the experimental results
Ma=xXaFa, Mc=XxcFe, (3 obtained for TmFe@and ErFeQ. We note that the devia-

tion of the experimental values from the theoretical curves
near the edges of the reorientation interval is due to the well-
Susceptibility anisotropy has been observed in resonance eknown fact that the dependencé$(T) flatten out in the
periments and could be responsible for the spin-reorientatiofeorientation range in the presence of an external magnetic
transition>%'23put it was never taken into account in pre- fie|d 14
vious calculations of the temperature dependence of the ro- We underscore once again that analysis of the depen-
tation angle of the magnetization vector of the crystal. dencegM|(T) and 6(T) using the model of Ref. 4, in the
Taking this anisotropy into account the interaction en-first place, is valid only in the reorientation temperature in-
ergy between the iron and rare-earth subsystems can be wrierval T,—T; and, in the second place, is independent of the

where x5# xX.

ten in the form origins of the reorientation. The expressidsand(10) are
1 applicable in all cases where the effective second-order an-
F=Fo+ EKUCOS(ZHF)JFKb005(49F)—3(Fa)(§ma isotropy constanK/(T) can be approximated by a linear

function, irrespective of whether or not such a dependence is
i determined by the iron subsystem, the R-Fe interaction, the
+ FCXEmC) + 5 m?. 4 behavior of the susceptibility of the RE ions, or other factors.
Since a linear variation oK/,(T) in orthoferrites has been
Minimizing with respect tom,, m,, andm gives an equa- observed experimentaffy*° and it is shown in Ref. 16 that

tion whose form is similar to that of Eq2): the microscopic theory of Ref. 17 predicts such behavior, the
1 model of Ref. 4 could have wide applications.
F=Fo+ 5 Kicos20g) + Ky cog40). (5 4. CONCLUSIONS

. . o The first direct measurements of the temperature depen-
Here 6 is the rotation angle of the magnetization vector of yances of the absolute valughl|(T) and rotation angle

the iron subsystem and once again satisfied&gandK|, is 6(T) of the magnetization were performed for TmRe@ys-

a new effective anisotropy constant, tals in the range of the orientational phase transition
BF?2 —TI',,—T5. It was established that the induced magnetic
Ki=K,— T((X§)2—<X§)Z). (6) moment of the thulium subsystem is comparable to that of

the iron subsystem and the total magnetization of the system
The experimentally measured angle is now determined as in the unsymmetric phase varies smoothly almost by a factor
of 2 with a smooth variation of its rotation angle as a func-
tion of temperature. It was shown that on the basis of a
modified mean-field theory the experimental results for
_ TmFeG, crystals can be described just as well as for Erf-eO
Since crystals even though the extrinsic difference in the behavior
_ _ R of 6(T) and |[M|(T) is substantial between TmFe@nd
M(T1)=M¢(T2)=(1+xc)F and ErFeQ crystalls.|The results obtained provide a strong argu-
M(T,)=My(To)=(1+xDF, (8)  ment in favor of taking into account the anisotropy of the
susceptibility of RE ions to the molecular field of iron as the
the functiond(T) can be determined from the expression basis of the model in Ref. 4 and the applicability of this
17¢ M.(T,) model for describing orientational transitions of the type
tanf=r \/——, where r=-—-2 2 (9) I'4(Gy,F) =T 4Gy, Fx)—T2(G,,Fy) in different
1-¢ Mc(T1) orthoferrites.

1+X§
1+X§

1+X§

1+X§

tang= @ =
an _M_C_

Fa

Fe

tano . (7)
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Low-temperature deviations from Bloch’s law in BaFe 12019 hexaferrite
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The NMR method is used to study the temperature variations of local field§emuclei in the
octahedral positions X2 4f,, and 2a of the iron ions in the ferrite BaRgD,9. The

possibility of applying Bloch’s spin-wave theory to describe the temperature variations of the
local fields on the iron nuclei is examined. Deviations from Bloch’s 3/2 power law are

found in the temperature range 4.2—77 K. These deviations cannot be described on the basis of
the behavioral characteristics due to the presence of an energy gap in the acoustic magnon
spectrum. ©2005 American Institute of Physic§DOI: 10.1063/1.1884431

1. INTRODUCTION 3. EXPERIMENTAL RESULTS AND DISCUSSION

The investigation of the magnetic resonance of nuclei in ~ The temperature dependences of the local fieldéi is
multiple-sublattice ferrimagnets makes it possible to obtairthe sublattice indexon >'Fe nuclei for all crystallographi-
data on the temperature dependence of the sublattice magreally nonequivalent positions k2 2a, 4f,, 4f;, and 2 of
tizations. These dependences reflect the special features twivalent iron ions, corresponding to the b, c, d, ande
the spin dynamics and carry information about the charactesublattices, are shown in Fig. (For thec ande sublattices
of the energy spectra with excitation of spin waves. Thethe results from Ref. 2 are presenpeiiccording to Fig. 1, an
hexaferrite BaFg O,4 contains as magnetoactive ions only anomalous decrease of the local field on the nuclei inethe
Fe* ions in five crystallographically nonequivalent posi- (2b) sublattice occurs as the temperature decreases in the
tions, which have octahedral (R22a, 4f,), tetrahedral range 4.2—77 K. The reasons for this decrease are examined
(4f,), and bipyramidal (B) oxygen environmentsThe bi-  in Ref. 2. For all other sublattices there is no such anomaly,
pyramidal environment is trigonal and consists of twoand monotonic growth of the field as temperature decreases
pseudotetrahedral sites. The local fields ¥Re nuclei in  from 295 to 4.2 K is observed. It is well known that the
bipyramidal and tetrahedral positions of the crystal lattice ofuncompensated spins of the electron shell of the magneti-
the ferrite BaM in the temperature range 4.2—295 K werecally active ion make the largest contribution to the local
studied in Ref. 2. In the present work NMR was used tofield H; of a sublattice, so that to a first approximation the
investigate the temperature variations of the local fields orocal field of a definite sublattice is proportional to the mag-
iron nuclei in the 1R, 2a, and 4, positions in the ferrite netization of this sublattic.If the interionic dipole-dipole
BaM. Deviations from Bloch’s law were found at low tem- interaction is neglected, then at low temperatures a quadratic
peratures. These deviations cannot be explained on the baslispersion law obtains for acoustic magndns M-type
of the behavioral characteristics due to the presence of anexaferrites the dipole magnetic fields due to the interionic
energy gap in the acoustic magnon spectrum.

2. SAMPLES AND MEASUREMENT PROCEDURE S50P

The BaFg,0;4 hexaferrite samples were synthesized by
the fluxed solution method with the flux BaB,0;. Crys-
tallization was performed on a rotating seed in the tempera-
ture range 1420-1300 K. X-Ray diffraction was used to
monitor the phase composition of the crystals. The crystal
lattice constants at room temperature are0.589 nm and
c=2.19 nm. The crystals were 95% enriched with the iso-
tope °'Fe. The stationary method described in Ref. 3 was 450
used to study NMR on iron nuclei in near-domain layers of
Bloch walls. The measurements were performed at low rf
power. The exciting voltage on the circuit containing the
experimental sample did not exceed #0v. The frequen- 400 :
cies of the NMR lines obtained from near-domain layers by 0 ' 1(')0 * 260 ' 360
the stationary method at 77 K were the same to within 0.2%
as the line frequencies obtained from nuclei in domains by T.K
the spin-echo method. The error in determining the frequengig. 1. Temperature dependences of local field§’se nuclei in the hexa-
cies of the peaks at the NMR signals did not exceed 0.1% .ferrite BaFg,0;s.

500

H;, kOe

1063-777X/2005/31(3-4)/2/$26.00 283 © 2005 American Institute of Physics
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FIG. 2. Temperature variations of local fields Yfe nuclei in the hexafer-
rite BaFg,Oyg.

dipole-dipole interaction are much weaker than the effectivemomen
exchange field8. Consequently, Bloch’s 3/2 power law
should hold for the temperature dependences of the sublaltﬁe

tice magnetization$/; . SinceM;(T)~H;(T),
Hi(0)—Hi(T)=AH(T)=B T (D

where H;(0) is the local field for theith sublattice asT
—0, H;(T) is the local field at temperaturg, andB; is a
temperature-independent constant.

The quantitiesAH;(T%?), calculated from the experi-
mental data orH;(T) for the interval 4.2—-295 K, are pre-

sented in Fig. 2. It is evident that a deviation from Bloch’s

law occurs in the temperature range 4.2—-200 K for ¢he
sublattice and 4.2—-77 K for tha, b, c, andd sublattices.
The reasons for this deviation from Bloch’s law for the

A. A. Bezlepkin and S. P. Kuntsevich

are of a “threshold” character. Extrapolating the depen-
dences to the pointAH;=0 gives the temperaturdy
=55 K.

In magnetically uniaxial crystals the dispersion law for
acou7stic magnons in a ferrimagnet can be represented in the
form

Ex= 80+ Aazkz,

)
whereg, is the magnon energy, is the gap energy is the
exchange paramete,is the crystal lattice parameter, akd
is the wave number.
Bloch’s law should hold in the temperature rafige
€0
—<T<0g, 3
X
where y is Boltzmann’s constant an€é is the Curie tem-
perature.

Deviations from Bloch’s law should be observed fbr
<eggo/x. The energy gap can be represented in the form

go=H,u, (4)

whereH, is the anisotropy field and =5pug is the magnetic
t of the F&" ion (ug is the Bohr magneton
For the hexaferrite BaM at 77 Kl ,~16 kOe? Using
values ofu andH_, we obtain for the effective gap tem-
peratureTs=go/x~5 K, which is an order of magnitude
less than the temperatufie;. Consequently the deviations
observed for the, b, c, andd sublattices from Bloch’s law
at low temperatures are not associated with the presence of a
gap in the spin-wave spectrum.

The behavior examined in this paper indicate the exis-
tence of a “threshold” mechanism which changes the spin
dynamics in the temperature interval 4.2-55 K.

*E-mail: bezlepkiny@bk.ru
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Level statistics for two classes of disordered systems at criticality are analyzed in terms of
different realizations of the Chalker-Coddington network model. These inclydee-examination

of the standardJ (1) model describing dynamics of electrons on the lowest Landau level in
the quantum Hall effect, where it is shown that after proper local unfolding the nearest-neighbor
spacing distributioNNSD) at the critical energy follows the Wigner surmise for Gaussian
unitary ensemblesGUE). 2) Quasi-particles in disordered superconductors with broken time
reversal and spin rotation invarian@e the language of random matrix theory this system

is a representative of symmetry class D in the classification scheme of Altland and Zimbauer
Here again the NNSD obeys the Wigner surmise for GUE, reflecting therefore only

“basic” discrete symmetries of the systeftime reversal violationand ignoring particle-hole
symmetries and other finer detaiksiticality). In the localized regime level repulsion is
suppressed. €005 American Institute of Physic§DOI: 10.1063/1.1884432

1. INTRODUCTION ing regime, the Wigner surmise for the metallic domain, and
. . . _a third one for the critical region. On the other hand, for

_The statistics (.)f energy _Ie_vels_ in a disordered sys_tem '§ystems in the second grouguch as the quantum Hall ef-

an important tool in determining its transport properties 3%ect) there is no similar analysis. The main difficulty is re-

m(z” r?esali;”ggalhbﬁa\s”o;cﬁ Ceg?g"t"rl_gu?g;&ys'g)trgzr?ggg 'S Jated to the fact that in the absence of a metallic regime, it is
'9 pacing distributt not possible to approach the critical point from the metallic

by p(s). Here the random variabkeis the(fluctuating level regime using the powerful tool of expansion in the small

spacing under the proviso that the local average of the den_arameter 4 (hereg is the dimensionless conductaice
sity of states is energy independéntherwise, a proper un- b 9

foldi : ) S . Common sense suggests that the distribution follows the
olding procedure is required The distributionp(s) in- PO : . . . !
volves all N point correlation functions of the pertinent 0|ss.on'lavv_ n t.he msulgpng par.t oflthe-spectra while again,
Green function and hence, it is generally not available in 6{he distribution |n.the crl_tlcal region is different, and related
closed form. to the relevant universality class. For the quantum Hall tran-
In dealing with disordered systems, it is useful to distin_sition this is sgpported by numerous numerical calculatfons.
guish between systems undergoing an Anderson type metal- R€cently, it has been noticed that the second group con-
insulator transition, and those characterized by a quanturfinS, besides the systems belonging to the quantum Hall
Hall (QH)-like transition where, in the thermodynamic limit, €fféct universality class, other disordered systems whose
critical state energies are isolated points occurring betweeRnase diagram is much richer. They are related to the physics
continuous intervals of localized state energies. As for levepf disordered superconductomnd comprise four novel uni-
statistics pertaining to disordered systems of the AndersoMersality classes, determined according to the symmetry
metal-insulater transition kind, there are a couple of imporProperties of the corresponding Bogoliubov-de Gennes
tant properties which are well established:Under certain Hamiltonian under spin rotation and time reversal. Some of
conditions it is expected to be represented the metallic these new phase diagrams have already been exposed,
side by random matrix spectraTo be more precise, it is mainly in class C(where time reversal symmetry is broken
well described by one of the corresponding Gaussian erwhile spin rotation invarinace is preserye8o far, the level
sembles, Gaussian orthogon&BGOE), Gaussian unitary statistics in the critical regions of the four new universality
(GUE) and Gaussian simplectitGSE), depending on the classes has not yet been studied. The goal of the present
symmetry class to which the physical system belongs. Thavork is to fill this gap, starting by elucidating the level sta-
main condition is that the corresponding energy intervals argistics of one of these new classes, namely class D, for which
smaller than the Thouless energy.l2has been showfrthat  both symmetriegspin rotation and time revergaare vio-
in the limit of an infinite system there are only three types oflated.
distributionsp(s). They are the Poisson law for the insulat- Some of the disordered systems in the second group can
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quantum Hall system which is mapped on the Chalker- T= (1)
Coddington network mode{CCNM).> The CCNM is de-
signed to describe transition between plateaus in the QH sy§he node parametetis related to the electron energy in the
tem using transfer matrix algorithm in an infinite cylinder following way:

geometry(in the Landauer sengdt was later suggested that

if, instead of studying transport properties, the system is s=—gln(sinh9), )
closed up as a torus, then the eigenvalue problem can be ™

addressed and the level statistics can be stdigthough  \yheres is the relative distance between the electron energy
no Hamiltonian is specifiedIn our previous works, a some- 4.4 the barrier height.

what modified CCNM has been constructed which can de-

. ) . C X X If the network forms a torus, then on every link the
scribe  noninteracting  quasiparticles  in  disorderedg|ectron motion appears once as an outgoing one and once as

8 L
superconductor§? It appears that such a description cangp, jncoming one. The collection of relations between incom-
serve as an appropriate physical realization of the new ranyg ang outgoing amplitudes defines the syste&rsatrix or
dom matrix universality classés. _ o rather, a discrete-time unitary evolution operatd(s) (Ref.

It is then natural to attempt an investigation of level ) The eigenphases &f serve as input for level statistics
statistics of thgse new symmetry clgsses by using thﬁnalysis. For a square network biXN nodes,U is a (2
CCNM. Our main results are summarized below.As a  « N?)x (2x N2) unitary matrix. The action of) on a vector
starting reference point we reV|5|t_tr_1e familiar QH system by, o flux amplitudes defined on the start of each link maps
repeating calculations for the originél(1) model 6. The e system onto itself, providing therefore iamplicit eigen-

results of Ref. 6 are indeed reproducep(q) deviates 5,6 equationU(e)¥ =". Since the dependence of the
slightly from the Wigner surmise for GUEMoreover, we iy elements ofJ on ¢ is complicated, it is practically

show that after proper local unfolding, the NNSD of thejqossiple to find solutions of that equatiéeven numeri-

U(1) model at the critical energy is exactly identical with cally). Instead, it has been sugge&teaifind the eigenvalues
the Wigner surmise. In order to stress the necessity of unss the equation

folding we argue that the density of statd30S) averaged
over all samples is indeed uniform, whereas it has some UV¥,=exdio,(e)]¥, (©)
structure for each sample) @/e then present results for class
D of disordered superconductors that have neither time

reversal nor spin-rotation invariance. Once again NNSD a&ven in a narrow window near a particular enetgto pro-

th? critical gnergy(after unfolding coincides With. the vide good statistics. Second, the behavior of the curves
Wigner surmise. We find the DOS to have a periodic struc—wn(s) is rather smooth, and therefore the statisticopffor
turg (period 7/2), as one would .e.xpect frpm the form of the a givene is expected to be the same as the statistics,dor
unitary operator. Beside the critical region, we also present — o (which are the true energy eigenvaluedle argue that

rgsults for the localized regime and show that level repulsioqhe second hypothesis is justified only after a proper unfold-
disappears. Thus, although thi1) and class D models ing procedure is executed. Indeed, from the RMT point of

consider_ed here describe differen_t systemg_and haye d_iffereofew the eigenvalue problem of E(®) belongs to the circu-
phase d'agra”?S' yet the NNSD in th_e critical region is theIar unitary ensembldCUE). In the standard CUE all the
same, depending only on the brok(_en lime-reversal Sym_metr%igenvalues lie on the unit circle and are equally spaced, so
The fact Fha_t class D obeyg pgrtlcle-holg symmetry Is nthere is no need for unfolding of the spectra. However, Eq.
reflected in its NNSD. Our findings are in agreement Wlth(3) represents a physical problem in which not all the ele-

recent.workg where it is argued thgk-body empedded_ ments ofU are independent random variables. Therefore, the
Gaussian ensembles _of randgm matrices for sgfﬂuently h'g}auestion of whether th&J(1) model is abona fide CUE
rankk of the random interaction behave genericdllg., in should be examined. Our calculations show that the averaged
efover 50 samplgsDOS is indeed uniform, whereas it has
some pronounced structure for each particular sample. Since
the level statistics should be manifested for each individual
sample(as in the study of nuclear spediréhe spectrum of
each sample should then be properly unfolded. Here we
make use of the fact that the dimensionless unfolded distance

In the original CCNM, electrons move along unidirec- P&tWeen two levels is
tional links forming closed loops in analogy with semiclas- E ..—E
. . . . . n+1 n
sical motion on equipotential contours. Scattering between Asn=2kﬁ,
links is allowed at nodes in order to map tunneling through ik =nok
saddle-point potentials. Propagation along links yields a ranwherek is a number of neighbors to be optimized by the
dom phasep, and thus links are represented by diagonalrequirement of having a constant DOS. This procedure en-
matrices with elements in the form exp) (hence the nota- codes the important local fluctuations of level spacing. We
tion U(1) mode). The transfer matrix for one node relates ahave checked that fdc=6 the result is practically indepen-
pair of incoming and outgoing amplitudes on the left to adent ofk, provided of course th&<2x N2. To substantiate

corresponding pair on the right; it has the form this point we plot in Fig. 1 the DOS of a single samfdéthe

be mapped on a network model. The most studied one is the (coshe sinha)

sinh® coshé

and to study statistics ob, for a givene. The rationale
behind it is twofold. First, there are sufficiently many states

Hamiltonian to be a full random matpix

2. THE U(1) NETWORK MODEL

(4
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30 i 1l | 1 l
W (

20 1

10 1 FIG. 3. Nearest neighbor spacing distributiBs) for the U(1) model at
e£=0 (critical regimg. The curve is the Wigner surmise for the GUE; with-
out unfolding Mettzer—KlesséA), +3 neighbor local unfolding).
3. DISORDERED SUPERCONDUCTORS: CLASS D

0 1 2 3 4 5 6

FIG. 1. Histogram for the DOS of a single sample at the critical point The properties of quaS|part|cIes in dlsordere,d supercon-
£=0 for theU(1) model without unfolding. ductors have been the subject of much recent interest. The

Hamiltonians of such systems are representatives of a set of
symmetry classes different from the three classes which are
familiar both in normal disordered conductors and in the
Wigner-Dyson random matrix ensembles. A list of additional
critical pOint&‘:O) without Unf0|ding. It shows indeed that random matrix ensembles, determined by these new symme-
the averaged DOS is not constant in energy. On the othefy classes, has been establish&Elow we present numeri-
hand, after averaging over 50 samples, Fig. 2 indicates thafal results on statistics of energy levels for a certain two-
the average DOS is constant, as expected for random matdimensional system with a particularly rich phase diagram.
ces belonging to CUE. The corresponding NNSD are disin the nomenclature of Ref. 4 the corresponding symmetry is
played in Fig. 3. Raw data without unfolding reproduce thedenoted as class D. It can be realized in superconductors
results obtained in Ref. 6, whereas after local unfolding thevith broken time-reversal invariance, and either broken spin-
NNSD nearly coincides with the Wigner surmise for GUE rotation invariancéas ind-wave superconductors with spin-
(expected to be true also for CUE at laryg. Finally, we  orbit scattering or spinless or spin-polarized fermioftes in
assert in Fig. 4 that in the localized regime={1) the certain p-wave states A particular realization of class D
NNSD follows the Poisson statistiggs)=e S (which will be adopted hejes the Cho-Fishe(CF) modef®
which has a rich phase diagram. Each realization has two
parameters: a disorder strenfh(0<W=1), and a tunnel-
ing amplitudes, which controls the value of the thermal Hall
conductance at short distances. The phases on the links on

B i _ the two sides of the same nodehich are eitherm with
4000 171 Imr T Imm Isinaiinn probability W or 0 with probability - W) are correlated: the
3000
2000
1000
5
0 1 2 3 4 5 6

FIG. 4. Nearest-neighbor spacing distributiBis) for the U(1) model at
FIG. 2. Histogram for the DOS of 50 samples at the critical peiat0 for e=1 (localized regimg The curve is the Poissonian statistics; data after
the U(1) model. unfolding (H).
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800[

6001

400

200
FIG. 7. Nearest-neighbor spacing distributiBgs) for CF model ate =1
and W=0.1 (localized regimg The curve is the Berry-Robnick fit for the
transition from GUE to Poissonian statistics.

0 1 2 3 4 5 6

FIG. 5. Histogram for the DOS of 50 samples for the CF model at thecoincides with the GUE. Next, we move away from the criti-
critical pointe =0 andW=0.1. cal line and pute=1, keeping the same valug/=0.1,
which, according to our phase diagram, is well within a lo-
calized domain. The results are shown in Fig. 7. They are
same random phase appears on both sides. It is equivalentfgeg by the Berry-Robnick approximatidh.Usually the
attributing random sign to the off-diagonal elements of thejgrges behavior is more sensitive to localization than the
transfer matrix. The phase diagram in the\) plane con-  gmalls behavior. In other words, even deep inside the local-
tains a region of metallic states, and two distinct localized;gg regime one still finds level repulsi@{0)= 0. Remark-
domains, which can be identified as regions with differentab|y, for the CF model we fingh(0.025)~0.53, which can-
quantized thermal Hall conductance. There is a critical stat@ot pe attributed just to statistical error in view of the fact
ate=0 for anyW. The detailed structure of the phase dia-that we study almost fenergy levels. We have also calcu-
gram has been presented elsewfere. lated the compressibility; of the spectrum and have found
In our numerical simulations we have studied 50 differ- 5, extremely small value-0.01, which is in agreement with
ent network systems, of size 232°)(2x 32°), on the criti-  the classical result for the GUE, where—0 for large sys-
cal line e=0 and for disorder strength paramei#&f=0.1.  tem sizes.
The raw DOS appears to be a periodic functionaofvith In conclusion, although mapping of a physical problem
period 7/2 reflecting the cubic symmetry of the CF model g, 5 network model results in correlated and sparse matrices
(Fig. 5. The NNSD is presented in Fig. 6 and are comparecy ynitary evolution operators, the results for NNSD seem to
with the Wigner surmise for GUE. The agreement is rathefzgree with the predictions of RMT which assume non-sparse

critical line of the CF modelin fact of class D in general  ynfolding of the spectra is executed.

The main physical result is the following: Despite the
occurrence of ten different random matrix symmetry classes
according to time-reversal, spin-rotation, and particle-hole
symmetries, with many different physical properties, some
basic characteristics remain intact, depending only on time
- reversibility and spin rotation invariance. There have been

0.6l numerous attempts to check whether the formp¢$) in
a QH-like systems deviates from that of GUEOur results
indicate that as far the network model realization is con-
cerned,p(s) is satisfactorily accounted for by the Wigner
surmise for the unitary ensemble. The violation of time re-
0.2t versal invariance either by a magnetic fi¢id QH systemg
or spontaneously in unconventional superconductors is the
) ) ) ) dominant factor, which masks finer details such as quantum
0 05 10 15 20 25 3.0 criticality.

s This study was supported in pai¥.K.) by the Sacta-
FIG. 6. Nearest-neighbor spacing distributi®fs) for the CF model at R_aShl foundat.lon' VK appreciates _stlmulatlng discussions
e=0 andW=0.1 (metallic regim¢. The curve is the Wigner surmise for with Hans Weidenmiler, Thomas Seligman, Yoram Althas-
the GUE. sid, Richard Berkovits, and Alexander Mirlin.
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An algorithm is constructed for calculating the effective conductivity tensor of polycrystals in a
magnetic field from the values of the galvanomagnetic characteristics of crystallites. The
algorithm is based on a series expansion in powers of the deviations of the tensors from their
average values. The effective conductivity tensor is calculated in two limiting cases: in

a weak magnetic field for metals with any electronic energy spectrum and in a strong magnetic
field for metals with a closed Fermi surfa@a this case the initial equations come from

the theory of galvanomagnetic phenomena which employs the solution of the classical Boltzmann
equation for the distribution function of electrons with an arbitrary dispersion. [ale

formulas obtained for polycrystals of cubic metals in a weak magnetic field and metals with closed
Fermi surfaces in strong fields have the same accuracy as the initial expressi@t5©

American Institute of Physics[DOI: 10.1063/1.1884433

1. INTRODUCTION effects and information obtained on the energy spectrum of
) metals using these effects can be found in D. Shoenberg’s
The theory of galvanomagnetic phenomef@aMP), monoaraph
hich I. M. Lifshitz and his students constructed in the . - .

\1\'950 1-3 d th bl f determining th ent t Fermiology has always given priority to the most perfect
US, — pose € problem of determining the: extent osingle crystals. Defects, including intercrystalline interlayers,
which the electronic energy spectrum of a metal determines . .

. . . Were viewed as nuisances. On the other hand an enormous
the asymptotic behavior of the transvergelative to the

amount of experimental information on GNP had already

magnetic fielgl components of the resistance tensor in strongOeen accumulated by the 1950s, and most of these results

magnetic fields. These works established that the asymptot{/% re obtained for polvervstal
behavior of the magnetic field dependence of the resistanca’ ¢ oorained for polycrystals. . .
Specifically, the well-knownKapitza law—the linear

is entirely determined by the topology of the Fermi surface o I . -
(FS) of metals. The work of E. S. Borovik provided, to a growth of resistivity versus magnetic field in sufficiently

large extent, the initial impetus for the construction of aStrong fields_—was discovered by P L Kapitza Wh“? he was
theory of GMP*5 We shall be pleased if the present paper isstudymg the influence of a magnetic field on the resistance of

published in the issue of this journal that is dedicated to thePOIYCW_StaIé This is why Kapitza did not observe quantum
90th birthday anniversary of Evgértanislavovich. oscillations of the resistance even though he performed mea-

The most important result of the work performed in the surements on bismuth where Shubnikov and de Haas discov-

1950s on the theory of GMP is understanding the role oféd oscilla}tioné? _ . o

open FS. This made it possible to determine the contours of According to BoroviR the linear magnetic field depen-
the topological structure of the FS of many metals on thedence of the resistance of metals is an approximation to a
basis of measurements of the GMP characteristics. Yu. BmMooth function describing the transitional section between a
Gardukov's reviewf in the form of Appendix 11l in Ref. 7, is  duadratic dependence in weak fields and either saturation or

the culmination of this approach. another quadratic dependence in strong fields. Of course,

A direction of the electronic theory of metalrot only ~ Borovik's results (specifically, the classification of metals
the theory of GMP which was termedermiologywas for-  into different groups according to their behavior in strong
mulated in the 1950s and somewhat later. Fermiology is primagnetic fieldsdid not take account of the fact that metals
marily concerned with thepectroscopic possibilities of vari- in different groups could have FS with different topology: at
ous phenomenia metals. Theoreticians and experimentaliststhe time nothing was known about the role of the topology of
preferred phenomena which make it possible to construct theS in GMP.

FS completely or partially and determine the velocity of the  Kapitsa’'s law for polycrystals of metals with open FS
Fermi electrons on the basis of the experimentally obtainedcopper and gold-type metalsvas explained in the first
data. works on the theory of AMP by I. M. Lifshitz and V. G.

In this respect the de Haas-van Alphen andPeschansk? They showed that the linear dependence of the
Shubnikov-de Haas quantum effects were found to be mosesistance on a strong magnetic field is directly related with
fruitful. Details concerning the investigations of oscillation the polycrystallinity and arises because of averaging of the
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resistance tensor, which has a gigantic anisotropy as is chadlifferently, and the structure of the polycrystal can be inter-
acteristic for single crystals of metals with open FS in strongpreted as the character of the orientation of the axes of the
magnetic fields. It should be noted that in Ref. 2 the averagerystallites—the statistics of directions, as it is customarily
resistance was calculated for a thin samplére) whose said.
cross section accommodates one crystallite. The spatial fluctuations of most characteristics serve as a
In a later work Yu. A. Drézin and A. M. Dykhne calcu- measure of the disordering of a polycrystal. Not all charac-
lated the effective resistance of bulk polycrystals of metalderistics of a polycrystal exhibit spatial fluctuations. Of
with open FS in extremely strong magnetic fieldsJsing a  course, the scalar characteristics of a polycrystal are uniform
diffusion analogy they showed that the effective resistance ofthe heat capacity, as an exanmpl& more interesting ex-
a polycrystal depends on the type of openness of the FS arainple of the absence of spatial fluctuations are metals where
on whether or not the metals have an unequal numbers dhe crystallites possess cubic symmetry. The conductivity
electronsn, and holesn,, or are compensatedn{=ny,). tensor of each cubic crystallite in the absence of a magnetic
Fermi surfaces in the form of a “spatial network” and field degenerates into a scalar and is independent of the di-
“fluted cylinder” were studied. For example, in the case of arection of the axes of the crystallites. The electric conductiv-
FS of the fluted-cylinder type, when the neck of the cylinderity of a polycrystal is uniform. This is a scalar, equal to the
is not too small with respect to the size of the reciprocal-value of the conductivity of an individual crystallite. Natu-
lattice cell, the effective transverse resistamﬁgoch for  rally, this last assertion pertains not only to the conductivity
Nn.#n, and pfﬂocH‘”3 for ne=n,,. We recall that in strong but also to any property of a cubic polycrystal which can be
magnetic fields the resistance of compensated metals witthescribed by a symmetric rank-2 tensor. For example, the
closed FS is proportional tbl2. thermal conductivity, permittivity, and magnetic permeability
The first works on the theory of GMP and the presenttensors also degenerate into scalars.
status of the theory are reviewed in detail in Ref. 12. The  The properties of polycrystals are described by introduc-
interest in GMP in polycrystals has a long history. There ardng effectivequantities. The main problem of the theory of
few special theoretical works which relate the galvanomaggpolycrystals is to introduce and calculate these quantities.
netic characteristics of polycrystals with the characteristicsThe initial quantities are those that characterize a given prop-
of crystallites. Aside from the works noted abdve,as far  erty of a crystallite, and it is assumed that for a given metal
as we know there is only our work Ref. 13 where formulasthe characteristics of the crystallites are identical to those of
suitable in a strong magnetic fields for polycrystalline metalsmacroscopic single crystals.
with closed FS are derived and the case of an uncompensated The last assumption must be justified in each specific
metal is examined. Formulas for metals with equal numbersase. Is a direction-averaged characteristic of crystallites an
of electrons and holes are derived in the present work. Weffective characteristic of the polycrystal? In general, the an-
have not encountered in the literature a derivation of formuswer is no.
las for GMP in polycrystals in weak magnetic fields, employ-  An effective characteristic of a polycrystalline, in con-
ing expressions which are valid for single-crystals-trastto an average characteristic, takes account of stray fields
crystallites. Section 3 is devoted to this question. due to nonuniformities. Consequently, the effective charac-
The magnetoresistance and the Hall effect are two of théeristics for a medium with spatial fluctuations must be cal-
most important properties of metals. The need for formulagulated by first averaging the exact equation that contains the
describing GMP in polycrystals is obvious. It seems to usfluctuating coefficient and describes the phenomenon being
that our work will be helpful in filling the current lacuna in studied. The first works where a method was formulated for
the theory. calculating the effective characteristics of polycrystals on the
Work on the theory of polycrystals is often limited to basis of the values of local quantities describing crystallites
giving a descriptionwithout providing any details. In such is probably the work of I. M. Lifshitz and his students. It is
cases a textureless polycrystal is assumed to be an isotropbown in Ref. 14, which is devoted to the theory of the static
body. Obviously, such an approach simplifies tfescrip- elastic properties of polycrystals, that the averaged elastic
tion: the number of moduli is smaller, rank-2 tensors becomamoduli of crystallites in general are only the zeroth approxi-
scalars, and so on. When the electronic properties of polymation in the anisotropy to the effective moduli.
crytalline metals are described in this manner the true FS is  This method was subsequently extended to the dynamic
often replaced by a sphere. As a result, one actually returrtheory of elasticity” and the dielectric properties of
to the Drude-Lorenz-Sommerfeld model. Sometimes this irystallites'® In Refs. 15 and 16 the characteristics of acous-
justified, since it is possible to introduce in a reasonabldic and electromagnetic waves propagating in polycrystals
manner the parametetdensityn,, effective massn,, and  were calculated.
mean-free path length,) characterizing conduction elec- In all above-cited works on the theory of polycrystals
trons and todescribewith their help the thermal, galvanic, specific results were obtained for unbounded samples in the
and thermoelectric properties of polycrystalline metals. first nonvanishing approximation of the perturbation theory
Polycrystals can be treated as a widely occurring case dfy averaging the static and dynamic equations of the theory
nonuniform disordered solids. The nonuniformity and disor-of elasticity***> and Maxwell's equations in a dielectri€.
der are due to the random orientation of individual single-  The application of the first approximation of perturba-
crystal grains. In cases where the intercrystallite interlayeréion theory means that the average values of the squared
play a small rol& polycrystals can be regarded as a con-spatial fluctuations are taken into account. The anisotropy of
glomerate of single-crystal grains whose axes are orientethe tensor properties serves as a measure of fluctuations: in a



292 Low Temp. Phys. 31 (3—4), March—April 2005 I. M. Kaganova and M. |. Kaganov

fixed laboratory coordinate system tied to the sample thef the so-calledclassicaltheory of GMP, and we shall ne-
coefficients of the averaged equation are functions of thelect quantum oscillations remaining strictly within the
coordinates, fluctuating from one crystallite to another. framework of the theory of GMP:3
Starting in 1992 the properties of polycrystals have been  The Drude-Lorenz-Sommerfeld model is unsuitable for
investigated in detail in Refs. 17-19. In these works thedescribing GMP in polycrystals. If the FS is assumed to be
theory was extended to the case of a half-space. The propapherical, then it is impossible to describe the main features
gation of a Rayleigh wave in a polycrystal was studiéthe  of GMP—the magnetic field dependence of the resistance
problem of the normal and anomalous skin effects wasand the difference of the Hall “constants” in weak and
solved®® and the dispersion law for surface polaritons wasstrong magnetic field§or some metals the sign of the Hall
calculated'® The authors of these works assumed the anisot‘constant” changes True, if a more complicated model is
ropy to be small and calculated the first nonvanishing correcused, making the assumption that not only electrons but also
tion in the anisotropy to the quantity studied. holes with a set of parametang my, |, and charge-e are
A. M. Dykhne and I. M. Kaganova showed that it is present, then such an approach for metals with closed FS
possible to go beyond the theory where the anisotropy isould be successful: good agreement between theory and the
assumed to be smét They derived a formula for the effec- experimental data can be achieved.
tive impedance of a polycrystal, which, when Leontovich’'s  The deficiency of such a theory is obvious: the param-
local boundary conditions are applicaBlds identical to the  eters introduced must be related to the characteristics of the
formula derived for the impedance of a single crystal. Thisconduction electrons of the crystallites. The characteristics of
formula, which was somewhat conditionally obtained, wasa metal in a magnetic field are sensitive to the structure of the
said to beexact and we shall adhere to this term. &xact  electronic spectrum. It is well known that the FS of virtually
formula was obtained in Ref. 20 for the effective impedanceall metals, except for certain group-I metals, are very differ-
of a polycrystal under the conditions of the normal skin ef-ent from a sphere.
fect and in Ref. 22 for the anomalous skin effect. In both  In order to neglect crystallite sizes when calculating the
cases the anisotropy of the impedaiideom one crystallite  effective characteristics of GMP and assume the crystallites
to another can be arbitrary: the accuracy of the result is nab be infinite single crystals the inequalitca must be sat-
associated with the magnitude of the anisotropy. The accusfied. Thern <r, in weak fields and 4<I in strong fields [
racy is determined by something else—by the fact that foiis the average mean-free path length of a conduction electron
the entire surfacdfor each crystallite on the surfacéghe  andry is the radius of an electron orbit in a magnetic fjeld
Leontovich local boundary conditions are assumed to hold The theory of GMP of polycrystals proposes to calculate
and by the fact that for good metals the components of théhe following effective tensors: the conductivity tenseff’
impedance tensor are much less than one. As a result, t{ECT) and the resistance tenspﬁ(ff (ERT). Both tensors are
correlation terms are much smaller than the main terms anfilinctions of the magnetic fieldl and are reciprocals of one
can be dropped, and the structure of éxactformula for the  another, i.e.,o&=0¢SM(H), pSf=pf(H), and ¢5"pT=5,,
impedance is simple: the effective impedance of a polycryswhere 8, is the Kronecker symbol.
tal is simply the average value of the impedance of the crys- The tensoroﬁ(ﬁ, by definition, relates quantities which
tallites. are uniform over the entire polycrystal—the current density
The impedance is small because the ratiqg wheredis  (j) and the electric field strengtlk):
the depth of the skin layer and is the wavelength in
vacuum, is small. It is p_reC|se_Iy th_e smallness of the surface (=0T H)(E,). (1)
impedance that makes it possible in most problems to use the
so-called impedance boundary conditigeee, for example, )
Ref. 23. In order for the impedance boundary conditions to 1€ components of the effective tensef/(H) must be
be local(the Leontovich local boundary conditions hpthe gxpressed in terms of the components of the. local conductiv-
other inequality must be satisfied: the size of a surface norlty tensor(LCT) oy (r,H) of the crystallites in a constant
uniformity must be much greater thah For a polycrystal and uniform magne'Flc fieltH. The components of the LCT
with a flat surface this means that the following conditiondepend on the radius vecter becauseo(r,H) changes
must be satisfied: the average s@eof the crystallites is from one crystallite to another_, in the first place, becaust_a the
much greater than the depétof the skin layer. The two- and @Xes of the tensor rotate relative to the laboratory _coord.mate
multiple-point correlation functions of the fluctuation terms SyStém and, in the second place, because the orientation of
which are neglected when calculating the effective impedihe magnetic fieldH with respect to the axes of a specific
ance are small because the ratiths and &/a are small. crystallite is different. Ordinarily, the laboratory coordinate
Small parameters are also present in the theory of GMPBYStem is chosen so that one of its ak@s a rule, the axis)
for weak or extremely strong magnetic fields. When con-S oriented in the same direction as the magnetic field.
structing a theory of GMP for polycrystals it is often possible  !f the values of the componens(r,H) greﬁassumed to
to use these small parameters to ob@iactsolutions, i.e. be known, then the difference in calculatiog, for H#0
solutions which are identical to the expansions of the corre@ndH=0 is due to two factors:)lthe tensor characteristics

sponding characteristics in small parameters. obtained by averaging are anisotropic, they are expressed not
only in terms of the tensoé;,, and the unit antisymmetric
2. FORMULATION OF THE PROBLEM rank-3 tensoe;, but also in terms of the components of the

For calculating the effective characteristics of the GMPvector H; 2) for H=0 the conductivityo is a symmetric
of polycrystals we shall remain within the basic assumptiongank-2 tensor and in a magnetic field the symmetry principle
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for the kinetic coefficient$ requires a much more compli- The application of the classical Boltzmann equation, in-
cated symmetry: cluding the Lorentz force, only in principle makes it possible
to indicate an algorithm for calculating the conductivity ten-

ik(H) = owi( =H). @ sorofa single-crystal of a metal to an arbritrary degree of

It is well known that the antisymmetric part of the conduc- accuracy. The actual exact calculation is very difficult and

tivity tensor describes the Hall effect. requires solving integral equations of a nonstandard type. As
Neither circumstance prevents separating the averagé@r as we know this problem has never been solved for met-
value from the tensow;, (r,H): als with Fermi surfaces with a complicated shape in a mag-
netic field of arbitrary magnitude.
oi(r,H)=(oi(H)) +Aj(r,H), (Aj(r,H))=0. (3 The theory of GMP geared toward determining the role

The tenson\,(r,H) describes the part of the LCT which of the topology of th_e F_ermi surface of a metal considers
varies ag passes from one crystallite to another. The brackPNly strong magnetic fieldsr (<1) where the role of the

ets denote averaging over an ensemble of all possible redPP0l0gy is determining. In application to our problem the
izations of the nonuniform mediuipolycrysta). The calcu- result of this theory is the determlnatlop _of the dependence
lation of o£f(H) essentially reduces to taking account of the©f the components;,(H) onH. The coefficients of the pow-
contribution of multiple-point correlation functions of the ©rs Of the magnetic field in the expressions obtained are ten-
type (A (r,H)Am(ry,H) . . .), arising when averaging the sors whose structure |s.known but Fhe values pf the compo-
equations nents' are knpwn, strictly spea'k|'ng, only in order of
magnitude. It is theséensor coefficientshat serve as the
doj(r,H)E, random functions which must be averaged over the direc-
TZO' E=0, @ tions of the crystallites when calculating the ECT.
The magnetic field dependence of the LCT in weak mag-
to the ECT. netic fields (<r,) can be established by expanding in pow-
When soIving.eIec.trostatic equations one often switcheg, s of the components of the vectdr The expansion takes
from the electric field to the potentiale: Ei(r)  account of the symmetry of the conductivity tengdy and
=—d¢(r)/dx;, combining the equations in EGY). In con- e crystal latticethe symmetry class to which it belongs
trast to the average potential, the average fi@lHis inde- Limiting cases make it possible to separate the magnetic
pendent of the coordinates by definition. If the average valugsielq dependence of the expressions for the components of
determining(E), and a random correction which vanishes onhe tensor,(r,H). It is important that here there arises a
averaging, is separated from the potential, then care must Riterion for estimating the terms in these expressions, con-
taken to see whether or not the random fiflet(E) also  taining H raised to different powers. The criterion is valid
vanishes on averaging. In this connection it will be morejregpective of the magnitude of the anisotropy. The fact that
cpnvenient for us to use the equations for the electric fieldyeg accuracy of the effective expressions for polycrystals
directly. _ _ must match the accuracy of the initial formulas of the theory
The result of a perturbation-theory calculation of the 5 G\MP for single crystals is the basis for the substantial
ECT performed in Ref. 13 is presented in Appendix I. Thesimplifications made in many cases.
expansion is made in powers of the deviatidng(r,H). The The results obtained are discussed on the basis of formu-

calculation employs the Fourier methodhe functions |55 which are valid in the limiting cases of weak and strong
A (H) are expanded in plane waye$he equatioril.1) is a magnetic fields.

solution if the series appearing in it converge. Then the value
of of(H) can be obtained in the form of an expansion in
powers of the correlation functions of the tensarg(r,H)

to any degree of accuracy. Checking the convergence of t
series is a separate problésee, for example, Ref. 25, where

this question is discussed for the case 0). For weak fields we shall use an expansion of the LCT in
The calculation of multiple-point correlation functions powers of the components of the magnetic field, retaining the

for polycrystals is described in Appendix Il. As already men-jinear and quadratic terms. Of course, this acutally means an

tioned above, the initial assumptions are that the crystalloexpansion in the dimensionless small paramétey;. In

graphic axes of individual crystallites are oriented randomlyagreement with the symmetry principle for the kinetic coef-
(there is no textuneand the directions of the axes of the ficients, the expansion has the form

crystallites are statistically independent of one another. The ©) )

components of the tensors describing the properties of the @ik(H.1) =0 () +Heiq@m(r) km+H"Sicim(r) kikm,
crystallites, if they are given in the same laboratory coordi- (5
nate system, are random functions of the coordinates. Th@herex;=H;/H is a unit vector in the direction of the mag-
scalar characteristics, which do not depend on the magnetitetic fieldH and the tensora;, andS;.|,, are independent of
field orientation, are the same in all crystallites. the magnetic field.

The expressions written out in Appendix | and formally The expression{5) is written in an invariant form. All
solving the above-posed problem of calculatiffﬁ(H) need indices refer to the common laboratory coordinate system.
to be concretized. We recall that it is precisely because of the random orienta-

The theory of GMP on which we are relying has certaintion of the grains that in E(5) the components of the ten-
characteristic features which need to be indicated. sors are random functions of the coordinates. In the crystal-

. EFFECTIVE CONDUCTIVITY TENSOR IN A WEAK
AGNETIC FIELD
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lographic system of axes the number of independentuation corrections tdo(H,r)) in the ECT are determined
components of these tensors is determined by the symmetgy series which contain the correlation functions of the ten-
class to which a given metal belongs. sorsAj(H,r).

The electric conductivity tensar( for H=0 is sym- In the expressior(5) we limited the expansion of the
metric. The symmetry principle for the kinetic coefficients components of the LCT to terms which are quadratic in the
does not impose any restrictions on the tergprappearing field. Therefore the terms containing higher powers of the
in the Hall term. However, in most cases the symmetry of anagnetic field must be dropped in the calculations. Retaining
nonmagnetic metal is such that a rank-2 tensor which is insuch terms exceeds the accuracy of the approximation used.
dependent of the magnetic field cannot have an antisymmet-  To calculate the fluctuation correction wth order in the
ric part. Metals with virtual axial symmetrffor example,3  anisotropy to the ECT the tensw‘")(H r) (see Eq.(1.3))
plutonium possesses this propéflyare an exception. For must be calculated up to tern®(H?). To the accuracy in-
simplicity, we shall assume thaf, = ay; . dicated the components of this tensor are determined by the

The symmetry principle for the kinetic coefficients re- average integrals
quires thatSj.| = Syi.im - Since the tensogy., appears in
the expressiois) in the form of a contraction with the sym- nt
metric tensorx,k,, it can be symmetrized with respect to Ainy (DA, Ay k(T 1)H q'st
the indicesl and m. Then Sy.|,=Sik.mi. However, Sy
# Sk =(TRM)+ H(TeD Y kp+ HA(TIZ0 ki 9

Naturally, the formula for the ECT should have a struc-

ture that is characteristic for an isotropic body in weak mag- where to the same degree of accuracy the teqﬁb(see Eg.

netic fields: (1.4)) is
()R (S)
i (H)=0%"(0) 8+ Ayejq i H qid= i Mk (1_H281+282(Kn(s))2)_
ag ag
+ ikt oy (S ik JH, (6) ° 0

We recall that aside from the coordinate dependence each of
the tensorsd ., in Eq. (9) also depends on the constant
vectorH.

Let QY™ , QR , and Q% be the contributions of

whereo®(0) is the effective conductivity of a polycrystal for
H=0, the coefficientA, describes the Hall effecty, takes
account of the dependence of the longitudimelative to the
field) conductivity on the magnetic field, ard is the trans- (), aKipd on)

verse conductivity. Our problem is to calculate these quann(':'bmlh of the t;ansorSNk (H), respectively, to(T; ™),
ties. (Tier)), and(TE) ). Since these are isotropic tensors with
known symmetry properties under a transposition of indices,

In accordance with the general formulal) the calcula- ’ _
their structure is also known:

tion of o7, (H) starts with the decomposition of the LCT into
average and fluctuating parts. Averaging the expres&pn

. 1

gives QRM=Q 8, QM =(QE");

(oik(H)) =000+ Hae|k|K|+H2(515ik+252f<i'<k)-( 3 1

7
© - . Qi =Q" e, QMM =£ Qi ey

Hereoy=0y’/3 anda=ay/3 are obtained by averaging the
tensorso{Y) anday,, respectively, and the invariang and @n _q@ns 5 o St S 10
S, determine the average value of the tenSgr;,, : Qipa— kOpa+ Qe (8ipBicg Siadi); (10

(Sik.im) = S16ik 8im+ S2(8im i+ 81 Skm) » (7b) 2 (ZinTq)q Qk%an)q)

1 1
$1=75(2Sopiaa™ Spapd)s S2=35(3Spa.pa™ Spaiaa)-
(79
The random part of the LCT i (H,r)=oj(H,r)

2 2/ (2,
(2 = <3Q<kq,“k>q QX

The calculation of the contractions appearing in Egs.

—(ai(H)): (10) is much simpler than the calculation of the tensors
Ai(H,N=AQ(r)+Hey, baym(r) km Q"M (r=0,1,2) themselves. However, even after these sim-
) plifications are made very cumbersome expressions are ob-
+H6Siim(r) K<, ®) tained for arbitrary value ofi, so that we shall not present
where them. In the formula for the ECT we shall retain terms which
are quadratic and cubic in the correlation functions of the
AR =0l (N —oodi;  Sai(r) =ay(r) —ady; tensorsA(H,r) (n=2,3).

5Sie1m(1) = ST — (Sicam) Another reason why we confine ourselves to terms
kilm kilm kilm/- O(A?®) in calculating the ECT in weak fields is that, just as in
Evidently, (A{D)=(sa,,)= (6Sk:m)=0 and therefore the caseH=0 (see, for example, Ref. 25for n=3 the
(Ai(H,r))=0. Having determinedo; (H,r)) andA; (H,r)  fluctuation corrections depend on the form of the multiple-
an expression can be obtained for the ECT to arbitrary accypoint correlation functions describing the statistics of the ori-
racy in the anisotropy. In accordance with Eigl), the fluc-  entations of the crystallographic axes of individual grains.
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This means that fon=3 we cannot perform the calculation In Ref. 25 the value o8$" is calculated for different
without using model assumptions about the form of thesenodel assumptions about the form of the two-point correla-
correlation functions. 02 tion functionW,(r):

We shall present only the expressions f9f%? and
Q3 to demonstrate the dependence of the fluctuation cor- J(35t):0'028’ whenW,=exp(—r*/a%);
rections to the ECT fon>2 on the form of the correlation JgSt):0.136, whenW,=exg —r/a);
functions, and the coefficients entering in the expression for
otf(H) (see Eq.(6)) up to terms which are cubic in the J$Y=0.052, whenW,=1/(1+r%a?).

anisotropy. The derivation of the expressions obtained is pre- (st) : . . .
sented in the Appendix IIl. %The value ofJ3™” is very small in all cases examined. It is

o evident from the expressions and E¢8l.21) and (111.22)
Forn=2 it follows from Egs.(Ill.1) and(.3) that presented below that the functi®i¥™ appears in the expres-

02 5 (1> (1) sion for third-order fluctuation corrections for all coefficients
Q™ Wf dkn; in the expression(6) for the ECT. Therefore although in
third-order perturbation theory the statistical properties of
. 0 0 polycrystals influence the magnitude of the components of
xf dry expf —ikay(ri=1)J(Aj] )(r)Afli(rl)>. the ECT, this influence is very weak. The dependence of the
(113 fluctuation corrections in the statistics was not investigated
for n>3.

In accordance with Eg. (I.4) the average Taking account of terms of ord€(A®) we obtain the
(A A1) =D28)  Wa(|ry—r()/3, where the invari-  coefficients appearing in the expressit® for o in the
antD,=APA[Y . Hence form

D D eff — 1 3D3 st

Q<°'2>:9720f A Walky) = 5 = (11D o(0) =00 g ) D= g ~(1+F; ))],

(14
The integral appearing in Eq1l1b) equals the value of

the correlation functioWV,(|r|) atr=0. Therefore it is equal
to 1.
We shall use Eqgl1.5)—(11.7) to calculateQ®?). Then

A t
Ap=a+— A2+—(1 3FSO) I

9o

Here A,=A{Y 5aik andA;=AWA®sa,, are second- and
third-order invariants, respectively. Finally,

1 - (D)4 g(2)E(sh
03—~ 3 31 (D) a(1)4(2)4(2) a=S;+ 8"+ Bi7FyY,
Q 3(27r)6(r§fd klf d ko, miy g, S hes
a,=(28,+8)) + B+ BPFSY. (15)
XJ dgflf d®r, ex —iky(r;—r)] The values ofg("), g?), M), and B!» are expressed in
terms of all possible second- and third-order invariants that
xXexd —ika(ra=ry)] can be constructed from the tensar§’, da;,, and S m -
Explicit expressions for these quantities are presented in the
(0) A (0) A (0)
X (B, A4 0 Wa([rraral), (12 Appendix Il1.
whereWs([r,rq,r,]) is the probability that the vectorsr, A. Polycrystals of metals with cubic symmetry

andr, lie in the same crystallite; the average Very many metals possess cubic symmétgcording to

Ref. 27 there are more than)3@he formulas derived above

<A(Oi fcl))z }2&>— 3002[ 26).1,0,1, simplify substantially for crystallites with cubic symmetry:
rank-2 tensors degenerate into scalars. Thus if&dor the
+3(6 1112 1T 6,1 15]2,2)] LCT of polycrystals of cubic metals
. . . (0) _ _
and,D3=A§)%)A$)AES) is an invariant. Therefore Ok =000k, Am=adi, (16)

and therefore

D
03— _ 3 (14 Es
Q 3003(1 Fa7), AQ(r)= day(r)=0.

andF$Y depends on the form of the correlation function A consequence of Eq$16) is that although in the for-
mula (5) the rank-4 tensofS;.;m(r) can possess arbitrary

anisotropy (its components change from one crystallite to
anothey, in weak magnetic fields the correlation part of
aﬁf(H) for polycrystals of cubic metals vanishes to all orders
where in the anisotropy parameter. Thus the expression for the ef-
fective conductivity becomesee Eq(7a))

o (H)= (o (H))
+Wa(ky)). = 0oSik+Haey ki +HA(S 8+ 2S5k k), (17)

1
F§' =5 (7-635"), (13)

IV =1- ffdk%n((nln2 2Wa([ky— ko) (Wa(ky)



296 Low Temp. Phys. 31 (3—4), March—April 2005 I. M. Kaganova and M. |. Kaganov

where the coefficient§, andS, are given by Eqsi7c). We  to Eq. (18) different components of the tensof(H)|,, <

underscore that Eq17) is just as accurate as E(p): its  exhibit substantially different asymptotic behavior. This is

accuracy is due not to the smallness of the anisotropy bulsq gefinite evidence of the gigantic anisotropy of the con-
rather the weakness of the magnetic field, i.e. the '”eq”a“%uctivity tensor for metals with closed FS.

I/ry<1. The equationi17) is exactin the same sense as the  Thg yajues of the GNP characteristics in strong magnetic
equation ob_ta|neq for the surface impedance in Ref. 20 for g¢|qs (ry/1<1) depend not only on the topology of the FS.
polycrystal is said to bexact In Sec. 5 we shall present |t the FS are closed, it is important whether the metal is
explicit expressions for the tensors describing the GMP Propzompensatedr,=n;) or uncompensatedn{#n;,). In the
erties of single crystals in weak fields and, with their help,irst case the transversesistanceincreases quadratically
the effective characteristics of polycrystals of cubic metalsyith the magnetic field, and in the second case it saturates. In

The expressions employ an approximate solution of the clasyqgition for a metal with an unequal number of electrons and
sical Boltzmann equation containing the Lorentz foft&he 1 5jes the Hall constar® becomes a true constant:

accuracies of the dispersion law for conduction electrons and

of the collision integral are not improved. 1
R,=———. (19
ec(ne_ nh)
4. EFFECTIVE CONDUCTIVITY TENSOR IN A STRONG _ ) _
MAGNETIC FIELD (CLOSED FS) The indexx shows thatR,, is the asymptotic value of the
o o Hall constant.
For strong magnetic fields the theory of GMPis lim- In terms of the conductivity tensor the difference be-

ited to Calculating the |eading terms in the eXpanSion in pOW'tween Compensated and uncompensated metals does not ap-
ers of the reciprocal of the magnetic field or, more acCupear to be so dramatic. Hi,#n;,, then in the laboratory
rately, powers of the dimensionless pgramem <1.Fora coordinate system the Hall conductivitsy = 1/HR., is the

metal with a closed FS the conductivity tensor has the formsame for all directions of the crystallographic axes relative to

1 1 the magnetic field. In accordance with E{$8) it follows
ai(H)|r, 1= S(x) ki ki + ﬁemaf%)(K)Ker g2Si(x).  from this that the contraction
(18 1

. - a-(l)K'K == (20)
Once agairk;=H;/H. In the laboratory coordinate sys- ik BT R

tem k= (0,0,1). The tensors, anda}) are symmetric. The ) _
first tensor is symmetric in agreement with the symmetry'S the same for all crystaliites. However, fil.=ny, then
principle for Onsager’s kinetic coefficients, and the secondm Kikm=0. This means that in the laboratory coordinate
tensor is symmetric because we have limited our analysis t8ystem a term of order B/ of the components of the Hall
the most common crystalsee preceding sectipn conductivity oy, (H) = oy,(H) =0.

The scalarS(«) in the expression fOWik(H)|rh<| is _ We_shall con_sider polycrystals of unq_)mpensated metals
equal to the main term in the longitudinal conductivity and isfI"St: It iS shown in Ref. 13 that the specific fori1§) of the
independent of the magnitude of the magnetic field. The HalFC T ©f Polycrystals of metals with closed FS makes it pos-

conductivity, determined by the tensaﬂ), is proportional sible, in the leading approximation in, /<1, to cglculate
to 1H. The tensors,, gives the main contribution of order €X@ctlythe components of the ECT by perturbation theory
1/H? to the transve;se conductivity methodg(see Appendix)l In this case it is possible not only

The purpose of our calculation is to determine the mairf® calculate for arbitraryn the leading order terms of the

n)
terms in the components of the ECT: the effective Iongitudi-Components of the tensonék (H) (see Eq{l.3)) but also to

nal conductivity is calculated up to terms which are indepen-Sum the serlesl.?) for the components of the tensaf . .
We shall write the tensor for the average conductivity

dent of H, the effective Hall conductivity with accuracy . hall h
O(1/H), and the effective transverse conductivity with accu-usl')ng Eq.(18). We shall use Eql1.8) to average the tensors

racy O(1/H?). ai(k (r.,K) ands;(r, ). ) .

The equation(18) gives the components of the LCT for _ Since the(gverage value of the tenaéf,q can be written
polycrystals. The tensors appearing in Etf) and the scalar N the form(ajy >(:l;A‘15Im+A2KIKm- from Eq.(20) we have
S(«) are random functions which vary from one crystallite the contraction(@iy)) km=(Ay+Az) k1= K /R... Then
to another:S(«) because< depends on the direction of the 1
magnetic field with respect to the crystallographic axes and (o (H))|, < =(S(r,x)) ki K+ == €ikmKm

H HR..

the components of the tensors because of the dependence on
x and because in each crystallite the orientation of the crys- 1
tallographic axes with respect to the laboratory coordinate + 32 (S10ict Spxik), (21
system is randonithe argument is dropped to simplify the
expressions 1

Ordinarily, the termgigantic anisotropyis used when 51=§(<3kk>_<5ik>f<if<k),
describing GMP in metals with open FS, having in mind the
difference of the asymptotic behavior with respect to the 1
magnetic field of the two transverse components of the con- Sz=§(3<5ik>'<if<k_<5kk>)
ductivity (resistancetensor in cases where the open trajec-
tories do or do not contribute to the conductivity. Accordingare the coefficients appearing in the expression$qy).

(22)
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Let S=(S)+6S, aP=(aP)+salY and sy=(sy) (28 shows that in Eq(28) the fluctuations of the Hall con-
+8siy ((8S)=(8s)=0). The equatiorﬁZO) makes it obvi-  ductivity are described by the tenséa(y ')~ A(r) & . Evi-
ous that the components of the tensia satisfy, aside dently, the equality23) does not hold for the tens@ai(lf”s).
from the equality 5a'Y)=0, the condmon In the polycrystals of metals with closed FS, because of
the inequality(23) the fluctuations of the Hall components
5ak Kik=0. 23 do not make an anomalously large contribution to the effec-
The equality(23) is important for all subsequent calcula- tive transverse conductivity. The expressionsvf@%)(H) for
tions. an isotropic nonuniform conductor and a polycrystal are
The fluctuating part of the LCT is given by the expres- compared in the Appendix IV. In addition, we have shown by
sion direct calculation that for polycrystals the contribution of
1 only the Hall terms tow{®*(H) is zero, and inv{*(H) this
Ay (H, f)|r <= 8S(K, 1) Ki K+ = €11 Ay m( K1) Ky contribution is of the order of H>.
H When other terms in the fluctuation part of the LCT are
1 taken into account the effective transverse conductivity be-
+ mésik(K,r). (24) comes of the order of H?.1® The estimates made suggest
that the contribution of the Hall components to the fluctua-
Let us consider the expression for théh fluctuation tion corrections of higher ordem{4) in the reciprocal of
correct|onw(”)(H) (Eq. (1.3)). Aside from then-point corre-  the magnetic field is small compared to terms of ordet?1/
lation functlon of the tensora, this expression contains the If this conJecture is correct, then the expression obtained
tensorsq determlned by Eq(l.4). We shall write out these below fora is exactwithin the approximation considered.

tensors epr|C|tIy for strong magnetic fields. On this basis we shall calculate the tensdf’ (H) (see
In accordance with Eq21) Eq. (1.3)) for arbitrary n to order O(1/H?). We write

w{(H) in the form
Q= (o H)NTnd =(SL(L+ a3) (kng)*+ all;

S Wi =wilH + wiFAH + Wi T IH?, (29)
af= (S>H2<1 @9 1o calculatew{™) , w™ | andw{{"” we write the product
wherei=1, 2, andS; are given by Eqs(22). Dropping a5 Ajp (HDA  (Hry) LA (Hro)

compared with 1 we obtain
up to terms of order H:

n(s
o _ Mo x> (26)
W™ “(kng?tad)” 1 (DAL (HTD A W(Hirp)
Therefore in the leading order approximation the contraction R 1. 1. \.
=L+ _AM4 _ZT(n) pm (30)
ai ki k= 1KS) (27) H H

is a constant. If only the contractic(ﬁ?) appears in the ex- where the cap indicates a collection of indices, )
pression for the tensors![’(H), thena? in the denominator =Ilg- "1k oKig: By virtue of Eq.(27), to leading order the
of the expressiori26) for the components of the tensqf)S contractlon

can be dropped.

It should be noted that for an isotropic, randomly non-  qi3/ ai? ..q"" 7 lP(“)=1/<S n-1 (31)
uniform conductor, whose conductivity in strong magnetic
fields is given by the formula Each term on the right-hand side of the expressif)
1 1 is determined by one Pf tfle operators on the right-hand side
Tik(r) = (00 + A(N)| kiky+ iK1+ 12 Gic (28)  of Eq.(30). The tensot (WP in Eq. (31) correspond§ to a
product of n tensors of the forméS(rg)«j ki : L™
A(r) is a random function and(A(r))=0, h=w.r -, Kk 8S(r)IIH218S(r ). Substituting this expressmn into

=eH7/mc (7is the relaxation timg it is precisely the pres- Eq. (1.3) and using the equality31) we obtain

ence of poles in the components of the tenan{r}s that

causes the perturbation-theory series for the transverse com- ) (—1) KKy f J dr. d°
ponents of the ECT to converge, only if the value of the Wik (S)"~ 1(277)3 (n-1 ESEERLES
magnetic field is limited by the conditiom(A2)/o3<1. For

strong magnetic fields the perturbation-theory series diverges ><< 5(r) 1—[ 5S(r ) >

because of the anomalously large contribution of the fluctua-

tions of the Hall components, which can be seen even when

calculating the first nonvanishing fluctuation correction 3 3 . _
w(?(H) (see Ref. 11 A qualitative calculation performed by XJ’ J s kg exil —Tka(ry =)
Dreizin and Dykhne has shown that for such conductors the xextf —iky(ry—r1)]
transverse effective conductivity is anomalously larg&” 2z e

~1/H*? (instead ofc®"~1/H?). Comparing Eqs(18) and Xexf —iKy_1(Frn—1—n-2)]1. (32
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Integrating ovek; (j = .N—1) leads to the appearance  (sa) (r)x, (85(r;))" 28aY (1o 1)kn)
of the functionsa(r; — r] 1) in the mtegrand which reduce i ! 22 2
the multiple-point averagééS(r) Z18S(rp)) to the con- Nin,n 0 YaWa([ P10 2) + Yo Wa([rro o D}

stant((59)"). As a result

((69)") 0
Wu(l? L)_W(n)K K Wﬁn):(_ 1)n <S>”_1 . (33 where
. 1
The structure of the tensove"") shows that they contribute Nim,m,= (Sm;m, ~ Km, Km,), Y1=§<A><(5S)”‘2),
to the longitudinal part of the tenso,, .
The tensoAMP™M corresponds to all possible products, 1 - (D) D)
including one of the tensorgat)(r,) and the 6— 1) tensor Yo=5(A(89)" %), A= danpéanqKpKg- (38)

8S(rq) ki ki . We shall not write out the expression for
q Jq Iq-*—l

A since, as shown in Ref. 13, for all=2 this tensor does )
not contribute tON(n)(H) because of Eq23). m_ (1)
Terms proportional to H? appear in Eq(30) because W= T g gt Y aWallrr Lo+ YaWs(Lr.rri.

Substituting the expressid38) into Eq. (36) gives

of Since, by definition(see Appendix ll, the probabilities

1) all possible products of one tens@sjdqfl(rn_l) and Wa([r.r1.r) =0 andWa([r.r,r])=1, we obtain finally

the (n—1) tensorsS(r )Kl Kig,

n
2) all possible products of two tensoda{l)(rs) and W= (-1 A5 2
(n—2) tensorséS(r )KJquq+l 1 2(S)" S7an=T(A(89)" ). (39
The complete expression for the tendé? is very com- Thus, in the laboratory coordinate system ) for

plicated. We shall write out only the portion of this tensor the terms in the seried/;, (see Eq.(l.1)) are given by
that makes a nonzero contribution to the leading order term

: . - wim
in the effective transverse conductivity: Wi(l?):W\(\n) 538t _Lz_ (81— Biadia), (40)
T(n):eillmlejn_lkmzKl ” 53(1) (r)5a(1) where to leading ordew(" is given by Eq.(33) andw!{" by
s Eq. (39).
n-2 The expressions f(wﬁ”) andw(f) are independent of the
X(r-1)kn kn, IT 8S(rp) +... . (34 correlation functions associated with the spatial fluctuations
p=1 at different points of the medium. This is a rarely encoun-
The dots signify terms which have been dropped. tered situation, which makes it possible to obtain éxact

Calculating the tenscw(” T we keep in mind that this is  solution for the ECT. There are several reasons why there is
a rank-2 isotropic tensor whose components depend on thHeo dependence on the correlation functions. In the first place
fixed vector k. According to Eg.(1.8) w{l"=w("s,  the form of the leading order term in the expansion of the
+W" Dk, The term w{™ Dk, gives a correction fluctuation part of the LCT in power of & is comparatively
O(1/H?) to the longitudinal part of the tensmw(”) In our Simple: in accordance with E24) this term is independent
approximation this term must be dropped. The expression fopf 1/H and equalssS(«, r)K ki In the second place Eq.

w{"™ has the form (27) for the contractions(® J.K1.Kj, makes it possible to per-
form in the limit H—oo the integration in Eq(36) over al-
Win)__(w(n REVLI Y (35) mo(?} all vectors ky. Finally, and most importantly,
daj’kik=0, which holds for polycrystals of metals. As
Using Eqs.(34) and (35) we obtain from Eq(1.3) noted ab0\_/e, when this equality is satisfied, the perturbation-
theory series converges and the expan$8f can be used
m_ (D" 1 to calculate the product

Wy —mé_é(erlmejn rms;
2(8)"" (2m)” " TaTa A (HDA 1 (HL D A) T y).

— €. m.& . . .
11m, 8 g5y KrKs) Using Eg. (40) we shall write the expression for the

. L tensorW;, in the laboratory coordinate system
f f d*kyd®kn_aj ko al A"} W
L
Wik=W,dizdks+ 17z (Jik— dizdka), (419
XJ f d3r @3, exd —ikqy(r;—r)] where

xex —iky 1 (rn-1 =) dag), S !
WH=§2 w;" =<S>(<S><§> —1]?

X(F) ko, (8S(ry)" 288 ) (Fa-1)Kn,).  (36)

We shall calculate the average in E@6) using the 2 W(n)__l<A> (41b)
equations from Appendix Il and E@23): S
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In deriving the expressiongll) we employed the fact that must be supplemented by a term proportional t6>1/Thus,
(8S)=0, and the formula for the sum of a geometric pro-for n,=n; the following expression for the LCT serves as

gression the starting point instead of E¢L8):
* 1 1
> (—1)N(SS(NI{S)"=(S)/S(r), Uik(H)|rC<|:S(K)KiKk+ ﬁeiklal(r]h)(K)Km_i_ msik(K)
n=0

which converges if6S(r)/(S)|<1 for all orientations of the
crystallites. Our solution is valid at least as long as the an-

isotropy of the longitudinal component of the LCT satisfies | the invariant representation the conditig=n;, im-

this inequality_. If this condition hold_s, _then Edqdl) gi_ve the poses a constraint on the components of the teaﬁﬁr
exactexpression for the tens®;, within the approximation

used. afy K1k ="0. (44)

In order to use Eq(l.1) for the _ECT it remains t.o calcu- To caIcuIategaik(H» using Eq.(43) we take account of
late the tensors;,, andV;, . According to the definitior{l.6) the fact that(a,(l (K)Km>:<a(1)K K k1=0 (compare with
I is an isotropic rank-2 tensor whose components depengq. (20)). Then Pa=p™d
on «. Therefore ;=146 t+11kix. In strong magnetic
fields the leading order terms in the expansig+ —1;
~H, and the leading term in the expansion of the signm
+1,=1KS).

According to the definitior{l.5) and Eq.(41), n %eikm , (45)
where, just as in Eq21), the values of5; andS, are deter-
mined by Eqgs(22), and

<a|(§])(K)Km>=<a§)2q)Kqu>K|=A2K| . (46)

- _1
Using these formulas we shall calcula#g™ and then the  The fluctuation part of the LCT is given by the expression
ECT. To the accuracy of interest to us, in the laboratory

1 (2)
+ meiklalm(’()’(m- (43

1
(gik(H))r <1 =(S)kiky+ 72 (S16it Spxiki)

Vik=Vkik+V, (Six— KiKy),

W, W,
VH:WH(IO_"I:L)JFFII, VL21+FIO

coordinate system Aig(H, 1) <1 = 0S(k,1) i+ %eiklal(rln)("vr)’(m
O'f‘gf(H)|rc<|:0fﬁ5i35k3+ HR, Ciks 1 1 "
. + mésik(K,r)'F meikﬁam(x,r)xm.
1 to] (:;;_ i36k3), . (429 | | “
Uﬁﬁ:m; G_Effzﬁ, soff= 31+§<§>, (420 ?;ar%);is&as in Eq(24), (5S)=(Jsy)=0 and, of course,

Instead of Eq(29) we shall write out the expansion for

(1
w{P(H) taking account the term of ord€(1/H?3):

wheresS, is given by Eq.(22) andA= sa{)dal)k,kq -

The result forcr‘jEff is obvious. If only the components of
ECT which do not vanish asl—« are calculated, then in Wi(I?)ZWi(E;L)-l-Wi(;;Al)/H +W§QiT>/H2+W§£;A2)/H3, (48)
the laboratory coordinate system only one component of the o .

LCT needs to be retainede,. In the invariant representa- To calculate the tensors appearing in E4f), instead of
tion oy (H,r)=S(x,r)xix. For a nonuniform conductor the expressiori30), the product of tensors

where all current lines are parallé¢in this case, directed Ai (DA (Hr) A (Hrpeg)

along the magnetic fie)dthe average conductivity is known ' ve ot

(see, for example, Ref. 29t is the reciprocal of the average Must be written up to terms of orderHY. The expression

resistance. for the longitudinaw{"") and transverse/{""’ components

It follows from Eq. (42b) that the value of the effective of the tensorswiﬂ?) is identical to the calculation presented
Hall conductivity is the same as in a single-crystal metal: inabove. We note that even though the equah®) holds, the
strong magnetic fields the spatial fluctuations do not affect itgontractionA= sa;)dal)x,k, appearing in the expression
magnitude. The result for the effective transverse conductivior " is different from zero. In addition, in the expression
ity can be obtained only by indirect calculation. for w) the termO(1/H) vanishes.

The only difference is that the tenswi(;;AZ) must be
calculated. We have shown that

Let us now consider polycrystals of compensated metals n
(ng=ny,). The derivation of the formulas for ECT differ little (mAy) _ (- ! n—2

- Wi n—lelkl<B5S >K|!
from the derivation presented above. However, rige=n,,, (S)
as already mentioned, the termas, and oy, which are
proportional to 14, are zero in the laboratory coordinate
system. The expansion of these Hall components starts with  We shall now sum the expressions fmﬁ?) over alln
the termO(1/H®). Consequently, the expression for the LCT using Eqs.(33), (39), and(49). The result is

A. Compensated metal

4
B=aélqgkp58qur. (49
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underscore thd{p) must/can be regarded as a vector mean-

1
Wik =W kiki+ 5z W (Gik— Kiki) free path length for conduction electrons. Indeed,

1 B I(p)=W, v, 53
+ s Wik, WH:_<§>1 (50) (pi P 53
whereW,, is the collision operator, and the conductivity ten-
andW, andW, are given by the expressio41b). sor
Now, calculating the tensors, andV;, we shall find, 5
using Eq.(l.1), the ECT for a compensated metal. In the o=l de: (o= 2e J'ﬁd 3 (54
laboratory coordinate system k=il RT3 | T 9P
aﬁff(H)|,c<,=oﬁ“5i35k3+ %M Sik— 8i30a] + o eins, the brackets(...)r denote integration over the quasimo-

(51) mentum space. Replacingdfg/de with a § function, the
integration extends over the FS.
If the FS is a sphere, thenis a characteristic function of
O_'e-{f:a_e:;f‘ a :<a(2)K )+ <_> (52) the collisio_n op_erator angp) = r(_s)v glways, wherer(e) is _
H3: e PapTq S the relaxation time or the free flight time of an electron with
energye. In the general case with an arbitrary dispersion law

:é:s(p) the replacement oﬁvgl by 7(e) is called ther
approximation, though essentially this is not an approxima-
tion but rather it fixes the dimension and order of magnitude

of I(p), if 7is, in order of magnitude, the free flight time of
5. EXPLICIT EXPRESSIONS FOR THE COMPONENTS OF a conduction electron.
THE EFFECTIVE CONDUCTIVITY TENSOR (WEAK FIELDS) For a spherical FS, replacing-@f/ds) in the expres-

We have underscored that the problem of the preserfion (54) by2a ¢ function gives immediatelyo = o 5,
paper is to derive formulas for the effective characteristics ofVhere o=ne“r/me; (n is the conduction electron density,
the GMP in polycrystals in terms of the characteristics ofMei=Pr/vr is the effective mass, and the indExindicates
crystallites—single crystals. This was done in preceding sedhat the energy equals the Fermi energyt).
tions. It seems to us that to develop the theory further the When the form of the FS is complicated the average
formulas obtained above need to be specified for polycrystal@ean-free path length can be introduced:
of various metals. The implementation of this program will
require using simplifying models and computer calculations. Ipzf dSe|1(p)|/Sk,

This falls outside the scope of our problem.

On the other hand the experience of fermiology teachesvhere the integration extends over the FS &ads the area
that writing the characteristics in the form of integrals overof the FS. Using this notation and E¢4) the specific con-
the FS in cases where the integrand contains quantities whiafuctivity of a crystal with cubic symmetry in field =0 can
have a clear physical meaning (isr, better said, may be be written in the form
very helpful. Consequently, we shall present the expressions )
for the characteristics of the GMP for weak magnetic fields. = _ s o= 28°Slp _
We shall focus our attention on polycrystals of metals with ik ke 3(2mh)°

cubic symmetry, for which the ECT is described byexact he ad  thi S
formula: the expressiofl7) for polycrystals is no less accu- The advantage of this representation is its transpgrency.
' We shall now use the results of Ref. 28. We write out the

rate than the formuld5) for single crystals. The theory of . s (0)
GMP' 2 uses an expansion in the reciprocal of the magneti€ P c>510Ns for the symmetrig;i= o+ S imHiHm and

: e L
field for solving the Boltzmann equation—calculating the,?enr:'ssgrmm(e:'r)'cgik_e'k'ma'mHm parts of the conductivity
conduction electron distribution function, and with its help ik

whereaf™ and 0" are given by Eqgs(42b), and

We note that fom,=ny, in contrast to the case of an
uncompensated metal, the fluctuation corrections influenc
the leading order term of the effective Hall conductivity.

(59

the conductivity tensor. Reference 28 is an extension of these e ol

works. In Ref. 28 an expansion of the distribution function is 0ﬁ<26<[VH]qT|k>: (56)

also obtained in powers of the magnetic field, which makes it d

possible to calculate the tensag and Sy i, appearing in . 0 e? i -~ o ly

Eq. (5). Tk Ok = g2 [VH]qa_W [VH]mé,_ : (57)
Pq Pm

One problem of the present section is to make the for-
mulas transparent. Consequently, we shall say a few wordghese formulas show the quantities which are used when
about the notation. The nonequilibrium part of the distribu-writing down the expressions for the characteristics of GMP
tion functionf,, just as the entire distribution function itself, in weak fields. The rank-2 tensay,=dl; /dpy can be called

is a scalar. It is convenient to represéntin the form a generalized mobility tensolin our case the tensar,, is
of asymmetric. In ther approximation(when 7 is a constant
f=—el —|I(p)E this tensor is symmetrit:
1 9e ) (p)
L . v #e 1
(the standard notation is usedhe vectorl(p) is the solu- U,=7—=r =7 = (58)
: - - kT ap;d m/ ’
tion of the Boltzmann equation. The notation chosen must Pk PiPk ik
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1/m;, is the tensor of the reciprocals of the effective massesEd. (60). But this will require introducing four different ef-
The expressioli58) is a typical generalization of the isotro- fective masses. Only when the FS is a sphere are they equal
pic mobility u=7/m (m is the electron mags to one another and the samerag:=pg/ve.

The tensoru;, appears in Eqs(56) and (57) together
with the velocity vectorv. Consequently, it is convenient to
consider the rank-3 tensofy =v;(dl/dp;) as the main gl— 6. CONCLUSIONS
ement and express the tensayg and Sy, in terms of this
tensor. We obtain from Eq$55) The main result of this paper is the derivation of the
formulas making it possible to calculate the characteristics of
the GMP of polycrystals to any degree of accuracy in the

e
aikzzepqiersk< ')’sprl q>F ; . o .
anisotropy of the characteristics of the crystallites. All for-

e? A A mulas needed to calculate the ECT are presented in the text
Sikim=— Ezepmersm( yqipW‘lysk,+ '}’qka_l'YSir>F . (see Appendix | and Secs. 3 an As a rule, experimental-

(59) ists use the resistance tensor instead of the conductivity ten-
sor to describe GMP. We shall present formulas for the ECT

These formulas are not too transparent, but intle®-  and ERT for polycrystals, which are isotropic on the average,

proximation they can be substantially simplified. in an arbitrary magnetic field. In this case the ECT is deter-
We shall now say a few words about polycrystalline cu-mined by the expression

bic metals. As already noted above, for therfy’= o6,

anda;,=asd;, which makes it possible to calculate the ECT

exactly where the coefficients;, s;, anda depend on the magni-
Let us compare the expressi@iv) with the conductivity  tyde of the magnetic fielti. For the ERT we obtain from

tensoro{|¥) for an isotropic body with a spherical FS. In this expression

o (H) =S81(8i— Kiky) +BEi k) + Saki K, (64)

weak fields
(is)_ (is) 2 ff S1 a 1
o =0y [kt hey ki —h*(dik—kik) ], (60) Pik(H):—FlJrﬁz(fsik—KiKk)——2_Sl+—ézeik|K|+S—3KiKk-
whereh=wyr=eHr/mc. (65)
Now, according to Eqs(59), in Eq. (17) Analysis of the solutions of the Boltzmann equatitsee
a, e Refs. 28, 30, and 31has revealed the relations in form of
a=—5= 6_(<75pp|s>_<7ppsl ) (61)  inequalities between different characteristics of GMP. It is
c ) . :
still not clear which of them hold in polycrystals.
and according to Eqg7c) the coefficientsS; andS, are Of course, when the ECT is described éxactformulas
o2 the formulas for the ERT are just @sact Our exact solu-
S;=- 1502 { 2[<( Yskr— ')’rks)W_l')’skr>F] tions give ) )
1) the ERT of polycrystals of cubic metals in weak mag-

1 R R netic fields:
- Eepqlersk(<7qlpw_lyskr+ 7qka_175Ir>F)} ) 1 aH 1
piT(H) = 0_0( Oik— O__OeikIKI_ U—O[(Sﬁ‘ a?log) Sk

(62
e’ [3 - 2
S =~ 5n _epqlersk(<7qlpw Vskr +(2S—aoo) kiki] (66)
30c“| 2
. . where Eqs(61)—(63) give the values of, S;, andS,.
+ YakoW ™  Ysi0e) = {((Yskr— yrks)W_lystF}. 2) the ERT of polycrystals of metals with closed FS in
strong magnetic fields:

(63 uncompensated metalad# ny,)

Let us compare Eq417) and (60). It is evident that in 1
Eqg. (17) the coefficients of the terms which are linear and  pfi(H)=SS"R2( 8 — kiky) — R Heiq k) + —ap KiK. ;
quadratic in the magnetic field have a much more compli- il 67
cated structure than in E¢60). It is well known that in an
isotropic body the symmetric part of the resistance tensor is compensated metalsi{=np)
completely independent of the magnetic figkke, for ex- 2

; ; ) a 1
ample, Ref. 18 p{i¥=(8—hey «)/o{® . For calculating pli(H) = ot (B ki) = S%;fHeik|K|+ e KiRk-
L L I

the ECT using Eq(17) it is easy to show that for a polycrys-

tal the Hall part does not compensate the quadratic term. (68)

This shows once again that even for polycrystals of cubidn Egs.(67) and(68) s°" and(r“‘gff are given by Eq(42b) and

metals the effective GMP characteristics do not correspondg is given by Eq.(52).

to a metal with a spherical FS. Of course, as expected, averaging did not produce any-
In the 7 approximation all quantities appearing in Eq. thing unexpected. All four GMP of single crystals of metals

(17) can be put into a form which is similar to their form in with closed FS remain: saturation of the transverse resistance
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with increasing magnetic field for metals with unequal num-on the statistics of the directions of the crystallographic axes
bers of electrons and holes and quadratic growth in metalgee Sec. B It is also difficult to write out a series for 1

with ng=ny,.

for arbitrary values of the field. In general, apparently, it is

We underscore that the present investigation can serve &gtually impossible to sum the series. An exception is the
one of the few examples where the problem of calculatingsolution presented above for polycrystals of metals with
the characteristics of real disordered media—in this caselosed FS in strong magnetic fields, where the smallness of

polycrystals—can be solved exactly.

the parametery /I makes it possible to sum the terms of the

We are grateful to Academician A. M. Dykhne and Pro- series(1.2), leaving only term&((ry/1)?).
fessor A. V. Chaplik for valuable remarks and helpful discus-

sions during the course of this work. 1. M. K. was supportedg AppENDIX II. CALCULATION OF MULTIPLE-POINT
by grant No. 02-02-17226 from the Russian Foundation folcoRRELATION EUNCTIONS

Fundamental Research.

7. APPENDIX I. ECT: PERTURBATION THEORY SERIES

The formulas presented in Appendix | contain multiple-
point correlation functions of random functions whose aver-
age values are zero. For simplicity we shall calculate first the

The formal perturbation-theory solution of the problem Correlation functions of scalar functiore(r), b(r),c(r),

has the formsee Ref. 138

o= (oi(H)) = Vi (H) Wi (H), (1.1)
where
W= >, wiy'; (1.2)
n=2

(-n"
Wi(l?)(H):Wf f d3ky...d%,

(1) ~(2) (n—1)

quleQIzjz"-ql:fljnil

xf f d3ry...d% _rexd —iky(r,—r)]

Xexd —iks(ro—rq)]...
Xexd —ikn-1(rp—1=ra-2)]...

X(A; (HNA; (Hry) Ay (Hrp-g).

(1.3)
The tensorsy® appearing in Eq(1.3) are
(S)(s) (s)
o=t o2
ik Q(s) ’ k '’
QY =(ay(H)n>n?. (1.4)

The tensow;; in Eq. (I.1) is given by the expression

Vik= Sk Wiml mis (1.5)

(H)= [ dkau(H) otk 1.6)

The method for calculating the multiple-point correlation

functions appearing in Edl.3) is described in Appendix IlI.

The equation(l.1) makes it possible to calculate the
ECT, to any degree of accuracy in the anisotropy, characte

ized by the tensoA(r,H), if the series(l.2) for W;, con-
verges.
The compact representation of the solution, Hdl),

should not hide the complexity of the result obtained: the
expression for the ECT contains two series. As the number

increases, the integrands in E@.3) for the terms in the

series(1.2) w{’(H) become more complicated. In addition,

and so on (a(r))=(b(r))={c(r))...=0). We recall that
we take into account the nonuniformity of a polycrystal that
is due solely to the disorientation of grains. Other sources of
nonuniformity are neglected.

The only property of polycrystals that influences an
ensemble-averaged quantity is the rotation of the crystallo-
graphic axes of the crystallites: averaging over an ensemble
is equivalent to averaging over all possible rotations of the
crystallites.

Let all rotations in an ensemble be statistically indepen-
dent. Then, when calculating a two-point correlation function
(a(r)b(ry)) two cases must be considered:

1) the vectorg andr, lie in the same grain,

2) the vectors andr, lie in different grains.

Let W([r,r{]) be the probability of the case 1. The
brackets indicate that the vectarsandr, lie in the same
crystallite. If the medium is statistically homogeneous and
isotropic, thenW,([r,r,])=W,(|r—r4|). The probability of
case 2 is Wy([r],[r1])=1—Wy([r,ry]). Obviously,
Ws([r,r;]=1 whenr=r,. Since in case 2 the two-point
average

(a(r)b(ry))y=(a(r))(b(ry))=0,

we obtain
(a(r)b(rq))=(abyWy([r,r1])+{a)(b)W,([r],[r1])

=(ab)W([r,r]). (I.1)

The averages where arguments are not indicated denote
single-point averages. For exampleb)=(a(r)b(r)).

To calculate the average of three quantities
(a(r)b(ry)c(ry)) we letWs([ra,rpl,re) be the joint condi-
tional probability that the vectors, andry lie in the same
crystallite and the vectar, lies in a different crystallite. The
probability W5([r,,rp,],rc) eliminates the possibility that all
three vectors lie in the same crystallite. According to our
representationWs([r,,rp,rc]) is the probability that all

three vectors lie in the same crystallite. Then

(a(r)b(ry)c(ry))=(ay(bc)Ws([rq,r,1,r)+(b)
X(ac)Ws([r,ra],r1)+(c)
X(ab)Ws([r,r1],r2)
+(abo)Ws([r,ry,r2]).

ordinarily, forn>2 the components of these tensors dependf each averagéa)=(b)=(c)=0, then, evidently,
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(a(r)b(ry)c(ry))y=(abcyWs([r,ry,r»]). (1.2) 1
v : b W3:§(W2(|r—r1|)W2(|r—r2|)+W2(|r1—r|)
The average of four scalar functions which depend on
four different vectors can be written in the form XWo([ra=ra)Wo([ra=rHWa([ro—raf)).  (11.7)
(a(r)b(rq)c(ry)d(rz))y={aby{cdyW,([r,r,],[r,,rs]) The equation(I.7) is used to calculate all three-point
T (ac) correlation functions.

For example, the three-point correlation function of two
X(bdyW,([r,r,],[r1,r3]) random tensor8 and C ((B(r))=(Cj(r))=0), for ex-
ample, (Bjx(r)Bm(r1)Cpq(r2)), is given by the expression

+(ad) (I1.5), whereBj is replaced by the invariai,sBgC;, .

X(bCYW,([r,r3],[r2,r1]) . Thus far we have been studying the averages.of guanti-
ties whose components depend only on the coordinates. Let

+(abcdWy([r,ry,r2,rsl). the averaged quantities also depend on the components of a

(1.3)  prescribed vectok; . Since in different crystallites the com-
ponents of this vector are oriented differently relative to the

Wa([ra,rpl.lre,ral) is the probability that the vectors,  ¢rystallographic axes, the scalar quantities also change from
andry, lie in the same crystallite and simultaneously the vec-yne crystallite to another.

tors r. and ry lie in a different crystallite
(Wy([ra,rplilre.rql)=0, if, for example, the vectons, and
rc lie in the same crystallije W,(r,rq,r»,r3) is the probabil-
ity that all four vectors lie in the same crystallite.
If we are calculating multiple-point correlation functions  (Rik) =Ry 8kt Rakiky, (1.8)
of tensor quantities, then the coefficients in Edjs1)—(11.3) where
are isotropic tensors of the corresponding rank. These tensors
have the same symmetry under transposition of indices as the R _} R — (R
random tensors being averaged. The coefficients in the ex- 1_2[< k)~ (Ri) ikl
pressions for multiple-point correlation functions can depend
only on the invariants of the tensors_ beng averaaged. R2=§[3<Rik>KiKk_<Rkk>]-
For example, leB be a symmetric rank-2 tensor whose
components are random functions of the coordinates. Such a To calculate the averages of rank-4 tensors of the form

tensor possesses three independent invariants: a first—ord@é(rlk) Ii(r,x)) the terms containing tensors constructed

invariant B;=By/3 and a second-order invariamB,  from the components ok are added into the expression
=BygBpgq- TWo quadratic invariants which can be con- (I1.4) for the tensors . mn:

structed from the components of such a tensorBfreand

If the components of the averaged tensbdepend on
the vectork;, i.e., Ry (r,«), then the formulas become more
complicated. For example,

B,. If B;=(Byy), then A( Sk kmknt Smnkkk)) + B(SkmK| Kyt Sknk| Km)
B2 andCrkk kmk, - TO determine the coefficienss, B, andC,
(Bi(r)Bmn(ry))= 3—0Fk|;mnW2(|r1— r); aside from the average invariants of the tensors themselves,
(11.4) the following averages are also used:
I:kl;mn:_25kl5mn+3(5km5ln+‘Sknglm)- ' <Rkk(r,K)Rmn(r1,K)KmKn>,

If B;=0, then the only nonzero invariant of order 3 (R (1, ) Rn(T 1, ) K1 K1),
which can be constructed from the components of the tensor

B is B3=B,sBsBy, . Then the three-point correlation func- (Ru(r /) Rmn(r 1., ) Kicki Kmkn)

tion Similar formulas make it possible to calculate also the
B averages of tensors of higher rank. The coresponding formu-
3 :
(Bik(r)Bim(r1)Bpg(r2)) = mFik;lm;pqws([rurlarz])y las are too complicated to present here.
(1.5)
where the tensoF . im;pq is given by the expression 9. APPENDIX Ill. CALCULATION OF THE EFFECTIVE

GALVANOMAGNETIC CHARACTERISTICS IN WEAK
Fiklm:pq: 165ik5Im5pq_ 12: 5ik(5pI5mq+ 5q|5pm) MAGNETIC FIELDS
" dim(3ip dicq T digq Skp) * Opa Ot e To calculate the coefficients appearing in the expression
+ im0k 11 9[ 1g( SimSipt+ ip Skm) (6) for the0 ECT Lllp to termszof orded(A%), we write the
tensors TR, T{, and T, for n=2,3 up to terms

+ S Gt Fkpt Gip Fki) + Sl it St Fip Frr) which are quadratic in the magnetic field. Using the defini-

+ 81p(BimSig+ i Sk 1- (1.6)  tion (9) and Eq.(8) it is easily shown that
In Ref. 25 the threerpoint correlation function Ti(lgz):iAi(lo)(r)A]m)(rl)n](l)nl(l); (1.1)
Wy([r,rq,r5]) was expressed in terms &, : 09 1 1k o
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1 to examine the cases=1, 2. In accordance with Eq10),
(0,3 (0) (0) (1)1 (1)K (2) (2) 1,
T =240, (DA (r)AR(r)n{Pn{niZn| for r=1 the averagegT{"e;,/6) must be calculated. The
0 (I2)  equations given in Appendix Il yield

We recall than{®=k{9/k(®. Next 1 1o A, ©
g(le pelkp>: - EW0(|V_V1|)§ A=Ay day;

Tfklg> [e,, paapq(rwo&(lrl)+eJ kpaapq(rl)A,, (111.9)

1 A
><<f>1”j?”ll ; (i-3) 5 (Theh Bio) = 25,2 [ 1= 3 M2 Ws([rr 2.

(11.10)

Tlcp = _z[en pPapg(NAT (r)A%(ro)

HereA;=AA® sa, . Substituting the expressiofisl.9)

and (111.10) into the integral(l.3) we obtain the expression
+ep,1,p081) ALY (NAO(r) 10 integral(l.3) we obtain the expressi

Ik for A, presented in Eq(14).
€ p0ng(T)AL(NAL To calculate the coefficieng”), g{?, gV, andg(®,
il which determine thél dependence of the symmetric part of
X(rq )]n“ n(z n? . (.4)  the ECT(see Egs(6) and(15)), we shall calculate the aver-
2 ages of the contractions of the tensotgry, . “E)% and
It is convenient to represeﬂtff’;)q as a sum of three X(F'é) required for calculating the coefﬁuen@ and
terms: 2B in Eq. (10).
, For n=2 we obtain from Eqs(lll.6), (11.4), and(ll.5)
TRM =X+ XED + @0, (I11.5) g
where the tensaX{(h), is related with the dependence of the (X02 )= — ZSZ)DZW (r=r4)),
components of the tensafy on H2: 302 2 !
(I11.11)
$1+2S o0 2(S,+2S,)D
o _ _ (oM () 1 2
Xikipg= 7 2 (ny'ng”"); n=2,3, (Il.6) (Ximp =— —1502—W2(|r—r1|)
the tensoiX {7, includes terms containing two tensafa: We recall thaiD,= A@A( . Forn=3 we obtain
1
X2 =@, e da(r)dasyrynint 25D
1P gy SarCiaes (1) OBl T, 1, R L R URRL AR
.7
XLy g 811,502p(1) BT AU ) e (S1+2S,)D
ikipq il r€j,1,508rp sq j
O ’ <Xp?(3p))k>:_JiT3‘3[lg(nln2)2_3]
0
+ej2krejllzs5arp(r2) 5asq(r1)A§|Ol)(r)
0) XW3([rlrlvr2:|)'
+eillrej kséarp(r)b‘asq(rZ)Ajllz HereD2 A(O)A(O)A(O)
(r )]n(l)n(l)n(z)n(z) Next, we find from Eqgs(lll.7)
The tensor X,(f?))q in Eq. (II.5) includes the tensor 12, 2B2 e
55 0q(1): (X2 = 3UOW2(|r ri); Bp=daypday,. (111.12)
22 1 (0) (0) If da,, is a symmetric tensor, thefX{52 )=0.
Xik;'pq:_[asil1;pq(r))Aj1 (rl)+‘Ssjlkpq(rl))AH1 P pkp
3
x(n]nPnfY, (X = 300(2)[13— 9(nyny)?IWa([r,ry,r2]),
(2,3 _ (0) B
Xikcpa™ 2[53"1 pel DAL A(r2) (XA = = <2 [ 1= (M) W11 1)),
Oo
0)(rA (0
T 0S11,pa(T) A (DA (r2) where the invarianB;= da,sagA (Y .
+ 55 1 pq(rZ)A<O)(r)AJl ! Finally, we obtain from Eqs(lIl.8) for n=2
@
(1) (1) n(2 (2)
X(ry )]n N, N (In.8) (X i2p)p>_ W2(|r—r1|); 232):5SklzppAf<(l))'

Having determined the tensoTé‘?”) T4, and T,
for n=2,3 we shall now calculate the averages of the con- (22 @ ©)
i ing i ) Xk = 3 oo Wallr=ra)i 257=8Sap
tractions of these tensors appearing in the ter@6t". p:kp Kp=p
Since the values @®®" were calculated in Sec. 3 it remains (11.13)

(2)
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Introducing
2= 08y A/ Aq s Z5'= 08 A Ay

su ?

253): 5Srr,stA§8)A(s?J) J Zf): OSy; rsA(O)AEJOS) , (11.14)

we obtain
z®
(Xidcop) = 002[3+(n1n2>2]w3<[r r1.r2]),
(2,3 1 - = 2
<Xkﬁ;kp>:m[z+zu(n1n2) IWs([r,rq,r2]),
where
7=623-23+329; 7,=2z2+323+2.

Substituting the expressiortBl.9)—(111.14) into the integral
determiningw{?)(H) andw{)(H) (see Eq.(1.3)) we obtain
the serieg1.2) with accuracy up to terms of ord€¥(A3) in

the anisotropy an®(H?) in the magnetic field:

Wi =wWZ(H)+wP (H), (1.15)
where
W{Q)(H):Wgn)ﬁik—kHW(ln)eiquq-i-HZ(W(Zn;l)&k
+W(2n;2)KiKk).
Here
2=~ w<3>=—&(1+|:<30) (111.16)
0 T9gy 0 3003 8 '
wp—— P e 2 e (7
1 90" 1 1500 '
wzn_ 2| _4Eit2S)
2 D2
45 505
1 (2) (2)
+— (229 -22-2B,){;
0o
o 1 S+2
Wy = 45[ —2—15 2p,+ —(—z§2>+3z<22>+|32).
0o
(11.18)
Finally,
. (S,+2S;)D3 1
Gy _ _ s
w5 3503 1 9F3
+ 1-23F5Y) +
45002<3 37 45005
X[(182Y-7)+ (623 -Z,)F5],
(11.19)
W<3;2>:2(51+252)D3( _§,:<st>)
et
2 10503 33
7-6FY) +
22502( ) 1500,

X[(—=3Z2P+2)+(-Z2¥+Z,)F5].
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So, the equationglll.15)—(111.19) determine the tensor

W, (H) to O(A®%). Now, to use Eq(l.1) for the ETC the
tensorV,; }(H) must be calculated in the same approxima-
tion. However, it follows from the expressiol.5) that

Vi H(H)= 6+ 6V, . (H), wheresV, }(H) takes account of

the anisotropy dependence of the components of this tensor.
Just like the components of the tendd}, (H), the compo-
nents of the tensoﬁviil(H) contain terms of second and
third order in the anisotropy. Therefore the components of
the tensorévi_jl(H)ij(H) are at least of fourth order in the
anisotropy. Taking account of such terms exceeds the accu-
racy of the approximation used. Thus, if only terms of third
order in the anisotropy are used, then

o =(oi(H)) = Wik (H). (111.20)

In conclusion, we shall write out explicitly the formulas
for gV, B, Y, and B?) appearing in the coefficients
a; and «, describing the dependence of the symmetric part
of the ECT on the magnetic field. For the longitudinal con-
ductivity

W__ S,+2S, 5D3
! 25075 " 210,
) 4272 _2p(2)y 4
4500(2 279 —2B%?) —215000
(3) (3) 2 (3) (3)
+1500§ 3z{+4zy) - 378+ 277 |,
(1.21)
(2)_ _ (Sl+282)D3 B3
| 3507 45005
+ 7(3) 4 fz(3)+ 27(3) 4 22(3)
15005\ "t 377 23T
and for the transverse conductivity
S,+2S, D
- _ 21 = il
A 505 (45D2+ 70'0)
17B;
+ = (229727 - 2B+ ——
e 27 4500
(3 @_ 13, 50
+300rf§ 1127+225 - 3259+ 2,7 |,
(11.22)
(2_(S1+25,)D3  11Bg
+ 31505 45005

1 2 1
n 34 L7673, 23|
—2300%<3z1 326+ 2+ 37}

In Egs.(111.21) and(l11.22) the invariantdD,, D3, B,, and
B, are given by Eqs(lll.11) and (11.12); Z{» andz{? are
determined by Eqgs(I11.13) and 253) (r=1,2,3,4) by Eq.
(111.14).
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10. APPENDIX IV. COMPARISON OF FLUCTUATION have shown that if this random function is a Gaussian func-
CORRECTIONS DUE TO THE HALL CONDUCTIVITY FOR AN tion (only the values ofw{s™ with even numbers are
ISOTROPIC NONUNIFORM METAL AND A POLYCRYSTAL different from zero, w{soc(A2)2/g3 .

(STRONG FIELDS) So, the average transverse conductivity is of the order of

> .
It is shown in Ref. 11 that perturbation theory cannot beaolh , and because of fluctuations of the Hall component of

(isin) - _
used to calculate the transverse effective conductivity of ai'® LCT the termsvi™ in the series for the tenst;, are

n ni2—2 s i i
isotropic nonuniform metal in strong magnetic fields. In suchof th? ordezr of ga )h L For h,>1 this series CONVerges
a conductor&fﬁocllH""S. The source of the unusually large only if h(A“)/o5<<1. This inequality corresponds to the lim-

value of oiﬁ are fluctuations of the Hall component of the its of applicability indicated by Diin and Dykhne for the

local conductivity tensor. To simplify the calculations we perturbation theory for calculating the effective transverse

shall assume that only the Hall components of the conduc(-:oncmc'['vIty of an isotropic no_nunlform conducior.
It could appear that even in polycrystals when the fluc-

tivity tensor undergo fluctuations. We shall compare the val-t i £ the Hall ts of the LCT taken int
ues of w{®= (W& -wPk«,)/2, due to such fluctuations, Ha1ONs Of In€ Hal components of the are taxen ‘o

for an isotropic nonuniform metal and a polycrystal acount fully, resulting in the appearance of terms of the order

n .
According to Eq.(28), in this case the LCT of an isotro- of 1/H" (n>2) in the product
pic nonuniform metal is Ay (HO)A (H ) Ay k(Hiramg)

(i) (1 1) = . Ee N 1 P NG terms which are large compared with terms of orde?1/
i (H.1)= oo kikict g ear gz dik |+ Ak will appear in the expressions far{™ . However, this is not
AT so becaus@a' «; k,=0.
X(H,r): Ai(li(s)(H,r): - ek . (IV.1) To qheck thl(s,;_gssertlon it is sufficient to calcul_ate the
expressions fow}™ <’ for the case where the fluctuations of
the LCT are due to the tensarf)(r,H) (IV.2).
First we calculatew). In this caseA{P)(r)A{Pi(r)

ol (H,n)=(a{P (H)) + AP (r,H); =€ mejkm, P2\ n 08l Kk, . Since Eq.(23) is satisfied,
(IV.2)  the average

For a polycrystal we shall assume that the LCT is

1
Ai(lf)(rvH): ﬁeikléal(r}w)(raK)Kmy

1) (1) _A
(Sagikndan’ s kn )= —5=(Smn, — KmKm.) - (IV.5)
where the tensofo{f’(H)) is given by Eq.(21) and the v 2 ' '
fluctuating tensoﬁa,,ﬁ)(r,x) satisfies Eq(23). Now, using the expressiof26) for the tensoqfllj)l we obtain
~We shall now calculate the first fluctuation correction )
{2 for an isotropic nonuniform metdbee Eq(1.3)). The WiP2— _ (A) f o (k) Wo(ky) —— (A)
tensorq{}® appearing in the expression fai's'?) is * 2HX(S) Y[(kny)*+ o] 2HX(S)”
_ nWp (compare with Eq(IV.4)). HereA is given by the expression
qier= T - (IV.3)  (39). The termw{P?) was taken into account in the summa-
ool (kN'™)"+ 1/h7] tion of the serieg41) for W, .
Using the expressiofiV.1) it is easy to verify that the con- As we saw in Sec. 4, when the expans{80) is used the
traction values ofw(*"~1) are different from zerasee Eq.(39)).
(is) (is) However if the fluctuations of the LCT are given by the
A (rH) A (r,H) ki =0. tensorA{P)(r,H), all odd corrections vanist/{"?""1)=0,

This is because all averages of an odd number of vectors

; (is:2) _ \p (is:2) - .
This means thaw} Wi ~[2. Assuming the conductor sall s, vanish because of E¢23). Specifically,w®®)=0.

to bﬁ statistically homogeneous on the average and isotropic The the method presented in Appendix Il to
we have calculate averages can be used to calculate the expressions
i i (pi2n) i i i
<Af(||sl)(r)Algllsk>(rl)>: _<A2>(6jlll_Klell)WZ(lr_rIDv for w} for arbitrary n. However this is a very

difficult task. We have verified thaw{P*~1/H3. It is
whereW,(|r —r4|) is a correlation function, and we obtain hoped that because of the specific form of the averages
. (A% (1 1-x2 (A% <_5am”5(ap.";}31' . '5amzn71“zn;1’<”""1' . .-Kn2n71> the correc-
(52— 5 1= 5~ — : tionsw|™ <" for all n>2 will be small in the parameter |/
4ooh” J-1~ "xi+ 1/ 4ooh compared with terms of the order o7, taken into account
in the expressioni42b) for W, . If so, then our expression
(42b) for afﬁ is exactwithin the approximation studied.

X;=xnY, (IV.4)
The derivation of Eq(IV.4) took account of the equality

:E-mail: kaganova@hppi.troitsk.ru
W,(0)= f d3kW,(k)=1. *E-mail: MKaganov@compuserve.com
Yysually, this occurs in the case of large-grain polycrystals. For example, in
(is;2) . is 2 . . most cases, when describing the electronic properties of polycrystals of
Thereforewi *1h, _Wh"e <‘(’|l%)°c 1/ It is evident metals the electron mean-free path lenigthust be much shorter than the
that forn>2 the expressions fon{'>™ depend on the sta- average crystallite siza.

tistics of the distribution of the random functiak(r). We  ?The impedance is a rank-2 two-dimensional tensor.
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9t is this last inequality that distinguishes the symmetry under a transposit®l. M. Lifshitz and G. D. Parkhomovski Zh. Eksp. Teor. Fiz.20, 175

tion of the indices of the tens@,.,,, from the symmetry of, for example,
the tensor of elastic moduli of a single crystal.
“The dependence afon & does not destroy the symmetry af; .
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A general approach to describing a number of phenomena in strongly correlated electronic
systems is examined. These phenomena are united by the fluctuation nature of the effects and the
presencdor appearangeof nonuniform charge and/or spin densities. The following

problems are discussed: the nature of ferromagnetisthretals; the reasons for the appearance

of metallic conductivity in oxides of heavy metals; and, the nature of the pseudogap state

in high-temperature superconductors. 2005 American Institute of Physics.
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1. INTRODUCTION Here is one other, and by no means the last, example. In
high-temperature superconductors, according to the phase
The purpose of this work is to formulate a general ap-diagram, as the oxygen index changes the insulating antifer-
proach to the description of phenomena, which at first glanceomagnetic phase is replaced by a metallic phase and then by
appear to be of different nature, in strongly correlated eleca superconducting phase which does not possess an ordered
tronic systems. These phenomena are united by the fluctuasagnetic structure. Above the superconducting transition
tion nature of the effects on the one hand and the presengmint a pseudogap phase was observed to agpesubstan-
(or appearangeof nonuniform charge and/or spin density on tial decrease of the electronic density of staties oxygen

the other. content below the optimal value. Many investigators inter-
We shall first indicate the range of phenomena whichprete this phenomenon as a “precursor” to
will be used to illustrate the discussions below. superconductivity—the appearance of uncorrelated Cooper

A paradox due to the contradictory data from magneticpairs. However, different points of view also exist concern-
measurements on ferromagnetic metals above the Curie poiimtg the nature of this phenomenon.
and x-ray spectral experiments has been discussed for several It should be noted that these phenomena so far have not
decades in the literature. In the first case the magnetic subeen given a sufficiently simple and, most importantly, gen-
ceptibility was described by the Curie-Weiss law, which at-eral explanation. We believe that a general approach can be
tested to localized moments of unfilled shells, and in thedeveloped on the basis of the well-known Friedel model of
second case the x-ray spectra indicated the presence ofvatual electronic levelS,which Friedel developed, generally
conduction band containing these same electrons. This cospeaking, while constructing a model of ferromagnetism of
cerned, primarily, 8 metals but a similar though less evident free electrons and also the magnetic properties of spin
divergence was also observed for rare-earth elements. glasses. In light of the problems which we have examined it

It is known that many oxides of transition elements pos-is only necessary to take into account in Friedel's model the
sess metallic conductivity. At the same time the oxides ofpossibility of a dynamical picture of the appearance and dis-
heavyp metals are insulators, which is consistent with thesipation of virtual levels. These considerations in one form or
understanding of their band structure. However, the conducanother have been discussed repeatedly in the scientific lit-
tivity of lead dioxide is found to be quite high, essentially, erature but as far as we know a general approach to the
“metallic.” ! This is probably not the only cagsome data phenomena described below has not been developed.
indicate possible “metallicity” in T)O5; and B,LOs).

. Here are se\{eral other examples of t_he influence o_f nON; oo OMAGNETIC METALS

uniform electronic states on the properties of a material. In
his well-known work R. O. Zatsev calculated the phase As already mentioned above, according to x-ray spectral
diagram of the titanium-boron system and showed that theneasurements, in iron-group transition metals electrons of
superconducting state in this system can arise only in nonghe patrtially filled 3 shell are delocalized and form a narrow
toichiometric compositions and definitely not in diboride. band. However, magnetic measurements show that the sus-
The nonuniform distribution of the f5electron density re- ceptibility of elements in the iron triad satisfy the Curie-
sults in curious effects in uranium compour(@gstems with  Weiss law above the Curie point, which attests to localization
heavy fermiong®* of the corresponding groups of electrons. The effective mag-

1063-777X/2005/31(3-4)/5/$26.00 308 © 2005 American Institute of Physics
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14 with the fact that when lead dioxide is synthesized an entire
set of oxidequp to 15 with different stoichiometric compo-
- 12 = sition is always obtained.
'S 10 - The problem associated with the stoichioimetry of the
> . . :
& J syntheglzet_j c.ompound.anses quite often. A sta_ndard ex-
% 8 - ﬁ ample is niobium stannide NBn. For any synthesis tech-
® nology it is always stoichiometric, while NGe is obtained
E 6 in a form corresponding to the formula presented only when
-§ 4 doped with aluminum. However, this problem, in spite of its
g importance(and the fact that it has not been solyefhlls
2 outside the scope of the present paper. Of course, it can be
0 _ AM conjectured that fluctuations of the electronic structure play
10 _6 2 0 2 6 10 an important role in this question. In this connection we

should mention Ref. 7, which is devoted to an analysis of the
experimental paradox: calculations show that the two com-
FIG. 1. Computed electron density of states in lead dioxide with stoichio-pOunds NiAl and NizGa, which have very similar structures
metric composition: heavy line—Pb; fine line—0. and electronic characteristics, should possess ferromagnetic
properties. However, the first compound is a weak ferromag-
net and the second is a paramagnet. The authors of the work

) , , cited attribute this paradox precisely to strong fluctuations in
netic moment per metal atom is found to be different from i,Ga

the nominal value. Ordinarily, this fact is attributed to the
s-d exchange interactiofthe well-known VonsovskiTurov

(E-Ep), eV

Here are two other standard examples of the special fea-
d beli h deali ith d o tures appearing in the physical properties of materials as a
mode). We believe that we are dealing with dynamic, time- o.q,it of spatial nonuniformities. It is well known that metal-

averaged localization of electrons. Here delocalideands —|i. samarium crystallizes in a modified hexagonal structure
elgctrpns can be ”aPped chllevel,s. The proposeq hypoth- (the so-called “samarium lattice; which results in the pres-
esis fits completely into Friedel's concept of virtual elec-gnce of two types of sites which are coordinated differently
tronic levels. with one another. The superexchange interaction in these two

The various models which are given in all monographssubsystems is so different that the metal exhibits tweINe

on ferromagnetism for the exchange interaction of Conducboints differing by a factor of approximately 10.

tion electrons and which admit the appearance of Curie” o0 s 5 second example: at the metal-insulator phase
Weiss behavior of the paramagnetic susceptibility are wellition in completely uniform and stoichiometric vana-

k_noxvn.f 'I;jhesle models a:jelbased on a stationary q('jsmbudium dioxide the tetravalent vanadium ions split into two
tion” of d electrons(band-level. However, our consider- groine tri and pentavaleht.

ations also appear to be valid.

It is not superfluous to note that the sensitivities of the
magnetic and spectroscopic methods with respect to differtet
states of electrons are different. Indeed, the “Curie-Weiss™ "
susceptibility of localized 8 electrons is much greater than We now turn to the problem of high-temperature super-
the Pauli contribution. At the same time spectroscopic metheonductivity. We recall that the typical representatives of
ods “feel” delocalized electrons well. HTSCs—perovskite-like cuprates—are compounds which

The concept of partial delocalization also appears in reare by no means stoichiometric. Even the most perfect single
cently published results concerning the statesfolectrons  crystals(no twing cannot be regarded as uniform with re-
in uranium compounds of the type WPt Fulde concluded spect to the concentrations of the components. This cannot
that two 5 electrons remain localized and one moves intohelp but affect the behavior of their charge subsystem.
the conduction bandiZvyagin has published more rigorous In the last few years researchers have turned their atten-
analysis’ He studied the influence of the anisotropy of hy- tion to one specific region on the phase diagram of cuprate
bridization of 5 electrons with itinerant electrons. HTSCs (typical formula YBaCusOg.,). For suboptimal
oxygen content(from the standpoint of superconducting
propertie$, above the superconducting transition tempera-
ture right up to a certain valug* (x), wherex is the oxygen
index, a low electron density of states is observed experi-

We shall give the following example as an illustration of mentally. Spectroscopic and resonance methods of investiga-
the influence of nonuniformities on the behavior of ation were used. It is commonly assumed that at higp-
strongly correlated system. Figure 1 shows the computed eproximately fromT, up to 2T.) temperatures a pseudogap
ergy spectrum of stoichiometric lead dioxitlét is evident  state, a kind of “precursor” to superconductivity, occurs. In a
that the Fermi level lies near the top boundary of the fillednumber of publications it was assumagbriori that incoher-
band. We believe that the deviations from stoichiometry reent Cooper pairs exist in this region. Looking ahead some-
sult in electron tunneling into the valence band, i.e. the forwhat we note that many diagrams contain two phase
mation of virtual levels and, as a consequence, the appedpoundaries—an “upper”  pseudogap (temperature
ance of metallic conductivity. This hypothesis agrees wellT(x)—where deviations of the resistance from the linear

PSEUDOGAP STATES

3. HEAVY-METAL OXIDES
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law star} and a “lower” pseudogagtemperaturel* (x)). pearance of this state is regarded as a phase transition. In-
We shall examine this question below. deed, two points of view concerning the mechanism resulting

Publications on this problem first appeared only tenin a decrease of the electronic density of states predominate
years ago. That is when the idea of a decrease of the density the literature. According to one point of view, as noted
of states in the normal phase of a superconductor arosebove, some charge carriers in a special region of the phase
Since then tens if not hundreds of works have been pubdiagram being studied form uncorrelated pais other
lished, but the question of the nature of the pseudogap stateords, partial velocity ordering which do not result in the
remains open. One of the first reviews of experimental worksappearance of a macroscopic superconducting phase. The
was published in 1999This review is devoted primarily to other version is based on the idea that partial charge-carrier
the question of the magnitude of the pseudogap. Amondpcalization accompanied by the formation of comparatively
other things, the temperature-independence of the width dbng-lived antiferromagnetic clusterémagnetic ordering-
the pseudogap was examined; this did not correlate with thepatial orderingoccurs in the pseudogap region. Which type
known fact that such a dependence occurs for the superconf ordering occurs? For systems with many degrees of free-
ducting gap. It was asserted at the same time that both chaslom the answer cannot be unique, because different mecha-
acteristics have a similad nature. The authors base their nisms can have close energy characteristics.
conclusions on published experiments using angle-resolved Sadovski's review* contains many citations to experi-
photoemission(ARPES, tunneling spectroscopy, nuclear mental and theoretical works concerning the problem of a
magnetic resonance, and the transport properties and hgadeudogap in HTSCs. The most detailed information has
capacity. The experiments were performed primarily on yt-been obtained from angle-resolved photoemission experi-
trium and bismuth cuprates. According to different data thements. It should be noted that the experiments only confirm
values of the pseudogap, specifically, for the Bi-2221 cuthe presence of the indicated state above the superconducting
prates, ranged from 20 to 40 meV depending on the degreteansition point, but the “genetic” question remains un-
of doping. We note that a very recently published wrk solved, i.e., the results concern only the substantial decrease
gives approximately the same values for the pseudogap iaf the electron density of states when the temperature drops
the sodium-cobalt oxide system—NaCoO, ;3H,O and below T*. However, the question of the nature of the
Ngg 3:C00, 7 H,O0. pseudogap state remains open.

Discussions of two questions are continuing in connec-  Sadovski believes that no phase transition occurs at the
tion with the problem of the pseudogap state. One questioindicated temperature, and the quantii§f merely deter-
asks whether the curvE* (x) is a phase transition line, and mines the scale of the energy below which pseudogap fea-
the second and more general question asks what the naturetafes appear in the properties of matter. We believe that this
this state is. We recall that the characteristic values of theesult can be debated, because as noted above the fluctuation
superconducting transition temperature for yttrium cupratesharacter of the phenomenon could be related with some
do not exceed 98 K, and a pseudogap “opens” near 220 K:partial” phase transition of the electronic subsystem. In ad-

The following can be said about the first question. Andition, an anomaly of the electronic contribution to the heat
investigation of underdoped thulium cuprafded to the dis-  capacity has been observed experimentally.
covery of a feature in the electronic contribution to the heat  Returning to the question of the magnetic origin of the
capacity that is characteristic for a phase transition. Measurgseudogap, it should be noted that inelastic neutron scatter-
ments were performed on four samples with different oxygering experiments have proved the existence of antiferromag-
indices. The signal point here is the fact that the anomalyetic clusters®> These results were also confirmed
sought was observed only for two samples with low oxygensubsequentl{? One of the present authors, just as the author
content. At the same time, based on general considerationsf Ref. 11, participated in an investigation of the magnetore-
the corresponding feature should be observed in all samplesistance of underdoped YBCO single crystdlst was
We add that the authors of Ref. 12 did not observe anyghown that in the intermediate oxygen concentration range—
anomaly of the electronic contribution to heat capacity. Itbetween the boundary of the antiferromagnetic insulating
should be noted that by no means the entire charge systestate and the optimally doped cuprate—the magnetoresis-
undergoes a transition into a new state; only a small part ofance contains, in addition to a quadratic contribution, a con-
the charge system does so. This makes it is difficult to expedtibution which is linear in the magnetic field intensity. This
anomalies with magnitudes that are commonly observed witlsorresponds to the behavior of the indicated characteristic in
phase transitions. However, irrespective of the specific difantiferromagnetic metaf§.Characteristically, the coefficient
ference between the high- and low-temperature phases it cari the linear term in the magnetoresistance depends on the
only be concluded, as many investigators have, that the trarexygen concentration—it decreases with decreasing oxygen
sition is of a fluctuation character. Incidently, the Hubbardconcentration, becoming negligibly small at optimal doping.
model was recently ued to study the fluctuation nature of thdt can be concluded that the experiments performed confirm
pseudogap phenomenbh. the results of Ref. 15 concerning the existence of antiferro-

Quite a long time ago, in a description of a transition of magnetic dynamical clusters.
liquid helium into the superfluid state, the idea was advanced It can be inferred on the basis of the experimental facts
that two forms of ordering exist in nature: spatial orderingcited abové®1’that when the boundary of the region studied
(for example, crystallizationand velocity ordering(Bose is crossed from the high-temperature side partial Bose con-
condensation Obviously, this general approach can also bedensation does not occur but rather partial carrier localization
used to analyze the genesis of a pseudogap state, if the apecurs, resulting in a decrease in the density of states on the
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one hand and the appearance of fluctuating antiferromagnetic

fragments on the other. In a number of woilsge, for ex-

ample, Refs. 19-21pseudogap phenomena are discussed

precisely from the “magnetic” point of view. 400 -
In summary, it is entirely possible that there exists a

magnetic mechanism for the appearance of a pseudogap

(fluctuation spatial orderingls this concept consistent with

a phase transition a* ? In our view, no. The important fact

is that orderingeven though partialand not a specific form

of ordering is present. Does this preclude the mechanism of

uncorrelated-pair formatioffluctuation velocity ordering

In our view, also no. As indicated above, the energetics of

both processes are probably very similar, and it is hardly

possible today to draw an unequivocal conclusion. To com-

plete the picture we note that the “superconducting” model

for the appearance of a pseudogap is given its due in Refs. 22

and 23. It should be noted that the explanation of the anoma-

lies observed in various properties of HTSCs in the normal

phase within the framework of the model of uncorrelated

Cooper pairs is based, as a rule, not on unequivocal experi-

mental facts but rather on particular theoretical models. In

this connection we note the recently published Ref. 24 where X

the anomalous behavior of the magnetic moment 0fFIG. 2. Qualitative representation of the phase diagram of cuprate H¥SCs.

lanthanum-strontium cuprate substantially above the supet-—antiferromagnetic  region (insulato);  2—insulator  region;

conducting transition temperature is described. It was note@d—superconductor region; 4—weak pseudogap region; 5—strong

that the moment changes by several percent, and the mafEeud09ap regiont™ andT* are phase boundaries.

netic past history had a large influence on the effect. The

results are strongly reminiscent of the behavior of a spin

glass, which can probably be easily explained by the maglieve that the bottom pseudogap cannot appear without the

netic origin of the anomalylocalization. However, the au- tOp pseudogap.

thors of Ref. 24 believe that everything has to do with the ~ The ratio of the concentrations of the “hot” and “cold”

appearance of uncorrelated Cooper pairs. However, no dire§{€ctrons depends on the oxygen concentration. For optimal

proof of this assertion is given. At the same time, in ourdoPing the number of “hot” electrons becomes negligibly

opinion, the published result attests to the fact that partia?ma”’ which causes the pseudogap to vanish. The two-fluid

carrier localization should not necessarily give rise to anti-nodel constructed by Pines was a logical extension of these

: : : : eas.

ferromagnetic ordering. In nonuniform systems frustrationd

resulting in spin-glass freezing of magnetic moments are en- In .h'S review" Pines _formulated on the_ba5|s of an

. . . . . analysis of many experimental data the idea that the
tirely likely. However, if the corresponding exchange inter- seudonan state should be a new form of matter which co
action is weak, then we shall obtain an additional paramagp . gap . .
netic companent of the moment exists with a coherent electronic state in the normal phase

L . . and with the superconducting state below the transition tem-

When considering theoretical models of the geneS|s_of erature. He developed a phenomenological two-fluid model

pseudogap one cannot h_eIp but turn to the works (_)f Pine hich makes it possible to explain the simple scaling behav-

These works are, essentially, an e'aggfa“o” of an |de_a fori'or of the magnetic susceptibility in underdoped cuprates. It
mulated by Friedel. In 1998 Pinext al.=> proposed a spin-

: | is asserted that a pseudogap state competes with the super-
fermion model for the development of processes in the noréonducting state, which, generally speaking, can result in the

mal phase of HTSCs. Data on the temperature andnearance of a quantum critical point. As indicated above,
concentration(oxygen dependences of the single-particle gyen earlier NMR and ARPES experiments led the authors of
spectral density were used. The resulting strong anisotropief 25 to the conclusion that a pseudogap is engendered by
of this density resulted in qualitatively different behavior of gt (or, in other words, antinodequasiparticles neak
“hot” (neark=(m,0)) and “cold” (neark=(w/2,7/2)) qua-  =(7,0) in momentum space. At the same time analysis of
siparticles in momentum space. The authors attribute thgpin-lattice relaxation and spin-echo damping data led to the
wide high-energy peak in the spectrum to strong antiferroconclusiod’ that T* is the temperature at which the antifer-
magnetic correlations. These correlations greatly decreasgmagnetic correlation length associated with the hot quasi-
the electron-phonon interaction constant in cuprate HTSCsarticles is one to two orders of magnitude greater than the
which could result in the lower, compared with the optimally |attice parametea. In other words, here, there is a bridge to
doped cuprate, superconducting transition temperatures. Ahe idea of partial localization of free charge carriers. The
the same time it is the “hot” electrons that give rise to the opinion that nonuniformity of the composition and structure
pseudogap states—both “weak” and “strong.” Figure 2 should play a substantial role in all of the processes de-
shows a model phase diagram of cuprate HTSGAe be-  scribed was also advanced. Unfortunately, the thermody-
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namic characteristics of cuprates above the superconductirige literature, associated with the physical properties of di-
transition point, specifically, whether or not a phase transifute alloys(the Kondo effect and spin glasses reflected in

tion occurs along the curvég" andT*, are not discussed in the extensive scientific literature and does not need a new
the works cited. With respect to the first of these curves it isanalysis.

stated in Ref. 25 that here crossover, characterized by the One of us(L. A. B.) wishes to pay his respects to the
appearance of appreciable antiferromagnetic correlationslessed memory of his teacher—Evger8tanislavovich
arises here and that below the second curve the spirBorovik—with deep esteem and gratitude.

fluctuation energy decreases because the spectral weight of We thank E. B. Amitin for helpful discussions.

the quasiparticles decreases. )
In support of the model of the magnetic nature of the This work was supported by grant No. 02-03-32319

pseudogap we shall present examples of substances in whifieM the Russian Foundation for Fundamental Research.

superconductivity does not occur but a pseudogap phase is
observed. For example, analysis of the infrared absorption
spectra aqd the Raman scattering |n_the quantum magnet .. boy@che.nsk.su
(S=1/2) TiOCI has led to the conclusion that at tempera-
tures below 135 K size crossover occurs in this material;
resulting in dimerization of the ground state and the appear-
ance of a pseudogdp.
The most interesting example is vanadium-doped®’L. A. Boyarski, S. P. Gabuda, S. G. Kozlova, and R. N. Pletnev, Fiz.
chromium?® It is well known that below room temperature ,Nizk- Temp.28, 958(2002 [Low Temp. Phys28, 691 (2002].
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chromium 'S_’ ¢ ) y ) g . -3¢, Zwicknagl and P. Fulde, Cond-mat/02117@602; G. Zwicknagl, A.
The magnetic structure is described by a wave of spin den-N. Yaresko, and P. Fulde, Phys. Rev6B, 081103R) (2002.
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; ; ; ; ; i At J. Friedel, J. Phys. Radiud®, 573(1958.
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The Fermi surfaces and cyclotron masses of Ly@&ad TmGa compounds are studied by

means of the de Haas-van Alphen effect technique under pressure. Highly anisotropic pressure
dependences of the de Haas-van Alphen frequencies and cyclotron masses are observed in
both compounds. Concurrentlgb initio calculations of the volume-dependent band structures are
been carried out for these compounds, including the ferromagnetic-configuration phase of
TmGg, by employing a relativistic version of the full-potential linear muffin-tin orbital method
within the local spin-density approximation. The experimental data are analyzed on the

basis of the calculated volume-dependent band structures and compared with the corresponding
pressure effects in the isostructural compound BrGa 2005 American Institute of

Physics. [DOI: 10.1063/1.1884445

1. INTRODUCTION pounds at ambient pressure. Also, the pressure effect on the
FS of ErGg has been addressed in Ref. 4. Information on
In recent years the de Haas-van AlpheitivA) effect  physical properties of TmGaand LuGa is scarce. These
has been extensively studied in a number of Ridmpounds  compounds crystallize in the AuCu3-type cubic structure. At
(R is a rare earth, and M is @ element from the group-lll T =4.26 K TmGa orders antiferromagneticalfy to the
serieg, including RGa (Refs. 1-4, light RIn; (R multiaxial %-type magnetic structuré:'® It has been
=La-Gd); heavy RIn (R=Tb-Lu),® TmAl; (Ref. 7, and  showr” that in the paramagnetic state the interaction be-
Celrg (Ref. 8. The main objective of these studies was totween quadrupole moments of thé ghells is strong, and it
determine the Fermi surfaceéS) geometry and effective cy- leads to their ordering just aboWg,, and the leading mecha-
clotron masses in the representative series ofsRMm-  nism appears to be the pair quadrupolar interaction via con-
pounds. The role of magnetic ordering in reconstruction ofduction electrons.
the FS has been also addressed in Refs. 5 and g),RRef. It can be expected that at low temperatures Ty€a
9 (TmGa), and Ref. 10 (ErGa. veals large and field-dependent magnetization, in the same
In the present work we study the effect of pressure omrmanner as is the case for ErG@Refs. 3—4. As in the case
the FS and cyclotron masses of the Ly@ad TmGa com-  of ErGa (Ref. 4), it causes a number of difficulties in the
pounds by means of the dHVA effect. The pressure derivaFourier analysis of dHvA oscillations. As a result, one has to
tives of the dHVA frequencies and cyclotron masses are o$tudy the dHvA effect in strong enough magnetic fields
particular interest due to their sensitivity to details of thewhere magnetization tends to saturate. Obviously, these
exchange interaction and many-body effects in R systemdields are required to be higher than the critical field destroy-
Therefore, the present investigation can provide a critical teshg the antiferromagnetic order. Therefore, the dHVA effect
for recently developed methods ab initio calculations of can be studied in the paramagnetic phase of TmGa
electronic and magnetic structures, and to stimulate the fowhich sufficient magnetic fields lead to a quasi-
mulation of improved theories of the electronic structure offerromagnetic configuration of magnetic moments.
rare earths. In this work, the experimental investigation of the dHVA
This work represents an extension of our recenteffect under pressure is supplementedatyinitio calcula-
studied™2 of the FS and electronic structure in RGeom-  tions of the volume-dependent electronic structures of

1063-777X/2005/31(3-4)/8/$26.00 313 © 2005 American Institute of Physics
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13). The antiferroquadrupolar phase exists only in low fields

up to 0.5 T and in the very narrow range of temperatures:

(To—Tn)<0.1 K. The critical linesH;(T) andH,(T) are

the lines of metamagnetic transitions: at the fiéld;(T)

T from the X phase to an intermediate one andHas(T) from

H H the intermediate phase to a paramagnetic one. In a field ap-
c2 plied along the other two principal crystallographic axes,

(110 and(111), the phase diagrams are similar to that cited,

but the critical fieldH,(T) reaches much lower values and

. does not exceed 2.2*F At temperatures lower thafy and

T W \ I in magnetic field higher than 7 T the magnetic moments

AR q/ P H reach an induced paramagnetic configuration, except for a

i small region of angles at th€ 00 axis. Above the second
1 2 3 4 5 6 7 metamagnetic transition the magnetization is large and aniso-
T,K tropic. This fact has important consequences for analysis of

FG. 1 Lowdfield © ohase di R  field the dHVA effect in TmGa.
. 1. Low-field magnetic phase diagram of TmGa magnetic fie ; ; ; ; ;
applied along th€001) axis (taken from Ref. 18 The inset shows the whole First, in the Fourier analysis of the dHvA signél;;one

diagram. must take into account the magnetic inductiBnin the
Lifshits—Kosevich formula instead of the applied magnetic
field H

n
o
|

TmGag
L[ HII(001)

H, kOe

appl
TmGag and the reference compound LuGarhis provides

the possibility of estimating many-body enhancement of the
“bare” cyclotron masses, and the mass enhancement factors
\ can be evaluated with the observedy() and calculated
(mE) cyclotron masses.

Vs~ A sin +ol, (1)

B

(ZWF

where the dHVA frequenck is proportional to the extremal
Also, a comparison of the dHVA data under pressure an&ross-sectional area of the FS, and the magnetic induction

the calculated volume-dependent band structures is expect&- Happt 4M(1—N) depends on the magnetization per

to be very useful for development of advanced theoreticalNit volumeM and on the demagnetizing facti _
models for electronic spectra of rare-earth compounds. The Secondly, the cyclotron effective masg is determined

evaluated parameters of the electronic structure of TgnGafrom the temperature dependence of the dHvA amplitide

and LuGa and their pressure derivatives are compared witf'@mely, from the slope of the plot of {N1—exp

— 2
the corresponding results obtained for the isostructural ErGaX(_ZaméT/B)]/T} versusT, wherea=2m"ckg/eh. There-

compound at high pressuréhis comparison provides the [Oré, one has to take into account the magnetic indudgion
possibility of estimating the anisotropy and volume depen.nstéad of the applied magnetic fietl,.
dences of the FS and the many-body enhancement of the

Thirdly, in a strong magnetic field the magnetic mo-
cyclotron masses in heavy R@rare-earth compounds. ments of Tri" ions reach a spin-polarized paramagnetic
A discussion is given on the role of different interactions

configuration. Then th&-f exchange interaction leads to a

(exchange splitting, magnetic quadrupolar excitations, spirfPlitting of the conduction band into sub-bands, and the

waves, crystal fieldin the revealed pressure effects on theVvalue of this band splitting is proportional to the magnetic
FS and cyclotron masses. moment, density of states, and tkef exchange integral.

The dHVA effect measurements for the magnetic TmGa
were performed on a spherical samfdéameter 2.5 mmby
using a standard field modulation technique at temperatures

Single crystals of TmGaand LuGa were grown by the down to 1.5 K and in magnetic fields up to 13 T applied
flux method from a melt of the nominal composition 90 at.%along the principal crystallographic axes. For a spherical
Ga and 10 at.% Tm or Lu. The purity of the starting metalssample, as we have used, one BasH ,,,+ (87/3)M. The
was 6N for Ga and 4N for Tm and Lu. The feed placed in anmagnetization at the magnetic fields used for the dHvVA-
alumina crucible and sealed in a quartz tube in an argoeffect study depends rather weakly on the magnetic field
atmosphere under a pressure of 150 Torr at room temperatrength. Complementary magnetization measurements were
ture, was heated in a resistance furnace up to 920 °C, held performed by a home-made vibrating-sample magnetometer.
this temperature for 48 h and then slowly cooled down at the A standard Cu—Be clamp was used for the pressure ef-
rate 0.8 K/h. The synthesis was stopped at about 350 °C arfdct study with an extracted benzine solvent as the medium
then the sample was rapidly cooled down to room temperatransmitting pressure to the sample. The maximum pressure
ture to avoid the formation of RGan a peritectic reactioh>  employed was 6.4 kbar at 4.2 K. A small Manganin coil with
The resulting crystals of TmGand LuGa were immersed a resistance of about 6Q was placed near the sample to
in an excess of Ga which is easy to remove. The crystalmeasure the applied pressure. Preliminarily this coil had
obtained had the form of cubes with maximum dimensionseen trained to the cooling pressure and then calibrated by
5X5x5 mm. According to an x-ray examination the quality measuring the superconducting transition temperature of
of the single crystals was very good. Snl® The deviation of the Manganin coil resistance due to

The magnetic phase diagram of Tm@Gamagnetic field the residual magnetic field of the superconducting magnet
parallel to the100) axis is shown in Fig. 1cited from Ref.  has also been taken into account. The sample, the pick-up

2. EXPERIMENTAL DETAILS
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coil, and the Manganin coil were all placed in a Teflon cell,
filled with the extracted benzine solvent, and then the cell 6
was put into the pressure clamp. The deviation from hydro-
static pressure and its effect on the measurements are esti
mated to be negligible by observing that the superconducting
transition width of Sn does not change noticeably, and the
amplitudes of the dHVA oscillations do not decrease substan-
tially under the pressures used in this work. Since the pres-
sure clamp is heated by the modulation field, there is a dif-
ference in temperatures between the helium bath and the
sample in the pressure clamp. The modulation amplitude and
frequency used in the measurements were 40 G and 38.5 Hz, »
respectively. These amplitude and frequency were chosen to e
produce a large enough dHVA signal, and, at the same time, 2
to reduce the heating power, which leads to a temperature 0"59°°° L ' ' ' L L
difference not exceeding 0.02 K. 10 20 30 40 50 60 70

The applied pressure modifies the magnitude and field H, kOe
dependence of the magnetization due to a pressure effect @G, 2. Magnetization of TmGain a magnetic field applied alon@0l) at
the crystal field(CF) splitting, as well as on the exchange different temperatureftaken from Ref. 1B
interaction? It is known that the CF of metallic rare-earth
compounds contains contributions from charges of surround- o
ing ligands as well as from the direct Coulomb and exchangéh'S ;tudy. For these phases the Iarge.ma}gneUzanon value
interactions of the R ion with conduction electrons. In orderand its strong dependence on magnetic field have not al-

to estimate the influence of pressure on the CF we havlé)wed analysis of the dHVA oscillations. Also, a very narrow
temperature range<{0.1 K) for the antiferroquadrupolar

restricted ourselves to the contribution from surrounding h h ted th di wudv of the dHVA
ligands within the point charge model. The applied pressureﬁ:zf as prevente € corresponding study ot the drv

P brings about the volume dilatatiofV/V= —P/cgz, where
Cg is the bulk modulus. Under a pressure of 10 kB¥fV is
estimated to be—0.013, provided the bulk modulus of 3: DETAILS OF CALCULATIONS

TmGa is taken from Ref. 14dg=765 kbar). The change of A treatment of localized strongly correlated dlectrons
CF due to this dilatation causes a variation of the magnetigtj| presents a challenge to the band structure theory. The
induction not larger than 20 G at 1.7 K in an applied field of results ofab initio calculations(see, e.g., Refs. 2, 3 and
13 T. One can also estimate the change of the magnetizatiofg 27 together with a wealth of experimental ddaclud-
in TmG% due to the variation of the eXChange interactioning bulk and ES propertiesprovide solid evidence that
parameter under pressure by using the data obtained for thgithin the local spin-density approximatiofLSDA)?? a
isostructural Rl compounds.** The corresponding varia- - strict band treatment of thef4states is inadequate for heavy
tion of the magnetic induction at an applied pressure of 1Qare earths. Thé shell is not filled, and the #bands, which
kbar is about-10 G at 1.7 K in a field of 15 T. Therefore, act as a sink for electrons, would always cut the Fermi level
the total change of the magnetic induction reaches only 10 Ggp, leading to absurd values of the specific heat
giving a relative variation of the dHVA frequenajF/F~2  coefficient$® and wrong 4 occupancies, close to the diva-
X 10~ 4 kbar !, which can be neglected in the Fourier analy- |ent (i.e., atomi¢ configuratior?®
sis of the dHVA oscillations. According to the photoemission d&ta?®the 4f spec-

The dHvA-effect measurements were carried out in magtral density for Er, Tm, and their compounds were observed
netic fields higher than 7 T, where the magnetization does natbout 5 eV belowEg. Therefore, in order to describe the
change appreciably and the Fourier analysis of the dHvAvand structure of the ground state of TmGearEg, it is
oscillations can be performed. Otherwise a dHVA frequencyfeasible to consider the f4states as semi-localized core
would change its value following the strength of the externalstates, in line with Refs. 18, 20, 26. The bulk and magnetic
magnetic field. Therefore, the dHVA effect studies were carproperties calculated within this approach, as well as the
ried out in the paramagnetic phase well above thg(T)  Fermi surfaces of Gd, T8, and ErAg! appeared to be in
line of the antiferromagnetic-paramagnetic transitiéiig. = agreement with experimental data. Actually, the standard
1), except for the(100 axis, for which the critical field rare-earth modé? is employed in this work in the limit of
reaches significant values. The magnetization in magnetitarge Hubbard repulsiorJ within the ab initio LSDA
fields higher than 7 T tends to saturate, and the magnetischemé for the exchange-correlation effects. The localized
moments settle into a quasi-ferromagnetic configurationf states of Tm were treated as spin-polarized outer-core wave
Moreover, the magnetization along all directions in a mag<functions, contributing to the total spin density, and the spin
netic field higher than 7 T appeared to be almost temperatureccupation numbers were fixed by applying the Russel-
independent in the range 1.7—4.2(Kig. 2, cited from Ref. Saunders coupling scheme to thé ghell, which was not
13). allowed to hybridize with conduction electrons.

The effects of the antiferromagnetic and antiferroquadru-  Theab initio band structure calculations were carried out
polar order on the FS of TmGdave not been examined in for the paramagnetic configuration phase of Tm@mad non-
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spin-polarized LuGa by using the full potential linear M
muffin-tin orbital method(FP-LMTO).2”?® In the case of

TmGa;, the spin density of thef4states polarizes the “spin- T

up” and “spin-down” conduction electron states through the

local exchange interaction. The exchange split conduction

electron states interact with the localizédstates at other S X z M
sites, appearing as the medium for the indirdctf R \J

interaction®2® In order to calculate FS orbits for both

TmGa and LuGa, the charge densities were obtained by
including spin-orbit coupling at each variational step, as sug-
gested in Refs. 19 and 20. The band structures and crystal
potentials were calculated self-consistently on a uniform

mesh of 455k points in the irreducible wedge of the cubic (\
Brillouin zone for a number of lattice parameters close to the
experimental onesa=4.196 A and 4.180 A for TmGgand M Z r

LuGas, respectively. The bulk modulicg were evaluated FIG. 4. Intersection of the Fermi surface for Lu@aith the Brillouin zone
from the calculated total energi&{V) as functions of vol-  faces.

umeV (i.e., from the theoretical equations of states, accord-

ing to Ref. 27, and were estimated to be about 800 kbar for
TmGa and LuGa, which is close to the experimental value
cg= 765 kbar (TmGg).* This is a rather normal overesti-
mation ofcg, presumably due to the overbonding tendencythe
of the LSDA.

The calculated total and partial densities of sta2®S)
N(E) for LuGa; are presented in Fig. 3. There are two fairly
broad peakgbonding and antibonding stajearising due to
hybridization of 5l states of Lu and the states of Ga. As
can be seen in Fig. 3, thepestates give a substantial con-
tribution to the conspicuous peak in the total DOS at th
Fermi energyEr . The calculated total and partial DOS for
TmGa are in qualitative agreement with the(E) of
LuGa, as well as with the previously calculated DOS of The Fourier spectra of dHVA oscillations in Tmg3ab-
TmGa (see Fig. 7 in Ref. R The intersections of the calcu- served along thé€100 axis at different pressures, are pre-
lated FS of LuGa with faces of the cubic Brillouin zone sented in Fig. 5, and the pressure effect on the corresponding
(Fig. 4) show an almost spherical electron FS centered at thdHVA frequencies is exhibited in Fig. 6. The braneiorigi-

R point and a complicated multiply connected hole FS cen-
tered at thd™ and X points, analogously to Tmgand also

nearly spherical, whereas the hole FS is a complicated mul-
tiply connected surface.

In agreement with the results of Ref. 20 for Gd and Tb,
incorporation of the spin-orbit coupling has a small effect
on the calculated dHVA frequencies and cyclotron masses. It
should be noted that for the field-induced quasi-
ferromagnetic configuration of Tm@éhe exchange splitting

is larger than the spin-orbit splitting, and the dHVA spectrum
of TmGg can be compared with the results of band structure
ecalculations for the spin-polarized state.

4. RESULTS AND DISCUSSION

ErGa (Ref. 3. As a whole, the electron FS of RGas d
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FIG. 3. Total(solid line) and partial densities of staté®OS) N(E) relative
to the Fermi energye=0 for LuGa. The dashed line stands for tipe FIG. 5. Fourier spectra of the dHVA oscillations observed in Tm&al.9
states of Ga, and the dash-and-dot line represgistates of Lu. K for magnetic fields directed alon@01) axis at different pressure.
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a_, ambient pressure, their pressure derivativels F/dP, and
0.01+ 07. the corresponding cyclotron mass®$ together with their
oé‘ d pressure derivatives, In m;/dP, are given in Tables | and II
- or LuGa and TmGa, respectively. The pressure coeffi-
for LuG d TmG ively. Th ffi
0 cientsd In F/dP are determined by fitting a straight line to

each set of data in IR versusP plots (see, e.g., Fig. )6 For
comparison and further discussion, the analogous results on
~0.01}F F, dInF/dP, andm} in the isovalent ErGacompound are
taken from our papérand shown in Table lIl. It is worth
noting that the “exchange-split” dHVA oscillations, which

L ° b should originate from the slightly spin-polarized sub-bands
-0.02 of TmGa;, were not resolved in this work within the limits
A
h'e
1 1

AF/F(0)

of the large experimental errors. In contrast to investigations
of Refs. 2 and 3, in the present dHVA experiments additional
errors emerged due to the weak signal from the pick-up coll,
which had to be placed in the pressure clamp, and also due to
possible nonhydrostatic pressure conditions at the sample.
Therefore, only solid and reliable high pressure results are
FIG. 6. Fractional changes of the dHVA frequenciad;/F(0)=[F(P) presented in the tables, while questionable data have been
—F(0)]/F(0), in TmGa as a function of pressure for t{601) magnetic  gmitted.
fi_eld direction at 1.9 K. The fr_equencies are labeled according to Ref. 2 and As is seen from the tables, the larger dHVA frequencies
Fig. 5. The solid lines are guides for the eye. . . !

a andd increase with pressure. On the other hand, for the

hole FSsb andh the derivatived In F/dP turned out to be
nates from the belly orbit in the band 7 electron FS centerediegative. Also, the observed pressure dependences of the
at the R point, whereas the orbit comes from the nearly dHVA frequencies are quite different among EgGamGa;,
spherical part of the hole FS at thepoint (see Fig. 4 The  and the norf reference compound LuGaThe experimental
orbit b is associated with the FS centered at the X point, angbressure derivatived In F/dP, presented in Tables | and I,
the low-frequency orbits are related to “arms” in the band are rather large in comparison with the free-electron scaling
6 hole FS. At ambient pressure the experimental angular degsrediction, which gives two-thirds of the volume compress-
pendent dHVA frequencies turned out to be very close tability, or 0.87x 10 2 kbar *, provided the available valifé
those previously reported for Tmgand LuGa (Figs. 2 and  of bulk modulus of TmGais accepted. This scaling estimate
3 in Ref. 2, respectively and also to the results of the actually means that with increasing pressure, the volumes of
present FP-LMTO calculations. the Brillouin zone and the FS increase, and one can also

In the range of high dHVA frequenciébranchesa and  expect that both the hole and electron FS increase. However,

d) the spectra of LuGaand TmGa are very similar. In the this effect cannot explain the negative pressure derivatives
low dHVA frequency range, instead of single and h for the hole FS.
branches for LuGa two b-and severalh-type branches In the framework of the band theory, the overlap of the
were observed for TmGa For all principal crystallographic wave functions between thep4bands of Ga and thed
axes, (100, (110, and (111), the dHVA frequencies at  bands of R increases with pressure, andhe hybridiza-

-0.08 -

0 2 4 6
Pressure , kbar

TABLE I. The dHvA frequenciesF (in MG) and the corresponding cyclotron effective mas®&s(in units of the free electron mgssn
LuGa; at ambient pressure, their logarithmic pressure derivative$0® kbar ), and the mass enhancement fadtor

Field direct- F din F/dP my A d In my/dP
fon, branch exper. exper. theory exper. theory exper. theory
(100), a 98.06 +1.2(0.2) 1.0 0.74 0.38 0.95 - -
d 41.3 +1.00.2) 1.3 0.63 0.48 0.31 —15(3) -5
b 11.87 —3.4(0.1) - 0.3 - -~ —6.5(0.3) -
h 4.92 - - 0.33 — — —38(9) -
{110y, a 94.6 +1.2(0.2) 0.9 0.73 0.36 1.03 - -
by 14.9 —2.6(0.2) - 0.36 - - +17(3) -
b 12.76 —3.000.2) - 0.47 - - +12(2) -
h 3.97 —4.2(0.4) - 0.23 — — +35(1) -
atn, a 88.6 +1.3(0.8) 1.0 0.57 0.36 0.58 -8.5(1) -3
d 35.6 +1.6(0.2) 1.4 0.53 0.39 0.36 -5.5(2) -4
h 4.8 -3.1(0.6) - 0.24 — — -20(1) -
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TABLE Il. The dHVA frequencied= (in MG) and the corresponding cyclotron effective mass&s(in units of the free electron mast
TmGa, at ambient pressure, their logarithmic pressure derivative$0® kbar *), and the mass enhancement fadtor

Field direct- F dinF / dpP my A dinmy / dP
fon, branch exper. exper. theory exper. theory exper. theory
100y, a 98.68 +1.8(0.3) 1.2 1.24 0.41 2.0 +1.6(1.6) —4

d 411 +2.0(0.4) 1.6 1.3 0.46 1.8 —14(3) -7
b 11.61 —3.8(0.2) - 0.83 - - +16(8) -
h 3.58 —4.51.7) - - - - - -
(110), a 94 .41 +1.5(0.1) 1.1 1.04 0.38 1.7 —7(4) —4
v 14.46 —2.9(0.3) - - - - - -
b 12.66 —2.8(0.1) - 0.96 - - —29(6) -
¥ 4.8 —2.3(0.2) - - - - - -
h 3.57 —4.3(0.3) - 0.46 - — — —
{1, a 87.28 +1.8(0.3) 1.1 0.91 0.38 14 +22(10) -3
d 34.24 +2.1(0.5) 1.5 0.83 0.42 1.0 +3.6(0.7) -6
h 4.31 —6.0(0.3) — 0.46 = — —22(6) -

tion becomes stronger. Consequently, while the volume obution comes from an atomic volume effect on the crystal
the big spherical FS sheets increases, the volumes of smailbtential, and also from a scaling effect due to the change of
“arms” of the hole FS may decrease due to strong hybrid-the Brillouin zone size. It can be approximated by the corre-
ization and substantial deviation from free-electron scalingsponding derivative for a nonmagnetic reference compound
and this can provide the anisotropic dHvVA frequencywith a close value of the compressibilitin our case it can
changes. Basically, there is qualitative agreement betweedne LuGa). The second“magnetic”) contribution originates
the experimental and calculated derivatizhs F/dP for the ~ from the pressure-induced redistribution of conduction elec-
a andd orbits in LuGa (again, the bulk modulus of TmGa trons between exchange-split sub-bands and the correspond-
was used to convert the calculated volume derivatives to thing changes of the volume enclosed by the FS sheets. Ac-
pressure derivatives listed in the tablddowever, this band cording to the present calculations, the Fermi surfaces of
approach cannot explain the discrepancy between the expeimGa, do not change uniformly because of a strong
mental and calculated pressure derivatives of the dHVA frek-dependenp—d mixing effect on the exchange-split con-
guencies in TmGa duction band. As a result, the difference between pressure

It was originally suggested in Ref. 29 that in ferromag- derivatives of the spin-split FS cross-sectional areas is incon-
netic systems there are two contributions to the pressure dsistent with simple estimates based on the Stoner-Wohlfarth
rivative of a dHVA frequency. The firgt'potential”) contri-  model.

TABLE lIl. The dHVA frequenciess (in MG) at ambient pressure, their logarithmic pressure derivative$0® kbar 1), the corresponding
cyclotron effective massas} (in units of the free electron masand the mass enhancement factdn the compound ErGa

Field direct-ion, F dln F/dP ’"; A
branch exper. exper. theory exper. theory

(100), a 98.71 +2.3(0.3) 1.3 0.96 0.40 1.4
d 41.07 +1.7(0.2) 2.0 0.91 0.46 0.98

b 12.66 -2.7(0.1) — 2.8 0.44 - -

h 4.35 - — 0.35 - —

110, a 95.17 +1.0(0.3) 1.1 0.89 0.37 1.4
v 15.14 —1.1(0.1) - 0.57 - -

b 11.95 —2.4(0.2) -2.0 0.84 - —

h 3.37 —4.5(0.3) — 0.28 — —
{1, a 87.58 +1.7(0.1) 1.2 0.80 0.37 1.16
35.47 +2.3(0.2) 1.9 0.70 0.40 0.75

h 4.21 — — 0.51 — —




Low Temp. Phys. 31 (3—-4), March—April 2005 Pluzhnikov et al. 319

Glancing at the experimental lattice parameters, whichyround state in TmGa(Ref. 14, and most likelyl'; is the
are very close in TmGgand LuGg, one may assume that ground state in the crystal field of ErgéRef. 30. Since the
the crystal potential in the two compounds does not differr(Sl) state exhibits a quadrupole moment and the state
substantially, and that the differences in the dHVA frequendoes not, one can expect large magnetostriction effects in
cies derivatives of TmGaand LuGa compounds can be TmGa and none in ErGa
attributed to the unfilled # shell in TmGa. In the 4f spin- In this connection one can expect that the presence of
polarized state the differences can arise, first, from the exstrong quadrupolar interactions increases the cyclotron effec-
change splitting of the conduction band of TmGand, sec- tive masses. It is well know that the quadrupolar excita-
ondly, from the magnetostriction effects due to Ih?) CF  tions do not occur in compounds with the cubic symmetry.
ground state of théHg multiplet of the Tni* ion. Unfortu-  They may appear, however, in Tmgas coupled magnetic-
nately, at the present stage the differenceslimF/dP cannot  quadrupolar excitations in an applied magnetic ftéltt.was
be ascribed confidently either to the conduction band splitshown in Ref. 31 that the corresponding excitations contrib-
ting or to the magnetostriction. ute to the effective mass of the conduction electrons, and the

The cyclotron masses? have been determined at am- effect appears to be large and magnetic field dependent. Also,
bient and high pressures for most of the dHvA frequenciesn the quasi-ferromagnetic configuration of magnetic mo-
for the field applied along thé100), (110), and(111) axes ments, the exchange splitting of the conduction bands can
and are presented in Tables | and Il. The band cyclotroryary in ErGa and TmGag due to the difference in corre-
massesn? were calculated for tha andd branches and are sponding 4-shell spin occupation numbers. At the moment,
also given in the tables. Also, the cyclotron masses measurdtPWever, one can not estimate the relative contributions of
and calculated for ErGan Refs. 3 and 4 are listed in Table the conduction band splitting and the magnetostriction to the
Il for comparison. observed differences in cyclotron masses and the pressure

The mass enhancement factorwhich is defined by the ~dependences of the dHvA frequencies in Trg@ad ErGa.
relationm? =mP2(1+\), presents a measure of the interac-  AlS0, one more mechanism can affect the cyclotron
tion strength of the conduction electrons with low-energyMasses in RGa It was shown in Refs. 31-33 that virtual
excitations, and it can be determined by comparison of th@_wagnetlc excitations can _contnbute sub_stanually to the effec-
experimental cyclotron effective masses with the correspondiVe mass of the conduction electrons in rare-earth systems.
ing calculated ones. Thefactors for electrons on theand |1 NeS€ excitations are magnetic excitons in a paramagnetic
d orbits in LuGa, TmGa, and ErGa are listed in the system(e.g., praseodymiujrand spin waves in magnetically .
tables. In the nonmagnetic LuGthe \ factor represents a ordered rare earths. The corrgsppndlng mass enhancement is
measure of the electron-phonon interaction, whereas ifXPectéd to be large, magnetic-field dependent, and propor-
ErGa and TmGa this factor also contains contributies tlongl to the stgtlc susceptibility of the'magnefu.c system. Ac.—
coming from magnetic excitations. As seen in Table I, incording to estimates of the electronic specific-heat coeffi-

LuGa; the \ factor ranges from 0.3d( branch to about 1 & cients in Ref. 33, the corresponding effective masses increase
branch. Assuming that the values af,_,, in RGa are close in the series of heavy rare-earth metals. This trend is consis-
to the c.orresponding ones in LugaN;pgstimated the mag- tent with the relation between observed cyclotron masses in
netic contributions\ 54 in ErGa; to be 0.4-0.6 and 0.4-0.7 ErGa ar:% TmGg, and ‘%LSO l:l)? E”Qk gnd Tr;\lrg

for the a and d orbits, respectively. In TmGathe corre- compounds. However, considerable work is needed to

sponding values oh,,4 are larger and more anisotropic, :;nplemgnt th? fr']nd'ngf of Refs. 32 ar_1d 33 for a quantitative
namely, 0.5—1 and 0.8—1.5. escription of the cyclotron masses in magnetic JRdm-

Hybridization of conduction electrons withf4states pounds.

could contribute to the larger cyclotron masses observed irIlSDI:\ (t:)on((;lu5|orl1 tlt should bebn(cj).tded t?at thedcaICL{[I;;lted
TmGg and ErGag as compared to LuGa However, a and cyclotron massesi; did not reproduce the

strong hybridization with # bands in the framework of the Nighly anisotropic pressure derivativesrof in TmGg; (see
Table Il), which are presumably determined by various mag-

LSDA would lead to a substantial reduction of the conduc- """ o
tion band width in RGgand thus to bulk properties remark- netic and many-body excitations. On the other hand, the cal
culatedd InmZdP in LuGa; turned out to be in qualitative

ably different from those in LuGa In fact, the lattice pa- : . . .
rameters decrease slightly in a linear fashion in the Serie$greement with the corresponding experimental data in
ErGg, TmGg, and LuGga due to the lanthanide contrac- able 1.
tion, and it can be expected that the conduction band widths
are close in RGa and therefore the band cyclotron masses>UMMARY
should also be close. At the present stage more elaborated As a whole, the present results on the dHvA effect and
analysis is necessary to estimate the scale of the hybridiz&S in TmGa and ErGag at ambient pressure are in good
tion effects by employing modern theoretical scherfig®  agreement with recent studiéRefs. 9 and 10, respectively
the LSDA+U approach and additional experimental data of the two-dimensional angular correlation of the positron
(e.g., for related Rlncompounds annihilation radiation(2D-ACAR). The calculated pressure
One can also assume that the distinctions between effeclerivatives of the dHVA frequencies in Lugand TmGa
tive masses in RGaare probably due to the different ground are in qualitative agreement with the experimental data,
state multiplet$Hg and®l;5,, of Tm®** and EF* ions in the  though the origin of some discrepancies foundddn F/dP
crystal field of TmGa and ErGa, respectively. The triplet in TmGg is not clear. The estimated magnetic contributions
Fgl) with intrinsic magnetic and quadrupolar moments is theto the mass enhancement factorin ErGg and TmGa
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A new type of electronic topological transition due to an abrupt change in the differential-
geometric characteristics of the Fermi surface, whose topology remains unchanged, at some critical
energye is predicted. This type of electronic topological transition differs from known

electronic topological transitions due to a change in the topology of the Fermi surface in that the
isoenergy surface(p)=¢e4 does not contain any singular points where the velocity of the
electrons vanishes. It is shown that a feature common to both types of electronic topological
transitions associated with an abrupt change in the topology of the Fermi surface and its
differential-geometric characteristics with no change in topology is that a qualitative change occurs
in the spherical image of the Fermi surface as a result of the abrupt change in the number

of pre-images of a point under a spherical mapping2@?5 American Institute of Physics.

[DOI: 10.1063/1.1884435

Electronic topological transitions associated with aspherical image of the Fermi surface due to an abrupt change
change in the topology of the Fermi surface under the influin the number of images of a point under a spherical map-
ence of an external action were predicted by Lifshind  ping.
first observed experimentally in Refs. 2—4. These investiga-
tions stimulated a long series of theoretical and experimental
works on the influence of external actions on the electroniq \opeL OF THE ELECTRONIC SPECTRUM OF A METAL
properties of metals and semimetals. A reliable indicator of
the manifestation of electronic topological transitions is con-  We shall consider a simple model of an electronic spec-
sidered to be the observation of an abrupt change in th#um of a metal whose isoenergy surfacgp)=¢ are de-
frequency spectrum of the oscillatory dependences of thecribed by an equation of fourth degree:
macroscopic characteristics of conducting crystals as a func- p2 n p2 n p2 2, p2 _ p2 _ p2
tion of the magnetic field or the observation of anomalies in = ¢(p.)=g + | 2~ __2<w),
the thermodynamic and kinetic characteristics as a result of 2m 2m
singularities in the electron density of states with a change in @
the topology of the Fermi surface. wherepg; are the components of the electron momentom,

In the present paper a new type of electronic topologicals the free-electron mass, amd is the critical energy. The
transition is studied. This transition is associated with arform of the isoenergy surfaces, specifically, the topological
abrupt change in the differential-geometric characteristics oproperties, depends on the relation between the enesgies
the Fermi surface at some critical energywith no change ande.. Aside from the differences in the topological char-
in the topology of the surface. This type of electronic topo-acter, the family of isoenergy surface) = ¢ of this model
logical transition is different from the well-known electronic electronic spectrum of a metal also includes surfaces with
topological transitions associated with a change in the topolsubstantially different differential-geometric characteristics.
ogy of the Fermi surface in that the isoenergy surfate) We introduce the dimensionless coordinafgy/2me
— ¢4 does not have any singular points where the electrorr p{ and write Eq.(1) in a cylindrical coordinate system:
velocity vanishes. It is shown that a feature common to both _ 2 2.2 2 2
types Bc/n‘ electronic topological transitions associated with s(P)=ec(1+(pi+pa) = 2(pz=pL)), @
abrupt changes in the Fermi surface topology and thevherepf=p)2(+ p§. The surfaces(p)=¢, which we are
differential-geometric characteristics of the Fermi surfacestudying, are surfaces of revolution and can be represented
with no change in topology is a qualitative change in theby rotating meridian curves.

€c
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a, Q,Q3, the hyperbolic belt is obtained by rotating the arcs
Q1Q, andQ;Q,, and the parabolic circles are obtained by
£ rotating pointsQq, Q,, Qz, andQ,.

In all of these cases the Cassini ovaloid has no singular
points and is topologically equivalent to a sphere, though the
differential-geometric characteristics change substantially
from casea to caseb.

For eg=¢. the Cassini ovaloid will contain a singular
point of the conical type at the origirp(=0 andp,=0),
and at all other points of the ovaloid the Gaussian curvature
will be positive (Fig. 10.

For eg<e. the Cassini ovaloid possesses two compo-
nents each of which is a closed convex surface with positive
Gaussian curvaturéFig. 1d.

The topological type of the Cassini ovaloid changes as
one passes from cagethrough case to cased.

Finally, ase—0 the Cassini ovaloid contracts into two
singular points with the coordinatgs, =0 and p,=p.=
+2me. on the axis of rotation.
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-1 0 1 In summary, as the parameters ande,. vary the topo-

1F P logical and differential-geometric characteristics change in

d md1 the family of Cassini ovaloids.
) A s A B W :
L N U 2. NEW TYPE OF TOPOLOGICAL ELECTRONIC TRANSITION
1k . . . AND THE SPHERICAL IMAGE OF THE FERMI SURFACE
-1 g 1 We shall now analyze how the changes in the
z

differential-geometric characteristics of the model Fermi sur-

FIG. 1. Characteristic Fermi surfaces for the model specttmwhich are  facese(p) =& will be reflected in the electronic properties

represented in cylindrical coordinates by rotatable meridian curves, and theisf a metal, for example, in the de Haas-van Alphen oscilla-
spherical images: “ovaloid,” regular closed convex surface with positive tions (see Fig. 1

Gaussian curvatur@); “dumbbell,” regular closed nonconvex surface with .
sign-alternating Gaussian curvatuf); closed nonconvex surface with It is well known that the spectrum of de Haas-van Al-

positive Gaussian curvature, containing a singular p@nttwo mutually ~ phen oscillations is determined by the number of extremal
symmetric regular closed convex surfaces with posit_ive Gaussian curvaturgections of the Fermi surface by a plane perpendicular to the
éd);rgéebé{iv%l;/and d—spherical images of the Fermi surfaces a, b, ¢, and girection of the magnetic fieldlLet the fieldH be oriented
' ' along thep, axis. Then the spectrum in the de Haas-van
Alphen oscillations will be as follows.

Figure 1 (left-hand columh shows the surfaces(p) For Fermi surfaces of the “ovaloid” type, wherer
=gg, characteristic for this model electronic spectrum, with=4¢., de Haas-van Alphen oscillations with one period cor-
fixed e.=1 eV and different values of the energies, eV: responding to one extremal secti®@{eg,py,=0) of the
5.0(a), 1.5(b), 1 (c), and 0.7(d). Fermi surface will be observed.

The two-dimensional surfac€) is a Cassini ovaloid. For a dumbbell-type Fermi surface, wheeg<eg
This surface of revolution is symmetric with respect to the<4e., the de Haas-van Alphen oscillations will contain os-
coordinate origin and with respect to a plane passing throughillations with two periods, corresponding to three extremal
the coordinate origin orthogonally with respect to the rota-sectionsS(eg,pg,=0) and S(eg,pg,= £ Vm(de.—&g)/2)

tion axis. of the Fermi surface. Asr— ¢ the sectionS(eg,py,=0)
For e->4e the Cassini ovaloid is a closed, strictly con- of the Fermi surface contracts into a point.
vex surface with positive Gaussian curvat(iég. 13. For Fermi surfaces of the type “two ovaloids,” where

For e =4¢ the Cassini ovaloid is a closed convex sur-0<er<e., the de Haas-van Alphen oscillations with one
face whose Gaussian curvature is positive everywhere witperiod corresponding to two identical extremal sections
the exception of the equatorial circle where the Gaussia®(er ,po,= = VM(4e.—¢eg)/2) of the Fermi surface will be
curvature is zero. observed. Asep—0 these extremal sections of the Fermi

Fore.<eg<4e. the Cassini ovaloid is a closed surface, surface contract into a point with the coordinafgs=p.=
reminiscent of a dumbbell, with sign-alternating Gaussian* \2me..
curvature. The surface contains two cap regions where the In summary, the spectrum of de Haas-van Alphen oscil-
Gaussian curvature is positivelliptical pointg, a belt re- lations changes abruptly as the topology of the Fermi surface
gion with points of negative Gaussian curvatiingperbolic ~ changes and with a transition from a Fermi surface with a
pointg, and two circles formed by parabolic points with zero sign-constant Gaussian curvature to a Fermi surface with a
Gaussian curvaturg=ig. 1b. The points of inflection of the sign-alternating Gaussian curvaturgovaloid-dumbbell”
rotated curveQ, Q,, Q;, andQ, are marked in the figure. transitions. Up to now it has been assumed that an abrupt
The elliptic caps are obtained by rotating the a3®), and  change in the spectrum of de Haas-van Alphen oscillations is
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a reliable indicator of a change in the topology of the Fermispherical caps—an idea of such a spherical image can be
surface® We shall prove that a feature common to both ofobtained by rotating the curve shown in Fig, Xtwo open
these two types of electronic topological transitions is apartially overlapping arcs of a cirgle

qualitative change in the spherical image of the Fermi sur-  Finally, for eg<e. the spherical image of each of two
face. The right-hand column in Fig. B{, b, ¢;, andd,) connected convex components forming a Cassini ovaloid
shows schematically the spherical images of Cassini ovaloidwill be a singly and regularly covered sphere so that the
with the corresponding characteristic values of the Fermi enspherical image of the entire Cassini ovaloid will be a doubly

ergy eg . and regularly covered sphere—it is obtained by rotating the
We recall how a spherical image of an arbitrary, ori- doubly covered sphere shown in Fig.;1d
ented, regular surfaceF? is constructed in a three- We note that ag— 0 the spherical image of a Cassini

dimensional Euclidean spac8 At each pointP of the sur-  ovaloid will once again be a doubly and regularly covered
face F2 there is a single normal corresponding to thesphere, irrespective of any decrease in the size of the ovaloid
orientation chosen. Let us parallel transport this normal sdtself.
that the origin of the normal coincides with the coordinate  Therefore the changes of the topological and differential-
origin in E3. Then the tip of the normal will mark a certain geometric properties of a Cassini ovaloid are reflected in
point Q on the unit spher&?. The mapping=?>— S? associ-  qualitative changes in the properties of its spherical image
ating the pointP to the pointQ according to the scheme which are associated with a change in the number of pre-
indicated is called a spherical mappif@aussian mapping images of a point under a spherical mapping. This is mani-
The set of points on the sphe® which form the image of fested in a breakdown of continuigppearance of breaks
the surface=? under a spherical mapping is called a spheri-and the appearance of singular points which form folds.
cal image (Gaussian imageof the surface. The spherical In summary, it can be concluded that a feature common
image can have a quite complicated structure. Specifically, ® topological electronic transitions in metals with a change
spherical mapping degenerates at the parabolic points of thia the Fermi energy is a qualitative change in the spherical
surfaceF?, i.e. at points where the Gaussian curvature ismage of the Fermi surface due a change in the number of
zero. Specifically, if a curve of parabolic points separategpre-images of a point under a spherical mapping. These two
regions orF2 with negative and positive curvature, then this types of electronic topological transitions differ by the fol-
curve will correspond to a fold in the spherical image. lowing:

Returning to Fig. 1, we shall now examine the spherical —electronic topological transitions of the first type with
images of Cassini ovaloids. Since a Cassini ovaloid is a sura change in topology of the spherical image of the Fermi
face of revolution, its spherical image is also a surface ofurface are due to a change in the topology of the Fermi

revolution. surface at some critical energy,; the isoenergy surface
The spherical image of a Cassini ovaloid feg>4e,  &(p)=¢. contains singular points®

will be a singly covered sphere—it is obtained by rotating =~ —electronic topological transitions of the second type

the circle shown in Fig. La with a change in the topology of the spherical image of a

For eg=4¢. the spherical image will once again be a Fermi surface are associated with an abrupt change in the
singly covered sphere described by rotating a circle, but novocal differential-geometric characteristics of the Fermi sur-
a distinguished equatorial circle, which is the image of aface at some critical energy, with no change in the topol-
circle of parabolic points on a Cassini ovaloid, which can beogy of the surface; the isoenergy surfag@)=e4 has no
regarded as a removable singularity of the spherical mapsingular points.
ping, will appear on the sphere. The electronic topological transitions of the first type

For e.<ep<4e. an idea of the qualitative form of the were predicted by Lifshitzand first observed experimentally
spherical image can be obtained by rotating the curve showim Refs. 2—4. The electronic topological transitions of the
in Fig. 1b(irregularly covered circle Therefore two circles second type, which are due to a change in the differential
of singular points forming folds will appear in the spherical topology of the spherical image of the Fermi surface, is stud-
image. These circles are images of the parabolic circles oniad for the first time. It can be asserted on the basis of the
Cassini ovaloid; the point®;, which correspond to the model considered for the electronic spectrum that an abrupt
pointsQ; and form circles-folds when rotated, are marked inchange in the thermodynamic and kinetic characteristics of
the figure. The belt on the sphere bounded by these circlesnetals which is due to a topological transition of the second
folds is covered three times; each of the remaining caps otype will be observed in all phenomena and effects where the
the sphere is covered once. extremal geometric dimensions of the Fermi surface and the

For eg=¢ there is one singular conical point on the effective masses of the conduction electrons are determined.
Cassini ovaloid. This is the coordinate origih where the If only these phenomena are studied, then the type of topo-
normal is not defined. The remaining regular part of the ovailogical transition observed experimentally cannot be distin-
loid separates into two connected open components. For eaguished. Consequently, for example, an abrupt change in the
of these components the spherical image will be a part of apectrum of de Haas-van Alphen oscillations cannot be re-
sphere with no cap, whose size is determined by the size afarded as a reliable indicator of a change in the topology of
the opening of the tangent cone of the Cassini ovaloid at théhe Fermi surface.
singular pointO. As a result the spherical image of the regu- However, if the thermodynamic and kinetic characteris-
lar part of the Cassini ovaloid in this case will consist of atics of metals which are sensitive to the appearance or van-
doubly covered belt on a sphere and two singly coveredshing of singularities in the electronic density of states are
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FIG. 2. go(&) for the model spectrunil) in a wide energy range. The 0 0_b5 ‘ 0_|15 i 1.0
distinguished regions are a region where new sections of the isoenergy sur- £ &

faces ariseA) and a region where “bridges” between sections of isoenergy

surfaces ariseR). FIG. 3. go(&) near topological transitions: regions where new sections of

the isoenergy surfaces arié®; region where “bridges” arise between sec-
tions of isoenergy surface®), solid curves—the functiongy(¢) (5), bro-
ken curves—approximating functions E¢§) and (7). The relative error of

also studied, then the type of electronic topological transitiorthe approximate expressiof® and(7) with respect to the exact expression
being observed can be easily determined experimentally. It i) ©
shown in Refs. 7 and 8 that singularities arise in the electron
density of states only if the topology of the isoenergy sur-
faces of quasiparticles changes. For electronic topologic
transitions of the second type no singularities arise in th
electron density of states.

It is well known that the electron density of states is
given by the expression

As the Fermi energy increases further=er—e., a
aéonnected closed surface with one conical singular point is
Rormed from two ovaloids. At the energiesseg=¢, (i.e. as
£—1) the square-root singularity in the density of states
vanishes and the functiog, (&) can be written in the form

V2
Ja(§)=IN(1+v2)— 5 V1-§

V
V(S):Wf dpd(e(p)—e). 3 2

. . V2 Je.—eg
It is easy to calculate the dependence of the electron density =In(1+v2)— — (7
of states on the energy for the electronic spectrum given by 2 Ec
Eq. (1): On the other hand it follows from the expressi& that
V(2m)3?2 for 4e.—ep=* de there are no singularities in the density
V(S):—S\/S—cgo(§)7 (4) of states, and the functiog,(¢) approximatinggy(é) as
(27h) eg—4e; has the form
t=elsc, NEZEZAIRE
where the functiorgy(£) is given by the formula 9a(£) %) 48( 2
“ IN((1+V1+ VoI (1+V1—g), 0=¢<1, | V3+1 +\/§(4sc—sp) ®
= =In — | .
do In((1+ 1+ V&)/4/e), £=1. v2 | 48\ &
(5

This model makes it possible to determine numerically

It follows from Eqg. (5) that there are two types of singulari- the energy range where the singularities of the density of

ties in the electron density of states in the energy range Gtates can be approximated, to a good degree of accuracy, by

<e=g, which are due to topological transitiofBig. 2). In  a square-root dependence on the quantitye. or ds/e,

a small neighborhood near the critical energies—the regions: |- — |/, respectively(see Fig. 3 Calculations show

A andB in Fig. 2—the functiongy(£) can be approximated that near an electronic topological transition the anomalies

by the functiong,(&). We shall determine the function occurring in the macroscopic characteristics of conducting

0a(§). As the Fermi energy increases by a small amountrystals as a result of a special part of the density of states

from eg=0, two ovaloids are “created.” These ovaloids in- can be approximated by two terms: a linear term proportional

crease in size asg increases, and the density of statés  to the external action and a nonlinear term due to the square-

has a square-root singularity at=e=0 (i.e., asé—0). root singularity in the density of states. The relative accuracy

The approximating functiog,(£¢) has the form of such an approximation 8g(&)/go(£)=1go(&)
—0.(8)|190(€) is 1-2% up to the values/s.=0.1 or

_ (6) dele.=0.1 (Figs. 3c, d, respectively This result makes it

&¢ possible to justify a methodology for analyzing experimental

€F

1 1
ga(é) = E\/EZ >
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data where macroscopic anomalies are observed in the thenanner, then a dumbbell-ovaloid transition associated with a
modynamic characteristics of superconductors and thehange in the topology of the spherical image of the Fermi
thermo-emf under the influence of pressure and impuritysurface is possible for these metals.
concentratior= ! If a topological transition is observed un-
ge; a c_:hange in external pressure, then the scale of quantigg .. vimakarov@ic.kharkov.ua
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Spin-orbit interaction in thin bismuth films
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The magnetic-field dependences of the resistance of(#l8—700 A thick bismuth films at low
temperatures are analyzed using quantum corrections to the conductivity with weak electron
localization. It is shown that the spin-orbit scattering timg is much shorter than the phase
relaxation timer,, of the electrongthe case of a strong spin-orbit interactioft is found

that 75, tends to increase with the film thickness. This shows that the surface scattering of the
electrons plays a dominant role in spin-orbit processes. Apparently, strong spin relaxation

in the presence of surface scattering is due to the gradient of the internal crystal-field potential
near the surface of the metal, resulting in lifting of the spin degeneracy and in the
appearance of a spin gdRashba mechanigm®© 2005 American Institute of Physics.
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1. INTRODUCTION second term in Eq(l) determines\ o ; this corresponds to

) o ) the manifestation of an anomalous positive magnetoresis-
The behavior of the conductivity of a metal in @ mag- (gnce. Then Eq(l) becomes

1 € 4eBD
227% 2\ n e

netic field yields information about the structure and param-
f (
“The case of a positive anomalous magnetoresistance in the

eters of the electronic energy spectriirffior example, the
asymptotic behavior of the conductivity in strong magnetic
weak localization effect has been termed “antilocalization.”
It is a positive magnetoresistance that has been found to

fields reflects the topological properties of the electroni
spectrum, and the magnetoquantum effg&hubnikov-de
Haas oscillationsyield information about the characteristic
be characteristic for thin bismuth films manifesting weak lo-
calization, whence it was concluded that a strong spin-orbit
interaction is characteristic for this object. The reason for this

parameters of the spectruAn understanding of quantum
effects of an interference nature, weak electron
I”F]emained unclear. After all, in a bulk bismuth crystal whose

localization®=® and the electron-electron interactfoh has

opened up the possibility of obtaining information about the
crystal lattice is described by a weakly distorted cube with a
center of inversion there is no reason for a strong spin-orbit

relaxation times and interaction parameters of electrons fro

the behavior of the magnetoresistance.

of weak localizaion and the mieraction of sleerons era"er2CAON 10 apPERL i the absence of a magnei field.

observed~!? Subsequently, these effects were observed in In works concerning the effects due to weak localization
' . ' . in bismuth films the expressiai2) was used to describe the

many weakly disordered conductors of different

dimensions®!4 According to theory, the contribution of behavior of the magnetoconductivity, so that information was

weak localization to the conductivity of a two-dimensional obtained only about the phase relaxation time In Ref. 12

Ssvstem as a function of a madanetic fid@doriented perpen- it is noted that the spin-orbit interaction timg, in bismuth
Y : g Perp films is much shorter tham, and apparently varies with the
dicular to the film plane has the form @

film thickness. Modern computers make it possible to ana-
e? lyze the change in magnetoconductivity using Eg.and to
272 determine the behavior af, as a function of the thickness
" 4eBD .
2 h 2% 4

and other parameters. This could be helpful for determining
T
where f,(x)=Inx+W¥(1/x+1/2); W is the logarithmic de-

@

o=

Aog=0(B)—0oy(B)=

3 1 [4eBD

T .Y

2 [

2. EXPERIMENTAL AND COMPUTATIONAL PROCEDURES

why the spin-orbit interaction in bismuth films is strong.
0]
rivative of thel” function; D is the electron diffusion coeffi-

cient; 7, is the phase relaxation time}, is the modified time
taking account of the spin-orbit interaction:TZO‘1
= r;1+4/37§01; and, ¢, is the spin relaxation time due to
the spin-orbit interaction.

For a weak spin-orbit interactionr{;>7,) Eq. (1) de-
scribes a positive magnetoconductivityegative magnetore-
sistance which is typical for the manifestation of weak lo-
calization. For a strong spin-orbit interactions{<7,) the

1063-777X/2005/31(3-4)/5/$26.00 326

The experimental magnetic-field dependences of the re-
sistance measured at liquid-helium and higher temperatures
for four series of thin-film bismuth samples, in each of which
three or four thicknesses were represented, were analyzed.
The samples were obtained by condensing a molecular bis-
muth beam in a high vacuum 10 ® mmHg) on a sub-
strate(glass, micaat room temperature. The films possessed
texture: theCy axis was oriented in a direction normal to the
film plane. The film thickness range was 100-700 A; the

© 2005 American Institute of Physics
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5 ...AA o © A‘A\Z FIG. 2. Description of the experimental dependen¢esof the conductiv-
asd B .'AAgo° Ad ~4 ity of bismuth films on the magnetic field by E@l) for weak localization
2 1.0} ." 6°°AAA taking account of the Drude contribution to the magnetoconductiwity;,
o A separation of the Drude contributign-) from the magnetic field variation
I of the conductivity; magnetic field variation of the quantum correction due
0 1 1 1 1 1 1 1 1 to weak localizationwith respect to the conductivity &=0) (- -). Ex-
0.2 0.6 1.0 1.4 amples are demonstrated for samples in series 2 at tempefatude? K
BT with different thicknesseéin A): 180 (a), 280 (b), 400 (c), and 450(d).

FIG. 1. Magnetic field variation of the resistance of samples in series 3 with
(3 304, Mgt o vaaon o syt of e n aeresCorIductivity by weak electron localization it is important to
2 with thicknéssegn A): 180(1), 280(2), 400(3), and 450(4) at Itjempera- take account of the contribution of the classi¢alrude
ture 4.2 K (0). magnetic-field variation of the resistance of the fouf?
(u is the mobility to the magnetoresistance, which was not
done in previous works on weak localization in bismuth
effects due to weak electron localization are not manifestedilms. We used a technique proposed in Ref. 15, specifically,
clearly for larger thicknesses. The sample series differedh the range of logarithmic saturation of the functid the
somewhat by the conditions under which the films were conmobility values for which the functioerg= 08/1+ u’B? is
densed(substrate temperature and condensation) ratel, identical to the experimental dependenegB) were
correspondingly, by their transport characteristics. The tracedetermined’ In Fig. 2 the dotted line demonstrates the pro-
of the magnetoresistance curves were obtained in magnettedure for finding the Drude magnetoresistance of one series
fields up to 1.6 T at temperatures 1.5—-4.5 K and also abf samples.
14-20 and 77 Klexamples of magnetoresistance traces are  Next, the value of the “two-dimensional” concentration
displayed in Fig. L n, follows from the expressionr(,:(R%)‘l:neM. The re-

For comparing with theory the magnetoresistance traceftion n; =n,L 1, whereL is the film thickness, should be
were converted into the magnetic-field variation of the con-used for comparing with the data on the “three-dimensional”
ductivity of a two-dimensional system using the relationconcentration obtained in Refs. 16—18. It should be noted
Ao=—(AR/R)-(1/R5), whereRy is the resistance of a that bismuth films exhibit a quantum-size effétt?! result-
square section of film, which is an analog of the resistivity ining in resistance oscillations as a function of the film thick-
the two-dimensional case. This transformation is valid beness. These oscillations are clearly seen for thicknekses
cause the raticAR/R is small and because measurements>1000 A. Resistance oscillations can be neglected in the
have shown that for a perpendicular orientation of the magthickness range studied in the present work.
netic field the Hall component of the magnetoresistance After the Drude contribution was removed from the
RDXy~10‘2RDXX. magnetic-field dependences obtained for the conductivity

To determine the quantum correction introduced into thg'see dashed curves in Fig), 2he dependence calculated us-
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ing Eq. (1) and the desired values of the parametgrsand 4.5 .
Tso Were matched with the experimentally determined depen- L
dence reflecting the contribution of quantum corrections. The 35k °
diffusion coefficientD was determined using Einstein’s for- ?

mulaD = G/2ev, whereG is the specific volume conductiv- mE T
ity and v is the electron density of states at the Fermi surface S 25¢
(for bismuth filmsy~10?° eV~ ! cm~3 taking account of the 5 F
change in the charge carrier concentration and the Fermi en- sl

ergy with decreasing film thickneSs The cyclotron mass of
the electrons and holes in bismuth with the magnetic field
oriented along theC; axis ism* =0.063n,, wheremy is 0.51 | . . L .
the free-electron mass. It is this value of the effective mass of 100 300 500 700
electrons and holes that was used to determine the elastic LA
time 7 from the CondUCtiVity' The time- was found to be of FIG. 3. Charge carrier concentration versus bismuth film thickness for dif-
the order 10*°s. ferent series: 1@), 2 (O), 3 (W), and 4(0). Dependence of the formg

The matching procedure was quite successful in alk=7.6x10% L~15%—).
cases. This is demonstrated in Fig(sdlid curve$. Aside
from weak electron localization, the contribution of other o
corrections due to the electron-electron interaction is negli- N contrast to the transport characteristics the values of
gible. Our estimates show that for reasonable values of thi€ “three-dimensional” charge carrier concentration fall on
interaction constantB and known values of the Landac- & Single curve versus the film thickneesee Fig. 3 This
tor g (for B|. C3 g=1.06 for electrons andj=4.26 for de_penden_ce is essentially the same as that obtained in caI(_:u-
holes for bismuth the quantum corrections to the magnetic/ations using the system of equations for galvanomagnetic
field dependence of the conductivity in the diffusion channelProperties of f"mél-_ ~The increase in carrier concentration
are much smaller than for weak localizatiéin contrast to with decreasing bismuth film thickness, first established in

their temperature dependence where the interaction correfef. 16, was explained in Refs. 17 and 23 as being due to the
tions are greater than the correction due to weahonuniform distribution of the potential, which has a bend

localization.?2 Similarly, including in the matching proce- n€ar the surfaces, in the film. The nonuniform static potential

dure the quantum correction due to interaction in the Coopel? @ Semimetal results in an effective increase of band over-
channel simply degrades appreciably the agreement betwedgPPing and increases the average carrier density.

the experimental curves and Hd) describing weak electron The film-thickness and temperature dependences of the

localization. times 7, and 7, are qualitatively different. The phase relax-
ation time,, does not exhibit a clear dependencelo(Fig.
43), and the spin-orbit relaxation time,, tends to increase

3. COMPUTATIONAL RESULTS somewhat with increasing thicknegsig. 4b). As tempera-
ture increaseszs, remains unchanged ang decreasegFig.

Our calculations of the contribution of weak localization 5). This time is determined by inelastic scattering
to the magnetic-field variation of the conductivity of bismuth

films differ from previous calculatiodg® by the following

important features: in the first place the expressibnwas o 10—

used in the calculations, making it possible to determing S\T‘ nnn® o a

and in the second place the contribution of the Drude varia- © St

tion of the magnetoconductivity was singled out and taken & . ® ooe e

into account. . _ _ _ 40—
The computational results agree with the basic behavior o’ b

of characteristics such as the concentration and mobility, de- e

termined in Refs. 16—18, where the galvanomagnetic prop- 35} g- o

erties of bismuth films were studied. @ ‘ .
All calculations were performed in the S| system. The $’-’| 3.0} //’

values found for the mobility lie in the range e o - o

0.01-0.07 rAV~'s™%, which agrees with calculations of the 2 .l -

average mobility using the system of equations for galvano- - 25 .,"

magnetic properties of bismuth filmM&The values ofu in- »

crease smoothly with film thickness in each series, but they 20F L ©)

are different for different series because of differences in the ad

structural characteristics of the films. This is also observed 1.0 TR S S S—

for the thickness dependences of the diffusion coefficiznt 1.2 3 4 5 6 7

and the average mean-free path lerigtin the more perfect L1024

Se”es. 1 and 2 T[he path I_engthare spme_what greater than FIG. 4. Variation of the phase time, (a) and spin-orbit relaxation time,
the th|Ckm_'3‘S$-1 in the series 3 and HKis slightless less than () witn increasing bismuth film thickness. The labeling of the series of
the film thickness. samples is the same as in Fig. 3. The broken lines are drawn for clarity.
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80 whereris the elastic scattering time aad=e?/fc=1/137 is
60 the fine structure constant. The ratig'/ — 1=¢ character-
40+ izes the probability of a spin-orbit process in elastic scatter-
ing. In Ref. 30 it was assumed that since all datasgrefer
o0} to thin films, the main momentum scattering mechanism is
surface scattering, so that the transit tirfé=L/v of an
electron between two surfaces, whekeis the Fermi veloc-
N ity, was used as the time It was found that th&Z depen-
}}\ dences ofr_ /(") " functionally agree with Eq(3), but
\o the experimental values are severalfold greater than the val-
I , e N ues calculated from this expression, ranging from small val-
1 2 4 6810 20 ues (~107°-107) for light metals(such as Li up to very
T.K large values for heavy metalor Sn~0.1, Pb~0.5). Thus,
. N . for heavy metals a collision of an electron with the surface is
FIG. 5. Temperature variation of the phase relaxation tipef samples in . . . . .
series 3 with thickness(in A): 380 (O) and 570(®); 7,=3.9x10 %  Very likely to be accompanied by a change in spin orienta-
T (), 7,=4X107 2 T2 (— — —). tion. The strong spin-orbit interaction observed in bismuth
films (the time 7, turned out to be close in order of magni-
tude to the elastic scattering time corresponds to the re-
processes—electron-electron and electron-phonon. At tensults of an analysis of the experimental data fgg in Ref.
peratures belw 4 K electron-electron scattering predomi- 30.
nates; for these processes the theory of the electron-electron The ratio of the probabilities of spin-orbit scattering pro-
interaction in disordered two-dimensional conductors precesses at the surfaece’ and in the bulke® of a film was
dicts r;elocT.7'8 This dependence is satisfactorily realized for estimated in Refs. 31 and 32. In Ref. 31 it was found for Mg
the groups of points in Fig. 5 below 4 K. As temperaturefilms thateS" is one to two orders of magnitude greater than
increases, the electron-phonon scattering processes play ab, depending on the type of substrate. In Ref. 32 it was also
increasingly larger role. The dependenqtglocT2 is ob-  established for Au films thatS'>¢P (the values obtained
served in bismuth films at temperatures above #'Khe wereeS'~2x1072 andeP~4x107%).
reasons for the appearance of such a temperature dependence It is completely obvious that the tendency fag, to

(o]

1,107 18g

H O 0O

of 7, for bismuth films atT>4 K and for beryllium?® nio- increase with film thickneséFig. 4b shows that the com-
bium, and aluminurf films atT>10 K are discussed in Ref. puted values of, reflect primarily spin-orbit processes at a
24. surface, since a decrease of the influence of the surface with

increasing thickness wheeg > £ should result in a weaker
spin-orbit interaction in the film, i.e. an increasef,. We
shall illustrate this using the following qualitative relations.
In this work the values of the timeg, in bismuth films  Let the conduction electrons in the film undergo elastic scat-
indicating a strong spin-orbit interaction were obtained. Ittering in the bulk and at the surface of the film. Let the time
was also found thats, tends to increase with film thickness. 7, found be represented by two components for spin-orbit
The high spin-orbit scattering rate in thin bismuth films processes in the bulk and at the surface:
is due, in our opinion, to carrier interaction with the surface. b s
. - 1 1 1 =& €
We shall try to substantiate this below. — =+ —7= 5 + —=1, (4)
The idea that spin-orbit interaction plays a substantial 7so 7so 7s0 7 7
role for electrons in small samples was first advanced iRy hare -2 and = are the corresponding times of the elastic
Refs. 27 and 28 in con_nect|on with the observathn _of aprocesses. Let"~I/vr and 7' equal to approximateli/v
nonzero nuclear magnetic resonance frequency shift in syz o “pure” limit (1>L), and in the “dirty” limit (1<L)
perconducting films a3 —0 (Knight shify. It was inferred |y /sf he getermined by the electron diffusion time from one
that the direction of the spin of an electron scattered by thg, f5ce to the others'~L2/D, where the diffusion coeffi-
boundary can change, as a result of which the total spin OéientDvaI. Then it follows from the expressiof) that
the system is no longer zero. In connection with this idea, ¢4 the “pure” limit
Abrikosov and Gor’kov constructed a theory of spin-orbit
interaction in the scattering of electrons by impuritiéghe 1 v &%fup
experimental data for the spin-orbit relaxation time deter- T_SO_|_+ L’ ®
mined from the Knight shift, the critical magnetic field of
ultrathin films, experiments on tunneling of spin-polarized
electrons into a superconductor, and spin resonance of con- 1 &Py &3l
duction electrons in normal metals were analyzed in Ref. 30. T_so= | + L2 - (6)
In this work a check was made of whether or not the depen-

dence ofr..} on the atomic numbeZ of a metal satisfies the It i obvious that fors"<&°" the integral timers, found in
relation from Ref. 29 both cases should increase with film thickness. An interme-

diate case I=L) is realized in the objects studied. This
3) makes it impossible to use the formulas presented above for
the analysis.

4. DISCUSSION

for the “dirty” limit

-1
TSO

_1~(aZ)4,
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. . for bismuth films from the system of equations for the conductivity, the
the surface of a CondUCt(_)ra which follows from the.reqU"’e' magnetoresistance, and the Hall coefficient are close. The electron and
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The theoretical fundamentals for describing the behavior of noninteracting electrons in one-
dimensional systems are presented: the transport characteristics of an ideal wire connecting two
thermostats; a description of elastic scattering by a chaotic sequence of barriers using
Landauer’s formula; gigantic chaotic oscillations of the resistance; localization; and, the influence
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The purpose of the present brief review is to present thevave field formed as a result of the propagation and scatter-
theoretical fundamentals for describing one-dimensional sysng of this wave in a one-dimensional potential are exam-
tems of noninteracting electrons and illustrating their behavined.
ior on the basis of known experiments. The number of one-  According to the Peierls theorem @1system with an
dimensional objects which are available to experimentalistgdeal periodic potential is unstable with respect to the appear-
has increased substantially in the last few years. Examplesnce of a new period and a wave of charge denrsityd
are organic metals, semiconductor nanowirés,carbon  arbitrarily weak disorder in a one-dimensional medium re-
nanotubes,and even real, short chains of metal atdiiihis  sults in localizatiorf. Nonetheless, conduction in &D1sys-
has drawn more people into working with such objects andem of noninteracting electrons is possible because of tem-
has made it necessary to provide them with a quite rigorouperature, the finite length of theDLsystem, and correlations
introduction to this problem. in a random potential.

The criterion for one-dimensionality is associated with
the structure of the electron spectrum of free electrons with. IDEAL WIRE
wave functions expk-r) and the appropriate geometry of

the region of their existence We consider first an ideal wire with no scattering, even

elastic scattering. Let an ideal wire of lengthconnect two
reservoirs to which a potential differen¥tis applied. Then
any electron entering the wire on one side leaves the wire on
the other side with probability one. In addition, let the diam-
Herek; is the wave number in the direction in which the eter of the wire be so small that the spectr(inof the wire
electron motion is unbounded; is the size-quantized part pelow the Fermi levet contains a finite number= 2N of

of the energy associated with motion in bounded direCtibnS; size-quantized Subband‘ﬂey are also called Channe|s; in the

enumerates the size-quantized subbands. A system is onghsence of a magnetic field, for everg N, there exist two
dimensional (D) if all electrons fit into the bottom subband. channels with different spin directions

For a degenerate electronic system the criterion is

e=h2kil2m+e, (i), i=12,... (1)

e, (I)<eg for i=1,2,...N;. 3)

ep<Ag, Ag=¢g,(i=2)—¢,(i=1). (2) If Ng=1, then the D system is said to be a single-channel
system(taking the spin of the system into account it could
If several size-quantized subbands lie below the Fermi leveRlso be called a two-channel systerand for Ns>1 it is
then the system is quasi-one-dimensional. called a multichannel system. Since the wire is ideal, the
Generally speaking, interelectronic interactions have &hannels inside the wire are independent of one another and
large effect on the behavior of electrons iB kystems. Con- do not exchange electrons. The electron densitp channel
cepts such as the Luttinger liquid and a wave of charge of. the longitudinal velocity of the electrong, and the den-
spin density arose precisely from studying bystems. Tak- sity of stateqy; at the Fermi level are related by the relations
ing account of interactions greatly complicates the analysis , —z-1(9g/k),_,, g;=(dn;/de),_, =1/2whv;,
of the experimental data and often makes the analysis am- : '
biguous. Consequently, it is helpful to have as a starting basis Ns
a clear picture of the behavior of noninteracting electrons in ~ si=eg—e, (i), 2>, nj=n. (4)
1D systems. This picture is presented in the present review. =1
First, it is postulated that the wave function of an electron isThe presence of a potential differendebetween the reser-
a plane wave ex-r) and interference processes in thevoirs means that because of the difference in the electron

1063-777X/2005/31(3-4)/7/$26.00 331 © 2005 American Institute of Physics
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densityon;=g;eV there is a difference between the electronreservoir-thermostat would make the electronic waves pass-
fluxes entering the channélfrom the right- and left-hand ing through it incoherent. If the temperature of the wire is
sides. In the expression for the current the concrete parandifferent from absolute zerd#0, so that there exists a fi-
eters of the channel appearing in the relatiohscancel, so  nite lengthL <o over which an inelastic collision and
that the currend; in the channel is independent of the index phase interference of the electronic wave occur, then such
i and equals thermostats appear automatically at distancgsfrom one
another.

Thus there is an upper bound on the length of an ideal
wire, A<L,. The lower bound is actually the diameter of
the wire. This is evident from an analysis of a Sharvin
contact where an insulating flat diaphragm with an opening
with areaS divides two three-dimensional metal half-spaces,
Via=(€22mh)v, pig=(2mhle?)(1lv). (6)  one of which is an “ideal” crystal in the sense that the mean-

_ free path length there is>.\/S. The resistence of such a
The index here underscores the fact that @jrefers to an  gntact is

ideal wire. 5

The result(6) is remarkable in several respects. In the R~ ke %E(ﬁ /mS)
first place it has been found that in @1system, even a ne’S e’\ e |’
multichannel system, dissipation occurs even in the absem{ﬁheren m, ke=(372n)Y3 and e = #2k2/2m are the con-
of scattering. In the second place, however surprisingly, th%entratién, ’mgss, Fermi momenFtum, aFnd Fermi energy, re-

resistivityp ia Of the wire is indgpep dent of its length _and is spectively, of the electron gas in an ideal half-space, and the
determined only by the quantization of the electronic spec—%Sign appearing instead of an sign signifies that numeri-
€al coefficients are dropped in the expression. It is easy to
verify that the expressiof¥7) is identical in structure to the

8xpressior(6) for pig, and the numerator in the fraction in

Ji=ev;én;=(e?2mh)V. (5)

The conductancg,y=J/V and the resistancp;y= 1ly;q of
such a wire are determined by the total curréat=7J; and
equal

)

principle of nonlocality. The electrons acquire energy in lo-
cations where a field is present, i.e. in or at the edges of th

wire, and give up energy when they are thermalized in aparentheses in Ed7) is the characteristic splitting, be-

reservorr, i.e. far from the wire. tween the size-quantized subbands. It is easy to verify for a

Itis no accujen_t th"?‘t we do not specify more accurate_ly guare opening that this distance is indeed proportional to
where the electric field is concentrated. The arguments which.~ 1

have led to Eq(6) do not predetermine the distribution of
the electric field along the wire. Additional considerations
are required to determine this distribution. Ordinarily, it is
found that the field is distributed nonuniformly along a chan-
nel and concentrated predominantly near its ends. In thi
respect an interesting example are edge channels which

Since an experimental channel can be very short(&q.
can be checked experimentally. Figure 1 shows the results of
measurements of the conductivity of a narrow channel under
a split gap connecting two regions of ®2lectron gas in a
aAs—AlLGa, _,As heterostructur@As the blocking voltage
‘WZ on the gate increases, the depleted region expands some-
formed along the edge of a sample between the contacts What because it extends slightly beyond the edge of the gate.

t_he presence_of a quantum Hall effect. In a strong Magnelias one can see in the inset in Fig. 1, the conducting channel
field perpendicular to the plane of a two-dimensional elec—narrOWS which means that the number of chanmélsde-
tron gas all electrons colliding with and reflected from the '

. : . o creases. The short length of the channel makes it possible to
surface necessarily collide with the surface again in the neXtyain 5 palistic regime, i.e. a no-scattering regime, in it. In
turn of their cyclotron motion. The direction of their dis- ’ '

placement along the surface in the time between two colli-
sions with the surface is determined by the sign of the vector

product of the field and the normal to the region of the two- 12+ Contact

dimensional gas and is independent of the angle of incidence L Split T 4

and the angle of reflection of the electron. The current along 10k @7 % DR A

the surface is described using the concept of a one- gate

dimensional channel, which is ideal because of the absence gk DT AR

of backscattering. The tangential electric field along the edge £ _Contact __j [ ...

of a sample, i.e., along all channel, is everywhere zero in 5 6F

the presence of a quantum effect of the field, and the entire ESQ U

voltage drop is concentrated at the boundary with one of the 4k

contacts.

It would appear that the assertion that the resistance of a ]

wire is independent of its length contradicts a simple argu-

ment. Imagine an ideal wire to be divided into two parts 0 L L
-20 -18 -16 -14 -12 1.0

which are connected in series. If the resistancesn each
part, then the total resistance should hgy2 But it is not
enoth to S|mply divide the wire into two parts. In order for FIG. 1. Conductancg of a ballistic contact between® regions of a

both pgrts to be indePend_ent resistances an addition HaAs-ALGa, ,As heterostructure as a function of the gate voltage regulat-
reservoir-thermostat must be inserted between them, and thiig) the width of the contactinset: layout of the measuring cell.

Vg V
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the structure shown in Fig. 1 the electron density is 3.56 | P

x 10' cm™2, the mean-free path length at 0.6 K is about 8.5 jin

um, and the characteristic dimensions of the channel are of

the order of 0.25um. { ////////
Itis evident in the inset in Fig. 1 that the measurement is

performed by a two-contact scheme, so that the measured jy ——

resistanceR .45 CONtains the resistande,,,; of the contacts

and the resistance of the adpmmg Wld_e sections of tD? 2 FIG. 2. One-dimensional conductor connecting two reservoirs and consist-

layer. The conductance, which is of interest to US,yiS ing of two ideal sections along the edges and the scattering section AB at the

=p 1=(Rpeas Reond 1. The resistanc®.,,; was assumed center.

to be 4.35 K), so that it corresponds approximately to the

results of independent measurements. After this quantity is

subtracted the _functioy(vg) becomes a sequence of steps omh R 2wh R

of the same height Pimp= = T 2 IR’

R —

>

Reservoir 1

w
Reservoir 2

J.i‘n

-
Ir

(12)
Ayiq=(€22mh)Av=e?/7H, (8) ) i i i
The idea of representing elastic scattering centers as po-
in complete agreement with E(F). tential barriers in the path of propagating waves and express-
ing the transport characteristics of the system in terms of the
reflection and transmission coefficients of the wave for these
2. ELASTIC SCATTERERS barriers was first advanced by Landaﬂ’e@onsequently, the
corresponding formulas, specifically, the expression for the
We now assume the wire to be nonideal and, for simplictonductance(12), are named after Landauer. In principle
ity, a one-channel system. Let elastic scatterers be present ilindauer’s technique is applicable to systems of any dimen-
the hatched section of the wif€ig. 2). There is no need to sjon, but it is especially convenient and often used for 1
specify their relative arrangement more accurately—we shallystems.
consider the entire hatched region to be a single scattering |Landauer’s formula in the fornil2) was derived under
object. In quantum mechanics, it is characterized in the onethe assumption that the potential difference is applied di-
dimensional case by complex reflectiond transmissiob  rectly to the scattering region between the points A and B in
coefficients, which couple the amplitudes of the reflected angkig. 2. This is why the conductanc&2) with weak scatter-
transmitted waves with the amplitude of the incident waveing, 7~1, R<1, can be greater than the conductat®eof
Electronic fluxesjj,/e and j; /e are incident from the left a system with no scatterers. If the potential difference in the
and right on the hatched region. Each electron is reflectedystem in Fig. 2 is applied to the reservoirs, then the resis-
with probability R=|r|* and is transmitted with probability tances of the ideal wire and the scattering region are con-

T=1t[%. nected in series and the conductance of the entire system is
R=jlin=1i/iin, T=itin=ii!iin, ©) S 1, o1 2mh R
ReT=1. Y "=VYid T Yimp= Pid T Pimp= 2 1+ =/,
If the voltage drop on the hatched region is zero, then the g2

total electron flux in the wire is also zero. In the presence of Y= mf (13

a potential difference’V, a density differenceSn=gesV

appears at the boundaries of the region. In one-dimension&low, the conductancg—yiq as 7—1, as should be. The
systems all electrons move along the wire and therefore beexpressior(13) for y can also be obtained directly by apply-
long to one of the fluxes appearing in E¢8). This makes it ing a potential difference to the reservoirs, writing the elec-
possible to relateSn with the electron densities in the fluxes tron flux from one reservoir into another, and taking account

and expres®V in terms of the current: of single scatteringcompare with the derivation of E¢6)).
. o This means that adding the resistances in accordance with
sV on _Jwntietie Jintiete 2ZRUin" i) Ohm’s law in the arguments for E¢L3) was justified. How-
ge e’gu e’gu qu
A0
Hereg andv are the density of states and the modulus of the I
velocity of the electrons at the Fermi level. Since the total 1: i B Beell i D
currentd is ; E
I=fin=Je= == = 1= T (11) AlC Ce|

the ratioJ/ 5V makes it possible to represent the conductance
Yimp=J/6V and the resistancgmp=yi;n}) of the hatched re- D OREaEE L LR P TEELTER LT AR

gion in the form FIG. 3. Scattering section in aDLconductor consisting of two barriers. The
e2 T e2 T complex amplitudesA, . . ., D of the waves arriving at and leaving
both barriers are normalized to the initial arriving wave, indicated by the

Yimp= 27h R 27h 1-T° number 1.
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ever, this is by no means always the case for one-
dimensional systems because the incident and reflected
waves interfere with one another.

We shall now consider two successive barriers in a 10-5F 0.57K
single-channel one-dimensional conductbrg. 3 and we -
shall express in terms of the parametéys R, 75, andR, c
of the initial barriers the parametefsand R =1—7 of the >
compound scattering object formed. If a wave with ampli-
tude 1 is incident on the barrier from the left, then the sta-
tionary wave field formed will contain four additional waves: 1077
the reflected wavd\, the transmitted wav®, and two op-
positely propagating waveB and C between the barriers
(A,...,D are the complex amplitudes of the waueEx- . .
pressing the amplitudes of the waves moving to the right and 4 6 8 10
left of each of the barriers in terms of the amplitudes of the Vg:V
incident waves, we obtain four equations:

Source

FIG. 4. Conductancg of a long gquasi-one-dimensional channel in a field-
—i i ffect transistor, fabricated on the surfacene$i, in the accumulating layer
=r,+ =t.+ o _— [ efre 118 1IN 1 g lay!
A=r,+Ct, B=t;+Cr;, Ce Be“r,, regime as a function of the gate volta\gj@.13 The width of the channel can
CnAe vary from 0 up to the maximum value 1 um, set by the constructiofsee
D=Be ts. (14 the scheme shown in the ingetising voltages on the control electroges
. . .. and on the gate.
Here the fact that the reflection coefficient of the barrier is
independent of the side from which the wave is incident is
taken into accountr,=r;; the factors expfi¢) take ac- and also the original work for a more detailed discussipn

count of the phase shift of the wave over the distance fronThe average conductand, of a system of two barriers

one barrier to the other. From Ed44) follows follows from the average valueos6=0:
. 2 2 _ _
D €%ty Y,= € N7, _® (1-R1)(1-R2) 18)
_—1_eZi<Prlr2’ 2’7Tﬁ R1+R2 27Th R1+R2

For comparison we shall give the classical expression for
7.7, a sum of two successive resistanges yl_1 and p2=y2_1:

2=
ol 1+RyR,— 2R R, COSO’ 49 Y=y tys ) =t o)
where §=2¢+arg(r,). The conductanc¥, of the a com- e’ Ry R, |71
pound “two-barrier” scatterer, marked in Fig. 3 by the dotted “onh 1-Ry + 1-R,
line, is 5
_ € (1-R)(1-Ry) 19
e T e? 7.7 C27h Ri+R—2R,R, (19

Y,= = . (16)
2mh 1=T 27h R,+R,—2\RyR,c0s6 In Eq. (19) there is an extra, compared with E8), term in
the denominator, proportional to the product of the transmis-

If a compound “double-barrier” scatterer consists of two sion coefficientsR, R, for two barriers.

identical barriers,r;=r,=r", t;=t,=t’", Ri=R,=R’,

and so on, then 3. GIGANTIC OSCILLATIONS OF THE RESISTANCE

e? (T")? We shall discuss one other feature of transport i 1
2= 2t ARSI /2] systems. Figure 4 shows the transport characteristics of a
quasi-one-dimensional system fabricated on the basis of an
012= p+argr’)=kl+argr’), (17  accumulating layer in a field-effect transistor onnaSi

surface!® At low temperatures a noise-like component with

wherek is the wave number ands the distance between the very large amplitude appears in the dependence of the con-
barriers. ductancey on the gate voltag®/y. This is not real noise.

The conductancé€l6) depends not only on the param- The signal does not depend on the time, and if the sample is
eters of the two initial barriers. Through the anglét also  not heated to room temperature, then in a repeated experi-
depends on the distance between the barriers. Ultimately, waent the curvey(V,) will be reproduced right down to the
are interested in all conductor with a large number of smallest details. It is evident that at low temperatures and
randomly positioned barriers. Therefore we can average ovegate voltage¥/, allowing for a narrow channel and low car-
all possible distances between them, making the assumptiaier concentration, the conductance undergoes as a function
that the angled assumes any value from 0 ter2vith equal  of V chaotic narrow oscillations whose total range increases
probability. Such averaging is not entirely correct, but itwith decreasing temperature. For a different sample, and
makes it possible to follow the trends arising as the length oéven for the same sample, with repeated cooling from room
the chain of one-dimensional barriers increa@ee Ref. 11 temperature the detailed structure of the oscillations is differ-
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ent with the same overall pattern of evolution of oscillations T, K
with a change in the temperature and voltage 10 05 0.2 0.1
The fundamental reason for the chaotic oscillations is 4, '
one-dimensionality. All defects in a wire are connected in 10 o
series, and the current lines cannot circumvent any of them. ‘.\\ .
Consequently, switching off one strongly scattering defect )
can strongly influence the total resistance. The question is
how a change iV that changes the concentration and Fermi
energye of the carriers can switch on, switch off, or change 10-5F w .
the effectiveness of individual defects. 4.2V .\ hY
Let us return to the expressigh7) for the conductance
Y, of a symmetric “double-barrier” scatterer. In the discus- 7l N W
sion above we averaged the expressit) over cosd on the 10 ' >
basis that there is a spread in the values of the distances oy
between the barriers. But the angle=kl; appearing in6 05 10 15 20 25 30
depends not only oh but also on the wave numbér i.e., T-12 K-1/2
on the energy of the scattering electron. For one specific ’
scattering pair of barriers with a fixed value lgfit follows FIG. 5. Temperature dependences at the minima of the conductance of a

from Eq.(17) thatR, assumes values from 0 tp4 channel of a field-effect transistor for three different values of the gate
’ voltageV,, .12

1075F % %

T '\\ 49V T

Y, Q

0<R,=<4p, (20
in complete agreement with Mott's formula for the tempera-

depending on the energy of the incident electron. Here iture dependence of hopping conductivity with variable hop-
should be recalled that the transport properties obDasys-  ping distance:
tem are determined precisely by the electrons from a neigh- T\ Ud+1)
borhood ofer because the opposite electron fluxes with 5=,/ exp(—M> , TMw(gﬂgd)*l, (23)
lower energies compensate one another. We mentioned above T
that there are problems with averaging the expression for th@here d is the dimension of the space agds the decay
resistancé16). They are due precisely to the wide rar(g6) length of localized states.
of variation ofRR;. For large values of/, the channel expands and gradu-

The space between two barriers is a potential well. Inglly converts into a two-dimensional channel. The conduc-
this well, generally speaking, there is a collection of levgls  tance increases, and the amplitude of the chaotic oscillations
whose widths are due to the transmittantgandt, of the  decreases. The experimental points of the function
barriers. As the electron energy shifts relative to the sys- |ogy(T ~'?) obtained with gate voltagé,=6.3 V deviate in
tem of levels in this well the tunneling probability oscillates, Fig. 5 from a straight line, but they rectify in the
reaching a maximum at resonanee=eg;. Consequently, (logy, T "3 plane, once again in complete agreement with
the gigantic chaotic oscillations of the resistance can be degq. (23).
scribed theoretically precisely in terms of resonance
tunneling:* _ , 4. LOCALIZATION

The model of localized states inDL systems employs
the idea of electronic levels inside composite scatterers. At Let us consider a long chain of identical, weakly scatter-

sufficiently low temperatures reflections from distant barrierdnd barriers,R '<1 and7 ' ~1, located at random distances
I; from one another and each having a small resistarice

1<N<L,/I 21) =(27-rh/e2)(72.’/T’)§?wﬁ/e2 (thg average distance be-
tween the barrierk=1; is the elastic mean-free path length

We shall calculate the resistand@y=Yy'=(27%/€?)

X (Rn/7y) of a compound scattering object consisting\bf

barriers using a recurrence relation following from ER):

remain coherent. Consequently, according to the rel&fén
presented below, these reflections for sufficiently lakge
compensate the barrier transmittances,oandt, and
make the state between them localized. Hopping conductiv- =~ R, +R’

ity should be expected under these conditions. Indeed, Fig. 5 —=——"_—-—. (24
displays measurements of the temperature dependence of the In In-1T

conductance which were performed at several minima of th@s long as the number of barrieh is small, so thaNp’
curve presented in Fig. 4. It is evident that for measurements27i/e?, the resistanceRy increases linearlyRy~Np

on the left-hand side of the plot in Fig. 4, for lower values of «N. The reflection probabilityR, also increases almost lin-
Vg4 when the conductance is small, the oscillations are largearly. ButRy cannot exceed 1. Consequently, at some value
and there is every reason to regard the channel to be onef N we can setRy~Ryn_1~1 in Eq.(24), whence it im-
dimensional, the points follow well the functional depen- mediately follows that

dence T~Ty 1T, Ty—s(T)N=seN as N,
y=yoexp[— (Ty/T)*?] (22 (s=const, a=In7'<0). (25)
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The exponential decrease of the transmitted-wave intensitthen the unperturbed energy le\i] of a defect falls within
Ty With increasingN is a demonstration of @ localization  the band and a distinguished valke ky, cosky=—2J/(E,
for a specific example. —Ey), for which the reflection probability of a defe®=0,
appears in the band.
In the dimer model correlations exist only between near-

5. ROLE OF CORRELATIONS IN A RANDOM POTENTIAL est neighbors. For such correlations delocalized states arise

The general assertion of Ref. 16 thab localization  ©nly for discrete values of the energy. To obtain a band of
occurs in a random potential and the illustrati@s) of this ~ delocalized states distant correlations must be used, retaining
assertion for a specific model assumed that there are no cdft SO doing an element of randomness. An algorithm for
relations. However, localization may not occur if the chaoticconstructing such a potential was proposed in Refs. 16 and
one-dimensional potential is not completely random but conl7- Here we present only a specific example of such an al-
tains correlators. To show this we return to Egj7) for the ~ gorithm, constructed to perform an experimental check by
conductanceY, of the symmetric “double-barrier” scatterer Means of microwave simulation. _
shown in Fig. 3. It follows form this formula that there exists Microwave simulation of localization processes is pos-
a wave numbeky=—arg(’)/l for which the barrier is com- Sible because the time-dependent Sdhger equation

pletely transparent to the incident wave and there is no re- EN, 52
flected waveR ,=0. If in our model(24)—(25) the isolated th: - ﬁA‘I”rU‘I’ (27)
barriers are replaced with double barri€tg), then an elec-
tron with energys,=%2k3/2m will be delocalized. and the classical wave equation
This idea was elaborated in the so-called dimer mddel. 2y
This model uses not one-dimensional barriers but rather a — — _ —_ Ay (28)

one-dimensional chain of periodically arranged potential  ¢* dJt?

wells. The chain consists of two types of wells with energy(C is the speed of lighthave much in commoRThe substi-

levelsE, andE,. The wells are distributed along the odd tution ¥ =e~ "y reduces both equations to

lattice sites completely randomly, without any correlations,

and each even site contains a well of the same type as the (A—U+k?)¥=0 (29

odd site to the left of it. This means that identical wells occuripe only difference being that for the ScHinger equation

in pairs, whence the name of the modé€ig. 63. If the

distance between the wellsas then the lattice obtained can w=(hI2m)k?, (30

be represented as a sum of two random but idensigblat-  and for the wave equation

tices shifted bya with respect to one another, both with

period 2a and an entirely random distribution of wells over w=ck (3D

the sites. As an example of microwave simulation we present the
We shall assume that pairs with eneii§ly belong to the  experiment of Ref. 19 where the transmission cofficient of a

main lattice and pairs with enerds, are defects. As we have |ong waveguide was measured as a function of frequency for

already seen, in this model localized states can exist for cean electromagnetic wave in the microwave range. The wave-

tain specified values of the energy. Now, it is necessary tguide scheme is shown in Fig. 7. The working frequency

formulate the condition under which electrons with this en-range was chosen to lie inside the frequency range where the

ergy can propagate in the main lattice. waveguide is in a single-mode regime: 7.5 GHz2a
Consider one dimer defect consisting of two wells with < »/27r<c/a=15 GHz, wherea is the large dimension of

energyEy in an ideal lattice consisting &, wells (Fig. 6b.  the transverse cross section of the waveguide.

Let the overlap integral between neighboring wells be To simulate the random potenti&l=100 scatterering

Then bands with a quasicontinuous distribution of lewels pins are inserted at equal distances along the waveguide.

=E,—2J coska are formed to the right and left of a defect. Using micrometric screws the pins can be inserted to differ-

If ent depthau,,, where I==n=<N. The depth is set using the

|Ea— Ep|<2J, (26) formula

100 micrometric screws

Antenna 1
~60-¢!

LT
lllulll—l

190
Antenna 2
FIG. 6. Dimer model of a one-dimensional random potential. The changes
occurring in the positions of the levels as a result of the overlapping of theFIG. 7. Schematic diagram of a single-mode waveguide with 100 scatterers,
wells are not showr(a). The electron levels in a one-dimensional lattice in which the transmission coefficientfor an electromagnetic wave was
with one dimer defectb). measured as a function of the frequehtill dimensions are given in mm.



Low Temp. Phys. 31 (3—-4), March—April 2005 V. F. Gantmakher 337

6. CONCLUSIONS

1.0
t _ These are the basic fundamentals of the behavior of non-
0.8 i 5 interacting electrons in one-dimensional systems with a ran-
06k dom potential. They should be kept in mind when discussing

el any experiments in such systems, even if the interelectronic
04l , : L interactions play the main role in the observed phenomena.
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o2l and grants from the Ministry of Science of the Russian Fed-
-y . eration.
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FIG. 8. Transmission coefficientof a wave in a one-dimensional channel
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Exact formulas are obtained for the electronic current in the presence of quasielastic and elastic
transmission of an electron through a molecule. The elastic transmission mechanism is

analyzed in detail. It is shown that “metallization” of a molecule occurs in the presence of electron
delocalization, so that all energy levels of the molecule undergo the same shift when a

potential difference is established between the electrodes. This explains the appearance of
resonance peaks in the conductivity of the molecule. When an electron in the molecule is strongly
localized the appearance of conductivity peaks is due to resonance hopping of the electron
between the Fermi levels of the electrodes and localized levels of the molecule, with which the
appearance of negative conductivity of the molecule is also associate200® American

Institute of Physics.[DOI: 10.1063/1.1884438

1. INTRODUCTION quantum-mechanical computational methods make it pos-

The possibility of measuring a current through an indi_sible to find the energy spectrum of and the electron density
P y 9 9 distribution in a moleculé32~3But, as a rule, the spectrum

vidual molecule in contact with microelectrode$has made .~ . .
. . : is quite complicated and it is by no means clear whether a
it possible for molecular electronics to reach a fundamentally’.

new level of development where different types of physicalglven valye of the energy of a molecule Sh.OUId be assigned
to a localized or delocalized molecular orbitMO). In ad-

models of electron-transport processes can now be checkeI ion, the position and form of the spectrum and electron

by directly measuring the conductivity of molecules and mo- . . T i
lecular chains. Thus the idea, advanced in thedenS'ty depend on the magnitude and direction of the poten

1970-19804;° of creating molecular computers with an tial dlfferen_ce\/_ applied to the electrode_zs. . .
. . . The objective of the present work is to obtain a strictly
enormous memory is no longer as fantastic as first thought, . : : :
valid expression for the quasielastic current formed by a

The modern problems of molecular electronics are tied to . .
o ) . . molecule inserted between electrodes and then use this ex-
clarifying the physical foundations of the operation of the

. . gression to determine the exact formula for the elastic cur-
basic elements of molecular devices, such as, the molecul

i o . . fent. The current—voltagel £V) characteristics are pre-
wires, rectifiers, filters, transistors, and so on. Here progress . .
T : : Sented for molecules where either purely delocalized or
has been made mainly in understanding the mechanism . . . )
) . L2 ocalized MO contribute to the formation of thegastic cur-
elastic tunneling of electrons through individual molecules . L
rent. Examples are organic molecules containing saturated

and molecular Igyerésee, for example, the reviews in Refs. (covalenj o bonds and triple/double bonds formed dgynd
3, 10-12. The important role of contacts between a mol- :
7 electrons(see examples in Refs. 3, 5, 6, and).3@ the

ecule and electrodes in the formation of a single multinuclear oo . -
; . : resent work attention is focused mainly on obtaining and
complex and in treating electrodes as a macroscopic systePn

: . . . analyzing analytical expressions for the currénand the
with a continuous(quasicontinuous energy spectrum has - . )
been clarified>~?° The latter circumstance results in the ap- conductancg=d1/4V as functions of the applied voltage
pearance of an imaginary correction to the energy spectrum
of the moleculd®?22giving rise thereby to broadening of 2 MODELAND BASIC EQUATIONS
the elastic resonance tunneling peak of electrons tunneling The characteristic vibrational relaxation timg, in mo-
through a molecule. The Coulomb interaction between eledecular systems is of the order of 18-10 %2 5338 Since
trons transported through a molecule start to play an imporvibrational relaxation is the most rapid of the possible relax-
tant role at high currents?>~?’ This interaction is also im- ation processes in molecules, quasielastic and elastic electron
portant for the inelastic mechanism of the formation of atransport through a molecule becomes possible if the charac-
current through a molecular wif8-3! teristic time 7, of this transport is much less thap,. The

Even though substantial progress has been made in déme 7, can be roughly estimated from the relatidn

scribing electron transport through individual molecules and=|e|/ 7, where|e|~1.6-10"1° C is the electron charge ex-
molecular wires a number of important factors remain un-pressed in Coulombs. This relation shows that the electron-
clear. This concerns, first and foremost, the role of delocaltransport process can be elastic if a currdenf the order of
ized and localized electronic states of a molecule in the transt nA or higher passes through the molecule. Experiment
mission of an electron through a molecule and thereby in thehows(see, for example, Refs. 5, 6, 16, and 39)-#ét such
formation of an interelectrode current. Modern powerful currents are attainable for short molecules. For

1063-777X/2005/31(3-4)/14/$26.00 338 © 2005 American Institute of Physics
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Te<<Trel (1) probability W,y, that this channel is open. Thus the total
probability of the transition with the participation of all pos-
aside from elastic process, a quasielastic process, where thgyle channels will be
state of the molecule changes during electronic transmission,
is also possible. In this case, in the transmission process the
molecule gives/takes ufat nonzero temperaturer only
takes up(at low temperatunepart o_f the energy of the trans— Pag= 2 Wago)Pab- (6)
ported electron. Just as for elastic transmission, there is not ab
enough time for relaxation processes in a molecule to occur
during the transport of an electron from one electrode to the

other. This is an exact formula obtained outside the framework of

A. Quasielastic current through a molecule perturbation theory. The only condition used is that there is
In the present work only the elastic transmission of anhot enough time for relaxatiofdissipative processes in the

electron is studied in detail. The more complicated quasielagyStem (o occur over the time of an isoenergy transition in
tic transmission process will be analyzed separately. Howt"® System itself. The Born approximation is obtained if the
ever, since both processes reflect the dynamical character 8l HamiltonianH is replaced in the Green's functiab)
electronic transportwhen relaxation in a molecule does not by Ho.

play an appreciable role during transmisgjowe shall ob- In our problem the LMR system (electrodes
tain the basic expressions for the current using the same ap=molecule) is a dynamical system. We shall analyze the
proach. Then the expression for the elastic current followdransition of an electron from the left- to the right-hand elec-
from the more general expression for the quasielastic currentrode. In this case the initial stafe) is characterized by the
The Hamiltonian of the system  “electrode factthatin this state the transported electron is located at the

L—molecule—electrod®” (LMR systen) is electrodel in the conduction band with a definite wave vec-
tor k and the molecule is in a quantum stéfie(in general
H=Ho+Hi, (2)  determined by the electronic, vibrational, and spin states of

the moleculg so that forH;,=0 we have|a)=|Lk,M)

where the interactiom;,; leads to transitions between the —|Lk)|M), Ex=E,+Ey . Similarly, the final state and en-

states|a) of the main HamiltoniarHy. In the absence of . , ,
relaxa|ti0>n and an external variable figld a transition under th&"9Y of the system are given W) =[Ra,M")=[Rag)|M"), .
action of H;,; occurs only when in the absence of such an b:ERq+E!\/" , Whereq is thE_’ wave vector of an electron in
interaction the energy of the initial stak, is equal to the the co?ductlon band on the right-hand electrode and the sym-
energy of the final statg, . We note that these energies are bol M’ denotes the state of the molecule formed after an
eigenvalues of the Hamiltonia, but not of the complete €l€ctron passes through the molecule. TherefBge-E,,
HamiltonianH. Quantum mechanics shofighat irespec- = (EktEm) —(Erqt Ew’). We recall that for purely elastic
tive of the type of dynamical system the probabiRRy, of a transmission of an electron the internal state of the molecule
transition from the stati) into the statéb) per unit time is ~ does not change, and therefa=M'. Correspondingly,
given by the expression Ea—Ep=E x—Egq-

In what follows, to obtain specific formulas we shall
assume for definiteness that the left-hand electrode is main-
tained at zero voltage and a constant electric field acts on the
R right-hand electrode. As a result the potential difference be-
where the matrix elemenk,,=(b|T|a) is calculated using tween the electrodes . For this choice of the direction of

2 )
Pba=7|Tba| O(Ea—Ep), (€©))

the operator for a transition on the energy shell the electric field the Fermi distribution functionk(E)
. . =[expE—Ep)/kgT]+1 (kg and T are, respectively, Boltz-
T=Hint+HinG(Ea) Hint.- (4)  mann’s constant and temperatufer the left- (s=L) and

right-hand 6=R) electrodes will bef (E ) and fr(Egq
—eV). The fact that the electron chargeis negative has
been taken into account. The probabil, of realization
(5) of a statea in an isoenergetic transitioa—b assumes that
there is no electron with wave vector on the right-hand

whereH is the Hamiltonian of the entire system. The expres-€lectrode. The corresponding statistical probability of a tran-
sion (3) refers to the transition channel between the specifi§ition of an electron from left to right will bew,,
statesa andb of the dynamical system. If there are s&ts = fL(EL)(1—fr(Erq—€V))W(Ey), where the last factor
={a} andB={b} of such states, then the total probability is the statistical weight of the stat) of the molecule

P g is no longer a sum of transitions along all possible chanbefore the arrival of the transported electron. The electron
nels. Such a situation is valid for a closed dynamical systemeurrent from left to right is determined by summing over all
However, if the dynamical system is open, i.e., it is in asingle-electron channe(se. over allk, M andg, M"). Since
thermal contact with the environmefthis is the situation of |, _g=—2eP, r (the appearance of the factor of 2 reflects
interest to uy then the contribution of each channel to the the additional summation over the projections of the electron
total transport process becomes dependent on the statisticgdin), we obtain

Here we have introduced the Green’s function

G(B)=E-hrior
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4me 2e (EgteV A ~ ~
ILr=——— > 2 [fL(EL)(1—Tr(Erg—eV))] |M=—f dEXTH(T\P(E-Ew)G(E)T(E
R CRVIVE h Je
XW(Enm)| Tram Lkl *8(ELx+Ep—Erg—En»). —Ey)G*(E)), (12

@) reflects the contribution of thilth state of a molecule to the
The currentlr_, due to the motion of electrons from the total interelectrode current. At low temperatures only the

right- to the left-hand electrode is found similarly. The ob- ground stahte”of the chIecuIM =Mo, whose.belnefrg)EM
served interelectrode currehtis the difference of the cur- — o We shall set equal to zero, is responsible for current
rentsl, g andlg ., . formation. In addition we introduce the notatiohi(®)

We introduce the matrixoperatoy for the spectral den- Eff\jfg. Finally, the formula for the elastic interelectrode cur-
sity of thesth electrode using the collection of quantities ot pecomes

2e (Egt+eV
[T(E) ], =27 2k (| Hind Sk, M)k, M[Hin ") =4 ) dET(E,V),
F

* BB, @® T(EV)=Tr(MR(E)G(E)IVE* (E)). (13
where (u[Hiy|sk,M) is the matrix element of a transition The expressior(13) has the same form as the expression
from the statésk,M), characterizing the LMR system in the seq by different authors to calculate heV andg—V char-
an eigenstate for the Hamiltoniay), into an arbitrary state  Refs. 3, 10, 12 However, these is also a difference. In Eq.

of the systenu). Since (13) the transmission functior{10) contains the Green's
w function G(E) of the entire LMR system(see Eq.(5)).
S(E1— Ez):J dES(E—E;)S(E—E,), Therefore the expressidid3) is mathematically exadas is

the preceding expression for the quasielastic currértie
we obtain the following basic expression for the quasielasti€@/culations performed thus far&;nplqyed the approach de-
interelectrode current: veloped by Landeand Biitekef®*” which were specially
modified to describe a current through a molecidee, for

2me (= example, Refs. 48 and 19The transmission function was
T h _de 2 {W(Em)fL(E—Ew) determined not in terms of the Green’s function of the entire
MM LMR system, as a strict theory requires, but rather in terms
X[1-fr(E—Ep —eV)]—=W(Ey") of the Green'’s function either of the molecule or a complex

of the molecule with part of the surface atoms of the elec-
X[1=f(E-Ew)]fr(E-En —eV)}Tum(E,V), trodes. The difference from the exact formula will be negli-
9 gible if the coupling between the molecule and the electrodes
) ) o . is weak. But if this coupling is strong, then the difference can
where we have introduced the partial transmission function, ;e an appreciable effect on theV andg—V characteris-
of the system LMR: tics of the elastic current.

Twm(EV) =TT (E—Ey ) G(E)
3. LOW-TEMPERATURE ELASTIC CURRENT THROUGH

Xf‘g\AL)(E_EM)éJr(E))_ (10) A MOLECULE

In what follows we shall study the formation of a low-

o perature interelectrode current associated with the con-
ductivity of the molecule which before the arrival of an ex-
cess electron is in its ground stak¢=M, with a fixed
potential differenceV. It should be noted that the ground
state can be not only charge-neutral but also ionized. loniza-
tion is possible, for example, because under the action of a
potential difference one of the electrons of the molecule has
already crossed onto the electrd@e arrived from the elec-

B. Elastic current through a molecule trode even before a stationary current is established in the

Elastic transmission is a particular case of quasielasti&é:\élzr?ézt?gnérllgtﬁgVimsseagoﬁgeigg?endttrgrésepg:iiggg ;2‘2
transmission. The form of the current follows from the exact

expressiong9) and(10). ForM’=M this gives tron for the molecule. ,
For specific calculations it is important to choose a basis
{|w)} in which the quantitie$8) are determined and the ma-
IZ% W(EM)Im - 1D rix eIementsG#,M(E)E@u’|é(E)|,u) of the Green’s func-
tion are calculated. We note that in an exact description of
The partial current through the molecule the transmission this basis is tied to the states of the entire

If the molecular currents are measured at and below room,
temperature, then in the calculations the Fermi functio
f«(E) can be replaced by the step functi®(E—E).!
Then the integration limits in Eq(9) become finite:Eg
+Ey<E<Er+Ey+eV (f Ey,+eV=E,) andE+E,
+eV=sE<Er+Ey (if Ey+eV=<Ey,).
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LMR system. Consequently, if a basis in which the Hamil- Molecule (molecular wire)
tonianH of the LMR system is diagonal is chosen )},
then according to the definitiofb) we obtain

Suu
M (14)

CuulB)=E=; +io

wheree , is an eigenvalugin general complexof the com-
plete HamiltonianH, containing the interaction of the mol-

ecule with the electrodes. Using E34) the exact transmis- £ 1. Linear moleculémolecular wire@ with N centers of localization of
sion function(13) becomes the transported electron. The current is formed by quantum hops of an
electron between the terminal centers of the molecule and the adjoining
_ R) (L) electrodes and between neighboring internal centers of the molecule.
T(E,V)= E, F#“'E—s +io”T F""“E—s* —io*" Vik(Vrg) @and Vg (n=1,2,.. ., N—1) are transition matrix elements:
[t ® 15 S =I_le, g=Irler, 6.=I./€y are the effective distances between the
(15 electron localization sites, whelg andl; are the distances from the termi-
The dependence 6f(E,V) on the potentiaV is con- ggl centel;s to the sgrf:;e; of thelccirresponcciling eIe(cro)deslgaisdthe
P - e (RL) 1 (RL istance between neighboring regularly spaced cen¢g(ei) and ey, are
tained in the quamltleSFMM’ - |F'(V|o )(E’V)|#M' and Eu the permittivities near the electrodg¢R) and near the molecule.
=¢,(V). The specific form of these quantities is determined

by choosing a model for the LMR system.

sition between nearest centers. The last two terms if{H.
characterize the coupling of the terminal centers of the wire
with the adjoining electrodes:

To study the single-electron transmission we shall use
the widely applied model where the LMR Hamiltonian has  Hgy= >, [Vem (Ss.0n1+ Ssrdnn)|SKY NN, +h.c].
the form knkp " 19

=H_ +Hg+Hy+ + ) . _ " :

H=H 4 HetHutHow+ Hew 18 rhis coupling is due to the transition matrix elemew(ts,
Here the first two terms refer to the Hamiltonians of the left-petween the statd ;) of the systentexcess electron on the
and right-hand electrodes. In experiments studying the congft-hand terminal center of the molecutend the initial state
ductivity of molecules, ordinarily, gold electrodes are usedof the system|Lk,Mo). The transition matrix elements
For gold, one wide condchion band participates in electror\/RkAN have a similar meaning. The quantitégy, , Vi,
transport. Consequently, it is assumed that andVp, n+1x,,, Play akey role in electron transport through

_ B a molecule and a molecular wirgzigure 1 shows a situation

HS_; Egsk)(skl, s=L.R. 17 where only one orbital state in each of the centers partici-

) ) . pates in electron transport. In this very simple case the sym-
HereEy is the energy of an electron with wave veclom 5\ o not carry any additional information and are
the conduction band of theth electrode. The spin index is ,qrefore droppetl.Depending on the structure of the spe-
dropped in the energf and the statgsk), since single-  iific molecule these matrix elements can characterize elec-
electron transport in the absence of a magnetic field a”ijron hopping between neighboring atotfsr example, along
magnetic_ions: is studied. The third tgrm in EqG) refers to o or 7 bond$ and long-range superexchange electron hop-
the Hamiltonian of a molecgle WithN—2 mterna[ b ping with the participation of the virtual states of intermedi-
=2,3,...,N—=1) and two terminal f=1 andn=N) bind- ate (bridge atoms>°
ing centers for the excess electr@uch a molecule plays the Modern quantum-mechanical methods make it possible
role of a molecular wire When the excesétransportefl i, some case¢by no means alwaysto obtain satisfactory
ele<_:tron is localized on theth center it is in one of tha qualitative agreement between theory and experiment in
orbital states(these could be, for exampl@,, Py, O' P, gyydying thel—V characteristics of moleculdsee, for ex-
states of individual atomsWhen several orbital states are ample, Ref. 49 but to obtain agreement with experiment the
prgsent,_ we shall rgpresent the Hamiltonian of the,m‘)'ecmeauthors had to use adjustable parametspecifically, they
written in the basis of localized statdexpanded Hekel  jnuqqyced scaling for the gap between the highest occupied
mode), as MO (HOMO) and the lowest unoccupied MQLUMO)).

N One of the main reasons for the lack of agreement between
Hu=> >, Epn [MA)(NN| calculations and experiments is that to find single-electron
n=1 An wave functions the exact Coulomb interaction of individual
electron with the nuclei and other electrons is replaced by an

A. Single-electron Hamiltonian of the LMR system

N-1
+> > [Vax, n+ 11

r1+1|n)\n) average self-consistent field and therefore the transition to
N=1 Xnkniy the real situation is achieved using the Aufbau princijsiee
X{N+1\neq|+h.cl, (18  discussion in Ref. 51 As a result, among other things, the

. LUMO-HOMO gap is larger than the experimental
whereEy, is the energy of the excess electron on e | 5),,6355253The other reason is that a limited basis is used to

center of the molecule in the, orbital state,Vy, n1) IS calculate the states containing an excess elegtrothe cal-
the transition matrix element for an electron making a tran-culations the position of the LUMO levels is ordinarily
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sought for a molecule which does not contain an excess ele¢na the usual situation, even when there is a chemical bond
tron or for a molcule with an excess electron but using theébetween the terminal groups of molecules and the adjoining
same basis as the basis used to find the HOMO lgvats  electrodes, the coupling of these groups with the electrode
other important circumstance is that it is quite difficult to atoms is weaker than the coupling of the electrode atoms
find a substantiated physical criterion for the number of surwith one another. Nonetheless, for more accurate calcula-
face atoms of a metal that should be included in calculationsions the contacting electrode atoms can be included in a
of a cluster consisting of the conducting molecule and a por‘combined” molecule(supercluster Here the following re-
tion of an electrode. Finally, the computed position of themark needs to be made. Often, several surface layers are
Fermi levels of the electrodes can differ from the experimenincluded in the “combined” molecule. This inclusion of ad-
tal position by an amount of the order of 1 eV or more,ditional electrode atomgaside from the atoms chemically
which in many cases makes it impossible to establistbound with the molecu)ein a supercluster is undesirable
whether an electron or hole mechanism is responsible for thi#om the physical standpoint, since the supercluster formed
conductivity of the molecule. Dattat al. propose that the will contain terminal atoms which are identical to the atoms
position of the Fermi levela very important quantilybe  of the bulk electrode. Therefore renormalization of the ener-
regarded as an adjustable param&ténll this shows that  gies of the “combined” molecule becomes meaningless, and
the development of physical models of the conductivity of athe results of the current calculations may be too high by an
molecule(using the minimum number of fundamentally im- order of magnitude. In what follows we shall assume that
portant parametersemains a very important problem of the only surface atoms which are chemically bound with the
theory and a great deal of attention is being devoted to thisnolecule can be included in the “combined” molecule. The
problem(Refs. 10, 21, 24, 25, 27-31, 40; see also Refs. 50iemaining electrode atoms will be referred to the bulk part of
51, 54-57. the electrodes. The Hamiltonians presented in (E@) refer

In the present paper physical models which make it posprecisely to such an unperturbed part of the electrodes. We
sible to switch from the generdééxac) expression13) for shall use the term “molecule” in the wide sense of the word,
the elastic current to specific formulas for the current in theincluding also a “combined” molecule.
case of delocalized and localized MO molecules are pro- Before diagonalizing the Hamiltoniaid) we shall deter-
posed. This makes it possible to attain a deeper understandiine its componentsl, andH;,;. We shall use the single-
ing of the physics of the formation of the interelectrode mi-electron Hamiltoniar{16) as the Hamiltoniaid. The physi-
crocurrent and to analyze the-V andg-V characteristics cal meaning of the eigenstatdg) is tied to the MO
of the molecule. belonging to the entire LMR system. We shall diagonalize

in two steps. First, using the transformation

B. Effective Hamiltonian of the LMR system

The existing calculations of the current are based on a |a)=§ Ua(N, N )N\ p) (20
calculation of a transmission function of the ty{ie8) where !
the Green's function of the moleculeluste) G(E)=[E wedsfha(ljl (.jtiag(.)nalize th?egaam"éoni.a“ Oft t?e*gaTo(l'ecmfﬁ)

2 2 A . and find its eigenenergie, and eigenstate i.e. the
~Hu=2O(E) -2 (E)+i07]"" appears instead of the ;) o coefficientsi,(n,\,) will determine the contribu-
Green's function of the entire LMR system, aid”(E)  tion of each localized stathn,\,) to the MO |a) of the
=i[SEE+i0T)-SO(E—-i0*)] L11011214%ereH,, is  molecule. It is important that the static influence of the elec-
the Hamiltonian of the molecule neglecting the interactiontrodes on the molecule can be taken into account directly in
with the electrodes. The influence of electrodes on the molthe energiefmn of the localized states of the molecuia
ecule is taken into account in the renormalization of the enthe simplest form—in terms of the image foyc&he influ-

ergy of the moleculéthe self-energy i(s)(E), The practical ence of the electric field applied to the electrodes is also
implementation of this approach lies in numerical estimatiorincluded inE,, . The dynamical coupling of electrodes with
of the matrix elements of the Green’s functidoy solving  the molecule is contained in the interactiddg,, andHgy,
the Dyson equation Consequently, the current itself is found (see the expressiofi9)), and it is this coupling that is re-
only numerically. sponsible for the transition of the electron between the elec-

The approach proposed below makes it possible to obtrode and the molecule. Since the Hamiltonid®) of the
tain analytical expressions for the current in many importanimolecule is diagonal,
cases. Instead of solving the Dyson equation the Hamiton
of the LMR system is diagonalized. Theoretlcglly if the HM:E £.la)(al, (22)
eigenenergies,, and eigenstatgg) of the HamiltoniarH of a
the entire L.MR transport SySte”? can be found, then in aCfhe Hamiltonian(22) of the entire LMR system can now be
cordance with the exact expressid@s and(15) the current . . =

. divided into parts so thatHy=H +Hg+Hy, and H,;
can be calculated by summing over all valuesgofThere . .
. =H_ u+Hgm- Using Egs(19) and(20) we rewrite the lat-
would be no need to renormalize the energy of the molecule. A
. SR . ) . ter expression in the form

However, in practice it is impossible to diagonalize the
HamiltonianH exactly. Consequently, we shall examine an .
approximate diagonalization based on the fact that the for- Hint:S;LR g [Vascl@)(sk|+Viglsk[)(all. (22)
mation of a single-electron current through a molecule in ’
contact with two macroscopic objedislectrodesis studied.  Here the quantities
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Vaskzg u;(nv)\n)[énguO"' 53R5aN+1]Vn)\nsk (23

characterize the coupling of tteth MO of the molecule with
the electrodes. Correspondingly, the quantiti8s acquire
the form
o (B)=2 0,0}, (a)'g (E), (24
aa
where® ,(a) are the coefficients coupling the M@) of the
molecule with the MQu) of the entire LMR system, and

r'Y(E)= 277; VasVe 4 8(E—Ege) (25)

are the electrode densities of states with respect to the MO
the molecule. The latter, in turn, are related with the IocaLI.

electrode densities

P (B)=27 2 Vi a7 g A(E—Eq) (26
by the relation
IS (E)y=2m>, ua(n,)\n)u;,(n,)\;)F;S;M,](E). 27)

Ak,
In the formulas(26) and (27) n=1 if s=L andn=N if s
=R.
As follows from the formulag15) and (24) the exact
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that the electrode density of states is related with the renor-
malization of the energyself-energy by the exact relation
I (E)=2Im3Y,(E+i0).

Since the reduced syste(@1) is exact and the quantities
(32) depend orE, the equation$31) can be used to find the
eigenenergiek = ¢, of the LMR system and the coefficients
0 ,(a). The macroscopic nature of the electrodes makes this
impossible to to exactly. However, it is precisely the macro-
scopic nature of the electrodes that makes it possible to ob-
tain the approximate values of the enerdgies ¢, . For ex-
ample, in the zeroth approximation the influence of the
molecule on the electrodes can be neglected, retaining only
the action of the electrodes on the molecule through the
quantity(32). The MO of the entire LMR system are divided
ir[][to two types. Type-l MO are identical to the electrode

Ltates. We denote these MO by (sk))~|sk) (s=L,R).

hese MO correspond to the energiggg~Eg . Because
the influence of the molecule on the state of the electrode is
neglected the quantum weight of the M& of the molecule

in the MO| u(sk)) of the electrode can be taken as zero, and
therefore

Typie-Il MO are identical to the MO of the molecule
= pu(a). However, these MO, because of the presence of
energy renormalization§32), are different from the initial
states|a) of the molecule found in the absence of the dy-
namical interaction of the molecule with the electrodes.

In the expression(15), to calculate the transmission

expression for the transmission function requires knowing,nction summation must be performed over all statesf

the transformation coefficien® ,(a) and the energies,, .

the LMR system. However, when the conditi¢®3) holds

Both quantities are found by diagonalizing the Hamiltoniany,e  syummation only over the MO of the moleculim

H using the transformation

=2 0 @a)+ 2 > 0,(sk)sk), (28)
a s=L,R k
which leads to the system of equatiorss=(,R)
(Bs=2,)0,(sk) + 2 Vag®,(2)=0,
(ga—s#)®#(a)+3=§L)R Zk Vi@ ,(sk)=0. (29
It follows from the first equation that
1
0,(sk)= ——=—2 Va5 ,(a). (30)
8# ESk a

general—over the MO of a cluspecontributes to the trans-
mission function. This is because in accordance with the re-
lation (30) the quantitiesdd , sy are zero. But, even with a
small nonzero value 08 ,(a) the presence of a small
denominatoe , — Eg, can cause the coefficienss, . (a) to
differ appreciably from zero, having including thereby addi-
tional MO (modified electrode statesn current formation.
This subtle question will be analyzed separately. Here we
shall assume that the conditig83) holds exactly. It corre-
sponds to complete absence of any influence of the molecule
(clustep on the state of the electrodes.

In the approximatior33) the eigenenergies of the effec-
tive Hamiltonian

HED=H,+SL+3®) (34)

whereH,, is the diagonal single-electron Hamiltonian of the

Substituting the results obtained into the second equation %olecule(Zl) found in the absence of any dynamical cou-

the system gives the reduced system of equations

aa’

> [(£a—E)aa+25(E)+2R(E)]0 (') =0,

(31
where the quantities
Vo Ve
(s) _ ask ¥ a’sk
2aa’(E) ; E_E5k+io+ (32)

pling between the molecule and the electrodes. The relations

(32) determine the energy renormalization matritéd. The
form of the Hamiltonian(34) is reminiscent of the form that
appears in the Green'’s function of the molec(dee begin-
ning of this section However it should be underscored that
we have obtained the Hamiltoni&B4) in the basis of eigen-
states of the molecule, which makes it possible to investigate
correctly the role of delocalized and localized electronic

states in current formation. Sinde|H"|a’)=¢,8,, +3%)
L)

determine the matrix of energy renormalizations due to the+2§a,, the eignenergiez=¢(a) and the eigenstateg.)

interaction of the molecule with thsgth electrode. We note

=|u(a)) of the Hamiltonian(34) are found by solving the
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reduced system of equatiori81) with the condition(33). medium with fixed centers of electron localization. Corre-
The solution is greatly simplified by the fact that the quanti-spondingly, the linear voltage drop between the indicated
ties Fgfg,(E) are essentially independent Bf (see Refs. 1, centers will also form the distribution of the electric potential
10, 11, 21, 49 and therefore this dependence can be nealong the molecule or molecular wire. This conclusion is

glected. confirmed by direct experiments with single- and multiwell
The expression&23)—(27) make it possible to represent carbon nanotube®.For nanotubes of the first tygevhere an
the transmission functio(i5) in the form electron is delocalized along the entire wete potential
profile is constant along the entire length of a nanotube. At
— (R) (L) the same time, in multiwell nanotubes an almost linear volt-
TEV)=2 X T (E)Gunan (B (E) he same fime, n muliwell nanotuds mo
VB ge drop is observed along the entire nanotube.
N In what follows it will be shown analytically that it is
X(GT) i,y (B, (39 precisely the delocalization of an electron along a molecule

that “metallizes” the molecule. In consequence the linear
distribution of the potential along the molecule becomes a
U% (NA)U L(INy) constant, signifying the absence of a voltage drop along the
E—s#+i0* ' (36) molecule. To obtain analytical results we shall examine the
formation of a current through a linear molecule with regu-
obtained using the localized states of the molecule, contaiqgny arranged centergmolecular wire, each of which is
the elements characterized by only one free MO. In this case the initial
Hamiltonian of the molecul€18) acquires the simple form

where the matrix element of the Green’s function

GNlexl(E) = Z
o

N N

which establish a relation between the localized stateg) Hu= ngl Eqln)(n| +VB,§1 (In)}(n+1]+[n=+1)n)).
and the eigenstateg) of the molecule. If only one localized (39
orbital state forms the M), the index\ , is dropped in the

U, (Mhp)=2 0,(a)ua(nky), (n=1N), (37

. Whel’e VBEV12= V23= - =VN*1N denote the matl’IX e|6'
notation for the states. Consequently, ments for electron hopping between neighboring ceriszs
[n\p)—|n), Virnsin,,,— Vane1, Fig. 1). In contrast to delocalizationg=0) the molecule is
. a collection of equidistant localization centers, i.e., the posi-
U,(n\y)—U,(n), Fxnx,(E)—I(S)(E). tion of the excess electron on a center is similar to the posi-
_ " tion of a test charge. Consequently, the expression for the
Therefore the expressidB5) becomes energy of an excess electron on titl center can be written
N * 2 in the formE,=Ez+ AEg, whereEg is the electron energy
U, (DHUL(N) :
T(E,V)=TV(E)R(E)| D, A4~ (38)  on the center with/=0, and
a=1 E— 8'u+ i0
AE,=eV[ 6, +(n—1)8.]/8 (40)

4. CURRENT FORMATION BY STRICTLY DELOCALIZED

is the correction due to the potential differen¢eln Eq.(40)
STATES OF THE MOLECULE

0=6_+(N—-1)6.+ 5y is the effective interelectrode dis-
The formation of a current through a molecule is closelytance, which is the sum of the effective lengtese Fig. 1
related with the distribution of the electric potential in the (Each effective lengths;=1;/¢; (j=L,c,R) is determined
interelectrode space, since this distribution reflects the erPy dividing the geometric length; by the corresponding
ergy characteristics of the molecule. Recently there have agermittivity €; of the medium. We note that because of the
peared a large number of works where the profile of theapplied potential differenc& the energy gagVds./s be-
electric potential in the region of the molecule and the chargéween the nearest centers linearly increases Witfiorming
distribution in the molecule were found by a self-consistenta linear potential drop along the entire molecule. This drop is
solution of the Poisson and Schinger equationgsee, for En—E;=eV(N—1)6./5. When the interactionVg is
example, the discussion in Refs. 5860 was shown that Switched on, resulting in electron hopping between centers,
for certain molecules the electric potential along the mol-the electron strives to delocalize along the molecule, in the
ecule remains unchanged, and the voltage drop occurs onfrocess forming the collectivized states and collectivized en-
near the contacts® But, for other molecules and chains of ergy levels of the molecule. In this section we shall examine
atoms the voltage drop is nearly linéaf?Calculations have the case of strong delocalization of an electron, when
showr® that the stronger the screening of the charges in the — — )
molecular wire the more strongly the profile of the potential |éa— ar[>taar, 130l (41)

approaches a linear profile characteristic for a potential act- - WL, (R .
ing on a test charge in a uniform dielectric medium. At theWhere €a=8at Adat 355+ 35, is the renormalized elec-

same time the weaker the screening, the more strongly thtéon energy,

molecular wire “metallizes.” Since “metallization” is due to

delocalization of an electron over a quantum object, it can be A &= > lua(n)PAE, (42)
concluded that, neglecting the matrix elements for electron "

hopping between the centers of electron localization in thes the energy shift, caused by the application of a voltage, of
molecule, the molecule can be represented as a dielectrtbe delocalized state, ang, ==,ux (n)u, (N)AE, is the
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transition matrix element between delocalized states. When
the condition(41) is satisfied the “mixing” of delocalized
states can be neglected in the zeroth approximation and
0 ,(a)~4,a can be used. As a result the exact N are
actually identical to the initial MGa). However the ener-
gies change, acquiring a shift and an imaginary correction so

thate ,~ 8,.&,. Since IMSS=(1/2)I'®), we obtain c:é
g,=&,tneV—iy,. (43 E
Here
g
§M:EB—2|VB|cosm(,u=1,2,...,N) (49

is the energy obtained for theth delocalized state of an
electron by diagonalizing the Hamiltoni&R9) (with V=0),

Y =[u (DPT ) +u, (N)[PrR]/2 (49)

2
<
is the imaginary correction to the energy, due to the influence <=
of the electrodes on the molecule, and the factor '9

o

n=[1+(6_.— 6r)/6]/2 (46)

controls the shift of the delocalized levels of the molecule
under the action of the applied potential difference. This fac-
tor appears because any delocalized energy leyainder-
goes the same linear sh{#2). For a molecule with regularly
spaced centers this fact can be proved by direct calculation of

- - . P FIG. 2.1-V (a) andg-V (b) characteristics of a molecule calculated using
the quantity(42) using the expressio¥0) and the explicit Eqs. (51) and (54 with the parameters\Eq— 2.8 eV, Va1 eV, IO

form of the coefficients =0.2,1®=0.1 eV with 72 0.5(—), 0.6(— — —), and 0.7(- - ).
B 2 . awupn 4
U= VRF1SNF T @ -
X, =AEg—2|Vg|cos—, (50)
characterizing the transition matrix between localized and N+1

delocalized bases. The appearance of the identical &Nt e obtain the following final expression for the elastic low-

for all delocalized levels of the molecule means that there isemperature current through strictly delocalized states of the
no voltage drop near the position of the molecule, i.e., “met-molecule:

allization” of the molecule occurs. This can be seen more

. . . . nlelVv
directly by initially placing the molecule symmetrically rela- = of dxT(x) (51)
tive to the electrodesd = 8g), and applying the potentials ~(1-n)elv ’
—V/2 and +V/2 to the electrodes symmetrically. Then the \yhere the dependence of the transmission function
shift of the delocalized energy level42) becomes zero, and (ORI A2 5
for this reason the levels of the molecule are not shifted atall  T(X)=I""T"7[A%(x) +B*(x)] (52
by the field (only the Fermi levels of the electrodes shift on the integration variable is determined by the quantities
symmetrically but in opposite directionsHowever if one
electrode is grounded and a potentiais applied to the other u,(L)u,(N)(X=x,,)

N

electrode, then all delocalized levels and the Fermi level of A(X)_Z‘l (x=x,)°+ys
one of the electrodegin our case the right-hand electrode N (53
shift by thesameamount. B(x)= 2 u,(Du,(N)y,

The formulas(43)—(47) completely determine the trans- (X)_le m

mission function(38). Using Eq.(43) it is evident that for

constant”® the following important property holds: The following formula for the conductivity of the molecule

follows from the expressiofb1l):

9=0ol #T(7le[V)+(1—n)T(—(1—n)|e[V)]. (54
Consequently, the entire dependence of the current on thg Egs. (51) and (54) the current and conductivity are ex-
potential difference/ can be put into the integration limits. pressed in the standard units of currége2|e|/h~80 uA
Indeed, introducing the variable and conductancg,=2e*/h~7.75 10" nA/V.1%-2 All en-
x=E—Eq— peV, (49) ergy quantities, inclyding“S and the limits of integration,
must be expressed in electron-volts.
and the quantitieAEg=Eg—Er and Figures 2—4 show the-V andg—V characteristics of a

T(E,V)=T(E—7eV). (49)
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FIG. 4. 1-V (a) andg—V (b) characteristics of a molecule calculated with

FIG. 3. 1-V (a) andg—V (b) characteristics of a molecule calculated with the same parameters as in Fig. 3 but with 10.

the parameterdEg=1.1 eV, Vg=0.9 eV, TV=0.2, T®=0.1 eV with
7n=0.5.

AE (0)=AER(0) existing between LUMO and the Fermi

molecule when only one orbital state from each of the idenlevel in the absence of a potential difference between the
tical centers of the molecule participates in the formation ofelectrodes. IV#0, then the energy gaps become dependent
MO. The calculations were performed using the formulason V:
(51)—(54), which are inconvenient for interpreting results.  Ag (v)=x,+ 7eV, AER(V)=x;—(1—n)eV. (57)
This is because the integration limits were shifted artificially ) . ) )
on account of the relatiof48). Consequently, it seems that Figure 5 |II_ustrates t_he_mechanlsm of current formation.
not only the right-hand but also the left-hand Fermi levelsFor V.%O elastic transmission prevents a_n electron from oc-
are shifted. In reality, according to the conditions of the prob-CUPYing the free levels of the molecule, since these levels are
lem, the left-hand electrode is maintained at zero potentigfeParated from the Fermi levels of both electrodes by the
and a potentiaV is applied to the right-hand electrode. initial energy gaps

Consequently, the position of the Fermi level of the left- a
hand electrode remains unchanged, and the position of the AEL(O):AER(O):AEB_2|VB|COSm>O. (58
Fermi level of the right-hand electrode shifts by the amount
eV. Since allN levels of the molecule undergo the sameFor V>0 the levels of the molecule shift downward by the
shift (by the amountyeV), this explains the physics of the amountz|e|V and at the same time the Fermi energy of the
formation of a current through delocalized states of a mol{ight-hand electrode drops by an amodefV. Ultimately,
ecule. Resonance transmission occurs if the energy of th&e gapAEg(V) increases. At the same time the left-hand
uth level of the moleculg43) (neglecting the broadening €lectrode is constantly maintained at zero potential and for
y,) is the same as the energy for the left-hand electrode this reason its Fermi level does not shift. In consequence the

and the energyE+eV for the right-hand electrode. This 9apAE (V) decreases. FaKE (V)=0 the first resonance
situation occurs if transmission occurs and the first peak appears in the conduc-

tivity of the molecule. A subsequent increase\bfesults in
X, =—neVv (59) resonance transmission through higher energy levels of the
for the left-hand electrode and molecule. The conditiort55) determines the corresponding
X.=(1—n)eV (56) resonance value; Of. We note that foV>0 all resonance
® peaks are associated with the left-hand potential and appear
for the right-hand electrode. Far=1 the left-hand sides of for a negative value of the gabE, (V) (see Fig. 5 Physi-
the expressiong55) and (56) determine the energy gap cally, the same situation occurs f¥ 0, the difference be-
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Molecule of peaks(Fig. 4.2 In concluding this section we note the
a following important indicator of transmission through delo-
m x calized states: a¥ changes, the conductivity can increase
i AE(V) AER(V) tziii (as a resonance peak i_s apprqad@tﬁecreaséafter pass-
P — ¥ V=0,1=0 L Bt Er ing through a peak but in principle it cannot become nega-
(AE{V)=0, AE(V)=0) tive.
L R
_________ 5. ROLE OF LOCALIZATION IN ELECTRON TRANSMISSION
E B b THROUGH A MOLECULE
F
e e . L . .
— > — — - Negative conductivity was first observed experimentally
|AE(V)| {} : by Reedet al2%*We shall show that its appearance could be
L due to the participation of localized states in the transmission

vV>0,1>0 of a molecule. For definiteness we shall consider a model
(AE (V) <0, AER(V)>0) where the molecule has only two centers of electron local-
ization (n=1 andn=N=2, see Fig. ], and each center is
characterized by only one orbital state that participates in
c transmission. Such a model makes it possible to obtain ana-
{} ......... lytical results with an arbitrarysmall and large magnitude

--------- of the transition matrix element;, and also with an arbi-
trary magnitude of the potential differendé The elastic
current is determined by the general expressit#), where
R the transmission function has the form
(LR 2
V<0,1<0 TEV) = TV
( ’ )_ E 2 2 E 2 27"

(AE (V) >0, AER(V)<0) [(E=&)"+ ¥ I(E—en)+ ]
L Just as in the case of transmission through a purely delocal-

_ _ ized state, we shall neglect the unessential dependence of the
FIQ. 5. Scheme of the formation qf a_purely elastic current through de!o'quantitiesl“(s) on the energfE. However, the quantitieE(S)
calized MO. ForV~0 purely elastice interelectrode electron transport is d d o/ if both el | lizati
impossible because of the presence of gaps(0)=AEg(0)>0 (a). For Can_ 'epen 0 It both electron localization centers are
V>0 the energies of all MO are shifted down by the same amapejV. sufficiently far-removed from the electrode surfaces. A sepa-
The position of the Fermi level of the right-hand electrode shiftdedy; rate aanalysis is needed to determine the reasons for the de-
the Fermi level of the left-hand electrode remains unshifted. The ga&)endence OF(S) on the app“ed potentia' difference. Here we
AEg(V) increases, and the ga&E, (V) decreases to zero and then becomes
negative. FOAE (V) =<0 electron transmission is possible from the left- to assume that hoth Center_s are close fo the electrode SurfaF:eS
the right-hand electrodé). If a negative voltage is applied to the right-hand @nd are treated as terminal groups of the molecule. In this
electrode, then foAER(V)<0 a negative elastic current through the mol- case theV dependence is concentrated in the quanity
ecule arisegc). and in the characteristic energies of the electron

8|’||:(E1+ E2:p COS¢)/2 (60)

and the broadenings of these energies

| AER(V) |

(59

ing that the left-hand gapE, (V) increases and the right-
hand gap AER(V) decreases. The first resonance
transmission from the right- to the left-hand electrode occurs vy, =(I'"+T® % p siny)/2. (61)
for x;=(1—n)eV. Subsequent resonance transmission§

. . o Egs. 1
arise forAE, (V)<0 and are determined by the condition n Bqs.(60) and(61)
(56). E,=E{”%+eV(8, /68), E,=EX+eV(1—68r/5) (62)

The |-V and g—V characieristics of the molecule are are the energies of the localized states of electrons trans-

symmetric if » =0.5 and asymmetric it7#0.5. In Fig. 2 ported along the moleculeEf”) andE®) are the same ener-
asymmetry is manifested in the rectifying properties of the

molecule, which are all the stronger the more the faajor gies in the absence of an applied figld

differs from 0.5. For example, for=1.5 eV andy =0.7 the 1 2|AE A,

positive current is more than an order of magnitude greater P COSy= v U7 —[D?r ALg] (63
than the negative current, while far =0.5 the currents are prID7HA%L]
identical. If the initial gap958) decrease, then it becomes

. oo . 1 >— AExnAy
possible to observe resonance transmission in the same volt- p sing= — /p?—[D?+A5,(] TAEp A, (64
age drop rangé—2,+2] eV. The dependencie=1(V) be- V2 21721
comes nonmonotonic and pef_;lks appear in the Condult):tlvny. p={4AEZA2 +[D2+A2,]2} 4 (65)
In Fig. 3 there are two peaks in the interyat 2,+2] eV.
If the molecule contains more centers, then in this interval D= ‘/AE§1+4|V12|21 AEy»=E,—E;, (66)

[ —2,+2] eV the current starts to exhibit a stepped character, T 2 s
and the conductivity will be characterized by a larger number ~ A21=(I'""=T"")/2, {=1-2AE5/D". (67)
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As a result of the complicated dependence of the transmis- IV 2TOTR 590

sion function (59) on V the property(48) now no longer [=lg X T+ (V2= 22+ 2(x i — X V22t A2
holds and consequently the general expressi@® and [ =) "1+ (i = 70"+ 200 X0 "+ 1)
(54), which are valid for transmission through strictly delo-

calized MO, also no longer hold. However if the strict in- X Vv (X —Xp)

equality

[(xn— 7]elV)2+ Y21 (x+ (1— )| €| V) 2+ 7]
[+ (1= ) [e]V)2+ ¥ 1L (x— 7le[V)2+ ¥{]

holds, then delocalization occurs independently of the ap- +[(7’ﬁ—7|2)—(Xu—X|)2]
plied potential differencé/, and we arrive at the situation

4|V 2> AE3, A3 (69) XIn

studied in the preceding section. Indeed, when the inequali- x 5, arctanw_ arctanx”_ 77|e|V>
ties (68) are satisfied we havp cosy~2|V,,| and p siny Yi Y
~0. Therefore X+ (1—
| n)lelV
(¥ = D)+ (xu=x) %] arctanf
enn=(EY' —EP)272|Vy] + eV, (69) !
- arctan—xI —lelv (75
Y= +TR)2. (70) Y '

Once again it is evident that strong delocalization of an elecThe exact expressiofY5) for the current opens up the pos-
tron in a molecule results in “metallization” of the molecule, sibility of analyzing various regimes of current formation,
which manifests as the absence of a voltage drop along th@cluding the limiting cases of electron transmission through
molecule (the difference of the energy levels—s, does purely delocalized and localized MO. Here we shall consider
not depend onV). At the same time the delocalized levels only the role of two physically important parameters of a
themselves shift by the same am()u’uv_ In consequence molecule in the formation of a current through a two-center
the relation(48) is now satisfied. This is a universal relation molecule. We are talking about the energy difference be-
for the transmission function in the case of current formatiorfween localized states
by the delocalized states of a molecule. Therefore the same
factor » controlling the voltage shiftsee Eq.(46)) arises,
and the current and conductivity can be calculated using Egs.
(51) and(54).

The situation is completely different for weak delocal- (see EQ.(62) and the hopping matrix element,,. As

AEy=AER +(1— 7 — 7r)eV (76)

(AEQ=AE,~AE,, m=8/5, nr=0rld),

Ization shown in the preceding section, for electron transmission
5 ) 2 through delocalized MO, current asymmetry and therefore
AES>4[Vy]% A%, (71 the rectifying properties of the molecule arise if the param-
eter » becomes different from 0.5. In accordance with the

In this case expression46) this occurs if the effective distanceés and

6r of the terminal groups of the molecules from the elec-
e~E1, &y~E,, »=~T'"2, y~I'®2. (720  trode surfaces are not equal to one another, i.e., for an asym-
metric arrangement of the molecule relative to the electrodes.
Now, even though the broadening of the levels is once agaiMowever the splitting between local energy levels in the
independent o¥, and the electron energies in the moleculemolecule in the absence of a potential difference also plays
undergo a different shift with a change Vh(see Eq.(62)).  an important role in the formation of current asymmetry. In
There can be no talk about any “metallization” of the mol- our case of a molecule with two centers this splitting is
ecule, and consequently the propef#g) is not satisfied. AE(Y. Physically, the smaller the energy differen@é) and
The transmission function remaing-dependent for any the largerV,, the sharper the delocalization in the molecule
change of variable in the integrél3). This means that the s, Nonetheless, delocalization is possible even for smgll
current and the conductivity are found by integrating. if the applied electric field can make the energy difference
We shall now obtain an analytical expression for the(76) a vanishingly small quantity. For definiteness, let
interelectrode current. Substituting into EG3) the expres- AE(zci)> 0. Then if V>0, we obtainAE,;=0 provided that
sion for the transmission functiof®9) and introducing the (1— 5, — nR)|e|V=AE(£). However, as the potential differ-

V-independent average energy gap ence increases further, the quantity—(%_— 7r)|e|V be-
comes greater thaa E‘z‘i) so thatAE,, starts to increase in
AE=(AE,+AE})/2, AE}O)EEJ—EF, (73 absolute magnitude, which degrades the localization. For
V<0 the splitting between the localized levels increases
and the quantities with |V|, and delocalization in the molecule only weakens.
The applied potential difference strongly regulates the trans-
X1 =AEF(1/2)p cosy, (74) mission mechanism.

Figure 6a illustrates current intensification with increas-
we obtain after integrating ing | V14 in the presence of strong electron localization in the
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FIG. 6. 1-V (a) andg-V (b) characteristics of a two-center molecule with FIG. 7. 1-V (a) andg—V (b) characteristics of a two-center molecule with
different values of the electron transmission matrix elenjgrj|, eV: 0.5 different values of the local energy gapSE;=AE,=2eV (1) and AE;

(1) and 1(2). The calculations were performed using E@5) and the =1eV, AE,=3 eV (2). The calculations were performed using Eg5)
parameters\E;=1eV, AE,=3eV, TV=02¢eV,T®=0.4 eV, 5 =75 and the parameterf/;J=0.5eV, I'V=02eV, T®=04 eV, 7 =7x
=0.1. =0.1.

eral case with an asymmetric initial positioAE,>AE,) of
localized energy levels of the excess electron in the molecule
is considered. The local energy gaps

molecule AE=2eV). The current asymmetry is due
mainly to the different splitting of localized energy levels
(AE;=1eV,AE,=3 eV) from the Fermi levelsee defini-
tion (73)). This same factor is responsible for the nonmono-  AE{(V)=AE;+ n.eV,
tonic behavior of the current and the decrease of the magni- 7

tude of the current after the maximum resonance value is ~F2(V)=AE~(1=7r)eV 7
reached. The conductivity even becomes negdffig. 6b). depend on the magnitude and direction\of Under condi-
Figure 7 shows that the presence of an initial energy asyntions of elastic tunneling a current appears when the energy
metry in the molecule increases the magnitude of the resmf at least one localized level becomes equal to the Fermi
nance current and the rectifying properties of the moleculeenergy. In our case the position of the Fermi level of the
We shall analyze the completely symmetric case first. Thefeft-hand electrode remains unchanged wit# 0, and both

for AE;=AE, andI';=1I", completely symmetrit—V char-  electron localization centers are assumed to lie close to their
acteristics of the molecule are observed. In the redjieB,  own electrodes. Since in this cage, 7g<<1, in accordance

+2] eV the initially delocalized states of the molecule re-with Eq.(77) only the gapAE,(V) undergoes large changes.
main delocalized, and consequently it is these states that aferV>0 the energy, and the Fermi level of the right-hand
responsible for electron transmission. Outside the regionelectrode shift downwards. Although the g&&E,(V) in-

[ —2,+2] eV the electric field becomes sufficiently strong to creases, this only helps the level 2 come into resonance with
transform the delocalized states into localized states. Thuhe Fermi level of the right-hand electrode. The first conduc-
even in the completely symmetric case resonance transmisivity peak appears. However, a second peak appears only for
sion is found to be associated with localized states. The conrery large values of/, and it will be associated with level 1
ductivity can become negative. If energy asymmetyE( coming into resonance. WE;=1eV and#n =0.1, then a
=1eV,AE,=3eV) exists initially, then thé -V andg—V  potential diffference of 10 eV is needed for the second reso-
characterisitics remain asymmetric relative to a change imance peak to appear. For this reason the second peak is
sign ofV for any value ofV. The ratio of the peak values of absentin Fig 8. WheN'<0 both energy levels and the Fermi
the current and the conductivity change substantially. Théevel of the right-hand electrode shift upward. The gap
physics of current formation is illustrated in Fig. 8. The gen-AE(V) increases and the gapE,(V) slowly decreases.
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occurs through localized states of a molecule the transmis-
sion functionT(E,V) depends separately on the enekigy
and on the potential differendé. This means that the elastic
current must be calculated using the general forma,
and the conductivity must be found by differentiating the
expression obtained for the current. In connection with the
different shift of the localized levels in an electric figlthis
shift is related with the factorg, and »g) resonance trans-
mission will occur for each level separately, matched with its
specific resonance value &f. Thus elastic transmission
through localized states differs substantially from transmis-
sion through delocalized states, and consequently it cannot
be described by the simplified expressiabg) and (54)—
this is the second fundamental result obtained in this work.
Here only some of the problems of electron transmission
through a molecule were examined: the derivation and the
conditions of applicability of the theoretical formulas. A de-

R tailed analysis of thé—V andg—V characteristics of a mol-
ecule taking account of specific experimental data will be
. E, c presented in separate works.
......... This work was performed under contract No. M/230-
ABV) i
2004.
I e e € .
E *E-Mail: epetrov@bitp.kiev.ua
AE1(V) R YThe arrangement of the peaks is symmetric with respevt=t®, which is
--------- characteristic for the case=0.5, irrespective of the fact thaf (")
#I®,

2Asymmetry due to the fact that the factgrcontrolling the shift of the
delocalized levels of the molecule is greater than 0.5 is observed.
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energy levels of a two-center molecule. The magnitudes of the left-hand'W. Tian, S. Datta, S. Hong, R. Reifenberger, J. I. Henderson, and C. P.
(AE,) and right-hand &E,) gaps existing fotV=0eV change wherv Kubiak, J. Chem. Phys109, 2874(1998. _

+0 (a). For centers located close to the electrodes these gaps vanish only ford: Chen, M. A. Reed, A. M. Rawlett, and J. M. Tour, Scie86, 1550
large values ofV|. For much smallefV| the right-hand level comes into

resonance with the Fermi level of the left-hand electrmjeand the left- R. M. Metzger, Acc. Chem. Re82, 950(1999.

hand level comes into resonance with the Fermi level of the right-hand, - Moresco, G. Meyer, and K.-H. Rieder, Phys. Rev. L&.672(2000.
electrode(c). H. B. Weber, J. Reichert, F. Weigend, R. Ochs, D. Beckmann, M. Mayor,

R. Ahlrichs, and H. von Lbneyson, Chem. Phy&81, 113 (2002.
6J. Chen and M. A. Reed, Chem. Phg&1, 127 (2002.

. . . "A. Avirom and M. Ratner, Chem. Phys. Left9, 277 (1974.
However the main point is that now the level 1 comes into 8Molecular Electronic Devicesdited by F. L. Carter, Marcel Dekker, New

resonance with the Fermi level of the right-hand electrode. York (1982.
This explains the current peak faf<0. The second peak °F.L. Carter, World Biotech. Ref, 127 (1984.

: . 10A. Nitzan, Annu. Rev. Phys. Cherb2, 681 (2007).
3p>p§ars onIy for Iarge values of, Just as in the case E, zahid, M. Paulsson, and S. Datta, Atlvanced Semiconductors and

Organic Nano-Techniquesdited by H. Morkos, Academic Press, New
York (2003, Chap. 2, p. 41.
1A, Nitzan and M. A. Ratner, Scienc®00, 1384 (2003.
. NCLUSION Lo !
6. CONCLUSIONS 133, N. Yaliraki and M. A. Ratner, J. Chem. Phyi€9, 5036(1998.
Exact expressions were obtained for the elastic ané“s. N. Yaliraki, A. E. Roitberg, C. Gonzales, M. Mujica, and M. A. Ratner,

. . . . Chem. Physl11, 6997(1999.
quasielastic current. These expressions were used to stu . N. Yaliraki, M. Kemp, and M. A. Ratner, J. Am. Chem. Sti21, 3428

the physics of the formation of an elastic current through a (1999.
molecule with several centers of localization of the trans-**C. Kergueris, J.-P. Bourgoin, S. Palacin, D. Esteve, C. Urbana,
ported electron. It was shown that for transmission through,"- Magoga, and C. Joachim, Phys. Rev58 12505(1999.

. . . . . E. G. Emberly and G. Kirczenow, Phys. Rev6B, 235412(2001.
strictly delocalized MO the influence of the potential differ- 155 Taylor, H. Guo, and J. Wang, Phys. Rev6® 245407(2001).

ence applied to the electrode is manifested in the fact that they. T. Taylor, M. Brandybyge, and K. Stokbro, Phys. Rev. L&%.138301
shift of the energy levels of the molecule, determined by the (2002.

20
inale f (4 is th me for all MO. Onlv in thi H. Bash and M. A. Ratner, J. Chem. Ph$20, 5771(2004).
single factory ( 6.)’ .St €sa .e or all MO. Only in this case 21y Mujica, M. Kemp, and M. Ratner, J. Chem. Phyi€)1, 6849 (1994;
does the transmission function of the molecule possess theyiy , 6gs56(1994.

property(48), making it possible to express the conductivity 22L. E. Hall, J. R. Reimers, N. S. Hush, and K. Silverbrook, J. Chem. Phys.

of the molecule in the simple analytical forf64). However 112 1510(2000.

if the MO is of a localized type then the propel(t4'8) no A. L. Yeyati, A. Martin-Rodero, and F. Flores, Phys. Rev. L&t, 2991
o N (1993.

|0n9?r hOl(_IIS and the expressit¥) becomes meanlngles_s—_ 24M. H. Hettler and H. Schoeller, Europhys. LefZ, 571 (2002.

this is an important result of the theory. When transmissiori®p. Orellana and F. Claro, Phys. Rev. L&, 178302(2003.



Low Temp. Phys. 31 (3—-4), March—April 2005

E. G. Petrov 351

26M. H. Hettler, W. Wentzel, M. R. Wegewijs, and H. Schoeller, Phys. Rev. °A. S. Davydov,Quantum Mechani¢sPergamon Press, New Yotk976

Lett. 90, 076805(2003.

27V, Muijica, A. Nitzan, S. Datta, M. A. Ratner, and C. P. Kubiak, J. Phys.

Chem. B107, 91 (2003.

2E, G. Petrov and P. Haygi, Phys. Rev. Let86, 2862 (2001).

2E, G. Petrov, V. V. Marchenko, and Ya. R. Zelinsky, Mol. Cryst. Lig.
Cryst. 385, 121/1(2002.

30E. G. Petrov, V. May, and P. Hagi, Chem. Phys281, 211 (2002.

3lE. G. Petrov, Fiz. Nizk. Tem28, 872 (2002 [Low Temp. Phys28, 630
(2002].

32p. Damle, A. W. Ghosh, and S. Datta, Chem. PI3g&l, 171(2002.

%M. Di Ventra, N. D. Lang, and S. T. Pantelidis, Chem. Ph381, 189
(2002.

34A. W. Ghosh, F. Zahid, S. Datta, and R. R. Birge, Chem. PBg8, 225
(2002.

[Russian original, Nauka, Mosco(@973].

6R. Landauer, Phys. Lett. 8, 91 (1981).

4TM. Butteker, Phys. Rev. B3, 3020(1986.

48y, Meir and N. S. Wingreen, Phys. Rev. Lef8, 2512(1992.

493 Datta,Electronic Transport in Mesoscopic Systerufiversity Press,
Cambridge(1995.

50E. G. Petrov, V. May, and P. kiggi, Chem. Phys296, 251 (2004.

51|, R. Peterson, D. Vuillaume, and R. M. Metzger, J. Phys. Cherh0%
4702(2001).

52M. Rohlfing, R. Kruger, and J. Pollmann, Phys. Rev5® 1905(1995.

53J. Q. Lu, H. Chen, J. Wu, H. Mizuseki, and Y. Kawazoe, Mater. Trans.,
JIM 42, 2270(2002.

54V, Mujica, A. E. Roitberg, and M. A. Ratner, J. Chem. Phy$2, 6834

%H. Chen, J. Q. Lu, J. Wu, R. Note, H. Mizuseki, and Y. Kawazoe, Phys. (2000.

Rev. B67, 113408(2003.

36A. Marchenko, N. Katsonis, D. Fichou, C. Aubert, and M. Malacria,
J. Am. Chem. Socl24, 9998(2002.

S7F. K. Fong, Theory of Molecular Relaxatioriwiley-Interscience, New
York (1975.

38A. K. Felts, W. T. Pollard, and R. A. Friesner, J. Phys9@; 2929(1995.

39X. D. Cui, A. Primak, X. Zarate, J. Tomfohr, O. F. Sankey, A. L. Moore,
T. A. Moore, D. Gust, G. Harris, and S. M. Lindsay, Scier&@®}, 571
(2000.

4OM. Toerker, T. Fritz, and H. Proehl, Phys. Rev.6B, 245422(2002.

41D, J. Wold, R. Haag, M. A. Rampi, and C. D. Frisbie, J. Phys. Chio#,
2813(2002.

42B. Xu and N. J. Tao, Sciencg01, 1221(2003.

433, Stokbro, J. Taylor, and M. Brandbyge, J. Am. Chem. @5 3674
(2003.

44E. Jzkel, Z. Wang, M. D. Watson, K. Mien, and J. P. Rabe, Chem. Phys.
Lett. 387, 372(2004.

5SE. G. Petrov, I. S. Tolokh, A. A. Demidenko, and V. V. Gorbach, Chem.
Phys.193 237(1995.

56A. M. Kuznetsov and J. Ulstrup, J. Chem. Phg&6 2149(2002.

S"W. Schmickler, Chem. Phy289, 349 (2003.

8A. Nitzan, M. Galperin, G.-L. Ingold, and H. Grabert, J. Chem. Phg3,
10837(2002.

593, Pleutin, H. Grabert, G.-L. Ingold, and A. Nitzan, J. Chem. Ph§8,
3756 (2003.

80\, Mujica, A. E. Roitberg, and V. Ratner, J. Chem. Phy&2, 6834(2000.

IN. D. Lang and A. P. Avouris, Phys. Rev. Le84, 358 (2000.

52p, S. Damle, A. W. Ghosh, and S. Datta, Phys. Re64B201403(2001).

83A. Bachtold, M. S. Fuhrer, S. Plyasunov, F. Forero, E. H. Anderson,
A. Zettl, and P. L. McEuen, Phys. Rev. Le84, 6082 (2000.

64J. Chen and M. A. Reed, Chem. Phg81, 127 (2002.

Translated by M. E. Alferieff



LOW TEMPERATURE PHYSICS VOLUME 31, NUMBERS 3-4 MARCH-APRIL 2005

Novel laser based on magnetic tunneling
A. Kadigrobov*

Department of Microelectronics and Nanoscience, Chalmers University of Technology, S-41&B6rGo
Sweden; Department of Applied Physics, Chalmers University of Technology @ado@pUniversity,
SE-412 96 Gteborg, Sweden; Theoretische Physik I, Ruhr-Univetdtachum, D-44780 Bochum, Germany

R. I. Shekhter and M. Jonson

Department of Applied Physics, Chalmers University of Technology anelb@q University,
SE-412 96 Gteborg, Sweden
(Submitted September 28, 2004

Fiz. Nizk. Temp.31, 463—-470(March—April 2005

A new principle for a compact spin-based solid-state laser is proposed. It operates in the 1-100
THz regime, which is difficult to reach with small size lasers. Spin-flip processes in
ferromagnetic conductors form a basis—the mechanism is due to a coupling of light to the
exchange interaction in magnetically ordered conductors via the dependence of the exchange
constant on the conduction electron momenta. The interaction strength is proportional to

the large exchange energy and exceeds the Zeeman interaction by orders of magnitude. A giant
lasing effect is predicted in a system where a population inversion has been created by

injection of spin-polarized electrons from one ferromagnetic conductor into another through an
intermediate tunnel region or weak link; the magnetizations of the two ferromagnets have
different orientations. We show that the laser frequency will be in the range 1-100 THz if the
experimental data for ferromagnetic manganese perovskites with nearly 100% spin

polarization are used. The optical gain is estimated tgfe- 10" cm L. This exceeds the gain

of conventional semiconductor lasers by 3 or 4 orders of magnitude. An experimental
configuration is proposed in order to solve heating problems at a relatively high threshold current
density. © 2005 American Institute of Physic§DOI: 10.1063/1.1884439

1. INTRODUCTION area of scientific investigation and the field of applications.

c tional electroni hich is based on th . Spin-dependent tunneling of electrons has already found
_wonventional electronics, which 1S based on th€ Manipue , ;e ciq applications based on the “giant” magnetoresis-
lation of electronic charge, has been studied intensively fo

dh oved wid licati It will suffice t fance of certain layered structuresOther applications are
years and has enjoyed wide applications. It will SUTliCe 10y, 5 follow. In this area magnetically ordered, layered

. O : Bonductors with nearly 100% spin polarization of the con-
ductor lasers. An appealing alternative is pursued in a n

field of solid state bhvsice. the field of “spintronicd:? SWuction electrorsshow considerable promise.
1eld of solid state pnysics, the field of “spintronics, A bias voltage applied to a magnetically ordered conduc-
where one explores the possibility of controlling the spins of,

. tor allows control not only of the energy but also of the spin
conduction electrons and hence to further extend both th8istribution of electrons that are injected into the magnetic

conductor. An example of such a system is presented in Fig.
1, where the hatched region corresponds to an equilibrium
distribution of (spin-up electrons in a spin-polarized con-
ductor. The dotted area marks a nonequilibrium distribution
of “hot” (spin-down) electrons. Relaxation of the spin-down
electrons to an equilibrium configuration requires spin-flip
processes and is therefore completely blocked if such pro-
cesses are not allowed. In the presence of such a “spin lock”
against relaxation, highly excited states in the material may
have a long lifetime, which, in turn, may make for novel
p “spintronics” effects in spin-polarized conductors.
The objective of this paper is to demonstrate how elec-
tromagnetic radiation may remove the spin lock, resulting in
a giant lasing effect. A short description of this effect has
been published as a Lettelt is based on a new mechanism
FIG. 1. Schematic representation of the band structure of a magneticallfor creating spin-flip processes due to a coupling of the ra-
ordered conductor. The hatched region corresponds to an equilibrium distrigiatio 1o the exchange interaction in magnetically ordered
bution of spin-up electrons in the lower band, while the dotted region indi- . .
cates a nonequilibrium distribution of “hot” spin-down electrons in the conductors. This comes about via the dependence of the elec-
upper band. The arrows show the electron spin directions in the bands. tron spin-magnetic moment exchange interaction on the mo-

1063-777X/2005/31(3-4)/6/$26.00 352 © 2005 American Institute of Physics
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menta of the conduction electrons. As a result, the lasingvherem* is the effective masgj is the momentum operator,
effect is shown to occur in systems where an inverted elecg are Pauli matricesrg is the 2< 2 unity matrix, and is the
tron population has been created by the tunneling injection oéxchange energy. According to Ed) the dispersion law for
spin-polarized electrons from one ferromagnetic conductoelectrons with spins up/down is

to anotherthe orientation of the magnetization being differ- 2

ent in the two ferromagnetsAn example of such a system is E, (p)= p_* =1, 2)
presented in Fig. 2. 2m

Our estimates show that a laser with an optical gain thafve will deal with a system, schematically presented in Fig.
exceeds the gain of conventional semiconductor lasers by, in which two potential barriers divide the magnetic con-
three or four orders of magnitude can be built, and we argugyctor into three parts; the magnetization of two adjacent
that laser action can be achieved provided care is taken tl"?lagnetic conductor&regionsA andB) are pointing in op-
design the system so that the active region is not overheategosite directions. A bias voltagéis applied between regions
This is enabled by the high efficiency of the electron spin-ap andc. We assume that the spin relaxation timfgel (Ref.
flip mechanism described below and the possibility of creat11), the timetg of electron energy relaxation without chang-
ing a very high inverted population of electrons in the systeMng spin direction, and the electron tunneling titag, obey
under consideration. The frequency of such a laser can be ipe double inequalitye<t,,,<v; . In the absence of spin-

a wide range tha}t includes thg interval 1—1QO THz, in whichﬂip processes, the energy relaxation of injected spin-
attempts to fabricate small-size lasers up till now have mepojarized electrons creates a nonequilibrium state in which
severe technical problenis: _ ~equilibrium is established only inside each group of electrons

In Sec. 2 we present the above-mentioned spin flip exyith a fixed spin polarization. Therefore, in regi@elec-
change m_echanism and find the wave functiqns_ of injectegons inside the spin-up and spin-down energy bands are in
electrons in the absence of the electromagnetic field. In Segyca| equilibria described by the different chemical potentials

3 we calculate the rate of the stimulated photon emission an . andy, , while the system as a whole is far from equilib-
present estimates of the laser optical gain and the thresholg|,n,

current. In the Conclusion we summarize the main results According to Eq.(2) the energy conservation law for

and estimates of the paper, while a cursory description of thgetical transition of electrons with emission of photons of

laser action is presented in an Appendix for the conveniencgequencyw does not depend on the electron momentum:
of the reader.

fio=E (p)—E(p)=2I. (©)
It follows that for w=21/# all “hot” electrons are in reso-
2. POPULATION INVERSION IN FERROMAGNETIC nance with the electromagnetic field, and hence stimulated
CONDUCTORS AND A NEW MECHANISM FOR CREATING emission of light due to transitions of electrons from filled
SPIN-FLIP PROCESSES states in the upper band to empty states in the lower band is

o , . possible for all electrons in an energy range—u, . As is
The Hamiltonian for the electrons in a magnetically or-geen from Fig. 2, the population inversion needed for lasing

dered conductor can be written as requires a bias voltagé>2l/e (e is the electron charge
~ P The conventional Zeeman terﬁ‘lzz(gMB/Z)Hﬁ de-
Hf%ﬁ —ol, .Y scribing interaction between thhot) electrons and an elec-

tromagnetic field does provide a mechanism for stimulated
radiative transitions between the energy bands containing
electrons with opposite spin directions. However, it is rela-

E tively small in magnitude and it is not the most important
Ll R ILB_Il c mechanism. For ferromagnets, we would like to suggest a
E — much more effective mechanism of interaction between light
\ \] ]/ and conduction electron spins. This mechanism is based on
E the dependence of the exchange endrgy the momentum
T 1% ! \§ \\I T/ p of the conduction electron. The momentum dependence
eV % Mo has to do with the overlap of the wave functions of the con-
l l\ /l \ / duction electron and the magnetic subsysteee, e.g., Ref.

5 12). It is determined by the value qfa/#, wherea is the
%/ ! / | characteristic size of the orbitéathat is, one may estimate
dllgp~(alh)l, wherea is an atomic-scale lengthThat is
why it varies with the momentum of the conduction electron.
In the absence of an electromagnetic field the Hamiltonian
that describes this situation can be written as

w
(@]

A

FIG. 2. Schematic illustration of population inversion in a magnetic con-
ductor(regionB). A bias voltageV is applied between magnetic conductors
(A andC) which have opposite directions of their magnetizatitths thick bz

vertical lines represent potential barrierArrows show the electron spin e(P)=0o5—=—01(P). (4)
directions in the electron energy bands; is the equilibrium chemical 2m

potential(in the absence of biasThe inset shows a possible realization of L .

the structure in which two magnetic conductors with opposite magnetization N the presence of an electromagnetic field described by
directions are coupled through a microbriddg) ( a vector potentialA, the momentum operatdy in Eq. (4)
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z and using Eq(4), one can write the Schdinger equation as
— X ﬁz .
/ W—E—h(x) V=11 (x)¥,=0
y
pZ
- (W—EHZ(X))\I’Q—u(x)\Ifl:o. 9)

Here thex axis is perpendicular and tyeandz axes parallel

to the boundarysee Fig. 3, and we assume that in the left-
side ferromagnet(<0) the direction of is along thez axis
(i.e.,1=(0,0))) while in the right-side ferromagnek0)

its direction is different and all three components|oére
presenti=(Iy,ly,1,), 17+15+12=17, andl , =1, +il,. We
also assume that the width of the intermediate layer be-
FIG. 3. Schematic illustration of how electrons are injected into the activetWVeen the left and right ferromagnethie width of the “do-
region for the case that the adjacent ferromagnets have different magnetizgrain wall”) satisfies the inequalitgd<<fivg/l (vg is the
tion directions(shown with long arrows; the electron spins, are shown  electron Fermi velocity In this case an electron passes this

with short arrows Wlth bl_ack dots at the endn eIectron _from Fhe |_eft-snde region without Changing spin direction and hence one may
ferromagnet with its spin parallel to the magnetization direction passes

through a sharp boundafghown as a vertical thick linebetween the fer-  S0lve Ed.(9) consideringl to be constant in the injecting
romagnets without changing spin direction. In the right-side ferromagnet iregion (left-hand side of Fig. Band in the active regiofthe
emerges with its spin in a superposition of the spin-up and spin-down stategight-hand side of Fig. Band matching the wave functions at
The classical precession of the spin is indicated by a dashed-line ellipse. the boundary(= 0

Considering the case of an electron incident from the
must be changed — (e/c)A (c is the light velocity, and in.jecti.on region wiFh it.s spin parallel to t_he magnetization
one obtains an effective Hamiltonidf.g=zs(ip— (e/c)A) s:r?hcé'?r?’egggnrigd;gnf)'(ngz)thti vl;/:ve function of the electron
—o-1(p—(elc)A). Expanding in powers of€/c)A, one ) 9
gets an effective Hamiltonian of the form 1

o
0 .
1)exp<—|p2x>], (10

1 i (M
0 explipyx)+ay

M(p)= ;
Her=e(p)+HE, ) wH(r) exmpirl)[

where the perturbation Hamiltonighs X exp(—ipyx) +ad)

N e
1) _ ~
Ml == 56 &

a ol
A +—Ai) . (6)

op; " ap o while in the active regionx>0) the wave function is

In Eq. (6) we have omitted the term 1
WO (r)=explip,r,){al’ exp(ip;x) +ay’
I L I(1+1)
Hert = oo APy (7)
X i . 11
which does not flip spins; summation over repeated indices is (|+ I(1=1) exmpzx)] )

implied: a;b;=a-b. L

If the injected electrons are prepared in such a way tha'f'er_e the projections of the electron momentum and the co-
their spins are not parallel to the magnetization in the activ@'dinate on the boundary are denotedgy=(0,py,p,) and
regionB (see Fig. 2, the Hamiltonian(6) produces spin flips "+ =(0Y,2), while p; ;= y2m*(E=1)—p{. Matching ltrhe
and hence stimulates the needed radiative transitions of h¥fave functiong10) and(1), one finds the coefficient(; )
electrons in the upper band to the lower energy band. Thilo be
process is illustrated in Fig. 3, where an electfanth its (Do—p1) |
spin parallel to the magnetizatipimpinges on the boundary a<l|>: 2p1 P2~ P1 . (—+sin<p),
from the left, passes through the boundary, and is scattered (P1+P2)° = (P1—p2)?cos @/2| |1
into a quantum superposition of spin-up and spin-down -
states in the active regidB to the right of the boundary. (1) P2~ P1 (I—+sin2 2

| ¢

In order to find the probability amplitude for a radiative 2 T (Pt p2)?—(p1—pa)?cod o2\ 1]
transition of an electron caused by perturbation &j.we (12

obtain the zero-approximation wave function of the electron d
as a solution of the Schdinger equatiore (p)|¥)=E|¥), an
neglecting the dependence of the exchange interattiom

4
p. Taking into account the fact that the electron wave func-  a{"= > PaPz - cos ¢/2,
tion is a two-component spinor, (P1FP2)"—(P1—P2)"COS ¢
¥y 2p1(p1+P2)
W (r)= , (8) = sir? ¢/2. 13
V2 T A = AU
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3. STIMULATED EMISSION RATE AND GIANT LASER 20
EFFECT IN FERROMAGNETIC CONDUCTORS RSFTJ [Hpq|2(f,— 1)

The characteristics of lasers can be described by rate 7 Y, dp
equations which are obtained by considering the time evolu- X .
tion of the number of photons and the number of nonequi- (21(p)~hw)*+(hvy)* (2mh)°
librium electrons in the active regidsee, e.g., Refs. 16, 17  Taking the wave functions of E@l1) as the initial and final
The simplest form of the set of rate equations for the densitgtates and performing standard calculations using Ejs.
of photonsN,, and the density of electror; in the upper (16), and (18), one readily finds the stimulated transition
band can be written as rate.

i) Under the assumption that'|pg;<#Avs (pg; is the
Fermi momentum of electrons in the upper barldat is, the
additional dispersion caused by the dependencke @f the
electron momentunisee Eq.4)) is smaller than the broad-
(see Sec. 3.3.6 in Ref. 17Here G(N;) and the stimulated ening of the electron energy due to spin-flip processes, the

emission rateRy are relatedRy=G(N{)N; v, is the pho-  stimulated transition rate per unit volume of active material
ton relaxation rate] is the injection currenty is the internal g

efficiency: the fraction of the injection current that generates
electrons in the upper band of the active regivf;is the
volume of the active region.

(18

Np=G(N;)N,— ,N,

. (14)
N;=73/eVo— veN; — G(N;N,,

R _327Tezl.L ||,|2 ﬁVs(blNT_szl)

Uon? w0 (hw—21)%+(hvg? P
With the electron wave functions defined we can find the 2 P
rate Ry, of radiative electronic transitions by assuming the (el e €al]- &) ([€ar €al- €7 (19
vector potentialA(r,t) in Eg. (6) to be a plane wave of the Hereu andn are the magnetic permeability and the refrac-
form A expi(—k-r+ wt) and using Fermi’'s Golden Rule: tive index of the medium, respectiveli; andN, are the
densities of electrons with spin up and dowd, is the pho-
ton density,w is the photon frequency, the constahtsand
b, are of order unity, the unit vectoks, and ¢; are directed
along the magnetizations in the actiyeght-hand side of
—, (15) Fig. 3 and injection(left-hand side of Fig. Bregions, re-
(2mh) spectively, whileey, is parallel to the vectot=e;dl/dp;,
wheree is the unit polarization vector in the direction of the
vector potentialA.
ii) In the opposite limit/l'|pg;>7%vs, one has

2
Rst:%f [Hoo [ fo(1—f1)—f1(1—f5)]

X 8(Ez(p) —Ea(p) —hw)

Here

Ha= (PRSI = [ W ORGSO e 327 u

=7 2
is the matrix element corresponding to the transition from the ¥ foon
initial stateW;(r) (which belongs to the initial enerdy; in X{([ €& €4 €] €)%+ ([ €4 €3] €)%, (20)
the upper bando the final stateV¢(r) (which belongs to the (el er e ' ar €al €
final energyE; in the lower banyl the functionsf, , are the =~ Where the constants; ,~1.

Fermi functions of electrons in the upper and lower bands: ~ AS is seen from the set of rate equatidid) (see also
the Appendiy, one of the necessary conditions for the lasing

1 effect to be realized is

f1= : (17)
Y2 exp(E—py )/KT+1 Re= 7N (21)

|17 [2(b3NZ5— NN,

Using Eq.(6) and Eq.(11), one sees that the matrix We consider the case when damping of electromagnetic
element(W|AY|¥,) (the probability amplitude for a radia- waves is mainly due to absorption by free charge carriers, the
tive electron transition between the unperturbed energjrequency of the photon relaxation beilirg=2kw/n.18 For
band$ is nonzero ifp,(E;)=p,(E;). From here it follows estimating the parameters of the problem we use standard
that the difference between the initial and the final energieformulas for the refractive indem and the absorption coef-

should be ficient k for metals subject to electromagnetic fields,
_ — 470(0)
Ei(p)—Ei(p)=2I(p). A
| "PTH2 1 (wtg)?’ (22)

As the dependence @fp) on the electron momentum is
relatively weak, the dependence of the argument of dhe
function in Eq.(15) on p is also weak. This can result in a
divergent integral under the resonance conditidm
=p1(E)) —p2(E;) =2I(p). As is often the case, the ampli-
tude of the resonance is cut off by the finite electron lifetime (N;=N)) g p3/m* 1

in a given state. We assume the ene@yunction to be NN, 21 #tt T+ (wtg)2’
broadened due to the spin-flip processes and rewrité15y. [ 0 0
as wherepy=#/a~101° erg s/cm.

whereo(0) is the static conductivity of the conductor aiRd
is the transport electron relaxation time.

Using Egs.(19) and (22) and the estimatél’|~1/pg,
one can rewrite Eq21) as

(23
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It seems that to achieve the lasing effect the most favorprocesses in ferromagnetic conductors. The mechanism is
able materials are ferromagnetic manganese perovskites wittue to the interaction of light with conduction electrons; the
nearly 100% spin polarization of the conduction interaction strength, being proportional to the large exchange
electrons*?°?'The high degree of polarization of the carriers energy, exceeds the Zeeman interaction by orders of magni-
permits the creation of a population inversion of the energytude. On the basis of this interaction, a giant lasing effect
bands in the active regidd (see Fig. 2 Here and below we was predicted for systems where a population inversion can
use experimental values of the needed parameters: the mehe created by tunneling injection of spin-polarized electrons
free path 1,=1.4x10 " cm, the Fermi velocity vg from one ferromagnetic conductor to another—the magneti-
~10° cm/s, to~10 °s, andm* =0.3m,, wherem, is the  zation of the two ferromagnets having different orientations.
free electron mass, the number of carrier8.4x 10?1, and  Using experimental data for ferromagnetic manganese per-
the resistivityp~10 %103 - cm.? Inserting these val- ovskites with nearly 100% spin polarization we showed the
ues into Eq(23), one finds this lasing condition to be laser frequency to be in the range 1-100 THz. The optical
gain was estimated to be of order’1€m™*, which exceeds

NN, ~ % the gain of conventional semiconductor lasers by 3 or 4 or-
Ni+N, ' ders of magnitude. An experimental study based on a point
For the casél'|pg;>7 v (See Eq(20)), the lasing condition ~ contact geometry to avoid heating by the necessarily large
Eq.(2)) is injection currents was proposed and discussed.
23 w1203 We thank L. Y. Gorelik, V. Kozub, G. D. Mahan, and R.
NT™— N} ~05%x10" em L. Gunnarsson for helpful discussions. We are also grateful to
N;+N; T. Claeson for fruitful discussions and critical reading of the

manuscript. A.K. acknowledges the hospitality of the Theo-

It follows from these equations that the lasing condition’"'“ X ) ey
retische Physik Il Institut at the Ruhr-Univerdit8ochum,

Rs=vsN,, is easily satisfied, since one neefis/I to be

less than 10, while theoretical estimate of the spin relax- Germany. . .
ation ratev, gives the value 107 for this ratio. Estimations A.K. gratefully acknowledges financial support from the

based on the above experimental values of the parametefRyal Swedish Academy of Sciencé$VA) and SFB 491.
show the optical gain to bgop= (1/C)Rop~ 10 cm~t and M-J. and R.S. acknowledge financial support from the
the threshold current densiijyhzelszT~107— 108 Alem? NANODEV SSF center and from the SSF program on Mag-

for an active region of length=10"° cm. Estimations for Netoelectronic Nanodevice Physics.
N¢~ 10'® cm™2 show the optical gain and the threshold cur-
rent to begyp—~10°—10F cm™* and j,~10° Alcm?. APPENDIX
We predict an extremely large optical gain in systems
with a high density of charge carriers. The price to be paid  The set of differential nonlinear equatios4) allows
for the gain exceeding what can be achieved in semicondudWo types of steady-state solutio(see, e.g., Refs. 16, k7

tors by 3 or 4 orders of magnitude is the high currents 7J

needed for an effective tunneling pumping of the system. Np=0; N{¥= v (24)
The current valug=10°-10° A/cm? seems to be very large €Vovs

for homogeneous bulk metals because of the accompanyirgnd

Joule heating. Special measures are needed to avoid heating pdleNy—v N(as

the active, lasing region. One solution to that problem is to G(N%'as)): Vp; NUas — 0 ST (25)

o . . P
arrange for the current injection to be inhomogeneous in Vp

space. This can be achieved if the magnetic conductors afg¢or the case under consideration, the explicit forms of
electrically connected through an electric point contact. Ire(NT)sttmp are easily found from Eqg$19) and (20)].
such systems the spreading of the current far from the narrow  The steady-state solution E@4) exists for any value of
point contact provides for an efficient dissipation of éa.  the injection current, while the steady-state solution @§)
current density ~ 10° A/cm? can be reached without signifi- is nonphysical (\Igas)<0) until the value of the injection
cant heating of the contact regi6h’>On the other hand, the current exceeds the threshad™ at which the right-hand
extremely large optical gaig,,~ 10" cm™* means that itis  side of the second equation in E&5) becomes positive. As

enough to have a small volume of active lasing region. Suckollows from Eq.(25) the value of the threshold current is
a structure can be prepared on the basis of the technique (a9
eVSVONT

suggested in Ref. 26 for fabrication of biepitaxial films of 3t
Lay /Sty sMnO; with 45° in-plane rotated domains. In this i

case the proposed Iaser_ Is a series_ of point contacts in a thifhe steady-state solutiq24) describes a state of the system
film of.the ferromagnetic metal with the resonator CaVIYY iy which the lasing effect is absent: photons are not emitted
above it. and the number of electrons in the upper band is controlled
exclusively by the injection current and the nonradiative re-
laxation vs. One can see from Ed14) that this state is
stable in the range of injection currentscJ(,

We have proposed a new principle for a compact solid-  When the strength of the injection current exceeds the
state laser working in the 1-100 THz regime. The proposethreshold §>J™) this nonradiative state becomes unstable,
laser is based on a new mechanism for creating spin-flimnd the system spontaneously switches to a new stable state

(26)

4. CONCLUSION
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Magnetic resonance was studied in magnetic fields parallel or perpendicular to the film plane in
magnetron-sputtergdCo(8 A)/Cu(dc,) (111)],, multilayers. Oscillations of the magnetic
anisotropyK , and the widthAH . of the resonance line as a function of the thickness of the
copper interlayers were found in the intergll,=7-19 A. Extrema oK, andAH

were observed ac,=nd;11), wheren is an integer or half-integer, ard};;,=2.087 A—the
distance between th@11) planes in Cu. In addition, the distances between the neighboring
maxima or minima were 1, 1.5, anddg;;. The K, and AH, oscillations occurred
synchronously with oscillations of the resistivity at saturatfonthe fieldH =15 kOe)

and oscillations of the magnetoresistance. An interlayer antiferromagnetic exhange interaction
was found in the rangesd,=8-11 A andd., =18 A. The effects observed were due

to nonmonotonic variation of the interlayer interface roughness with incredsing© 2005
American Institute of Physics[DOI: 10.1063/1.1886925

1. INTRODUCTION of the investigation a quantitative determination was made of
the anisotropy parameters for a number of multilayer films
The gigantic magnetoresistance effect and the prospectgith the compositio Co/Cu],, and fixed thickness of the
for wide applicationss of this effect have stimulated greafferromagnetic cobalt layerdc,=8 A, while the thickness
interest in studying metallic multilayer nanostructures con-dc, of the nonmagnetic copper interlayers varied from 7 to
sisting of alternating magnetic and nonmagnetic layers.19 A with step~1—2 A. The results of the investigation of
These systems show a great diversity of properties as a funthe magnetoresistance properties of these multilayers are pre-
tion of the composition, the technical conditions of fabrica-sented in Ref. 2.
tion, the thickness of the magnetic layers and nonmagnetic
interlayers, and so on. All these factors largely determine the
basic energy parameters of the system and, first and foré:
most, the magnetic anisotropy energy. In layered systems The samples were obtained on miduorophlogopite
anisotropy often is complicated because it can be due to By magnetron sputtering of Co and Cu targets in a vacuum
combination of volume and surface contributions, taking acapparatus with residual atmospherel0© torr at argon
count of magnetocrystalline and magnetoelastic effects. Corpressure 1.310°2 torr. The layer thicknesses were deter-
sequently, an effective method for studying multilayeredmined to within no more tha 2% using multibeam optical
structures is the magnetic resonance method, since magnefigerferometry. First, a copper sublayés0 A) was con-
anisotropy directly determines the frequency-field dependensed on mica. Twenty pairs of Co/Cu layers were formed
dences of the resonance spectrum. on this sublayer, and the top copper layer was 12.5 A thick in
In turn, surface effects at an interface between the layersll samples. The Co and Cu condensation rates were 0.45 and
primarily, the roughness of the interface, largely determined.58 A/s, respectively.
the galvanomagnetic properties of multilayered structures. The samples possessed a polycrystalline structure, where
The same effects should also be reflected in the width of théhe Cu (111) planes were parallel to the substrate surface
magnetic resonance line, determined mainly by the nonuniwithout any distinguished orientations of the other crystallo-
formities of the magnetic and crystal structures of the filmsgraphic surfaces of the grains relative to the mica. The cop-
The purpose of this work was to study the influence ofper and cobalt layers grew epitaxially on one another. Only
interface structure on the resonance and galvanomagnetime grain fit within the thickness of a sample, and the grain
characteristics of Co/Cu multilayer structures. In the coursdéoundaries passed through the entire thickness of a sample

SAMPLES AND EXPERIMENTAL PROCEDURE
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virtually perpendicular to the surface of the mica. The grainsvhen the field lies in the plane of the film. Heitd. s

have an equiaxial shape in the plane of the sample. The gram2K,;/M—47M and vy is the gyromagnetic ratio. In the case

size was~80-100 A irrespective oflc,. X-Ray studies (2) the system should be in a saturated ferromagnetic state,

showed good periodicity and thickness uniformity of the lay-i.e., H, >|H .

ers in these multilayers. Since resonance experiments are performed, as a rule, at
The basic measurements of the resonance spectra weasfixed frequency, the values of the resonance fieldsand

performed at room temperature with a JEOL-XK spectrom-H, can be used to determine directly the uniaxial anisotropy

eter in the 3-cm wavelength range and magnetic fields up tparameteiK ,=K; + K. Its value is determined by the bulk

1.5 T. Additional verifying measurements were performed atand surface components of the anisotropy

A~1cm. The largest error in determining the values of the

resonance fields was 60 Oe for fields oriented close to a Ka=Ky+2Kgyui/dcos (4)
direction normal to the film plane; this was due to the large
width of the resonance line for this orientation. where the latter is customarily determined per unit thickness

The samples were cut out in the form of 3-mm in diam-of the film. The coefficient 2 takes account of the presence of
eter disks and placed on a rotating apparatus at the center &¥0 interfaces. In turn, the bulk part of the anisotropy is a
a cylindrical resonator operating on thig;, wave. The mea- sum of the magnetocrystalliné&() and magnetoelastid<()
surements were performed for field directions normal andsontributions. Thus all anisotropy components, including the
tangent to the film plane. For all samples no anisotropy wasomponents due to the interfaces of the magnetic and non-
observed in the resonance field or the linewidth in the filmmagnetic layers, can be studied separately.
plane. This agrees with previously obtained data on the crys- When the interlayer exchange interaction is taken into
tal structure of the films. account the free energfl) must be supplemented by the
terms J; i +1(M;-M;;1)/M;Mi;, (i enumerates the layer
whereJ<0 andJ>0 correspond to ferromagnetic and anti-
ferromagnetic interlayer coupling, respectively. Ber0 the
exchange term does not appear in the express@rend(3)

All experimental samples contain the same number ofor the frequencies of the acogstic mode of'ferrornagnetic
cobalt layers with nominally identical thickness. Conse_resonancé.Fo_rJ>Othe expre_ssmﬁz) for the orientation of
quently, the free energy of a system of identical ferromag—t_he external fielddy=0 remains the same. For the orienta-

netic layers with momentsVi, neglecting interlayer ex- 0N Oy=m/2 in weak fieldsH <2Hex=2J; +1/Mdc, the
change, should be written in the form frequency-field relation for the acoustic mode is linear

3. THEORY AND EXPERIMENTAL RESULTS

E=—HM cog #— 6) +27M? cog 6—K, cos ¢ ol y=H (14 H g 2H ) V2 )

—Kzcod'. @ and transforms into the relatidi3) for H>2H,.
Here the first term takes account of the Zeeman interaction of ~The values of the resonance fields andH obtained
the magnetic moments with an external field, the secondor our series of samples at room temperature are presented
term is the magnetostatic energy, and the last two terms aig Table 1. The working frequency=9.685 GHz corre-
first- and second-order terms describing the anisotropy ersponds to the rati@/y=3.101 kOe used in calculationy;
ergy; 6 and 6, are the angles between the normal to the=g|e|/2mc is the gyromagnetic ratio and the effective
plane of the layers and the direction of the moments and@-factor of cobalt is 2.16. These values are used in calcula-
external field, respectively. tions of the effective internal fields and anisotropy param-
In thin (of the order of 1 nm thicksingle-crystal layers eters for each sample. The required saturation magnetization
of a magnetically ordered metal, including cobalt, uniaxialof an 8 A thick cobalt layer 1 =1350 G) is taken to be the
easy-axis crystal anisotropy witd,, K,>0 occurs because average value obtained in a number of wérKdor several
of growth deformations and surface breaking of the symmeseries of Co/Cu multilayer samples with layer thicknesses
try of the atomic environment. Nonetheless, in the absence aflose to 8 A
a field the layer magnetic moments lie in the plane of the = The computed values of the parametisandK,, sat-
layer because of the substantial magnetostatic energy, i.e. tigfying the expression$2) and (3), are also presented in
resulting anisotropy paramet&r.«=K,—27M? and the ef- Table |. The behavior of the second anisotropy conskant
fective internal fieldH s=2Ke¢/M due to it are negative. ~ with dc,=8-11 A is interesting. Here this parameter
The expressions for the ferromagnetic resonance frechanges sign, and its modulus can reach values appreciably
guencies are quite simple for field directioAs=0 and 6y greater than the average value for the experimental series of
= /2, whené= 6, . For the acoustic mode of oscillations, samples. Such an anomaly is most likely due to the presence
for which the moments of all layers precess in phase, thesef antiferromagnetiadAF) interlayer exchange coupling in

frequencies are this range ofd,, as a result of which the dependence of the
resonance frequency on the external field in a parallel orien-
ol y=H, +Her, 2 tation should be described by the expresgi@n The values
when the field is directed along the normal to the plagie, ©obtained for the exchange field when analyzing resonance
=6,, and spectra in the AF exchange model for samples wdth,

) ) =8-11 A are also presented in Table I. Unfortunately, the
(o/y)*=H;(H;—Heg) (3 limited tuning range of the microwave generator in the 3-cm
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TABLE I. Magnetic parameters of Co/Qd11) multilayers.

Kaplienko et al.

dcu A Hy,kOe | H|KOe | -Hoff, kOe ;Keff’ , GKA' ; 6K1 A K 3 21](18“,
10” erg/cm 10” erg/cm 10° erg/cm 10” erg/cm ©
7 8.054 1.245 4.953 3.34 8.11 7.07 1.04
8 10.4 1.5 7.299 4.93 6.52 8.12 -1.6 2.23
9 10.414 1.582 7.313 4.94 6.51 8.41 -1.9 2.58
10 9.636 1.35 6.535 4.11 7.04 7.54 -0.5 1.52
11 9.782 1.25 6.681 4.51 6.94 7.09 -0.15 1.3
12 8.533 1.246 5.432 3.67 7.78 7.07 0.71
13.5 10.0 1.123 6.899 4.66 6.79 6.42 0.37
15 8.836 1.309 5.735 3.87 7.58 7.36 0.22
17 9.0 1.245 5.899 3.98 7.47 7.07 0.4
19 8.81 1.28 5.709 3.85 7.6 7.23 0.37

Note: The volume anisotropi,=K,—2.5- 10%erg/cn.

range and the substantial width of the resonance line made 4t DISCUSSION

impossible to perform a detailed investigation of this linear |t js well known that multilayer systems can manifest
section of the frequency-field relations. property periodicity as a function of the thickness of a non-

The anisotropic contributions can be separated, in accoimagnetic interlayet.Ordinarily, this is attributed to a change
dance with the expressidd), by taking account of the sur- in the character of the interlayer exchange coupling in the
face anisotropy. The value of this parameter has been obnultilayer system. This dependence is oscillatory with am-
tained in a number of experiments for various cobalt-baseglitude decreasing and the sign of the interaction alternating
multilayer structure$>®° It has been established that this as the thickness of the interlayer increases. Such depen-
value is determined mainly by the interface materials, and itg§lences can be investigated using three-layer structures,
dependence on the crystalline structure, orientation, thickwhere optical and acoustic magnetic resonance modes are
ness, and mechanism of growth of the layers introduces abserved, and the relative arrangement of the modes deter-
substantial variance in the experimental results. For oumines the magnitude and sign of the interlayer exchahge.
Co/Cu system the average valle,,~0.1 erg/cmd, ob-  In a number of other experiments the nonmagnetic interlayer
tained in Refs. 4, 5, 8, and 9 for samples with close paramwas made in the form of a wedge, which made it possible to
eters of the layers, was used to obtain estimates. It is mucitack smoothly, using magnetooptic methods, the change in
lower than in Co/Mn or Co/Pd systems, wheke,,s the interlayer exchange over the thickness of the wedge.
~0.5 erg/cm. 101! It can be regarded as established that for a Ca/ta)

The volume anisotropiK, depends strongly on the crys- system the first region of antiferromagnetic exchange lies in
talline perfection of the magnetic layers and their interfacesthe copper layer thickness rangk.,,=5-12.5A1821-23
Many experiments wher€, was determined give a substan- where the exchange parameter at the maximum reathes
tial variance in the value$>®1* explained either by the ~0.5 erg/cnd.?*?When the samples are obtained under not
presence of an uncontrollable hcp impurity phase, where theery good vacuum condition@&s in our casethis value can
value ofK, is much larget>®in the main fcc phase or by be J~0.15 erg/cri. Here the exchange field Hiy,
the influence of magnetoelastic stresses. Figure 1a shows the2J; ;,;/Mdc,, appearing in the expressig¢h), can be 2.8
values ofK, which correspond to our values of the param-kOe, which agrees well with our experimentally obtained
etersM andKg,sand depend nonmonotonically on the thick- values in samples witllo,=8-11 A for the AF coupling
ness of the nonmagnetic copper layer with minima near 8.5nodel adopted. The next AF maximum of much smaller
11.5, 13.5, and 17.5 A. Figures 1b and 1c also show thenagnitude lies in the rangde,=18-32.5 A, which falls
dependences of the resonance linewidth, the magnetoresisutside the thickness range of our series of samples. We note
tanceAp, , and the resistangel in the saturation statén a  that the maximum negative value i, from Table | occurs
field H=15 kOe parallel to the currenof the experimental atdc,=9 A, which is the most often encountered value for
samples on the thickness of the copper interlagéx.de-  the position of the first AF maximurtfor the Co/Cu(111)
pendences show an oscillatory character with clearly coinsamples prepared by magnetron sputtéfitge maximum
ciding extrema, which shows that they are all formed by thevas observed atlc,=7 A). Analysis of the magnetoresis-
same mechanism. tance curves of our sampfeslso shows that within the lim-
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8.4 layers and to the magnetocrystalline and surface components
o - @ of the anisotropy(the experimental results from a study of
§ 8.0 - the effect of steps on the anisotropy of Co/002) films and
276l the corresponding literature can be found in Ref. 32
ot r32).24-3t
272 Analysis of the oscillations of the resistance and magne-
X&G 8- toresistance of our samples showed that the oscillations of
L the exchange interaction of the layers and interface rough-
6.4~ ness occur in our structures and result in the observed behav-
e ior of the magnetoresistance propertieEvidently, these
1.4 same factors give rise to oscillations of the magnetic anisot-
r b /~\ ropy and resonance linewidthH, which are synchronized
1'2f ;e with the resistance and magnetoresistance oscillations. The
810k 2 / maxima and minima oK, correspond to the maxima and
= r 4 minima of pl, which occur with the largest and smallest
508 B roughness of the interfaces between the layers.
0.6 1 The results of investigations of the effect of boundary
o roughness on the magnetic parameters of layered systems,
0-4_‘ resulting in short-periodin one monolayer oscillations of
o2b e v 0 1 b the parameters, are described in the literature. For example,
% 50 in Ref. 33 oscillations of step-induced magnetic anisotropy
e 1 with a period of 1 Co monolayer, which, undoubtedly, is due
80 i1 6 to the layerwise growth of the Co film and the periodic
£ 70 1 change in its surface roughness which depends on it, were
< 60 1o g observed for Co films on a C(100) single crystal with a
<501 “ o system of oriented steps. Oscillations of the coercive force
a0l 1 with a period of 1 Pd monolayer were observed for Fe/Pd
30l __0'8 '<o.1= (100 multilayers®* These oscillations are probably due to
o0 o4 the corresponding oscillations of the magnetic anisotropy.
10l I N (A e Our results qualitatively agree with these data.
5 10 15 20 In summary, interface roughness has a large effect on the
de, A formation of the integral parameters of magnetic layers, de-

termining the internal effective fieldd.s. Consequently,
FIG_. 1_. Mag_netic anisotropi{, (a), width of _the resonance line in a mag- roughness should also be expected to be manifested in the
netic field directed parallel1) and perpendicula(2) to the plane of the 1o q6 yalue of the nonuniformities of these parameters, to
samples(b), resistivity pg of Co/Cu multilayers in a saturation state in a . . . . .
magnetic fieldH=15 kOe parallel to the current, anip; = p,(H=0) which the width of the magnetic resonance line is very sen-

— pl as functions of the thicknesk,, of the copper interlayer). The solid  Sitive. The widthAH(w) of the resonance line is usually
lines show the supposed behaviotgf andAH, ; as functions ofic,. The  represented in the form
behavior ofAH, for dc,>15 A could be different from the expected be-

havior (dashed ling The vertical tics mark the values afc,=ndy), ®
wheren is an integer andl;,,y=2.087 A is the distance between the Cu AH(w)=AH(0)+1.16—
(112 planes. The upward and downward pointing arrows and the vertical Y
tics indicate the positions of the maxima, minima, and inflection points of

the relative magnetoresistanc&R/R;)(dc,) (see Ref. 2 Here the first term is due to magnetic nonuniformities, and
consequently, by its very nature, it is associated with the
defect structure of the samples. The second term in this ex-

its noted above there are two regions of AF interaction.  pression depends on the frequency and describes the so-

Another reason for the oscillatory behavior of the prop-cajled “magnetic viscosity” of a system with an effective
erties of the samples in our experimental series could bgilpert parametes .

nonmonotonic variations in the structure and geometry of the ¢ is well knowr?® that the contribution of nonuniformi-
interfaces between the layers. In general the boundarigfes to the broadening of the resonance line in multilayer
should be step-like. The boundary roughness contribution tgms can be represented in the form

the anisotropy is ordinarily expressed as the ratio of the stan-

dard deviationo of the experimental surface from an ideal AHinpom= | 0H e/ 04| A O+ | 0H 1o/ IH ol AH et (7)

flat plane to the average sizeof the flat areas. In the litera-

ture a number of models have been proposed in the literatun@hereH, . is the resonance field at a fixed frequency, which
for analyzing the dependence of the properties of layered andepends on the orientation of the fielslp,, is the spread of
multilayered systems on the value of the ratig.?*~?°It has  the orientations of the crystallographic axes on different sec-
been shown that a large contribution should be expected fdaions of the film; and,AH.¢ is the nonuniformity of the
the magnetoelastic part because of the quite high magneteffective field in the sample. The second term in Ef).
striction constants of cobalf. Roughness makes an appre- should make the largest contribution to the linewidth when
ciable contribution to the magnetization of ferromagneticthe field is oriented in a direction normal to the plane. Ac-

Geff
y™M*

(6)
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cording to Fig. 1b, for our series of samples the substantiadamples from the systefiCo(8 A)/Cu(dc,) ], demonstrate
oscillations of the linewidth are observed precisely to thispscillatory dependences, which have much in common with
orientation of the magnetic field. one another, on the thickness of the copper laglerswith a

The second term in the expressi@ can also be sensi- characteristic step of 1-2 copper monolayers. This shows
tive to interface roughness. The Gilbert parame®gk in  that the same mechanism is responsible for the formation of
general includes a “intrinsic” part and a part due to the de-these dependences. Such structures with nominally identical
fect structure of the films. Recent theoretical studgee the (over the thickness crystal structure and conditions of
review of these works in Refs. 36 and)37ave shown that growth of epitaxial layers of the ferromagnetic metal exhibit
for thin ferromagnetic layers surrounded on both sides byan appreciable difference in the magnetic anisotropy param-
films of a nonmagnetic metal the mechanism of electroreters, the width of the resonance line, and the magnetoresis-
transport of the moment from the ferromagnet into the nontance as functions of the thickness of the nonmagnetic inter-
magnetic layers followed by dissipation of the moment as dayer. Since interlayer diffusion is minimal in this systéas
result of spin-flip scattering makes a very large contributionjs indicated by the fact that the properties of the samples,
to the value 0fG¢4.%" The following circumstance can attest including the resistance, remain unchanged for several
to the importance of this mechanism of the formation of theyears, the observed behavior of the system must be attrib-
resonance linewidth for our system. According to Fig. 1, foruted to the roughness of the interfaces separating the layers
a magnetic field parallel to the film the maxima and minimagf magnetic and nonmagnetic metals.
of the roughness anqbl correspond to the maxima and
minima of AH,. The oscillations of the functioAH (dc,) This work was supported by the Ukrainian National
gradually decay with increasingi,, and this function, ap- Academy of Sciences as part of the program “Nanostructure
parently, becomes constant foi.,>20 A or slowly in-  Systems, nanomaterials, and nanotechnologies” under grant
creases, while the functioAH, (dc,) increases nonmono- NO. 3-026/2004.
tonically with increasingdc,. In the theory of Ref. 36 the
increase of the Gilbert constantG.4 because of the elec- *.mail: aanders@ilt. kharkov.ua
tronic mechanism of dissipation of the moment in films of a™ E-mail: zorch@kpi.kharkov.ua
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