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Abstract 
 

In this thesis, an energy management system (EMS) is proposed for use with 

battery energy storage systems (BESS) in solar photovoltaic-based (PV-

BESS) grid-connected microgrids and combined heat and power (CHP) 

applications. As a result, the battery's charge/discharge power is optimized so 

that the overall cost of energy consumed is minimized, considering the variation 

in grid tariff, renewable power generation and load demand. The system is 

modelled as an economic load dispatch optimization problem over a 24-hour time 

horizon and solved using mixed integer linear programming (MILP) for the grid-

connected Microgrid and the CHP application. However, this formulation requires 

information about the predicted renewable energy power generation and load 

demand over the next 24 hours. Therefore, a long short-term memory (LSTM) 

neural network is proposed to achieve this. The receding horizon (RH) strategy 

is suggested to reduce the impact of prediction error and enable real-time 

implementation of the energy management system (EMS) that benefits from 

using actual generation and demand data in real-time.  

At each time-step, the LSTM predicts the generation and load data for the next 

24 h. The dispatch problem is then solved, and the real-time battery charging or 

discharging command for only the first hour is applied. Real data are then used 

to update the LSTM input, and the process is repeated. Simulation results using 

the Ushant Island as a case study show that the proposed online optimisation 

strategy outperforms the offline optimisation strategy (with no RH), reducing the 

operating cost by 6.12%.     
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 The analyses of the impact of different times of use (TOU) and standard tariff in 

the energy management of grid-connected microgrids as it relates to the 

charge/discharge cycle of the BESS and the optimal operating cost of the 

Microgrid using the LSTM-MILP-RH approach is evaluated. Four tariffs UK tariff 

schemes are considered:  (1) Residential TOU tariff (RTOU), (2) Economy seven 

tariff (E7T), (3) Economy ten tariff (E10T), and (4) Standard tariff (STD). It was 

found that the RTOU tariff scheme gives the lowest operating cost, followed by 

the E10T tariff scheme with savings of 63.5% and 55.5%, respectively, compared 

to the grid-only operation. However, the RTOU and E10 tariff scheme is mainly 

used for residential applications with the duck curve load demand structure. For 

community grid-connected microgrid applications except for residential-only 

communities, the E7T and STD, with 54.2% and 39.9%, respectively, are the 

most likely options offered by energy suppliers. 

The use of combined heat and power (CHP) systems has recently increased due 

to their high combined efficiency and low emissions. Using CHP systems in 

behind-the-meter applications, however, can introduce some challenges. Firstly, 

the CHP system must operate in load-following mode to prevent power export to 

the grid. Secondly, if the load drops below a predefined threshold, the engine 

will operate at a lower temperature and hence lower efficiency, as the fuel is only 

half-burnt, creating significant emissions. The aforementioned issues may be 

solved by combining CHP with a battery energy storage system. However, the 

dispatch of CHP and BESS must be optimized. Offline optimization methods 

based on load prediction will not prevent power export to the grid due to prediction 

errors. Therefore, a real-time EMS using a combination of LSTM neural networks, 

MILP, and  RH control strategy is proposed. Simulation results show that the 
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proposed method can prevent power export to the grid and reduce the operational 

cost by 8.75% compared to the offline method. 

The finding shows that the BESS is a valuable asset for sustainable energy 

transition. However, they must be operated safely to guarantee operational cost 

reduction and longer life for the BESS. 
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 Chapter 1 
Introduction 

 

1.1 Background 
 

The evolution of microgrids represents a significant step towards the transition to 

more sustainable power systems. Recent trends in microgrids include integrating 

renewable energy resources and energy storage systems. However, integrating 

these systems creates new challenges for microgrid operations because of their 

stochastic and intermittent nature. To mitigate these challenges, an energy 

management strategy is essential to ensure the economic and optimal performance 

of microgrids. Microgrid system development has become promising as it 

contributes a great deal to the building block of future smart grid systems. In terms 

of stable, efficient, and economical operation of the hybrid microgrid system, the 

energy storage system has become an important component with great prospects 

in the future power system. It plays an essential role in alleviating the problem of 

energy crisis, environmental degradation, market deregulation, incentive policies, 

growth in global demand for electricity and power shortage in remote areas [1]–[3].   

The development of microgrid technology has provided the opportunity and 

infrastructure for improving energy consumption efficiency [4]. Microgrid systems 

are typically made up of load and distributed energy resources such as  PV systems, 

wind turbines, biogas power plants, fuel cells and battery energy  BESS [5]. A 

microgrid can operate in a grid-connected or an islanded mode. The microgrid 

system, which comprises different distributed energy resources, has become 

promising as it provides an integral part of the development of smart grid systems 

[5][6]. However, there are still many challenges in implementing and operating the 

Microgrid, one of which arises due to the intermittent nature of the renewable energy 
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sources because of the stochastic nature of the underlying metrological conditions 

[7]. A potential solution to this challenge is the integration of a fast-response energy 

storage system[8]. Energy storage is an important component with great prospects 

in future power systems and plays an important role in alleviating the problem of 

supply-demand balance in remote areas [9]. Moreover, the introduction of local 

renewable energy generation enhances self-consumption and offers an opportunity 

to reduce energy costs [10].  

A typical microgrid system could be grid-connected or standalone (Islanded). It 

could consist of distributed generators that are dispatchable units, renewable energy 

resources that are none controllable or non-dispatchable devices, storage units, and 

controllable loads that can be managed (load shedding) when necessary [11]. In a 

grid connected scenario, the Microgrid can sell or buy power from the grid. 

Therefore, the optimization of the microgrid operation is extremely important to 

manage the energy resources in a cost-efficient and sustainable way [8][12][13]. A 

complete formulation of the optimum economic operation and scheduling problem 

of microgrids includes modelling the BESS system, demand side policy for 

controllable loads (demand side management), and power exchange with the utility 

grid [14]. 

Generally, the problem is formulated as a nonlinear problem with no known exact 

solution or technique [8][12][13]. Therefore, several approaches have been used by 

different authors and researchers to solve this problem. In this research work, we 

propose using the mixed integer linear programming (MILP) for optimal scheduling 

of the grid-connected and standalone microgrid system performed through 

microgrid optimisation [15], [16]. The MILP optimization approach is chosen 

because it presents a flexible and powerful method for solving complex problems by 
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making fast energy management decisions via integer decision variables and 

identifying the best connection between the plants and utilities. It systematically 

finds the best trade-off in the microgrid operation to achieve maximum resource 

efficiency and minimum operating cost while respecting the system's operational 

constraints [17]. 

1.2 The Microgrid System  
 

Figure 1-1 shows the components of the microgrid system with different types of 

energy storage systems listed. Energy storage technology has been a critical 

element for hybrid renewable energy systems located in isolated areas, where 

connection to the electricity grid is very limited [18]–[20]. This research focuses on 

the techno-economic analysis of the application of battery energy storage systems 

in solar PV-based microgrid systems and CHP applications. 
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The Microgrid System with Energy Storage 
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Figure 1-1: Components of the Microgrid System with Storage 

 

1.2.1 Solar PV system 
 

This renewable energy source depends on the power density of the solar irradiation 

and the ambient temperature of the photovoltaic module [18]. PV systems are not 

to be confused with other solar technologies, such as concentrated solar power or 

solar thermal, which are used for heating and cooling. PV systems transform light 

directly into electricity, while these other solar technologies do not [19], [21]. A solar 

array is limited to the collection of solar panels, which is the only visible element of 

the photovoltaic system. It does not contain any of the other hardware, 

which comprises battery banks, chargers, mounting hardware, switches, one or 

more solar inverters, wiring, and battery systems. Other alternative components 
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include a renewable energy credit revenue-grade metre, a maximum power point 

tracker, a GPS solar tracker, energy management software, solar concentrators, 

solar irradiance sensors, anemometers, or task-specific add-ons made to match a 

system owner's unique needs commonly referred to as the balance of system [22]. 

PV systems can be small-scale, as those placed on rooftops or incorporated into 

buildings, with capabilities ranging from a few kilowatts to large utility-scale power 

stations of hundreds of megawatts. Off-grid or standalone photovoltaic systems 

make up a very small fraction of the market compared to grid-connected PV 

systems, which account for the vast majority of installations in today's world [23]. PV 

systems have evolved from applications for a niche market into a mature technology 

utilised for mainstream power generation. In addition to not producing any noise or 

environmental pollution, PV systems do not have any moving components. Within 

0.7 to 2 years of its installation, a rooftop system will have recouped the energy used 

in its production and throughout its 30-year operational lifetime, it will provide around 

95% of net clean, renewable energy [24][25]. 

1.2.2 The Thermal Power Generator Model (Thermal Units) 
 

The thermal unit model is represented by four curves: fuel input (Fuel Cost), heat 

rate, input/output (I/O) and incremental cost. Generator curves are generally 

represented as cubic or quadratic functions [26]–[29]. The fuel cost function for the 

CHP, diesel generator and natural gas generator are typically approximated by a 

quadratic function. It is mathematically expressed, as given in equation (1-1). 

 ( ) 2

TPG TPG TPG TPGH P aP bP C= + +                                                                       (1-1) 
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Figure 1-2:Input and Output curve of a thermal generating plant 

( )TPG TPGH P is the input/output curve of the thermal unit, as shown in Figure 1-2, which 

is available in the manufacturer's datasheet in the form of fuel consumption, TPGP is 

the active output power of the thermal unit in kW. The operating cost of the thermal 

unit can be achieved by multiplying the fuel cost TPGC by the quadratic polynomial, 

( )TPG TPGH P  as given in equation (1-2). 

( ) ( )2

TPG TPG TPG TPG TPGCH P C aP bP C=  + +                                                               (1-2)                                                       

The thermal unit cost function parameters a[1/kW2h], b[1/kWh] and c[1/h] can be 

obtained from the input/output measurement data taken during the heat run test 

when the thermal unit is operated with a different output power between its 

maximum and minimum operation range [12][13]. 

1.2.3 Battery Energy Storage System  
 

 The storage of electricity is referred to as the process of converting electrical energy 

from a power system into a form that can be stored and used later [30]. Then the 

stored energy can be used when needed by transforming it back to serve the 
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intended purpose [31]. BESS technologies are the best solution for the challenges 

associated with DG proliferation [32]. The storage of electricity is a technology that 

has the capability to reduce peaks, provide a balance between generation and 

consumption and improve the management, reliability and overall stability of the 

electrical system [31][33][20]. Typical BESS systems range anywhere from 2kW (5 

kWh – 20 kWh) up to 50MW (MWh). They are set apart by their fast response, 

mobility, and flexibility to be fitted to either high-power or high-energy applications 

[35]. Batteries have the unique potential to provide energy storage services at all 

levels of the grid (generation, transmission, distribution and consumer level), while 

also providing several ancillary functions to their different users [36]–[38]. They have 

become a critical tool for increasing consumer comfort, reducing electricity bills, and 

earning revenue [39]. 

The storage device allows the consumer to store energy for a longer time and save 

the consumer's money by charging the storage devices during off-peak hours when 

the price is low and using them during peak hours [33]. This increasing importance 

of energy storage devices has encouraged researchers to achieve highly efficient 

and cost-effective storage devices [40]. However, there are many other factors 

associated with energy storage devices, which include energy storage capacity 

(MWh), power capacity (MW), device cost, and maintenance cost [34][40]–[42]. The 

charging and discharging process of the storage devices requires adequate control 

strategies to perform the reliable operation of grids even during the peak demand 

[43]–[45]. 

The BESS has become one of the core parts of the microgrid system; it is used to 

store surplus energy generated by the microgrid power generation system, the 

energy stored in the BESS is discharged to meet the load demand during low 
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generation and when the cost of electricity from the grid is very high (Peak Period) 

in grid connected systems [43]. For the healthy operation of the battery storage 

system, the state of charge (SOC) of the BESS should be within a certain range.  

 Figure 1-3 shows the possible services that can be provided by energy storage 

systems for microgrids with a high share of variable renewable resources[34], [46].  
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Figure 1-3: Possible services provided by storage in a system with high shares of Variable 
Renewable Energy [47]. 

 

In this research, we have considered the lead-acid (LA) and the lithium-ion (LI) 

BESS, a detailed comparison of both BESS type have not been carried out in the 

research; however, Figure 1-4 shows the capabilities of the two BESS types based 

on their depth of discharge for safe and economic operation the BESS system. 
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Battery technologies for energy storage devices can be differentiated on the basis 

of energy density, charge and discharge (round trip) efficiency, life span, and eco-

friendliness of the devices.  Lithium secondary batteries store 150–250 watt-hours 

per kilogram (kg) and can store 1.5–2 times more energy than sodium-sulphur (Na–

S) batteries, 2-3 times more than redox flow batteries, and about 5 times more than 

lead storage batteries [48]. One important performance element of energy storage 

devices is their life span, and this factor has the most significant impact in reviewing 

economic efficiency. Another primary consideration is eco-friendliness or the extent 

to which the devices are environmentally harmless and recyclable. Charge and 

discharge efficiency is a performance scale that can be used to assess battery 

efficiency. Lithium secondary batteries have the highest charge and discharge 

efficiency, at 95%, lead-acid batteries at about 60%–70%, and redox flow batteries 

at about 70%–75% [48]. 

 

 
Figure 1-4:  Depth of Discharge (DOD) representation of the LA and LI BESS. 

 

1.3 The Model of a Microgrid System with Central Controller 
 

Figure 1-5 shows a typical microgrid model with a centralised controller. Microgrids 

are usually accounted for as parts of distribution networks. For this research, the 
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grid connected microgrid model will be the basis of the problem formulation. In this 

case, renewable generation must always be adopted when generating since they 

have no generation cost compared to fossil fuel; thus, their costs are ignored in the 

optimization process [49]. The microgrid operation can be determined by unit 

commitment and economic dispatch for the grid-connected operations. At the same 

time, power is being sold to and bought from the grid in an economical way that 

minimizes the cost of operation of the Microgrid [50][51]. The unit commitment is 

performed from one day to one week ahead, providing the start-up and shutdown 

schedule for each generating unit, which can minimize the operating cost of the 

Microgrid. 

 
Figure 1-5: A Typical Microgrid Model with a Central Controller [52]. 

 

1.4 EMS for Microgrids: An Overview 
 

The EMS aims to minimise the operating cost of the grid-connected system and 

focus more on delivering power for longer time intervals (i.e., enough energy is 

available) and power management (to regulate instantaneous power), considering 

power generation and consumption. Energy management mainly focuses on 
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economics, considering factors like fuel, capital, maintenance, emission profiles, 

lifetimes, etc. From a general perspective, the EMS can be divided into sub-layers 

of operation and planning, which work in different timescales, as shown in Figure 1-6 

[7]. In this way, the operation schedule defines the commands for the DG units and 

loads within the microgrid days or hours ahead. The sub-layer of planning is related 

to the maintenance or replacement schedule of the units and defines constraints 

related to how the units should be operated. This work is focused on researching 

the development of EMS in the operational scheduling layer. 

Furthermore, the Microgrid EMS enables different functionalities, such as 

monitoring the Microgrid in different conditions, analysing the system's condition in 

different operational states and making quick decisions in critical situations, as 

shown in Figure 1-6. The EMS performs control actions by being able to gather online 

measurement data such as the historical and forecasted data of the energy demand 

and generation. Some of the distributed energy resources and loads could be 

dispatchable and can follow the tasks set by the EMS. The architecture of the 

management systems should consider the variable nature of RES and the 

unpredictability of consumer behaviour, limited generation capacity, and power 

exchange with the grid that may cause energy imbalance [53].  
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Figure 1-6: General structure of EMS in Microgrids [52] 

 

1.4.1 BESS Function in Microgrids  
 

Microgrids include an EMS that coordinates power exchanges between generation, 

load, and storage while considering demand response schemes and regulatory 

frameworks. The BESS is imperative to provide the system with more control and 

management [46], [54], [55]. Some of the benefits enabled by these technologies 

within a microgrid are the enhancement of management functions, such as: 

1. Energy Arbitrage Function: This is the practice of purchasing and storing 

electrical energy during off-peak times and then utilizing the stored energy 

when the price of electricity is highest. The purpose is to minimize operation 

costs or earn money by storing low-cost energy during the off-peak time and 

selling it at a higher cost during peak demand. The difference in price 

between peak and off-peak demand must be big enough to compensate for 

the losses encountered in the storage process. 
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2. Load Levelling: The battery energy storage system can act as a load leveller 

when it provides load balancing services for a local grid. This involves storing 

power during periods of light loading on the system and delivering it during 

periods of high demand. During these periods of high demand, the energy 

storage system supplies power, reducing the load on less economical peak-

generating facilities. 

3. Peak Shaving: Energy imbalance within the power grid can be created due 

to the variability of renewable energy resources and variable load, such as 

electric vehicle (EV) systems with variable random consumptions. This 

variability causes a notable difference between peaks and valleys of the load 

profile. The peak and valleys can be eliminated through load levelling, peak 

shaving, and power demand management. Peak shaving is the process of 

reducing the amount of energy purchased from the utility company during 

peak demand hours. Utility companies typically have variable pricing based 

on demand, and the pricing during the peak demand hours is typically the 

highest. This pricing structure allows the utility company to increase its 

capacity to meet the peak demand. This additional capacity is typically older, 

more expensive power generation equipment. The peak pricing also acts as 

an encouragement to customers to reduce demand so as to drive down utility 

costs. The tiered pricing is what might make peak shaving an attractive option 

to organizations with large electrical consumption during peak times. The 

battery energy storage system is a solution that can assist in reducing peak 

demands in a grid connected microgrid system.  

1.5 Research Questions 
The main aim of the EMS is to manage the operation of the BESS in a grid 

connected Microgrid to reduce the cost of energy imported from the grid while 
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complying with operational constraints. The main questions that this thesis 

addresses are: 

1. How can the EMS be implemented in real-time using predicted data of 

stochastically variable renewable energy sources generation and load 

demand? 

 
2. How can real-time data of generation and load demand be used to reduce 

prediction error and improve BESS control actions? 

 
3. How can the BESS be controlled in real-time in a grid connected Microgrid 

containing CHP systems in behind the meter applications? The challenge 

associated with this application is that the CHP has to always operate above 

a predefined threshold to avoid engine damage and high emission. The other 

challenge is that no power should be injected into the grid due to constraints 

imposed by the network operators. 

 
4. How can the battery charging/discharging cycle be limited to reduce age 

degradation? 

 
5. How do the different TOU and standard tariff schemes affect the optimal 

operation of a PV-BESS based microgrid system in terms of the optimal 

operating cost and limiting of the BESS charge/discharge cycle? 

 

1.5.1 Research Aims and Objectives  
 

This research will focus on the optimal scheduling of microgrid operations, which 

aims to minimise the production and operational cost of distributed energy resources 

and the exchange with the utility grid subject to market conditions while satisfying 

the predicted load demand for a certain period (e.g., a 24-hour time horizon) and 
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the complex operational constraints such as the energy balance and the control of 

battery energy storage systems based on online and offline strategies. 

The research objectives of this project are listed below: 

1. To study optimization techniques and architectures used in energy management 

systems for Microgrids with renewable energy resources and battery units. 

2. To formulate the economic dispatch and unit commitment problem using a 

combination of long short-term memory (LSTM) predictions, receding horizon 

(RH) control and mixed integer linear programming (MILP). 

3. To simulate the proposed energy management system in specific microgrid 

applications. 

4. To optimize the Microgrid's performance by defining long-term daily control 

strategies based on online and offline strategies in real-time to satisfy all 

operational constraints and minimize operating costs while guaranteeing the 

security of supply.  

5. To implement a control strategy using the LSTM-MILP-RH approach for behind 

the meter application with CHP systems. 

1.6 Thesis Contribution  

The main contribution of the thesis is the development of a novel EMS using a 

combination of LSTM neural networks, mixed integer linear programming (MILP), 

and receding horizon (RH) control strategy to control BESS in grid connected 

microgrids. The merits of the developed EMS are:  

1. It can be implemented in real-time as it only uses previous generation and 

load data. 

2. The RH reduces the impact of prediction error, and it outperforms offline-

based EMS with no RH control. 
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3. The LSTM-MILP-RH approach is able to control the charge/discharge cycle 

of the BESS and also helps to determine the most economic TOU tariff to be 

used in grid-connected microgrid applications. 

4. It can be implemented in behind the meter applications with CHP systems, 

where it reduces running costs while complying with operational constraints. 

5. Using this system in behind the meter application negates the need for the 

battery to operate in load-following mode, resulting in suboptimal operation. 

1.7 Thesis Structure/Outline  
 

This thesis contains six chapters and is organised as follows. Chapter 2 presents 

the literature review of related works in the area of optimal energy management of 

microgrids with energy storage and background concepts of the techniques used to 

develop the optimisation models and solutions to EMS for microgrid applications. 

An EMS for controlling battery storage (with a focus on BESS charge/discharge 

limits) in grid connected Microgrid using LSTM, RH control and MILP is presented 

in Chapter 3. Chapter 4 analyses the impact of the time of use (TOU) and standard 

tariff schemes in energy management for grid connected microgrid systems with 

energy storage.   A real-time economic dispatch of CHP systems with energy 

storage for behind-the-meter industrial distributed energy applications considering 

online and offline approaches is presented in chapter 5. Chapter 6 concludes the 

thesis by revisiting the research questions, and a general conclusion is drawn with 

a recommendation and future research works. 
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 Chapter 2 
A Review of Optimal Energy Management of Microgrids with 

Battery Storage Systems and Renewable Energy Sources 

 

2.1 Introduction 
 

To prevent environmental degradation, promote sustainable development and 

achieve net-zero targets while meeting the ever-increasing need for energy, 

renewable energy resources coupled with energy storage devices have emerged 

as a viable option [56]. The microgrid system provides various technological 

options that allow active consumer engagement while requiring effective 

management. Because of this, energy management in microgrids has evolved 

into a system that manages information between the customer and the distributed 

energy centres [57]. The distributed generation system can supply energy at the 

lowest possible cost through an optimisation technique. The energy management 

system addresses this optimisation issue by using an algebraic representation of 

the dispersed generators and the limitations imposed by these energy sources 

[58]. This review examines the numerous optimisation strategies researchers 

have previously used to find the most advanced solution for microgrid operations, 

considering various optimisation goals and the imposed constraints. Because of 

their intermittent nature, renewable energy resources are explored in terms of the 

modelling tools and methods used to manage them. Finally, this review lays the 

groundwork for future research in energy management for microgrids, specifically 

in the prediction of energy demand and renewable energy generation using deep 

recurrent neural networks [59]. 

As projected, worldwide energy consumption will increase considerably over the 

next few decades, going from 11.4 billion tonnes of oil in 2010 to more than 18 



2-18 | P a g e  

                                                                                                                

billion tonnes by 2030, according to forecasts made by experts. It is the 

developing nations that account for the majority of the demand. This growth will 

result in the depletion of fossil fuels such as petroleum, oil, and carbon, which will 

result in an increase in greenhouse gas emissions [60]. Fortunately, energy 

systems have developed to include small and large-scale renewable energy 

resources such as wind energy, PV systems, wave energy converters and tidal 

streams to alleviate these issues and avert global energy crises [61]. Renewable 

energy has grown in popularity over the last decade due to increased global 

energy demand and mounting environmental concerns. Renewable energy 

sources such as solar, wind, and tidal have zero carbon emissions and are 

environmentally friendly, and as a result, their penetration into the global energy 

market has increased at an unprecedented rate [14]. Because of the introduction 

of investment tax credits and the declining costs of production driven by 

environmental and economic policies, renewable energy resources have become 

an option when compared to generating electricity using traditional methods [62]. 

By 2040, renewable energy resources are predicted to account for around 40% 

of the world's total energy consumption [62]. The intermittent nature of renewable 

energy resources and the imbalance between energy demand and supply are 

significant issues to overcome [3][4]. Introducing energy storage systems will help 

mitigate some of these issues in the future [65]. An energy storage system is 

required to offer the system more control and management capabilities. When 

used in conjunction with a microgrid, these technologies may help to improve 

management functions, such as peak shaving, load levelling, and energy 

arbitrage, among others. Due to the rise in energy demand, the restructuring of 

power systems has led to energy being generated from renewable energy 



2-19 | P a g e  

                                                                                                                

resources closer to the consumer. Because of the uncertainties associated with 

renewable energy resources, a hybrid renewable energy system considering 

different energy sources with energy storage and diesel generators for 

standalone systems was proposed [6][7]. The Microgrid comprises a collection of 

loads, energy storage facilities, and small generating units that are all connected. 

In a broader sense, it may be defined as a medium or low-density distribution grid 

with dispersed generation, including renewable and conventional sources (hybrid 

systems) and storage devices that offer electrical energy to end consumers. 

Storage improves the Microgrid's stability and compensates for the intermittent 

nature of solar and wind power, hence increasing the dependability of the 

Microgrid overall [66]. 

Smart-grid systems, such as hybrid microgrid systems, are classified as such 

because of how they manage the exchange of information between consumers 

and dispersed generations via the use of technological solutions [8]. In the 

context of energy supply generation, transmission, and delivery, the EMS is 

defined as an information system that provides the required functionality when 

supported by a network to ensure energy supply generation, transmission, and 

delivery at the lowest possible cost [67]. Control software that allows for the 

system's optimal operation is required to achieve a cost-effective, sustainable, 

and secure service from the Microgrid. A communication system is also 

necessary to manage microgrids in real-time, as well as to achieve cost-effective, 

sustainable, and secure service from the Microgrid [6]-[10][70]. However, energy 

management optimisation in a microgrid is mainly carried out as an offline 

optimisation problem due to the difficulty of optimising the Microgrid's 
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performance in real-time, but it can be classified into an offline and online 

optimisation problem. 

2.2 Energy Management Requirements for Microgrids 
 

Due to demand growth, distribution networks face many economic, technical, and 

environmental challenges. To overcome these issues, distributed generation and 

microgrids, as shown in Figure 2-1, were developed. The arrival of microgrids has 

lessened so many issues regarding the operation of power systems [71]. The 

main feature of microgrids is the notion of their controllability which makes them 

different from active distribution networks, and one layer of controlling the 

Microgrid is the energy management process [72]. 

                          

BESS

Solar PV

Power Grid

EMS

Demand 

 
Figure 2-1: Representation of a Microgrid with an Energy Management System(EMS) 

 

Energy management is a systematic procedure of managing energy within the 

Microgrid and transactions within the upper grid network to satisfy technical, 

environmental, and economic constraints [53]. The owner's benefits would be 
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maximised in the energy management process within a microgrid, optimising the 

production and consumption of different energy carriers. The energy 

management system is a microgrid's primary and most crucial part. It has the 

duties of gathering information, controlling various entities of the distributed 

energy resources (DERs) energy storage devices, and performing demand 

response programs where necessary, choosing the best strategies for the 

operation of the Microgrid according to different circumstances.  

Some of the main responsibilities of the energy management system are 

highlighted in the subsections below: 

2.2.1 Generation and consumption balance and operational cost 
minimisation. 
 

Energy analyses of the microgrid systems are nearly always associated with cost; 

in some instances, the analyses are used solely to compare the performances of 

alternative packages. The cost assessment carried out by the EMS is aimed at 

minimising the microgrid system's operational cost by examining the cost of 

running the different components of the Microgrid while ensuring that the 

generation and consumption are balanced, guaranteeing the security of supply 

to the demand.  

2.2.2 Compliance and implementation of the rules for connecting and 
disconnecting the Microgrid to the upper distribution system. 

 
The EMS is also responsible for ensuring compliance with the rules for 

connecting the Microgrid to the distribution system since it acts as the control 

system that provides the necessary functionality, ensuring that both the 

generation and distribution system supply energy while satisfying the technical 

constraints of the Microgrid and the distribution system. In emergencies when the 

Microgrid has to be disconnected from the distribution network, the EMS also 
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plays an important role in ensuring safety. The EMS considers the needed system 

stability, safety, and dependability criteria to establish the most cost-effective 

design for power production, transmission, and distribution across the network. 

2.2.3 Optimal Utilisation of Existing Resources. 
  

The EMS achieves the operating cost minimisation via optimal utilisation of 

existing energy resources for both grid-connected and island. The energy  EMS 

is a collection of computer-aided tools that are used by the operators of electric 

utility grids and microgrids to monitor, regulate, and maximise the efficiency of 

the performance of the generating or transmission system. This enables the 

optimal utilisation of existing energy resources.   

In general, the EMS procedure can be carried out either as a short-term or a long-

term task. For the short-term task, the EMS technique is focused on improving 

system reliability, while in the long-term, the goal is to maximise the economic 

benefit of the system. Literature suggests that energy management problems 

could be solved using deterministic or stochastic approaches and can be divided 

into four subcategories. Linear programming (LP), nonlinear programming (NLP), 

and mixed integer linear or nonlinear programming (MILP-MINLP). This chapter 

presents a literature review on various optimisation approaches for energy 

management within microgrids. 

2.3 Energy Management Optimisation Strategies for Microgrids. 
  

Many scholars have approached energy management for islanded and grid 

connected microgrids, as shown in Figure 2-1, through several research methods 

and optimisation techniques utilising advanced information technology [66][67]. 

The objective function for optimal operation of the hybrid microgrid system is 
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designed to maximise the output power of distributed generators within the 

Microgrid, thereby minimising the total operating cost of operating the Microgrid, 

minimising CO2 emissions, helping the environment, and maximising the lifetime 

of energy storage systems [73].     

2.3.1 A Review of Multi-Agent-System Based Energy Management 
System 

 

The multi-agent system (MAS) is developing as an integrated solution approach 

to smart grid applications, distributed artificial intelligence (DAI), communication, 

and data integration requirements. Dispersed and heterogeneous information 

may be handled locally yet used globally to coordinate distributed knowledge 

networks, resulting in reduced information processing time and network traffic. 

Parallel processes, asynchronous communication, and autonomous agent 

behaviours allow MAS to respond to dynamic changes in the environment, 

enhancing the Microgrid's dependability, responsiveness, fault tolerance, and 

stability. Figure 2-2 depicts a multi-agent-based optimisation technique that uses 

cooperation and communication among decision agents. In this context, agents 

make joint decisions rather than single decisions to maximise a system-wide 

objective [74]. Several studies have been conducted which validates the 

applicability of multi-agent-based EMS. A summary of some of the works is 

provided here.  
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Figure 2-2: Configuration of a multi-agent-based distributed system for microgrids [75] 

 
Mao et al. [76] Present a multi-agent-based hybrid EMS-MG with both centralised 

and decentralised energy control functionalities and optimisation of the economic 

operation of the Microgrid. A coordinated energy management framework is 

realised by combining autonomous control of locally distributed energy resources 

with coordinated energy control at a central level of the Microgrid. A novel 

simulation platform for energy management systems was designed based on the 

client-server framework and implemented in the C++ Builder environment. The 

simulation results show that the proposed control system effectively manages 

and optimises microgrid operation. 

Raju et al. [77] studied the energy management of grid outage in a microgrid with 

two PV generators, two wind turbine generators and a local load. A multi-agent 

management system based on the differential evolution algorithm in JADE was 

used to minimise the generation costs from the intermittent nature of the solar 

resource and randomness of load. They claimed that the framework allowed the 

intelligent consumer to search for all possible logical sequences and select the 
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optimal management action for grid outage management to increase operational 

efficiency. The summary of the review of multi-agent-based EMS is presented in 

Table 2-1. 

Table 2-1: A summarised review of multi-agent system (MAS) based EMS 

Ref No. Method Power 
Sources 

Connection Summary 

[78] MAS PV, WT, 
BT 

Grid/Islanded 
Connection 

Experimental results show the ability of 
the proposed multi-agent T-Cell-based 
RT-EMS to maintain the stability and 
smooth operation of the MG with 
modularity and fault tolerance features 
implemented through the MAS JADE 
platform. 

[79] MAS-
RL 

PV, WT, 
BT 

Grid/Islanded 
Connection 

A multi-agent-based EMS is developed 
to manage the objectives of the system. 
Reinforced learning is imbibed with MAS 
to improve the decision-making 
capability by learning using the sets for 
participation in energy trade marketing. 

[80] MAS PV, WT, 
FC, BT 

Grid/Islanded 
Connection 

This paper proposes a communication 
rule for sharing the local information of 
the agents and getting access to the 
global information was based on an 
average consensus algorithm (ACA), 
and a restoration decisions strategy 
based on the discovered global 
information was developed. 

[81] MAS PV, DE, 
BT 

Islanded 
Connection 

This paper proposes a MAS-based 
intelligent energy management system 
to operate a hybrid microgrid in islanding 
mode while effectively minimizing the 
peak demand of the system using the 
V2G and LED savings 

[82] MAS PV, WT, 
MT, FC, 
BT, DE 

Islanded 
Connection 

MAS-based agent optimization is 
developed to optimize the operation of 
the distribution system with DG in energy 
scheduling and generation. EMS is 
performed for the system by considering 
the constraints, such as generation cost 
and emission of carbon. 

[83] MAS-
CNN 

PV, WT, 
DE, BT 

Grid/Islanded 
Connection 

MAS-based energy management is 
proposed for the generation 
management of the PV, wind, and load. 
Balancing is maintained using the CNN 
(convolution neural network)-based load 
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forecasting technique for the load 
demand. 

PV—Photovoltaic; WT—Wind Turbine; MT—Micro Turbine; DE—Diesel; BT—Battery; FC—Fuel Cell; G—
Grid; I—Islanded. 

 

Multi-agent strategies for the optimization of microgrids have been investigated 

by the authors listed above, who have shown that the method may be used to 

efficiently manage, optimise, and improve the operational efficiency of hybrid 

microgrids. However, the authors have not considered the impact of the strategy 

on the controllable components like the BESS of the microgrid system, which 

creates a gap that will be addressed in this research work. 

2.3.2 A Review of Energy Management Based on Metaheuristic 
Approach. 

 

A metaheuristic is a higher-level procedure to find, generate, or select a heuristic 

(partial search algorithm) that may provide a sufficiently good solution to 

an optimization problem, especially with incomplete or imperfect information or 

limited computation capacity. The metaheuristic approach may be divided into 

two variations: metaheuristic, with single-solution based (local search) and 

metaheuristic, with population-based (global search). Some examples of 

metaheuristic methods based on population are Ant Colony Optimization (ACO), 

Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and Crow Search 

Algorithm (CSA). Some prior research work using metaheuristic approaches in 

energy management systems for microgrids is discussed in several current 

studies. Papari et al. [84] Investigated the energy management of a microgrid 

connected to a utility grid using the crow search algorithm (CSA). The CSA is a 

metaheuristic optimisation method that mimics the behaviour of a crow when it 

comes to storing and hiding food. To build a robust approach for a DC microgrids 

energy management, a powerful optimizer that relies on the crow search 
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algorithm (CSA) is developed to obtain the optimal solution.   A two-stage 

modification approach is illustrated to avoid being trapped in the local minima of 

the optimization algorithm and to enhance the search capability of CSA. The 

feasibility and performance of the proposed method in DC MG applications are 

evaluated in three different scenarios using a notional test system. The results 

are compared with other optimization algorithms and corroborate the advantage 

of the CSA technique. 

Luna et al. [85] demonstrated an EMS that functions in real-time. The perfect, 

imperfect, and exact predictions were examined in three scenarios. The utilised 

optimisation model was tested in both connected and isolated microgrids with 

large imbalances between generation and load. An adaptable online microgrid 

EMS has been designed and experimentally tested in order to deal with the 

variability and uncertainty feature of microgrid systems with RESs. A quantitative 

evaluation framework has been proposed and used in the case study, 

demonstrating the effectiveness of the proposal over a selected benchmark 

strategy and establishing the gaps with ideal boundaries of the best and worst 

possible solutions. 

Wasilewski [86] presented a metaheuristic optimisation technique for microgrid 

optimisation. The evolutionary and particle swarm algorithms are among the 

techniques used. These solutions accommodate the fact that the problem's 

deterministic assumptions significantly constrain the methodology used. 

However, the risk of relying on renewable energy sources due to uncertainties is 

acknowledged. The main objectives for a given problem are set, and then a 

detailed mathematical model of a stated optimisation problem is described. The 

objective function and a set of constraints have been presented in detail, and two 
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independent meta-heuristics - the evolutionary algorithm and particle swarm 

optimisation - have been proposed and substantiated as exemplary methods of 

solving the formulated optimisation problem. 

An economic dispatch and battery degradation model has been proposed in [87]. 

In this case, genetic algorithms were employed to determine energy supply 

choices via the usage of a diesel generator. In the study, the researchers 

discovered that increasing the battery life reduces the operating expenses of 

microgrids. Microgrids with a diesel generator and PV system were used to test 

this strategy, and it was found to be successful.  

Marzband et al. [88] demonstrated how the artificial bee colony (ABC) algorithm 

might be used to design an energy management system for an isolated microgrid. 

Due to the intermittent nature of solar energy supplies and wind energy output, 

a technique based on probability distributions is necessary to analyse the 

economic dispatch of producing units within a microgrid. The expenditures were 

reduced by 30% as a consequence of the study. Neural networks and Markov 

chains are used to manage the non-dispatchable generation and the 

unpredictability of the load. 

Kuitaba et al. [89] introduced a novel technique for optimising an interconnected 

microgrid that blends an expert system based on 'Fuzzy Logic' with a 

metaheuristic algorithm known as 'Grey Wolf' optimisation to achieve greater 

efficiency. This strategy involves minimising both the costs of the generating units 

and the emission produced by fossil fuel sources as much as possible. 

Microgrid expenses are reduced by using this technology, which considers the 

appropriate capacity of batteries and reduces the usage of fossil fuels. 
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 Das et al. [90] Investigated the effects of incorporating internal combustion 

engines and gas turbines into a standalone hybrid microgrid equipped with solar 

panels. A multi-objective genetic algorithm was used to optimise this system 

based on energy costs and overall efficiency. To monitor the load, both electric 

and thermal technologies were used. When paired with heating and cooling, all 

of the systems under consideration met the electrical requirements.  

Abedini et al. [91] presented a particle swarm optimisation method with Gaussian 

mutation to optimise an energy management system for standalone hybrid 

microgrids that included solar, wind, and diesel generators. The system's capital 

and fuel expenses are minimised using the gusain mutation method.  

The following are some examples of metaheuristic algorithms: particle swarm 

optimization (PSO), genetic algorithm (GA), modified PSO (MOPSO), non-

dominated sorting genetic algorithm II (NSGA-II), enhanced velocity differential 

evolutionary PSO (EVDEPSO), priority PSO, multi-voxel pattern analysis 

(MVPA), grey wolf optimization (GWO), artificial bee colony (ABC), crow search 

algorithm (CSA). The metaheuristic procedures utilised in EMS are critically 

examined with the connection type in Table 2-2 below.      

Table 2-2: A summarised review of metaheuristic methods in EMS 

Ref 
No. 

Method Power 
Sources 

Connection Summary 

[92] NSGA-II PV, WT, 

BT 

Grid/Islanded 
Connection 

A multi-objective optimization problem 
is proposed to maximize the economy. 
Intelligent power marketing is adapted 
to improve the economic dispatch of 
the Microgrid. 

[93] NSGA-II PV, WT, 

BT 

Islanded 
Connection 

This paper establishes an integral 
objective function considering the 
demand response and user satisfaction 
constraints, which has an effect on the 
economy and operation of the system 
with the DR strategy. 

[94] GWO PV, WT Grid 
Connection 

An EMS application of the V2G 
economic dispatch problem is 
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optimized in the MG while converting 
the multi-objective problem to a single 
objective using the judgment matrix 
methodology 

[95] EVDEPSO PV, BT Grid 
Connection 

A day-ahead planning schedule is 
determined to improve the energy 
market trading while managing the 
resources available. Includes the 
electric vehicles participating in the 
energy market, G2V and V2G. 

[96] CSA PV, FC, 

DE, HY 

Grid/Islanded 
Connection 

The Pareto front is considered to 
investigate the operating cost, solar 
power uncertainty, carbon emission, 
and the cost of the parameters. 
Hydrogen fuel is considered to reduce 
operating costs 

[97] PSO PV, MT, 
BT, 
TES 

Grid/Islanded 
Connection 

An optimal energy planning is proposed 
for the recently modelled energy hub. 
An efficient microgrid structure is 
discussed along with technical and 
economic prospects with optimization. 

[98] PSO PV, WT, 

DE 

Grid/Islanded 
Connection 

Minimizing the operating costs while 
maximizing the utility benefit using the 
CVCPSO algorithm, which yielded the 
Pareto-optimal set for each objective, 
and the fuzzy-clustering technique was 
adopted to find the best compromise 
solution. 

PV—Photovoltaic; WT—Wind Turbine; MT—Micro Turbine; DE—Diesel; FC—Fuel Cell; HY—Hydro; 
TES—Thermal energy storage; G—Grid; I—Islanded. 

 

 Researchers have taken a comprehensive look at energy management systems 

for the optimal operation of hybrid microgrids using the metaheuristic approach. 

They have investigated both renewable and non-renewable sources using 

various methods that fall within the metaheuristic optimisation approach and have 

achieved good results such as reducing the use of fossil fuels, optimising systems 

based on energy cost and overall efficiency, minimising the operating costs of the 

systems, and reducing their carbon footprints. The authors, on the other hand, 

have not taken into consideration the impact of the energy management strategy 

on the state of health of the battery storage system, nor have they considered 
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how increasing the battery life by controlling the battery charge/discharge cycle 

affects the operating costs of the system. This gap is addressed in this thesis 

2.3.3 A Review of Dynamic Programming Strategy in Energy 
Management Systems. 

 

Dynamic programming is a method that divides the optimisation problems into 

sub-problems and stores the solution for later use, eliminating the need to 

calculate the result again. The optimum substructure property describes how sub-

problems can improve the overall solution. If a solution exists, dynamic 

programming is likely to discover it. Rouholamini and Mohammadian [99] 

proposed an EMS for a grid-connected hybrid generating system with a PV 

generator, wind turbine, fuel cell, and electrolyser that requires effective energy 

management. Based on the simulation findings, this system exchanges power 

with the local grid, utilising real-time energy pricing across a 24-hour time 

horizon/period. The energy management was optimised using the internal search 

method based on dynamic programming. 

Luu et al. [100]. Presented a dynamic programming strategy and methodology 

based on rules applied to a standalone microgrid with diesel and photovoltaic 

generators and a battery energy storage system. The power balance between 

generation, consumption, and the capacity of each distributed generator, 

determines the restrictions. To reduce operating and emission expenses, 

dynamic programming is implemented. The constraint is imposed by the power 

balance between supply and demand and the operational capability of each 

distributed generator. 

In [82], dynamic programming and mixed-integer nonlinear programming 

optimization techniques were utilised to design an EMS for a microgrid. The 

Microgrid is connected to the grid, and decisions are made based on the Bellman 
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equation. Power flow and battery storage are considered constraints when offline 

data is required. It is feasible to use the technology in a large number of 

microgrids at the same time. 

Marabet et al. [102] proposed an energy management system for a lab-scaled 

hybrid microgrid powered by wind, solar, and battery energy.  The data 

acquisition and control systems runs in real-time. The energy management 

system follows a set of rules and optimises the microgrid operation by managing 

and monitoring power production, load, and storage aspects. 

Wu et al. [103] proposed that a dynamic programming approach was used for the 

administration and control of standalone microgrids. The deep learning system is 

real-time, allowing intra-day scheduling to determine a control plan for microgrid 

optimisation while relaying data from local controllers to the centralised 

management framework. 

Almada et al. [104] proposed a centralised system for the energy management 

of microgrids either in the standalone or interconnected modes. The fuel cell only 

works in the standalone mode if the battery is less than 80%, and a 60% threshold 

is required in the interconnected mode to ensure reliable behaviour. 

Choudar et al. [105] presented a battery state-of-charge and ultra-capacitor-

based energy management model. Normal operating mode, photovoltaic 

restriction mode, recuperating, and standalone modes are the four states or 

operating modes of optimum microgrids management. A summarised review of 

dynamic programming-based EMS is presented in Table 2-3. 

Table 2-3: A summarised review of dynamic program (DP) based EMS 

Ref 
No. 

Method Power 
Sources 

Connection Summary 

[106] DP DE, BT Islanded 
Connection 

The operating cost of traditional 
grids is optimised using an EMS 
model, which takes the penalty cost 



2-33 | P a g e  

                                                                                                                

into account. Pontryagin's Principle 
may be used to minimise the 
amount of time spent computing. 

[107] DP WT, DE, 
BT, G 

Grid/Islanded 
Connection 

Short-term forecasting is used to 
anticipate wind speed and 
determine real-time pricing, 
resulting in a reduction in the overall 
cost of operations by scheduling the 
available units. 

[108] DP WT, BT Grid 
Connection 

Optimization of the MG is proposed 
considering the cost function of the 
unit commitment and economic 
dispatch operations and daily 
energy scheduling. 

PV—Photovoltaic; WT—Wind Turbine; MT—Micro Turbine; DE—Diesel; BT—Battery; G—Grid.. 
 

The authors, on the other hand, have not taken into consideration the impact of 

the energy management strategy on the state of health of the battery storage 

system, nor have they considered how increasing the battery life by controlling 

the battery charge/discharge cycle and how it affects the operating costs of the 

system.   

2.3.4 A Review of Robust Programming and Stochastic Based Methods 
for Energy Management in Microgrids. 

One of the recently developed approaches for operating and planning distributed 

energy systems is the two-stage stochastic programming (SP) model, a 

framework for modelling optimization problems involving uncertainty. It has been 

demonstrated to be efficient and flexible when dealing with uncertainty in 

microgrids. In addition, Monte Carlo Simulation (MCS) generates stochastic 

variable scenarios for two-stage stochastic programming. The risk cost is 

enormously reduced by considering all the possible realisations. 

Lujano et al. [109] created a load management strategy for hybrid systems, 

including wind turbines, battery banks, and diesel generators. The wind speed 

was predicted using the autoregressive moving average (ARMA). According to 

the findings, the load management method increased wind power utilisation by 
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moving controlled loads to wind power peaks, thereby boosting the charge in the 

battery bank.   

Rezai and Kalantar [110] proposed a frequency deviation-minimising stochastic 

energy management system for a freestanding microgrid. The Microgrid's 

operating costs include conventional and distributed power and reserves and 

incentives for renewable energy production. To show the resilience of the 

suggested technique, the outputs of the traditional generators were also 

examined for different scenarios. Xiang et al. [111] proposed an optimisation 

model for an interconnected microgrid based on Taguchi orthogonal matrices. 

The uncertainty in renewable energy and load demand was estimated using an 

interval based on error prediction. Battistelli et al. [112] proposed a remote hybrid 

AC/DC microgrid energy management system that ensures economic dispatch, 

notwithstanding the risks associated with renewable energy sources. Load 

control (thermic and electric cars) is calculated based on demand, considering 

the generators' limitations, controlled loads, and battery capacity. 

Lu et al. [113] presented a dynamic pricing approach for achieving the best 

operational results. This technique was used on a system made up of multiple 

microgrids to assess the risk of large-scale renewable energy integration. At two 

levels, an optimisation strategy was devised: On the top level, the pricing 

mechanism ensured the market operator's energy operation, while on the lower 

level, the microgrid transactions were formed. 

Hu et al. [114] proposed a two-stage optimisation algorithm for an interconnected 

microgrid. In the first step, a conventional generator is employed, while the 

second stage uses hourly marketing to guarantee that conventional and 

distributed generations are dispatched economically using the Lyapunov 
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optimisation approach. This combination allows for the control of uncertainty in 

renewable energy. 

 Liu et al. [115] proposed an energy management system for linked microgrids 

considering renewable energy sources and load uncertainties. The energy 

management challenge may be broken down into two sub-problems: First, 

system safety is ensured by scheduling within established energy limits. Then, 

frequency control is provided by evaluating the real-time energy capacity 

deviation limit for frequency regulation. It was discovered that the strategy offered 

was more cost-effective. 

Su et al. [116] developed a model for the optimal programming of linked 

microgrids that reduces the operational expenses of traditional generators, 

battery deterioration, and commercial fees associated with electricity sourced 

from the utility grid. There are two steps to this concept. The first step includes 

optimising the microgrids, and the second stage requires analysing the power 

output to compute the Microgrid's energy losses in real-time. Zachar and 

Daoutidis [117] proposed a hierarchical control system for regulating and 

supervising the loads and dispatchable energy inside a microgrid has been. On 

a small scale, stochastic optimization was employed to reduce mistakes in 

forecasting renewable energy, which proved beneficial. The implementation of 

deterministic optimization on a large scale was accomplished quickly to update 

the optimum dispatch circumstances. 

Shen et al. [118] presented a stochastic energy management model for an 

interconnected microgrid. The uncertainty level is managed using Latin 

hypercube sampling based on the Monte Carlo method, generating various 
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scenarios for the distributed resources, load, and electricity price. Sensitivity 

analysis determines the expected price's standard deviation and reliability level.  

Farzin et al. [119] proposed an energy management system for a microgrid at a 

remote location.  During the analysis, it was assumed that islanding events were 

a normal probability distribution of breakdowns in the electrical grid. The goal was 

to keep the microgrid's operational expenses as low as possible. The costs 

include expenditures connected with the operation of the microturbines, wind 

turbines, batteries, and the disconnection of the power grid. 

Kuztnesova et al. [120] Proposed a robust optimisation approach using agent-

based modelling and developed a decentralised energy management system for 

a network of linked machines. This study examined the cost of power imbalances 

caused by renewable energy and the unpredictability of load power demand to 

assess the Microgrid's overall performance. However, the effect of the constraints 

on the physical microgrid components, such as the batteries, has not been 

explained, creating a gap to be addressed in this thesis. 

2.3.5 A Review of Reinforcement Learning Based EMS 
 

Reinforcement Learning (RL) is a type of machine learning in which an agent 

interacts with its environment and learns what actions to perform based on the 

state of the environment [121]. The agent learns via trial and error and is 

rewarded for performing desired behaviours. The environment is represented as 

a Markov decision process. RL algorithms have been around since the 1960s 

and 1970s. Over the years, these algorithms have been used to solve a broad 

range of issues, from traffic light control to watershed management [122]. The 

combination of RL algorithms with deep neural networks has considerably 

boosted the efficacy of RL approaches, allowing them to be used in computer 
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vision applications such as self-driving automobiles. Recent important 

accomplishments in RL have resulted in extensive study into RL and its 

applications. 

RL has recently been used in a number of complex building energy management 

areas. RL has been used for tasks such as HVAC control, water heater control, 

electric vehicle charging, lighting control and appliance scheduling. Using RL to 

solve these issues has the benefit that the algorithm itself learns what the 

appropriate control strategy is. When implementing more traditional rule-based 

approaches, the designer must handcraft the thresholds that the system will 

adhere to. This simple strategy is not necessarily able to minimize energy 

consumption to the extent that RL can. Several factors increase the complexity 

of applying RL to these problems, such as identifying what state information is 

needed, conflicting objectives and simulator design. There are primarily two 

categories of online RL algorithms, which are known as off-policy and on-policy. 

In off-policy approaches, such as Q-learning, an approximation of the action-

valued function is calculated irrespective of the policy that is currently being 

followed. On the other hand, when using an on-policy method, such as the state 

action reward state action (SARSA), the action-valued function is constantly 

updated in accordance with the determined policy, which makes it more 

challenging to converge [123].  

Recent studies have suggested RL as a viable solution because of its capacity to 

build an optimum policy online [124]. RL has the potential to help BESS operate 

more efficiently. The main advantage of RL over traditional methods is that it does 

not need any model of the environment, and it can learn the optimum policy in 

real-time. Yoldas et al. [80] used the mixed integer non-linear programming 
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technique guided by a Q-learning algorithm to simultaneously decrease the daily 

energy cost and emission of harmful gases. Performance comparisons were 

made using only conventional Q-learning. The result showed an approximately 

1.2% reduction in the daily operational costs associated with the proposed 

technique over conventional Q-learning approaches. 

In Mbuwir et al. [123], the authors suggested using batch reinforcement learning, 

often known as offline RL, to address the optimization issue associated with the 

microgrid to develop a more cost-effective solution. The objective was to locate 

or statistically learn the pattern of the optimal control policy from the training data 

(the load and PV profiles from the previous year) in the form of multiple smaller 

batches (sets) and then to deploy this policy on the present environment in real-

time. Comparing the batch RL method to the MILP strategy revealed that the 

batch RL method is 19% less effective than the MILP strategy. 

2.3.6 A Review of Linear and Nonlinear Programming Based EMS 
 

Linear programming is an optimization method for linear constraints and linear 

objectives. An objective function identifies the quantity to be optimised, and the 

purpose of linear programming is to determine the variable values that maximise 

or minimise the objective function. It is the goal of a linear optimization method to 

identify a position where this function has the least (or greatest) value, while Non-

linear optimization refers to the method of solving an optimization issue in which 

some of the constraints or the objective function are nonlinear in nature. An 

optimization problem is one in which the extrema (maxima, minima, or stationary 

points) of an objective function over a set of unknown real variables must be 

calculated conditionally on the satisfaction of a system of equalities and 

inequalities, which are collectively referred to as constraints, are satisfied. 
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Mathematical optimization is a sub-field of mathematics concerned with the 

solution of problems that are not linear in nature.  

Extensive research has been reported previously on managing microgrids using 

linear and nonlinear programming, much of which has focused on mathematical 

formulations and is usually tested under offline scenarios. However, due to the 

stochastic nature of the RESs, offline optimization may fail to achieve the optimal 

result as the uncertainties of the RESs are not considered in real-time. In [126], 

a linear mathematical model is suggested to balance the microgrid's generation 

and load by minimising the system's total operating cost over 24 hours. To 

demonstrate the performance of their approach, a tiered power management 

system composed of an advisory and a real-time layer was introduced. The 

advisory layer provided long-term directives to the real-time layer by solving the 

RH problem offline using the predicted PV and load data. However, this approach 

was not implemented in real-time using real data; long-term directives from the 

advisory layer were passed to the real-time layer. In [50], the economic dispatch 

problem for total operation and cost minimization in a DC microgrid has been 

formulated and solved with a heuristic method. However, this approach does not 

enhance the design of the EMS architecture so that it can be easily implemented 

on a physical system.  A smart energy management system is defined in [127] 

as an architecture that sequentially connects functional modules such as power 

forecasting, energy storage management and an optimization module for a day 

ahead optimal operation of the microgrid. But this system may produce a 

bottleneck in the flow of data for real-time operations. These reported works do 

not deal with the uncertainty of the RESs generation nor the consumption in real-

time. To overcome these challenges, an online strategy such as the one 
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proposed in [128][129] can be implemented where energy management systems 

are designed and implemented by considering the microgrid's current status but 

without considering future power generation or load demand. In [130], an optimal 

energy/power control method is presented for the operation of energy storage in 

grid-connected microgrids, considering forecast electricity usage and renewable 

energy generation. However, prediction errors due to long-term predictions were 

not considered. In [131], a rolling horizon-based energy management strategy is 

defined for a specific case study. The strategy consists of two stages; a 

deterministic management model is first formulated and then followed by a rolling 

horizon control strategy. 

Chaouachi et al. [132] Proposed a multiobjective, intelligent energy management 

system for a microgrid to reduce operating costs and environmental effects. One 

of the most recent works is developing an artificial neural network that can 

anticipate solar and wind power production 24 and 1 hour in advance, 

respectively, as well as load demand. An expert system based on ‘fuzzy logic’ 

was used to schedule the batteries in the multiobjective intelligent energy 

management system, which consists of multiobjective linear programming and 

battery scheduling. 

Delgado and Domínguez-Navarro [133] proposed a linear programming-based 

system for microgrid energy management that allowed for the most efficient 

running of either generators or controllable and non-controllable loads, 

depending on the situation. With the optimum dispatch of generators (diesel) 

while also fulfilling the operational and economic restrictions imposed by 

purchasing and selling energy corresponding to each component (generators, 

storage systems, and loads). 
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Correa et al. [134] proposed an EMS based on a virtual power plant to reduce 

energy use. The microgrid under investigation is equipped with solar panels and 

energy storage devices, and it operates in an integrated fashion. They are 

programmed/modelled using linear programming approaches to reduce 

operational expenses to the absolute minimum. Natural resources, such as hydro 

power, are included in an energy model, such as the Colombian model, and are 

the primary renewable energy source. 

Cardoso et al. [135] analysed a novel model for monitoring a Microgrid's battery 

capacity decline. Stochastic mixed-integer linear programming was used to 

address the battery capacity decline, which considers a number of parameters 

such as loads and different sources of energy production, costs, limitations, grid 

topology, and local energy fees. 

Sukumar et al. [136] developed a hybrid strategy for managing Microgrid energy; 

the hybrid strategy was accomplished by mixing utility grid electricity with fuel cell 

power. The problem was addressed using linear optimisation techniques, while 

the utility grid's on/off states were solved using MILP. To establish the most 

appropriate size for an energy storage system, a particle swarm optimization 

(PSO) approach was applied. 

In [137], the energy management system of a hybrid AC/DC microgrid in an 

isolated hamlet that uses a solar-powered plant was investigated using mixed 

integer nonlinear programming. The suggested optimisation approach reduced 

the daily running expenses to a bare minimum, which was the goal. 

Umeozor and Trifkovic [138], studied the energy management of a Microgrid 

using MILP by parameterising the uncertainty in solar and wind energy 

production, which was then used to design the microgrid. The optimization is 
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accomplished at two different levels following the selection of a parametrisation 

scheme; operational choices are made considering the variance in market prices 

and the configuration of storage systems.   

Among other considerations, Behzadi and Niasati [139] analysed a hybrid system 

which included a photovoltaic system, battery, and fuel cells. Transient system 

simulation tool (TRNSYS) software was used to conduct the performance 

analysis. Manual calculations, the HOMER programme, or the genetic algorithm 

in the hybrid optimisation by genetic algorithm software (iHOGA) were used to 

establish the size. This hybrid system explored three energy management 

techniques for energy dispatch. Each system's extra energy was assessed, and 

a choice was made to make hydrogen, charge the battery, or do both. A 

summarised review of linear and non-linear programming-based EMS with the 

type of connections is presented in Table 2-4. 

Table 2-4: A summarised review of linear and none-linear programming-based EMS 

Ref 
No. 

Method Power 
Sources 

Connection Summary 

[140] MILP PV, BT Grid 
Connected  

A three-phase EMS model with load 
shedding is suggested, with outage 
limits taken into consideration. 

[141] MILP-
LP 

PV, BT, 
FC 

Grid 
Connected  

A mixed-mode EMS system is 
presented, consisting of an ON/OFF 
mode and a continuous run mode. 

[142] MILP PV, WT, 
DE, MT, 
FC, BT 

Grid/Islanded An optimization model for an EMS 
was used to determine the capital 
cost, fuel cost, energy cost, and 
penalty for emissions while also 
accounting for other factors. Energy 
sources and storage are taken into 
account in economic dispatch for the 
purpose of techno-economic 
analysis. 

[143] MILP PV, WT, 
BT 

Islanded 
Connection 

Reduced costs are achieved by 
decreasing the ESS in conjunction 
with beneficial demand response 
(DR) determination. 

[144] MILP PV, BT, 
DE 

Grid/Islanded Utilizing a piecewise linear function, 
EMS proposed a method for 
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minimizing fuel costs while 
optimising the size of diesel 
generators and batteries. 

[5] MINLP PV, WT, 
MT, FC, 

BT 

Islanded 
Connection  

EMS is developed for a three-phase 
system in order to reduce the 
amount of fuel used, as well as the 
cost of starting and shutdown. 

[129] MINLP PV, BT Grid/Islanded The stable operation of a hybrid MG 
with clean water supply while 
minimizing the total daily operating 
expenses is the objective. 

[145] NLP PV, FW, 
MT, FC, 

BT 

Grid/Islanded The MG management application 
determines energy market 
operational cost and its profit 

[106] NLP PV, FC, 
BT 

Grid/Islanded Optimization of the cost-beneficial 
charge-discharge schedule of the 
battery while taking into 
consideration the customers' load 
changing events. 

PV—Photovoltaic; WT—Wind Turbine; MT—Micro Turbine; DE—Diesel; FC—Fuel Cell; G—Grid; 
I—Islanded. 
 

2.4 A Review of Energy Management System in CHP Applications  
 

Due to the increased global need for energy and growing concerns about the 

accelerating impacts of greenhouse gasses, efficient and sustainable energy 

production is increasingly in focus. The trend toward lowering greenhouse gas 

emissions has led to an increasing emphasis on boosting energy efficiency. 

Consequently, distributed generation is being supported, mainly with the use of 

CHP systems. A CHP system simultaneously creates electricity and usable heat 

from a single fuel source. Many compact internal combustion engine-based CHP 

units can supply quick balancing energy and simultaneous heat for heat loads, 

such as residential, industrial, and commercial buildings [146] [147]. CHP is a 

technology that offers excellent primary energy savings and, consequently, 

lowers CO2 emissions; this technology was identified as one of the options for 

attaining the primary energy-saving targets of the European Union [148]. The cost 

advantages gained by CHP units are a function of energy savings (power 
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produced that would otherwise have been imported from the grid) and heat 

savings (heat generated that would otherwise have been supplied by on-site gas-

fired boilers). In assessing the economic feasibility of CHP units, the installation, 

maintenance, and fuel costs must also be considered. 

The maintenance and fuel input expenses make up the CHP units' operational 

costs. Typically, the output from a CHP unit is roughly 40% electricity and 60% 

heat, with electrical efficiencies ranging from 35% to 45% and 85-90% total 

efficiency. A typical CHP system will convert about 90% of the fuel into energy 

[149]. Therefore, it is vital to verify whether the CHP sizing is based on electrical 

or thermal demand.  

A CHP system benefits from a decrease in fuel consumption of about 35% over 

the use of traditional energy delivery mechanisms like diesel generators [150]. 

However, CHP systems would typically still suffer losses if the demand was lower 

than the supply. The balance between user demand and supply has been a long-

standing difficulty in the context of energy management. The ever-changing 

demand makes it challenging to match supply to demand. It is recognised that 

energy storage may assist in meeting shortfalls between supply and demand. 

While existing CHP systems may be equipped with thermal storage, they are 

seldom fitted with electrical storage, although the electrical storage might also 

provide distinct advantages [151]. The addition of these energy storage facilities 

will not only improve the flexibility of a CHP system and its overall efficiency but 

will enable uncoupling between energy production and demand, allowing excess 

energy production to be stored and used when extra energy is required. The 

excess electricity could also be sold to the grid when the BESS is full if this option 

is allowed by the network operator [152]. For the CHP to work effectively, it is 



2-45 | P a g e  

                                                                                                                

advised not to operate below 50% of its capacity. This is because running 

uninterruptedly in low load mode may lead to increased gas consumption and 

subsequently to a significant accumulation of carbonised oil; or oil residue in the 

engine and the suction and exhaust system [153]. Such residue would impair the 

engine's efficiency and reliability, and as a result, maintenance expenses are 

likely to increase. In addition, while an engine is working in low load mode, it 

operates at a lower temperature and, therefore, lower efficiencies as the fuel is 

only half-burnt, creating white smoke with significant hydrocarbon emissions 

[153] [154]. 

Given these constraints in operating a grid-connected CHP system, numerical 

optimisation can be deployed to optimise their operation. Several studies have 

explored optimising the operation of a grid-connected CHP system, and different 

methods have been proposed. Because heat cannot be transported over long 

distances, the primary constraint is that the local heat demand must be met at all 

times. The economic dispatch of the system then tries to minimise the production 

costs (i.e. fuel costs) of the CHP units [155] [156].  Maleki et al. in [157] designed 

a grid connected CHP system to sell the excess energy produced by the CHP 

unit to the grid using the Feed-in Tariff (FIT). This approach is mostly dependent 

on the energy market agreements, which are not always in the best interest of 

the microgrid owner or operator. Xie et al. [158] present a nonlinear dynamic 

model of a grid connected CHP system that can effectively simulate the 

thermoelectric interactions and examine the impact of the CHP on the power grid 

based on the mass balance and energy balance equations. This study is 

particularly beneficial for designing new control strategies for CHP systems to 

maximise their efficiency and stability for the grid. In [137], an energy 
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management strategy for the joint operation of CHP and PV prosumers inside a 

grid-connected microgrid; is presented using a game theory approach. An 

optimisation model based on the Stackelberg game is designed, where the 

microgrid operator acts as the leader and PV prosumers are the followers. The 

properties of the game are studied, and it is proved that the game possesses a 

unique Stackelberg equilibrium. The heuristic algorithm based on differential 

evolution is proposed; the MGO can allow each prosumer can adopt nonlinear 

constrained programming to reach the Stackelberg equilibrium. The model's 

effectiveness is verified in determining MGO's prices and optimising net load 

characteristics.  

Technical solutions for the economic dispatch of CHPs are still in the early stages 

of development, with the most recent advances concentrating on system design, 

thermal analysis, and prime mover optimisation [160][161]. There are few studies 

that analyse the economic dispatch of CHP systems with battery energy storage 

in terms of the link between the electrical load and the heat demand. Nazari-Heris 

et al. [160] present a study on the short-term scheduling of grid-connected 

industrial heat and power microgrid; containing a fuel cell (FC), CHP, boiler, 

battery storage system, and a heat buffer tank. The authors solve a multi-

objective microgrid dispatch problem by minimising cost and emissions, 

considering demand response programs and uncertainties. A probabilistic 

framework based on a scenario method, considered for load demand and price 

signals, is employed to overcome the uncertainties in the microgrid's optimal 

energy management for optimal grid-connected system's optimal scheduling. 

Because of the temporal characteristics of energy storage, the economic analysis 

of this technology is always challenging to solve. How a storage unit is operated 
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in a one-time step affects how it can be used in the future. Optimal storage 

operation is a difficult choice due to the unpredictability of future situations. 

Different techniques may be used to solve the economic dispatch problem of CHP 

units with energy storage [161][162].  

2.5 Summary and Research Gap 
 

This review chapter provides a thorough evaluation of the most current analyses 

of the many energy management techniques proposed for the microgrid, which 

include classical, heuristic, and intelligent algorithms, as well as their pros and 

cons. It consists of a brief introduction to the architecture of microgrids, as well 

as different classifications within the components of the microgrid, 

communication technologies that are used, and auxiliary services required in 

microgrids. It examines the most critical applications in energy management, 

such as forecasting, demand response, data processing, and the control 

framework, among others. Furthermore, this review provides an overview of 

research topics in which the scope of study and the contribution of research to 

energy management are still in their nascent stage. 

The topics covered in this chapter include optimization techniques for energy 

management systems in the operation of microgrids, which provides a 

comprehensive evaluation of the latest advances in numerous areas. 

Researchers looked at the effects of new technologies on the existing 

infrastructure, technological solutions to allow the integration of new, and the 

control of new technologies in particular. A survey of the available research work 

on central and distributed energy management using varied microgrid EMS 

techniques was also reviewed. The literature review also revealed several papers 

that have considered the control of microgrids in combination with one or more 
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components using multi-agent-based optimization approaches, metaheuristic 

methods, programming-based methods, stochastic-based methods, linear and 

non-linear-based and reinforcement learning approaches. Based on the surveyed 

literature, the following research gaps have been identified. 

1. The use of the LSTM-MILP-RH approach considering online and offline 

implementation for real-time operation of the PV-BESS based grid-

connected microgrid has not been reported in literature to solve economic 

dispatch problems in grid-connected microgrids. 

2.  The control of the BESS in such a way the charge/discharge cycle can be 

limited to reduce age degradation using MILP has also not been explored 

in literature 

3. The real-time control of the BESS in a grid-connected microgrid 

comprising CHP units for behind-the-metre applications has not been 

reported.  The difficulty of this application is that the CHP must constantly 

run over a certain threshold to prevent engine damage and excessive 

emissions. As a result of limits imposed by network operators, no electricity 

should be injected into the grid. 

4. Lack of analysis of the impact of the TOU and standard tariff schemes 

affects the optimal operation of a PV-BESS based microgrid system in 

terms of the optimal operating cost and limiting of the BESS 

charge/discharge cycle and utilisation of the BESS system. 
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 Chapter 3 
 

A Real-Time EMS for Controlling BESS in a Grid-Connected 
Microgrid using MILP 

 

3.1 Introduction 

This chapter presents an EMS for battery storage systems in grid-connected 

microgrids. The battery charge/discharge power minimises the overall energy 

consumption cost, considering the variation in grid tariff, renewable power 

generation and load demand. The system is modelled as an economic load 

dispatch optimization problem over a 24-hours horizon and solved using MILP. 

This formulation, therefore, requires knowledge of the expected renewable 

energy power production and load demand over the next 24 hours. An LSTM 

neural network is proposed to achieve this. The RH strategy is suggested to 

reduce the impact of prediction error and enable real-time implementation of the 

EMS that benefits from using actual generation and demand data on the day. At 

each hour, the LSTM predicts generation and load data for the next 24 hours, 

the dispatch problem is then solved, and the battery charge/discharge command 

for only the first hour is applied in real-time. Real data is then used to update the 

LSTM input, and the process is repeated.   

To evaluate the proposed approach, the daily operating cost is compared against 

a reference benchmark. The proposed MILP-LSTM optimization framework is 

executed in two different scenarios:  

• Online Optimization - Execution every hour in real-time using a receding 

horizon of 24 hours. 

• Offline Optimization – Execution once a day using a single set of LSTM 

predicted data with no RH strategy.  
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Simulations have been carried out for different operating conditions covering a 

period of 12 months. 

3.2 Optimal Operation of Battery using MILP 
 

A schematic of the grid-tied microgrid under study is shown in Error! Reference 

source not found.. The main components of the hybrid system are the PV, 

BESS and local load. The power flow within the microgrid is illustrated in Figure 

3-2. The grid connection is represented in the first node, and the imported power 

from the grid is used to charge the BESS in the third node and directly supply the 

load demand in the fourth node. The second node is the PV supply source, which 

can also be used to charge the BESS and supply the load demand. The energy 

demand at all times is met by a combination of power from the PV, BESS and the 

grid, as described in equation (3-1): 

G 1

EMS

SOC Grid 
Tariff

Historical
  d pvP & P

BESS PV

Load

Grid

*

bP

bP
pvP

dP

gP

 
Figure 3-1: Schematic Diagram of the Microgrid System with an EMS 
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Figure 3-2: Grid Connected Microgrid Model with Power Flow Possibilities. 

 

( ) ( ) ( ) ( )d ch

d pv g b b
P t P t P t P t P (t),= + + −                                                        (3-1) 

The PV generation should supply the energy demand. When it is insufficient, 

additional power is imported from the BESS and/or the grid depending on the  

SoC and the grid tariff. It assumed that this is a grid-tied system and power cannot 

be exported to the grid, which means in the case of a surplus generation, when 

the BESS is fully charged, the surplus generation is dumped.   

3.2.1 The MILP Formulation 
 

The MILP is formulated to solve the economic dispatch problem to find the 

minimum operational cost while satisfying the load demand and respecting 

imposed constraints. The MILP economic dispatch problem solution results in the 

optimal power flow through each connection for each time step in the optimization 

horizon [163]. The MILP formulation is carried out in MATLAB (MATrix 
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LABoratory), a proprietary multi-paradigm programing language and numeric 

computing environment developed by MathWorks, which allows data 

implementation of algorithms. Figure 3-3 shows the flow chart used for the 

implementation of the MILP algorithm in MATLAB environment  

 

Figure 3-3: Flow Chart for the EMS implementation using MILP 
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To formulate the microgrid scheduling problem base on the flow chart in Figure 

3-3, the cost function associated with the MILP and the constraints are defined in 

equation (3-2) as: 

( ) ( )

= =

=

=  





T N

gr
t 0 i 1

N

gr d
t 0

min Z = C(P (i, t)),

subjected to:

P (i, t) P t   i ,

                                                                                    (3-2)            

where Z is the objective function, N is the number of generators in the power 

system, gr
C(P (i,t)) is the cost of the generated power by gr

P  and ( ) i  represents 

the set of constraints for gr
P . The selected optimal solution is implemented on the 

system equations, and the system response, such as the BESS state of charge 

and charge/discharge power is measured [50]. The decision variables for the 

economic dispatch problem are presented in Table 3-1. 

Table 3-1:  Decision and binary variables of the economic dispatch problem 
 

 
  The charge/discharge powers from the BESS are calculated in the decision 

variables, while the state of charge is considered as the system state.  For each 

time step, the total energy of the microgrid system is defined as ( )
gr

P t t . It is 

important that the optimization process does not schedule BESS charge and 

Decision variable  Variable Type Description 

( )d

grid
P t  Continuous  Power from the Grid to the Load 

( )bat

grid
P t  Continuous  Power from the Grid to the 

BESS 

( )d

pv
P t  Continuous  Power from PV to the Load 

( )bat

pv
P t  Continuous  Power from PV to BESS 

( )ch

bat
y t  Binary  On/off state of the BESS 

charge 

( )d

bat
y t  Binary  On/off state of the BESS 

discharge 
(t)  Binary  Variable for the charging state 

of the BESS 
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discharge simultaneously. Therefore, an inequality constraint is formulated as an 

integer in equation (3-3). 

( ) ( )+ ch d
bat baty t y t 1,                                                                                       (3-3) 

( )

( ) ( )






 


 

d
maxd d

bat bat bat

ch
maxch ch

bat bat bat

P t P y (t)

P t P y t

,                                                                               (3-4)      

The power imported from the grid is formulated as: 
 

( )  max

grid grid
P t P .                                                                                              (3-5) 

The grid and PV powers can charge the BESS and feed the load at any time. The 

flow in the network considers the storage capabilities of the  BESS and the 

possible curtailment of the PV or dumbing of excess PV generation when the 

BESS is fully charged. This is represented by the node balance constraints given 

in as:  

( ) ( )= +
d bat

grid grid grid
P (t) P t P t ,                                                                                       (3-6) 

( ) ( ) ( ) +
d b

pv pv pv
P t P t P t ,                                                                                            (3-7)   

( ) ( ) ( )= +
ch bat bat

bat grid pv
P t P t P t ,                                                                                      (3-8) 

( ) ( ) ( ) ( )d

bat d

d d

pv gridP t P t P t P t ,= − −                                                            (3-9)                                                                              

Whenever the PV system produces power greater than the load demand, the 

excess power is utilized in charging the BESS, depending on the SoC. The 

inequalities in equation (3-10) show that the power from the grid and the PV can 

only be positive parameters, represented  as: 

( ) ( )

( ) ( ) 

  



grid pv

bat bat

pv grid
P t 0,  P t 0

P t 0,  P t 0
,                                                                              (3-10) 
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The SoC of the BESS must be kept within safety limit that is defined based on 

the minimum and maximum SoC of the BESS given in equation (3-11). 

( )    min max
,

soc soc soc
t                                                                                          (3-11) 

To enforce (3-11) further constraints are developed in (3-12) and (3-13) relating 

the SoC to the capacity of the BESS, and the power flows to and from the 

battery as: 

  +   −    ch d

c soc bat c bat d c
(t) P (t) t P (t) t                                                    (3-12) 

( )  = 1
C soc ESB                                                                                             (3-13) 

where, d and c are the charge/discharge efficiencies of the BESS, 

respectively. Considering (3-12) and (3-13) the SoC difference equation can be 

written as: 

( ) ( ) ( ) ( ) ( ) ( ) + =  −  +  
soc soc d c

d ch

bat bat
t 1 t P t t P t t                                   (3-14) 

where,   is the coefficient that converts the BESS charge/discharge power to the 

charging unit in percentage.  

The important factor here is the SoC which is modelled based on equations (3-11) 

and (3-12). In this study, we consider that the BESS consists of a lead-acid 

battery, and hence it should be charged fully after a full discharge cycle. This is 

to prevent the fast rate collapse of the battery voltage during discharge events. 

The BESS is charged and discharged subjected to maximum 

charging/discharging rates max

bch
P and max

bd
P . The BESS discharge rate will also not 

exceed the demand due to constraints in equation (3-1). To limit the 

charge/discharge cycle of the BESS using a predetermined constant K , 

additional binary integer variables and constraints are introduced based on the 

BESS technology. First, we define   to be a binary integer variable that 
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represents the charging state of the BESS. The value of α is 0 when 
bat

P 0  (i.e., 

the BESS is charging) and  is 1 when 
bat

P 0  (i.e. the BESS is discharging). We 

then define an additional binary integer variable at each time-step: The binary 

integer variable is equal to 0 if (t)  and  −(t 1)  are the same and 1  if they are 

different, thereby representing a change in the state of the BESS. The constraints 

for the implementation of the limits on the charge/discharge cycle of BESS can 

be summarised as (3-15)–(3-19), given by: 

( ) ( ) ( )t t t 1 ,   + −                                                                                        (3-15) 

( ) ( ) ( )t t t 1 ,   − −                                                                                           (3-16) 

( ) ( ) ( )t t 1 t ,   − −                                                                                           (3-17) 

( ) ( ) ( )t 2 t t 1 ,  − − −                                                                                            (3-18) 

( )
T

t 1

t  K,
=

                                                                                                          (3-19) 

The cost of energy for each time step 𝐶𝑃𝑇𝑆 can be calculated within the constraints 

using equation (3-20): 

 

( )( ) ( )=  
PTS grid grig

C P t t T t ,                                                                        (3-20) 

where, = + d  bat

grid grid grid
P P P  and it is the power utilized from the grid based on the optimal 

schedule of the microgrid using the RH control strategy, as explained in section 

3.3. Since the main objective of this research is to minimize operational cost, 

ensure the safe operation of the BESS and promote self-consumption, the 

objective function is formulated as an economic dispatch problem in equation 

(3-21) as: 

( ) ( )
T

grid grid
t=1

min Z = P t T t ,                                                                             (3-21)           
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subject to (3-1), (3-3) – (3-19) as constraints. 

 

3.2.2  LSTM Prediction Networks  

In this section, LSTM-based deep learning is used for predicting the load 

demand and the PV generation for the future, considering one year of historical 

data from the Ushant Island in France[164]. LSTM networks are a type of 

recurrent neural network with modules typically referred to as cells rather than 

neurons and contain a series of gates. Each LSTM cell has a form of longer-

term memory in the form of a cell state that is updated through time [165]. The 

LSTM model is trained with root-mean-squared error (RMSE) loss function, 

Adam optimizer and 300max epoch with a single gradient threshold. RMSE 

indicates the deviation between the predicted and measured values, and it 

measures the forecasting error [166]. The PV generation and load demand are 

predicted for the last day of each month of the year, considering the days before 

as the trained historical data. Before training or testing a neural network, the 

training and testing data must go through a series of pre-processing steps. 

Normalization was applied here as the pre-processing method, which reduces 

the effect of different scaling of the collected data, including interpolating any 

missing data points and organizing the data (historical PV generation and load 

demand) in a chronological form.  
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Figure 3-4: The LSTM block diagram 

Figure 3-4: shows the architecture of the LSTM network with the input gate, 

output gate, forget gate, gate activation function, memory cell state tc  and the 

hidden state th . The input gate controls the extent to which a new value flows into 

the cell and receives the input sequence in which the activation units are used to 

trigger the gates at each time step. The input gate, output gate, and forget gate 

are used to manage the reading or updating of the memory cell. The LSTM 

operation can be expressed mathematically as follows: 
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                                                        (3-22) 

where 𝑊 are weights of the LSTM model that can be learned in the training 

stage and 𝜎𝑔 is the activation function. 

A suitable metric for evaluating the performance of the LSTM is the root mean 

square error (RMSE), the RMSE indicates the deviation between the predicted 

value and the actual measured value, and it is a measure of the forecasting error 
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[1]. The lower the value of the RMSE, the better the performance. The RMSE is 

calculated using the following equation: 

( )
2

K
v v

k 1

P A
RMSE

K=

−
=                                                                                (3-23) 

where 𝑃𝑣 and 𝐴𝑣 are the predicted value and the actual value, respectively, and 

𝐾 is the number of time slots. 

Various performance indices are used to quantify and evaluate the error between 

the desired and the predicted value, which are the mean absolute error (MAE), 

and the mean absolute percentage error (MAPE). These performance indices are 

computed using the following equations respectively [2]. 

( )
2

K
v v

k 1

P A
MAE

K=

−
=                                                                                 (3-24) 

( )K
v v

k 1

P A
MAPE

K=

−
=                                                                                (3-25)                                                                                     

The normalized data is then used as an input to the LSTM network. The initial 

predicted PV output power and load demand for the last day of January, May, 

August, and November representing the year's four seasons, are shown in 

Figures 3-6, respectively, with the RMSE indicating the accuracy of the 

predictions. To forecast the values of future time steps of the sequence, the 

training sequence with values shifted by one-time step is specified as the 

response. This means that at each time step of the input sequence, the LSTM 

network learns to predict the value of the next time step. To predict the next 

timestep, the previous prediction is used as an input to the function [167]. The 

result of the prediction is presented in Figures 3-5a-3-5d for the PV generation 

and Figures 3-6a-3-6d for the load demand. It is worth noting that the prediction 



3-60 | P a g e  

                                                                                                                

is repeated in every time-step using the receding horizon control strategy. 

Therefore Figures 3-5 and 3-6 represent the initial prediction.          

 
         

Figure 3-5a: Real and predicted Ushant Island PV data (from the LSTM prediction 
network for January) 
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Figure 3-5b: Real and predicted Ushant Island PV data (from the LSTM prediction 
network for May) 
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Figure 3-5c: Real and predicted Ushant Island PV data (from the LSTM prediction 
network for August) 
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            NOVEMBER  

Figure 3-5d: Real and predicted Ushant Island PV data (from the LSTM prediction 
network for November) 

The figures above represent the real and predicted PV generation for the four 

seasons of the year, with the RMSE select as the suitable metric for evaluating 

the predictor's performance. In this case, since the data are for different months 

of the year using the same predictor, the comparison of the value of the RMSE 
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for the different months will not be necessary as it is of no advantage.  The value 

of the RMSE is always nonnegative, and it indicates the accuracy of the 

prediction. As a result of the intermittent nature of the solar PV generation, the 

RMSE will vary for different months of the year. 

 
         Figure 3-6a: Real and predicted load demand (from the LSTM prediction network 

for January) 
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         Figure 3-6b: Real and predicted Ushant Island load demand (from the LSTM 

prediction network for May) 
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Figure 3-6c: Real and predicted Ushant Island load demand (from the LSTM prediction 

network for August) 
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Figure 3-6d: Real and predicted Ushant Island load demand (from the LSTM prediction 

network for November) 

Because of the certainty of the load demand, the prediction is easier and more 

accurate to predict when compared to the PV generation. The values of the 

RSME are relatively lower for Figures 3-6a-3-6d when compared to Figures 3-5a-

3-5d. 
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3.3  Receding Horizon Control 
 

The RH strategy is a concept adopted from the model predictive control (MPC), 

which solves the RH control by using online model-based optimization to 

determine the current control action [168]. It is a general-purpose control scheme 

that involves repeatedly solving a constrained optimization problem, using 

predictions of future generation and demand over a moving time horizon to 

choose the control action. The RH control handles constraints, such as limits on 

control variables, directly and naturally, and generates precisely calculated 

control actions, respecting the constraints. 

The basic RH policy is very simple. At time t, we consider an interval extending T 

steps into the future: t, t + 1, . . ., t + T as shown in          Figure 3-7. We then carry 

out several steps. This method can effectively correct errors in predicting 

renewable energy generation and load in future iterations for power system 

scheduling problems with high dependency on the forecasted values of 

renewable energy productions and demand [169]. At each hour, the economic 

dispatch of the battery is obtained using 24 hours data of predicted future 

renewable energy production and demand using the LSTM network, as explained 

in section 3.2.2. The optimisation outputs are 24 hours of dispatch commands as 

summarized using the matrix in equation (3-26). 

0

Receding Horizon

24 - Hours Optimization Horizon

Tt t 1+21 t 2+

     

    Figure 3-7: Illustration of the RH control strategy. 
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P 1 P 2 P 3  P T

P 1 P 2 P 3  P T

P 1    P 2    P 3  P T

                                                                   (3-26) 

Here, only the dispatch commands for the next hour (the first column of the matrix 

is implemented in real-time, and the rest are discarded). 

The generation and demand input data to the LSTM is updated to include that of 

the generation and demand at the current hour 𝑡. The LSTM is then used to 

predict data for the next 24 hours, and the process is repeated in real-time for 

each time step. If the time step t  is one hour, the algorithm is repeated T t

times, representing the number of time steps  for  24 hours of the day. The RH 

final solution is the optimal schedule of the renewable energy source and the grid 

power for supplying the load and charging the BESS.  

The RH control strategy allows for the improvement of the forecasting errors for 

each iteration of the economic dispatch problem since the feasibility of economic 

dispatch and optimality depends on the accuracy of prediction of the renewable 

generation in power systems [50].  

3.4  Simulations and Results 
 

To solve the optimization problem, a case study is developed considering data 

from the Ushant Island project in France under the intelligent community energy 

(ICE) program to test the proposed approach for the real-time operation of the 

microgrid energy sources. The proposed energy management system simulation 

was performed in MATLAB. Error! Reference source not found. illustrates the 

Ushant Island model with the following parameters 3-MW PV system, Grid 
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connection and 2400-kWh BESS capacity. The daily ToU electricity tariff rate is 

shown in Table 3-2. The characteristics of the BESS, such as the capacity, the 

SoC limits or bounds and the Initial SoC, are shown in Table 3-3. 

Table 3-2: Daily TOU electricity tariff 

 
 
 
 
 
 

 
Table 3-3: Characteristics of the lead-acid battery package 

 
 
 
 
 
 

 

 

 

To evaluate the proposed real-time energy management of the Microgrid, the 

simulation was carried out considering two scenarios. For the first scenario, as 

seen in the EMS flow model in Figure 3-8, the optimization is performed in real-

time considering the RH technique using the real-time and predicted data 

simultaneously, with the real-time data used to update the input of the LSTM. The 

optimal daily operating cost for the 24-hour horizon is recorded, while in the 

second scenario, it considers a day ahead offline optimisation using predicted 

data only, the BESS command is applied online with actual data, and the optimal 

daily operating cost is recorded.      

Off-peak time 22:00-5:00 0.05 £/kWh 

Mid-peak time 12.00-17.00  0.08 £/kWh 

Peak time 6.00 -11.00 
18.00-21.00 

0.17£/kWh 

Rated Depth of Discharge (DOD) %   50 
 

 Maximum charging power (kW)  300 
 

 Battery charge efficiency (%)  95 
 

 Battery discharge efficiency (%)  95 
 

 Maximum State of Charge (%)  100 
 

 Nominal Battery Capacity @ 100% SoC (kWh)  2400 
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Figure 3-8: EMS flow model for scenario 1 (real-time operation with the RH control 

strategy). 

The available historical data is utilized on a monthly basis by predicting the PV 

generation and load demand of the last day of every month. The BESS operation 

starts from its minimum SoC of 50% with a maximum charge/discharge power of 

300 kW. 

 
A day-ahead schedule based on an offline optimization is performed with the 

predicted PV power and load demand for the second scenario using the MILP 

optimization approach. The MILP module, as shown on the EMS flow model in  

Error! Reference source not found., calculates the setpoints for the 

dispatchable resources 24 hours ahead based on predicted resources. The grid 

and the BESS are the dispatchable energy resources, meaning the power output 

can be controlled. At the same time, the PV system and the load demand are 

varying resources or non-dispatchable resources. The BESS command obtained 

from the offline day ahead optimization is implemented in real-time on real data, 

as shown in Error! Reference source not found.. The daily operating cost for 

the 24-hour horizon is calculated. To evaluate the effectiveness of the proposed 



3-72 | P a g e  

                                                                                                                

approach, the simulations were performed for the last day of every month, the 

monthly historical data was trained using the LSTM network, and the last day of 

the month was predicted. Both scenarios are tested every month, and the daily 

optimal operating cost is compared against a benchmark in which the forecasted 

data is the same as the actual data. This is a non-practical situation, but it will 

help us evaluate the effectiveness of the two scenarios.  

 
Figure 3-9: EMS flow model for scenario 2 (offline optimization using predicted data) 

The results of the simulations for the microgrid dispatch limiting the BESS 

charge/discharge cycle to one every 24 hours for the value of K in equation (3-27) 

equal to three (3)  for January, May, August and November, representing the four 

seasons of the year with background colours representing the TOU tariff regions 

are shown in Figure 3-10 - Figure 3-14 and Table 3-4. The results show that the 

operating cost of the proposed real-time strategy outperforms the offline 

optimisation strategy by 6.12%.  Figure 3-14 shows the optimal cost comparison 

between the offline and online approaches with reference to the benchmark. The 

detail of the total percentage difference between the two scenarios and how close 

they are to the benchmark are shown in Table 3-4.  
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Figure 3-10: The microgrid dispatch for January for real-time operation of the Microgrid 

using RH control with the charge/discharge cycle limited to one cycle. 

 
Figure 3-11: The microgrid dispatch for May for real-time operation of the Microgrid 

using RH control with the charge/discharge cycle limited to one cycle. 
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Figure 3-12: The microgrid dispatch for August for real-time operation of the Microgrid 

using RH control with the charge/discharge cycle limited to one cycle. 

 
Figure 3-13: The microgrid dispatch for November for real-time operation of the 
Microgrid using RH control with the charge/discharge cycle limited to one cycle. 

Figure 3-14 shows the daily optimal operating cost of the microgrid for the last 

day of every month of the year, for the benchmark, the real-time with RH control 

and the offline optimization using predicted data. 
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Figure 3-14: Optimal cost comparison between the benchmark, online and 

offline optimization 
 

Table 3-4: Optimal cost comparison with average % difference between the two 
scenarios for K=3 
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Months 
Optimal cost (£) 

(Benchmark) 

Optimal cost (£) 
(Online 

Optimization) 

Optimal cost (£) 
(Offline 

Optimization) 

% Difference 
B/W the Two 

Scenarios 
Jan 2,129.27 2,151.34 2,340.31 8.07 

Feb 1,985.5 2,055.22 2,065.33 0.49 

Mar 1,350.25 1,420.89 1,624.65 12.54 

Apr 1,367.29 1,343.09 1,543.96 13.01 

May 504.27 620.82 704.27 11.85 

Jun 405.12 475.33 498.77 4.70 

Jul 402.67 456.43 476.2 4.15 

Aug 380.73 451.92 504.27 10.38 

Sep 415.4 475.2 515.76 7.86 

Oct 1,350.1 1,375.09 1,415.5 2.85 

Nov 2,380.43 2,416.66 2,531.90 4.55 

Dec 3,750.8 3,825.08 4,005.23 4.50 

Total Cost 16,421.83 17,067.07 18,226.14  

% Closeness to the benchmark 3.78 
  

9.90  
Total Cost % Difference B/W the Two Scenarios 6.12 



3-76 | P a g e  

                                                                                                                

To validate the outcome of the BESS charge/discharge limiting algorithm, further 

simulation is carried out, limiting the BESS charge/discharge cycle to two by 

increasing the value of K from 3 to 7 for January, May, August, and November. 

The result shows that BESS starts charging at the beginning of the day when the 

ToU tariff is at its lowest rate (the green region) and discharges when the TOU 

tariff is at its highest rate (the red region), and starts charging again when PV 

power becomes available or during the mid-peak ToU tariff (pink region), and 

finally discharges during the second peak of the TOU tariff as seen in  Figure 

3-15 to 3-19. This charge/discharge pattern of the battery is consistent throughout 

the year and makes it easy to calculate the life of the battery BESS based on the 

standard cycle life vs depth of discharge (DOD) curve of  BESS. The optimal cost 

comparison with reference to the benchmark for the two scenarios is presented 

in Figure 3-19 and Table 3-5, with the online approach outperforming the offline 

approach by 3.3% for the system under study.  

 
Figure 3-15: The microgrid dispatch for January for real-time operation of the Microgrid 

using RH control with the charge/discharge cycle limited to two cycles. 
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Figure 3-16: The microgrid dispatch for May for real-time operation of the Microgrid 

using RH control with the charge/discharge cycle limited to two cycles. 

 

 
Figure 3-17: The microgrid dispatch for August for real-time operation of the Microgrid 

using RH control with the charge/discharge cycle limited to two cycles. 
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Figure 3-18: The microgrid dispatch for November for real-time operation of the 
Microgrid using RH control with the charge/discharge cycle limited to two cycles. 

 
Figure 3-19: Optimal cost comparison between the benchmark, online and offline 

optimization. 
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Table 3-5: Optimal cost comparison with average % difference between the two 
scenarios for K=7 

 

3.5  Summary/Discussion 
 

This chapter presents an EMS to minimise the daily operating cost and control 

the charge/discharge cycle of BESS in a grid-tied microgrid. At the same time, it 

guarantees the security of supply and respects-imposed constraints. The 

optimality of this approach is evaluated based on the daily operating cost of 

energy and the limits placed on the battery charge/discharge cycle. Furthermore, 

the result from simulation studies carried out on the two scenarios considering 

different sets of data throughout the year shows that the online optimization 

adopting the LSTM-MILP-RH (online) control strategy is more effective in terms 

of reducing the daily operating cost when compared to the LSTM-MILP (offline) 

optimization approach, with the benchmark daily operating cost set as a 

Months 
Optimal cost (£) 

(Benchmark) 

Optimal cost (£) 
(Online 

Optimization) 

Optimal cost (£) 
(Offline 

Optimization) 

% Difference 
B/W the Two 

Scenarios 
Jan 2043.30 2079.20 2086.30 0.342 

Feb 1870.20 1906.20 1961.20 2.804 

Mar 1202.90 1216.56 1241.80 2.033 

Apr 1227.11 1227.11 1306.60 6.083 

May 524.81 534.58 632.19 15.440 

Jun 375.99 404.13 449.78 10.149 

Jul 395.75 410.54 484.39 15.246 

Aug 363.68 370.92 386.68 4.076 

Sep 392.50 395.69 448.09 11.694 

Oct 1167.38 1167.38 1195.80 2.376 

Nov 2308.70 2335.77 2345.60 0.419 

Dec 3404.80 3422.77 3457.30 0.998 

Total Cost 15, 277.123 15,470.853 15,995.771  

% Closeness to the benchmark 1.252 4.493  

Total Cost % Difference B/W the Two Scenarios 3.3 
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reference. The approach is general enough to be used with different TOU tariff 

models and could be applied to commercial, residential, standalone, and 

community-based microgrids. 

Finally, since BESS degradation depends largely on the charge/discharge cycles, 

this approach guarantees a longer life for the BESS as the utilization of the BESS 

charge/discharge cycle limiting constraint is implemented in both scenarios. In 

this case, the charge/discharge cycle was first limited to one with the value of  K= 

3 and then limited to two with the value of K=7 using equations (3-15)–(3-19). 

The findings indicate that the running costs of the microgrid will be proportionally 

higher if the number of charge/discharge cycles is decreased. On the other hand, 

the BESS is likely to have a longer lifespan, resulting in cost savings in the long 

term. For the model under study, comparing the like to like in Table 3-6, limiting 

the charge/discharge cycle to one gives a higher operating cost for the three 

scenarios with a percentage cost saving of 7.3, 9.4 and 12.3%, respectively. From 

an operating cost point, it seems to have a higher number of charges/discharges 

is better. However, this affects the BESS's health, which will mean a higher capital 

expenditure as the BESS will be replaced more frequently. 

Table 3-6: Comparison between the two limits under study for K=3 and K=7 

 

 

Description 

Limiting 

Charge/discharge 

cycle to one (K=3) 

Limiting 

Charge/discharge 

cycle to two (K=7) 

 

Percentage 

cost savings  

Optimal cost (£) 
(Benchmark) 

 

16,421.83 
 

15, 277.123 
 

7.3% 
Optimal cost (£) 
(Online Optimization) 

 
17,067.07 

 
15,470.853 

 

9.4% 
Optimal cost (£) 
(Offline Optimization) 

 
18,226.14 

 
15,995.771 

 

12.3% 

 

Further research should be carried on the economic benefit of  limiting the 

charge/discharge cycle of the BESS with more empasis on the replacement 

frequency and replacement cost. 
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In the next chapter of the thesis, an analysis is carried out considering different 

TOU tariffs (i.e., UK economy 7, UK economy10 and UK standard tariff) to 

observe the effect of the TOU tariff on the battery charge/discharge cycle limits 

and how a change in the TOU tariff will affect the impact of the charge/discharge 

cycle limit constraint and the daily operating cost of the microgrid.
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 Chapter 4 

Analysis of the Impact of Time-Of-Use (TOU) and Standard 
Tariffs Schemes in Energy Management for Grid-Connected 

Microgrids with Energy Storage. 

 
4.1 Introduction 

 

This chapter analyses the impact of various tariff schemes on the EMS of the 

grid-connected microgrid system consisting of the solar PV system and BESS. 

The selection of appropriate rates for buying electricity also influences the solar 

PV and BESS performance. Electricity tariffs such as standard and TOU would 

influence energy import from the grid, thereby affecting the economic 

performance of the entire system [170]. For example, consumers would benefit 

from the relatively low electricity prices during the TOU scheme's off-peak period. 

Conventionally, optimal sizing of solar PV has always been studied using a single 

electricity pricing tariff; this needs to be extended to several electricity pricing 

tariffs. Several studies have investigated the system performance under different 

electricity tariffs, such as flat rates, TOU rates, and real-time pricing (RTP) rates 

[171], [172]. However, in all those studies, the developed EMS is based on the 

net metering scheme. The net metering scheme is the simplest EMS which sells 

the extra power of PV to the grid without considering the electricity rate after 

supplying the load and charging the BESS [173][174]. 

In addition, research on renewable energy systems conducted under various 

energy tariffs was rarely reported. The majority of the findings from the simulation 

may be attributed to a single power pricing (Standard or TOU electricity rates) 

[175]. Due to the number of variables involved in energy management decisions 

in grid-connected microgrids, it is essential to recalculate outcomes under 
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different sets of assumptions to determine the impact of a variable under 

sensitivity analysis. This is helpful to test the robustness of a system or model in 

the presence of uncertainty and identify the model input that causes significant 

uncertainty in the output.   

 Sensitivity analysis is essential for model building and quality assurance for 

models involving many input variables. National and international agencies 

involved in impact assessment studies have included sections devoted to 

sensitivity analysis in their guidelines. Examples are the European 

Commission (see, e.g. the guidelines for impact assessment), the White 

House Office of Management and Budget, the Intergovernmental Panel on 

Climate Change and the US Environmental Protection Agency's modelling 

guidelines [176]. Sensitivity analysis aims to observe the system response 

following modifications in the design parameters of a system. Understanding the 

parameters' relationships and relative importance helps achieve optimum energy 

management performance[177]. However, there are no formal rules and well-

defined procedures for performing sensitivity analysis for energy management 

systems in microgrids; this is because the objective of each study and the energy 

management model may be different [178]. 

In most cases, perturbation techniques and sensitivity methods are used to study 

input parameters' impacts on different simulation outputs compared to a base 

case situation[179]. The concept is straightforward, but it is crucial to understand 

what sensitivity analysis can do for energy management systems studies and 

interpret the results [180]. A background theory study can provide a better picture 

of the sensitivity figures and their implications. In this Chapter, the sensitivity of 

the performance of the energy management model in Chapter 3 is evaluated 
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considering the different TOU and standard flat tariffs as the changing input 

parameter. The aim is to determine the effect of the ToU tariff on the BESS 

charge/discharge cycle limits and how a change in the BESS charge/discharge 

cycle limit will affect the daily operating cost of the microgrid using a simple input-

output simulation analysis.     

4.2 System Model and Configuration  
 

The proposed EMS, as developed in chapter 3, is general and suitable for all 

typical grid-connected PV-BESS systems to optimise their usable capacity and 

control the power flow. In this study, the case study presents a typical grid-

connected system of an island community. The layout for a typical community 

installation of EMS controlled microgrid is shown in Figure 2-1. The data received 

by the EMS, such as the   PV generation, the load demand profile, and energy 

tariffs, will be explained in this section. The annual data of the solar PV generation 

and load demand of 8760 hours for Ushant Island are shown in Figure 4-1 and 

Figure 4-2. The load demand is higher throughout the winter and Autumn months 

due to increased power usage. During the remaining seasons, however, power 

use is modest. The average load and peak demand for one year are 773kWh, 

and 1707kWh, respectively and the total annual energy consumption of the Island 

is 6773.4 MWh. The average daily PV generation and Load demand for January, 

April, July, and October, representing the four seasons of the year, are presented 

in Figure 4-3 and Figure 4-4, respectively. 
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Figure 4-1: Ushant Island Annual Solar PV Generation 

 

 
Figure 4-2: Ushant Island annual Load Demand Distribution 
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Figure 4-3: Ushant Island Average Daily PV Generation for January, April, July and 

October  

 

Figure 4-4: Ushant Island Average Daily Load Demand for January, April, July and 
October 

Electricity buying prices for the standard and TOU tariffs are presented in Figure 

4-5. The electricity buying price for standard rates is 0.13 £/kWh, which is more 

than two times the cost of exporting power to the grid at the rate of 0.055 £/kWh, 

assuming the excess generated solar PV power was to be sold to the grid. The 
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electricity price for ToU rates is not fixed and varies with different periods [181]. 

In this study, we have considered three types of time of use (TOU) tariffs, which 

are the UK economy seven tariff (E7T), the economy ten Tariff (E10T), the 

residential time of use tariff (RTOU) and the standard tariff (STD). For E7T, the 

peak period means that the demand is usually high, and it starts from 7 AM to 

11:59 PM. The off-peak period indicates lower usage of electricity, and it is 

between 12 AM and 7 AM. The retail electricity price during the peak and off-peak 

periods are 0.15 and 0.07 £/kWh, respectively. For E10T, the off-peak period is 

between 9 PM to 4 AM and 1 PM to 4 PM at the rate of 0.07 and 0.15 £/kWh, 

respectively. While that of the RTOU has an off-peak period from 10 PM to 3 AM, 

peak period from 4 AM to 9 AM and 6 PM to 9 PM, and mid-peak from 12 PM to 

5 PM. The STD tariff is the same throughout the day at the rate of 0.13£/kWh.  

 
Figure 4-5: Cost of energy under the standard (STD) and TOU tariff rates 

Table 4-1 demonstrates the parameters of the solar PV and BESS. The minimum 

and maximum limitations of the BESS SOC are selected as 20% and 100%, 

respectively.  
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Table 4-1: Parameters of the Solar PV  and BESS 

Parameter Description Value 

Solar PV Capacity  2700 kWp 

BESS Capacity  5.6 MWh 

BESS Minimum SOC 20% 

BESS Maximum SOC  100% 

BESS Efficiency  95% 

Maximum Charge and Discharge 

Power  

5300 kW (1C) 

 

4.3  Operational Strategy  
 

The proposed system is intended to be used in a community 

microgrid setting linked to the main grid and comprised of the solar PV system 

and BESS designed for a power purchase agreement program. In this study, This 

research operates on the presumption that the behind-the-meter BESS systems 

installed are unable to engage in power trading with the primary grid. To 

determine the optimal power flow between these resources, the EMS gathers 

information from sources such as the renewable power supplied by the solar PV, 

the available charge and discharge power of the BESS, the load demand of the 

community, the grid constraint, and the prices of electricity supplied by the grid. 

The community energy demand at all times is met by a combination of power 

from the PV, denoted as ( )pv
P t  power from the BESS ( )bat

P t  and power from the 

grid, as described in equation (4-1). 

( ) ( ) ( ) ( )= + + −d ch

demand pv grid bat bat
P t P t P t P t P (t).                                      (4-1)   

To solve the economic dispatch problem here, we employ the same approach 

used in chapter 3 to determine the minimum operating cost while respecting 

imposed constraints and guaranteeing the security of the supply.   
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Within the scope of this research, an EMS is developed for the various system 

configurations. A sensitivity analysis is performed on the different TOU and 

Standard tariffs to identify which tariff is the most appropriate for the system's 

functioning from an economic point of view. The EMS is selected for simplicity, 

practicality, user-friendliness, ease of implementation in practice, and low 

calculation requirement [182]. This facilitates achieving a feasible system 

operation and hence optimal planning. Different electricity tariffs like STD and 

TOU directly affect electricity trading between the components of the microgrid 

and, in turn, affect the overall operating cost of the system. Therefore, the EMS 

can be developed under four different schemes in terms of electricity buying 

tariffs. 

4.4 Results and Discussions  
 

This section presents the economic and technical findings of the optimised 

system for the case study. The power flow analysis and sensitivity analysis are 

presented. First, the optimal result shows the annual contribution of the PV and 

the BESS for four different tariff structures, as seen in Figure 4-6. It is observed 

that the ability of the BESS to reduce the peak demand on the grid effectively 

depends mainly on the tariff structure. However, in this study, we have set a 

charge and discharge limit on the BESS, which makes it impossible for the BESS 

to perform more than two charge/discharge cycles within 24 hours. This limit 

cannot be implemented in the algorithm when solving the problem annually (i.e. 

t=8760). Therefore, to achieve the result in Figure 4-6, the limit on the 

charge/discharge cycle is not considered, and the optimal operating cost for the 

four different tariff structures is compared. The STD tariff structure produces the 

highest optimal operating cost, and the RTOU tariff structure gives the lowest 
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(best) operating cost. Since the RTOU pricing structure is intended for residential 

users, it may not be utilised for a community grid-microgrid system, except the 

community comprises residential settlements only [18]. After evaluating the 

BESS participation and the optimal operating cost while considering the E7T, 

E10T, and the STD tariff Schemes, it can be seen that the E10T scheme is the 

one that provides the best guarantee for the lowest possible optimal operating 

cost as well as the most efficient usage of the BESS without considering any limit 

on the BESS charge/discharge cycle. 

With the charge/discharge cycle limit in place, the optimisation is performed every 

24 hours considering the RTOU tariff, E7T, E10T and the STD tariff. The results 

using the average daily load demand profile and PV daily profile for January, 

April, July and October, representing the four seasons of the year, are presented 

based on the four tariff schemes mentioned above in the technical and operating 

cost analysis subsections below. 
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Figure 4-6: Comparison of the optimal result for four tariff schemes based on an annual optimal approach (t=8760)
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4.4.1 Technical Analysis Based on the Four Tariff Schemes 

  
For the purpose of the technical analysis, rather than considering an annual 

operation of the PV-BESS grid-connected microgrid system, a 24-hour sample 

was obtained from the daily average of the monthly data for four months of the 

year.   

4.4.1.1 Scheme 1: Residential Time of use (RTOU) Tariff 
 

For this scheme, the electricity buying price is based on the residential TOU tariff, 

where the retail price of electricity is relatively high during the peak period. 

However, for this tariff structure, the BESS is made to charge during the off-peak 

and mid-peak periods and discharge during the peak period, thereby reducing 

the peak demand on the grid. For January, the BESS is charged with the grid 

only during the off-peak period since the PV generation is less than the load 

demand throughout the month, as seen in Figure 4-7. During the spring, summer 

and autumn seasons (April, July and October), when the load demand drops and 

the PV generation is greater than the load demand in the middle of the day, the 

BESS is charged during the off-peak period in the early hours of the morning and 

discharge during the first peak period of the day to create space for PV charging 

and discharges again during the second peak period of the day as seen in Figure 

4-8 to Figure 4-10. 
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Figure 4-7:  Microgrid Dispatch commands for January  using the RTOU Tariff 

 

 
Figure 4-8: Microgrid Dispatch commands for April  using the RTOU Tariff 
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Figure 4-9: Microgrid Dispatch commands for July using the RTOU Tariff 

 

 
Figure 4-10: Microgrid Dispatch commands for October using the RTOU Tariff 

 

4.4.1.2 Scheme 2: Economy Seven (E7) Tariff 
 

In this scheme, during the off-peak period between 12 AM and 7 AM for the four 

seasons of the year, the BESS is charged when PV generation is unavailable 

with the grid, as seen in Figure 4-11 -Figure 4-14. However, because the EMS 

has an understanding of the amount of PV power available in the future from 

predicted data, it schedules the discharge of the BESS to create space for PV 
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charging. In January, during the winter season, when the PV generation is less 

than the load demand, the BESS discharges once during the peak period with 

just one charge/discharge cycle. However, for the rest of the seasons of the year, 

when PV generation is greater than the load demand, the BESS discharges 

during the peak period. It creates space for PV charging, then charges with the 

excess PV generated, and discharges again when the PV generation becomes 

less than load demand. The control strategy for this scheme remains the same 

as that of the RSTOU tariff. Therefore, the demand on the grid is reduced or even 

eliminated when the BESS is charged during the off-peak period or with PV 

generation and discharged during the peak period.          

 
Figure 4-11: Microgrid Dispatch commands for January using the E7 Tariff 
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Figure 4-12: Microgrid Dispatch commands for April using the E7 tariff 

 
 

 
Figure 4-13: Microgrid Dispatch commands for July using the E7 Tariff 
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Figure 4-14: Microgrid Dispatch commands for October using the E7 tariff 

 

4.4.1.3 Scheme 3: Economy Ten (E10) Tariff 
 

The E10 Tariff Scheme is very similar to the RTOU tariff scheme; the only 

difference is that for the E10T, there is no mid-peak which means in terms of the 

peak and off-peak, it relates closely with the E7T scheme. For this scheme, the 

electricity buying price is at its peak twice during the day, when the retail price of 

electricity is relatively high. During the off-peak period, which occurs in the early 

morning hours and around mid-day, the BESS is charged for the winter (January) 

season and discharged during the peak period, thereby reducing the peak 

demand on the grid, as shown in Figure 4-15. During the spring, summer and 

autumn seasons (April, July and October), when the demand drops and the PV 

generation is greater than the load demand during the greater part of the day, the 

BESS is charged during the off-peak period in the early hours of the morning and 

discharge during the first peak period of the day to create space for PV charging 

and discharges again during the second peak period of the day as seen in 

FiguresFigure 4-15 to Figure 4-18. 
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Figure 4-15: Microgrid Dispatch commands for January using the E10 Tariff 

 

  
Figure 4-16: Microgrid Dispatch commands for April using the E10 Tariff 
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Figure 4-17: Microgrid Dispatch commands for July using the E10 Tariff 

 

 
Figure 4-18: Microgrid Dispatch commands for October using the E10 tariff 

 

4.4.1.4 Scheme 4: Standard  (STD) Tariff   
 

This scheme is relatively different from the other three schemes as the tariff is the 

same throughout the day. This scheme will only function very well if the system 

is designed to sell excess generated power from the PV to the grid. This is so 

because the PV system can be oversized so that during the days of poor solar 
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irradiation, its generation will be greater than the demand, giving room for the 

BESS charging from the PV. During the summer, the excess PV generation after 

charging the BESS is then sold to the grid. However, since this is not the case in 

this study, this Tariff structure tends to pose a challenge as the BESS will be idle 

during the winter seasons, as seen in Figure 4-19. Since the tariff is flat, there will 

be no cost-benefit if the BESS is charged from the grid. In Figures 4-21 to 4-23, 

it is seen that as the PV generation rises above the demand during the day for 

the spring, summer and autumn months, the BESS is charged with excess PV 

generations and discharges when PV generation begins to drop in the evening. 

As a result, if the PV system is not oversized (which is not advisable for economic 

reasons except the excess generation is to be sold to the grid at a reasonable 

rate), it is not advisable to have a BESS inclusive microgrid using the STD tariff 

structure. 

 
Figure 4-19: Microgrid Dispatch commands for January using the STD Tariff 
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Figure 4-20: Microgrid Dispatch commands for April using the STD Tariff 

 

 
Figure 4-21: Microgrid Dispatch commands for July using the STD Tariff 
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Figure 4-22: Microgrid Dispatch commands for October using the STD Tariff 

   

4.4.2 Optimal Operating Cost Analysis Based on the Four Tariff 
Schemes 

 

This section presents the operational cost analysis of this study, considering the 

four tariff schemes. Although the study initially considered the entire year in the 

operational analysis, it is important to note that the BESS charge/discharge limit 

operation cannot be implemented on an annual basis; as a result, the operational 

analysis has been illustrated for a 24 hours sample time for the four seasons of 

the year using the data for January, April, July and October to represent the 

seasons. Notably, these four sample days for different seasons were selected 

due to high, medium and low solar irradiation and temperature in summer, 

autumn, spring and winter, respectively. Figure 4-23 shows the optimal operating 

cost for the four tariff schemes for each month, with the STD and RSTOU tariffs 

having the highest and the lowest operating cost for all four sample months, 

respectively. As the solar irradiation increases and the load demand decreases, 

the operating cost difference between the tariff schemes also reduces, with July 

having the lowest operating cost difference between the tariff schemes. 
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Figure 4-23: Optimal Operating Cost comparison for the four Tariff schemes for Jan, 

Apr, Jul and May. 

 

Figure 4-24 and Figure 4-25 show the daily average optimal operating cost for 

each tariff scheme every month for PV-BESS grid-connected and grid-only 

operations, respectively. For the SPV-BESS grid-connected operations, the STD 

tariff scheme has the highest daily operating cost across the year; this is slightly 

different for the grid-only operations, where the E7T scheme has the highest daily 

operating cost across the year. This shows the benefit of the grid-connected 

microgrid in terms of operating cost reduction. In general, this study shows that 

all four tariff schemes can greatly benefit grid-connected microgrid operations; 

however, tariff structures such as STD may not guarantee the economic and 

technical benefits of grid-connected microgrid systems with energy storage.  
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Figure 4-24:Daily Average Optimal Operating cost for each Tariff Scheme on a Monthly 

Basis for the PV-BESS Grid-Connected Operations.  
 

 

Figure 4-25: Daily Average Operating cost for  Grid Operations only on a Monthly 
Basis. 

 
Figure 4-26 compares the annual operating cost for the grid-only supply 

operations and grid-connected PV-BESS system, which is used to calculate the 

yearly operational cost percentage savings between the grid-only supply and the 

grid-connected PV-BESS microgrid supply, as shown in Table 4-2. 
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Figure 4-26:  Annual Operating Cost Comparison between Grid supply only and Grid-Connected PV-BESS Supply.
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Table 4-2: Yearly Operational cost savings for PV-BESS grid-connected 

microgrid considering the Tariff schemes. 
 

Description Residenti
al TOU 
Tariff  

Economy 7 
Tariff 

Economy 10 
Tariff 

Standard Flat 
Tariff 

Annual 
Operating Cost 
(Grid-Only) 

 
£749,081 

 
£890,303.0 
 

 
£758,742.0 
 

 
£853,448.0 

Annual 
Operating Cost 
(Grid-
Connected 
SPV-BESS) 

£273,249
. 
 

£407,670.07 
 

£337,877.5 
 

£512,898.53 
 

Percentage 
savings 

63.5% 54.2% 55.5% 39.9% 

 
 

4.5 Conclusion 
 

The main contribution of this Chapter of the thesis was to perform the optimal 

operation of the PV-BESS grid-connected microgrid according to different TOU 

and standard flat tariff schemes for community microgrid application. For the four 

tariff schemes: (1) Residential TOU tariff (RTOU), (2) Economy seven tariff (E7T), 

(3) Economy ten tariff (E10T), and (4) Standard tariff (STD), it was found that the 

RTOU tariff scheme gives the lowest operating cost, followed by the E10T tariff 

scheme with savings of 63.5% and 55.5%, respectively, compared to the grid-

only operation. However, the RTOU and E10 tariff scheme is mainly used for 

residential applications with the duck curve load demand structure. For 

community grid-connected microgrid applications, the E7T and STD are the most 

likely options offered by energy suppliers. It was found that even though the E7T 

is the most expensive for grid-only applications, as seen in Table 4-2, it has a 

cost savings of 54.2% for the PV-BESS configuration as against 39.9% of the 

STD tariff scheme. Notably, a case study using data from Ushant Island was 
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considered to evaluate the methodology; however, the proposed method can be 

applied to other case studies.  

This work can further be extended to include grid-connected systems with the 

ability to export excess PV-generated power to the grid, considering a 

combination of tariff schemes for buying and exporting power to the grid. The 

possible tariff combinations are (1) the TOU-STD scheme (i.e., energy is imported 

based on the TOU tariff and exported based on the STD tariff), (2) the TOU -TOU 

scheme, and (3) the STD-TOU scheme. Furthermore, works can be extended to 

the grid-connected system in developing countries where grid supply is 

inconsistent and requires the microgrid owner/operator to determine the tariff for 

which energy is sold to the consumers.
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 Chapter 5 
 

Real-Time Economic Dispatch of CHP Systems with Energy 
Storage for Behind-the-Meter Industrial Distributed Energy 

Application 
 

5.1 Introduction 
 

The use of CHP systems has recently increased due to their high combined 

efficiency and low emissions. Using CHP systems in behind-the-meter 

applications, however, can introduce some challenges: Firstly, the CHP system 

must operate in a load-following mode to prevent power export to the grid. 

Secondly, if the load drops below a predefined threshold, the engine will operate 

at a lower temperature. Hence, lower efficiency as the fuel is only half-burnt, 

creating significant emissions. The aforementioned issues may be solved by 

combining CHP with a BESS; however, the dispatch of CHP and BESS must be 

optimised. Offline optimisation methods based on load prediction will not prevent 

power export to the grid due to prediction errors. Therefore, this chapter builds 

on the previously developed EMS and extends its application to control CHPs 

and BESS in behind-the-meter applications. The EMS uses a combination of 

LSTM neural networks, MILP, and RH control strategy. The RH control strategy 

is suggested to reduce the impact of prediction errors and enable real-time 

implementation of the EMS exploiting actual generation and demand data on the 

day. Simulation results show that the proposed method can prevent power export 

to the grid and reduce the operational cost by 8.75% compared to the offline 

method.    

5.2 System Description 
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The grid-connected CHP system with EMS under study is presented in Figure 

5-1 with red dotted lines showing the communication link between the 

components of the microgrid and the EMS. It comprises two CHP units rated at 

250 kWe connected to the grid, a 1000 kWh BESS, and a heat storage buffer 

tank. The present study considers the case of an animal feed processing factory 

which has both electrical and thermal energy requirements. 

 
Figure 5-1: Grid-connected CHP system with energy storage 

(CHP+BAT+GRID). 
 

The system is designed so that the electrical load is met by the combination of 

the electrical power generated from the two CHP units, power discharged from 

the BESS, and energy from the grid, while the recoverable heat from the CHP 

units should be greater than, or equal to the heat demand at all times and any 

excess heat will be taken by the buffer tank and utilised when the system is out 

of operation. This is represented in equations (5-1) and (5-2) below:    

( ) ( ) ( ) ( ) ( )+ + + =EL EL D EL

chp1 chp2 bat grid d
P t P t P t P t P t ,                                                   (5-1) 

( ) ( ) ( )
chp1 chp2 D BT

G G
H t H t H t H+ = + ,                         (5-2) 
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where, ( )EL

chp1
P t and ( )EL

chp2
P t  are the electrical power generated by the CHP systems, 

( )D

bat
P t  is power discharged from the BESS, ( )grid

P t  is the power utilised from the grid and 

( )G

chp1
H t , ( )G

chp2
H t , ( )D

H t , and 
BT

H ( )BT BT1 BT2H H H= +  are the recoverable heat from 

the CHP units, the heat demand, and heat stored in the buffer tanks respectively. 

 Up to two-thirds of the energy produced by conventional electricity generation is 

wasted in heat. The heat recovered from the system can be calculated using 

equation (5-2)representing the relationship between the electrical power 

generated by the CHP system and the recoverable heat as: 

( ) ( )= G EL

chp chp hrr
H t P t Q ,                                                                              (5-3) 

where, ( )G

chp
H t  is the total heat recovered from the CHP system, and hrr

Q  is the 

useful heat recovery rate.  

The useful heat recovery rate hrr
Q shown in equation (5-3) depends mainly on the 

fuel consumed by the prime mover and the fuel offset. On the other hand, the fuel 

offset depends on the amount of useful heat recovery achieved by the CHP 

system, which measures the effectiveness with which the thermal energy is 

recovered from the prime mover and used to meet on-site thermal needs [183].  

5.3 Problem Formulation 
 

The problem formulation is based on the model shown in Figure 5-1. Since 

running the CHP generators under 50% capacity is harmful, the scheduling 

problem will consider real-time demand uncertainties and ensure that the CHP 

generators operate within safety limits, as stated in the manufacturer's datasheet 

[184]. 

5.3.1 Economic Operation of the Hybrid CHP System using MILP 
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Economic dispatch, as part of unit commitment, represents the scheduling of 

generators to minimise the total operating cost, which can be cast as a 

constrained optimisation problem. The operation of the CHP system is very 

similar to that of the diesel generators, which have a nonlinear quadratic cost 

function, as seen in equation (5-4): 

( ) 2f x ax bx c,  

x x x

= + +

 
                                                                                  (5-4) 

where, {a , b , c } are the fuel cost coefficients and x  is the electrical power 

output (power generation) of the CHP unit. 
 

 
Figure 5-2: Nonlinear cost function approximated by piecewise linear 

approximation. 
 

This makes it difficult to solve its economic dispatch problem using linear 

programming. Thus, a piecewise linear approximation of the quadratic function is 

suggested to make the nonlinear quadratic cost function a mixed integer linear 
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program (MILP) problem by approximating the nonlinear function as a series of 

straight-line segments [49]-[185], as shown in Figure 5-2. 

The next formulation shows how the economic dispatch problem can be 

structured as a MILP program. At first, the nonlinear cost function is expressed 

as a set of linear functions from a series of straight-line segments by 

approximating the operation using a piecewise-linear approach divided into three 

operating segments, as seen in. The three segments of the CHP system are 

represented as 
1 2 3

I ,I  and I with variables 
I1 I 2 I 3CHP CHP CHP

P ,P  and P that represents the 

marginal production in each segment. Each segment will have a slope designated 

as ( )
I1 I2 I3 I1 I2 I3

S ,S  and S  S S < S . The fuel cost is a function of the power dispatch 

of the CHP system and is the sum of the cost at 
min

I
P plus the sum of the linearised 

cost for each segment which is the slope(i.e. the slope multiplied by the 
IJCHP

P

variable such as: 

( ) ( )
I I I1 I 2 I 3

min

I CHP I CHP I1 CHP I2 CHP I3 CHP
F P F P S P S P S P= + + + .                                           (5-5) 

where 
I1 I 2 I 3I1 CHP I2 CHP I3 CHP

S P S P S P+ +  is the sum of the linear cost function for each 

segment. 

where,  

Ik Ik

max

CHP CHP
0 P P  .                                                                                            (5-6) 

for  k 1,2,3  and 

I I I I1 I 2 I 3

min

CHP CHP CHP CHP CHP CHP
P P P P P P= + + + + .                                                     (5-7) 

( ) ( )
( ) ( )

Ik 1 Ik

Ik 1 Ik

I CHP I CHP

Ik

CHP CHP

F P F P
S

P P

+

+

−
=

−

.                                      (5-8) 
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The cost function is now made up of a linear expression in the three new 

optimisation variables
I1 I 2 I 3CHP CHP CHP

P ,P  and P as an update of 

equation (5-8). 

=

 
+ + = 

 

CHP

I

N
D

CHP bat grid Load
I 1

P P P P  .                                                                       (5-9)

where, 
CHPN  is the number of CHP systems in the power system. 

The MILP is then formulated to solve the economic dispatch problem based on 

finding the minimum operating cost while respecting the imposed constraints 

considering decision variables in Table 5-1. 

Table 5-1: MILP economic dispatch continuous and binary decision variables 
 

Decision Variable Variable Type Description 

EL

grid
P (t)  Continuous  Power from the Grid to the 

Electrical Load 

bat

grid
P (t)  

Continuous Power from the Grid to the 
BESS 

EL

chp
P (t)  

Continuous Power from the CHP to the 
Electrical Load 

bat

chp
P (t)  

Continuous Power from the CHP to the 
BESS 

CH
bat (t)  Binary  On/off state of the BEESS 

charge 

D
bat (t)  Binary On/off state of the BESS 

discharge 

 

Figure 5-3 shows the flow chart used for the modelling framework implementation 

of the MILP algorithm in MATLAB environment. The set of constraints for the 

optimisation is explained below. 
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Start

Read input  Power and 
Heat profile Demand and 

Grid Tariff)

Historical 
Data

Microgrid 
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Demand 
Load 

Forecast

Heat 
Demand 
Forecast

Set Constraints for the 
optimization process

Call Optimization Process

 

Charge 
BESS  

depending 
on the SOC 
to increase 

the 
demand 

Discharge ESS or import power from the 
grid depending on energy cost and battery 

SOC

Yes

Elapsed 
Time=24hrs

No

No

Import Power from 
the grid to meet load 
demand and charge 

BESS

Elapsed 
Time=24hrs

END

No

Yes
Yes

No

Yes

No

If load demand 
drops drastically 

during the weekend 
or during 

maintaince

( )EL  < P t 50% of 

CHP Capacity
() ()chp dP t < Pt

( )ELP t  the capacity 

of the CHP and BESS 

SOC is at minimum



Figure 5-3: Flow chart for implementing the MILP algorithm for the economic dispatch 
of the CHP Units. 

 The equality and inequality constraints imply that the produced electricity and 

heat should equal the electricity demand and be greater than or equal to the heat 

demand, as shown in equations (5-10) and (5-11). The power imported from the 

grid is given by: 

( ) ( )EL bat

grid grid grid
P (t) P t P t .= +                                       (5-10) 
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where, EL

grid
P  is the power from the grid utilised by the electrical load, and bat

grid
P  is the 

power from the grid used for charging the BESS. The BESS is charged with the 

power from the CHP units bat

CHP
P  and the power from the grid 

bat

grid
P .   

( ) ( )CH bat bat

bat chp grid
P t P P t + .=                                  (5-11) 

The power from the BESS utilised by the electrical load is given in equation 

(5-12) as:  

( ) ( ) ( )EL

bat EL

EL EL

grid CHPP t P t P t P .= − −                       (5-12) 

The grid power and CHP power utilised by the BESS at any time should be 

greater than or equal to zero as:  

 

( )

( ) ( )
grid

bat bat

CHP grid
P t 0,  P t 0

P t 0,
.

 

 



                                                                 (5-13) 

The SOC is constrained by the minimum and maximum operating limits of the 

BESS as follows: 

( )min max

soc soc soc
t                                                                                          (5-14) 

where, soc
 represents the BESS SOC state of charge. The inequality constraints 

for the BESS state of charge are given in equations  (5-15) and (5-16): 

CH D
.

BESS soc bat c bat d BESS
(t) P (t) t P (t) t  +   −                                                (5-15) 

( ) ( ) ( ) ( ) ( ) ( )soc soc d c

D CH

BESS bat BESS bat
t 1 t P t t P t t . + =  −  +                         (5-16) 

where, EESS
  represents the BESS capacity and 

EESS
  is the a coefficient 

associated with the physical features of the BESS and converts the BESS 

charge/discharge from its kW units to a percentage; 
d and 

c are the 

charge/discharge efficiencies of the BESS, respectively. 
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During the optimisation process, it is important that the charging and discharging 

of BESS is not scheduled simultaneously. Therefore, an inequality constraint for 

the ‘'on’' and ‘'off’' state of the BESS charge and discharge is formulated as an 

integer in equation (5-17) as: 

( ) ( )CH D
bat batt t 1, +                                                                                        (5-17) 

where, 
CH
bat and 

D
bat  are binary variables representing the ‘'on/off’' and ‘'off’' states 

of the BESS charge and discharge, respectively. The inequality constraints for 

charging and discharging the BESS are shown in equation as follows:  

( )

( ) ( )

CH
maxCH CH

bat bat bat

D
maxD D

bat bat bat

P t P (t)

P t P t

.





  


  

                                                                           (5-18) 

The general objective function for the entire system is formulated as an economic 

dispatch problem in equation (5-19) as: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 CHP 2 2 CHP1 2

T

CHP CHP SU CHP CHP SU grid grid
t=1

min : Z = P t T t T t P t T t T t P t T t + +  + +                                                                                                                                

                                                                                                                  (5-19) 
Subject to equations (5-1), (5-9)–(5-18), where, 

SUT  is the start-up cost of the 

CHP units, 
2chpT  and 

gridT  are the cost of operating the CHP, and the grid tariff, 

respectively. 

 

5.4 EMS Implementation  
 

Two implementation methods for the MILP optimisation-based EMS are 

proposed: offline and online. The two methods are explained in detail. 

 

5.4.1 Offline Implementation  
 

The offline implementation is based on historical and predicted day-ahead load 

demand.  To implement the MILP optimisation presented above, a 24-hours load 

profile is needed as an input. This profile is predicted using an LSTM network, a 
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recurrent neural network (RNN), as shown in Figure 3. The predicted data profile 

is then fed into the MILP optimiser, which determines the dispatch commands for 

the battery and CHPs for the next 24 hours. The pre-determined dispatched 

commands are then applied in real-time. Due to the expected anticipated error 

between the LSTM predicted load profile and the real-time load profile, violations 

of the optimisation constraints are likely to occur, particularly in the reverse flow 

of the grid power, i.e. power injected into the grid.  

 
Figure 5-4: LSTM-MILP flow model for real-time operation of the grid-connected 

CHP system (offline optimisation scheme). 

One way of solving this problem is by dispatching only the CHP commands from 

the offline, 'day ahead' optimisation. The BESS then operates in real-time, 

balancing the difference between generation and load demand. While the reverse 

grid power can be prevented with this scenario, the system is likely to operate 

sub-optimally, as the battery commands are not optimised.   

5.4.2 Online Implementation using RH 
 

The RH strategy is a concept adopted from the model predictive control (MPC), 

which solves control problems by using online model-based optimisation to 

determine the current control action [168]. It is a general-purpose control scheme 

that repeatedly solves a constrained optimisation problem, using future 
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generation and demand prediction over a moving time horizon to choose the 

control action. The RH control handles constraints, such as limits on control 

variables, directly and naturally, and generates precisely calculated control 

actions, respecting the constraints. The basic RH policy is straightforward. At time 

t, we consider an interval extending T steps into the future: 

t, t 1,........, t T+ +  as shown in Figure 4. This method can effectively 

correct errors in predicting the load in future iterations for energy systems 

scheduling problems with high dependency on the forecasted values of load 

demand [169]. The RH is suggested to reduce the impact of the prediction error 

and enable real-time implementation of the economic dispatch problem that 

benefits from using real-time load data. The implantation of the online EMS is 

illustrated in Figure 5-5. 

 
Figure 5-5: Illustration of the RH control strategy. 
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Figure 5-6: LSTM-MILP-RH flow model for real-time operation of the grid-

connected CHP system (online optimisation). 

The system considered here is modelled as an economic load dispatch 

optimisation problem for 24 hours consisting of 48-time steps using MILP. The 

LSTM predicts the PV generation and the load data for the next time horizon. The 

dispatch problem is then solved using MILP and RH control strategy [162]. Only 

the dispatch command for the real-time (first-time step) is applied to the CHP 

Units and BESS, and the process is repeated.  

5.5 Simulation Results 
 

In this section, the details of the case study and the results of the EMS 

implementation are presented to show the technical specification of the six-in-line 

cylinder gas engine CHP units (GXC250-NG) [182]. The values in Table 5 3 are 

calculated from Table 5 2. Tables 5 4, and 5 5 present the characteristics of the 

lithium-ion battery package and the daily time of use tariff cost of gas, 

respectively. 
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Table 5-2: CHP Power and Efficiency @ 50Hz 
 

Description Full 
Load Operation 

75% 
Load Operation 

50% 
Load Operation 

Load 100% 75% 50% 

Electrical Power (kWe) 250 187.5 125 

Heat Power (kWth) 333 249.75 166.5 

Fuel/Energy Input (kW) 710 522 361 

Electrical Efficiency 35.5% 35.9% 34.3% 

Heat Efficiency 47.3% 47.8% 45.9% 

Total Efficiency 82.8% 83.7% 80.2% 

 
Table 5-3: The CHP Input-Output Curve 

 

Description Values (CHP) 

a 7.045×10-5 

b 0.0297 

c 2.0654 

 
Table 5-4: Characteristics of the Lithium-Ion BESS Package 

 
 

 
 

 
 
 
 
 
 

 
Table 5-5: Daily TOU Electricity Tariff / Cost of Gas 

 
 
 

 
 

 

The economic dispatch and energy management system simulation was 

performed in MATLAB with a 32 GB 64-bit operating system computer, dual-core 

i7, 2.70–2.90 GHz. The average computational time of the simulation was about 

11.93 ± 2.012 seconds. The offline and online economic dispatch results with 

Description Value 

Rated Depth of Discharge (DOD) % 70 

Maximum charging power (kW) 250 

Battery charge efficiency (%) 95 

Battery discharge efficiency (%) 95 

Maximum State of Charge (%) 100 

Minimum State of Charge (%) 30 

Nominal EESS Capacity @ 100% SoC (kWh) 1000 

Description Time Tariff 

Off-peak time 00:00 AM -7:30 AM 0.106 £/kWh 

Peak time 08:00 AM-23:30 PM 0.14 £/kWh 

Cost of Gass  0.0198£/kWh 
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optimal cost comparison are presented below. The proposed economic dispatch 

simulation was performed in MATLAB language. 

5.5.1 Load Prediction using LSTM 
 

The LSTM model is trained with the RMSE loss function, Adam optimiser 

(adaptive movement optimisation), which is an alternative optimisation algorithm 

for stochastic gradient descent for training deep learning models. 500 max epoch 

with a single gradient threshold and initial learn rate of 0.005 have been chosen. 

The RMSE indicates the deviation between the predicted value and the measured 

value, and it is a measure of the forecasting error [162] [166]. Before training or 

testing a neural network, the training and testing data must go through a series 

of pre-processing steps. Normalisation was used as a pre-processing approach 

in this case since it lowers the impact of various scales on the acquired data, as 

well as interpolating any missing data points and arranging the data (historical 

load demand) in chronological order. The normalised data is utilised as an input 

to the LSTM network in the next step [162]. The initial predicted electrical load 

and heat demand are shown in Figure 5-7 and Figure 5-8. 
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Figure 5-7: Real and predicted electrical load with RMSE 

 

 
Figure 5-8: Real and Predicted Heat Demand with RMSE.  
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5.5.2  EMS Implementation Results 
 

Four Scenarios are considered in our simulations: 

• Scenario 1, predicted data is the same as that of the real data; offline EMS 

provides dispatch commands to CHPs and the battery. This represents the 

ideal scenario, which is not achievable and does not exist in reality but 

provides a best case. The results provide a benchmark for comparing the 

other scenarios.  

• Scenario 2, predicted data is different from real data; offline EMS provides 

dispatch commands to CHPs and batteries.  

• Scenario 3, predicted data is different from real data; offline EMS provides 

dispatch commands to CHPs only. The battery operates to balance 

generation and load in real-time.  

• Scenario 4, predicted data is different from real data; online EMS provides 

dispatch commands to CHPs and batteries.  

 
Figure 5-9: Total output electrical power and heat generated from 2×250kWe 

CHP units using predicted load demand data. 
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Figure 5-10: Total electrical power generated, the ideal real-time load demand and 

BESS charge/discharge command (scenario 1). 

Figure 5-9 shows the electrical power, the heat generated from the CHP units 

and the predicted load demand resulting from the offline optimisation in scenario 

one using predicted data. The result of the first scenario, which is the ideal case, 

is shown in Figure 5-10. There is no power exported to or imported from the grid, 

and total generation equals load plus battery discharge power.  

For the second scenario, the commands of the CHP units and the BESS from the 

offline optimisation are dispatched on the real-time data. The results are 

presented in Figure 5-11, and Figure 5-12 show that power is exported to the grid 

whenever there is an excess generation, which violates the constraints that 

cannot be enforced in the offline architecture. In the third scenario, only the CHP 

command is dispatched from the offline optimisation. At the same time, the BESS 

offsets the difference between the load demand and the dispatched CHP 

command in real-time. Total power generated equals the load demand plus 

battery charge power, and power is not exported into the grid, as seen in Figure 

5-13 and Figure 5-14. Since the CHP command for the three scenarios is based 
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on offline optimisation, the total generated heat for all scenarios remains the 

same as in Figure 5-15, where the total generated heat is greater than or equal 

to the heat demand with excess generated heat stored in the heat buffer tank, 

respecting the constraint in equation (5-2).  

 

Figure 5-11: Total electrical power generated, real-time load demand and BESS 
charge/discharge command (Scenario 2). 

 

Figure 5-12: Grid participation, BESS SOC, grid tariff and BESS charge/discharge 
command (Scenario 2). 

 



5-126 | P a g e  

                                                                                                                

 

Figure 5-13: Total electrical power generated, real-time load demand and BESS 
charge/discharge command (Scenario 3). 

 

 
Figure 5-14: Grid participation, BESS SOC, grid tariff and BESS charge/discharge 

command (Scenario 3). 
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Figure 5-15: Total heat generated by the CHP units and heat demand (offline 

optimization). 

 

For online optimisation (Scenario 4), the LSTM-MILP-RH approach has been 

used. The results are presented in Figure 5-16-Figure 5-19. Figure 5-16 shows 

the total power generated by the two CHP units, the recoverable heat, and the 

difference between the power generated by the CHP units and the real-time load 

demand. Figure 5-17 shows that with the online optimisation, the total generated 

power from all sources can meet the load demand in real-time using the RH 

control strategy. The charge/discharge power of the BESS, the state of charge 

and the power imported from the grid is shown in Figure 5-18. This confirms that 

the concept of real-time load following can easily be achieved using the proposed 

online optimisation method. Figure 5-19 shows the total generated heat and heat 

demand, where the total generated heat is greater than or equal to the heat 

demand, also respecting the constraint in equation (5-2). 
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Figure 5-16: Total power and heat generated from 2×250kWe CHP units vs real-time 
electrical load (online optimization). 

 

 

Figure 5-17: Total electrical power generated, real-time load demand and BESS 
charge/discharge command (scenario 4). 
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Figure 5-18: Grid participation, BESS SOC, grid tariff and BESS charge/discharge 

command (scenario 4). 

 
Figure 5-19: Total heat generated by the CHP units and heat demand (online 

optimization). 

 
Table 5-6: Total Daily Operating cost and % Saving for all Scenarios 

Description Scenario 
1 (Ideal) 

Scenario 2 
(0ffline) 

Scenario 
3 

(Offline) 

Scenario 
4 (Online) 

Grid Supply 
Only 

Total Daily 
Operating (£) 

333.65 602.15 453 413.4 731.98  

% Daily Cost 
Savings WRT Grid 
Supply Only 

54.4 17.7 38.1 43.5 - 
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 Table 5-6 shows the operating cost of the grid-connected CHP system from the 

offline and online optimisation implemented in real-time compared with the 

operating cost of the factory when supplied with the grid only. As seen from the 

percentage cost savings, the results of the offline optimisation (when only the 

CHP command is dispatched in real-time) are compared with the result of the 

online optimisation. It is seen that the online optimisation approach is way better 

in terms of grid utilisation, total operating cost, and percentage cost savings for 

the model under study. The online approach in scenario four outperforms the 

offline approach in scenario three by 8.75% in terms of cost savings between the 

two scenarios and 5.4% when both scenarios are compared to grid supply only, 

as seen in Table 5-6 and about 7.1% when both scenarios are compared to 

scenario one (Ideal Scenario).  

  

5.6 Summary/ Discussion 
 

This chapter evaluates the economic operation of a hybrid grid-connected CHP 

system designed to meet a production factory's electrical and heat demand. The 

focus is to ensure that the CHP remains in operating mode throughout the 

period of production, having set a minimum operating condition with fluctuating 

load demand that sometimes falls below the minimum safe and economical 

operating condition for the CHP Units. The chapter has proposed an RH-based 

real-time EMS which forecasts the load demand using LSTM and optimises the 

operation using MILP. Simulation results have shown that the proposed online 

EMS can reduce the operational cost compared to the offline EMS thanks to its 

ability to correct forecast errors using real-time data. Furthermore, the online 

EMS has been able to meet all the constraints, particularly limiting power from 
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being injected into the grid and preventing CHP units from operating below their 

safe limits.
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 Chapter 6 
 

Conclusion and Future Works 

6.1 Conclusion  
 

This study focuses on the techno-economic analysis of BESS application in 

energy management for microgrids. It proposes an energy management system 

to control BESS systems in grid-connected microgrids and CHP applications. 

After a careful review of several pieces of research done in the area of energy 

management systems for grid-connected microgrids, it is clear that the 

application of energy storage in the control and operation of microgrids cannot be 

overemphasized.  However, the optimization models utilised in the energy 

management of microgrids that incorporate BESS have not taken into 

consideration the real-time control of the charge/discharge cycle of the BESS. 

Because of its long-term memory, the LSTM network was used in the first part of 

this study work to operate the EMS in real-time. This was done in order to make 

predictions regarding variables in systems like load demand and PV generation. 

After that, the RH control technique was used for the optimisation every hour, 

considering the predicted load demand and PV generation. The LSTM predicts 

the PV generation and load data for the entire day, and the MILP algorithm solves 

the optimal dispatch problem. The dispatchable BESS directives for the first hour 

are implemented in real-time. The real data was utilised to update the LSTM 

input, which was then repeated for the subsequent time step. The EMS can 

reduce the unpleasant challenges related to the stochasticity of the PV generation 

and the real-time power imbalances by utilising this strategy. The proposed 

approach was evaluated by comparing the daily operating cost against a 

reference benchmark.  The MILP optimization strategy was chosen because it 
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offers a flexible and reliable solution for resolving complicated issues by 

discovering the optimal energy management link between the plants and utilities 

and making quick energy management choices using integer decision variables. 

In order to operate the microgrid with the greatest resource efficiency and lowest 

operating cost while adhering to the operational limits of the system, it 

systematically determines the optimum trade-off. The most recent projections 

and information about the strategy were used by the RH control strategy to adjust 

to new events and operational situations. 

The proposed MILP-LSTM optimization framework was executed considering two 

scenarios: Online Optimization - Execution in every hour in real-time using a 

receding horizon of 24 hours and Offline Optimization – Execution once a day 

using a single set of LSTM predicted data. 

Simulations were carried out for different operating conditions for 12 months. The 

BESS's charge and discharge timings depend on the grid's TOU tariff, and the 

microgrid's ideal performance is assessed in terms of the daily operating cost of 

energy. Through the process of optimising the microgrid, one may determine the 

most effective schedule for the grid-connected microgrid. This solution ensures a 

longer life for the BESS since it uses the BESS charge/discharge cycle, limiting 

restriction in all circumstances as BESS deterioration heavily relies on the 

charge/discharge cycle.  

Furthermore,  the results of the simulation studies that were performed on the two 

different scenarios throughout the year show that the LSTM-MILP-RH (online) 

control strategy used in the online optimization is more effective in terms of 

reducing the daily operating cost when compared to the LSTM-MILP (offline) 

optimization approach, with the benchmark daily operating cost being used as a 
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reference. The conclusion was reached after the simulation studies were carried 

out on the two different scenarios. This method is flexible enough to be utilised 

with a variety of TOU tariff types and has the potential to be implemented in 

commercial, residential, and stand-alone microgrids.    

The defined optimization models simultaneously optimize the use of all the 

controllable resources at the operation level and show that the proposed online 

strategy outperforms the offline optimisation strategy reducing the operating cost 

by 6.12% in the first case and 3.3% in the second while guaranteeing the limits 

placed on the BESS charge/discharge cycle.  However, the optimal operating 

cost for the first scenario is always higher than that of the second. 

An analysis of the EMS model is evaluated in the next chapter of the thesis. This 

evaluation takes into account various TOU and standard tariffs with the intention 

of determining the effect of the TOU on the BESS charge/discharge cycle limits 

and how a change in the BESS charge/discharge cycle limit will affect the daily 

operating cost of the microgrid through the use of a simple input-output simulation 

analysis. The contribution of this chapter of the thesis was to perform the optimal 

operation of the PV-BESS grid-connected microgrid according to different TOU 

and standard flat tariff schemes for community microgrid application. For the four 

tariff schemes: (1) Residential TOU tariff (RTOU), (2) Economy seven tariff (E7T), 

(3) Economy ten tariff (E10T), and (4) Standard flat tariff (STDF). It was found 

that the RTOU tariff scheme gives the lowest operating cost, followed by the E10T 

tariff scheme with savings of 63.5% and 55.5%, respectively, with a consistent 

BESS charge/discharge cycle of two per day when compared to the grid-only 

operation. However, the RTOU and E10 tariff scheme is mainly used for 

residential applications with the duck curve load demand structure. For 
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community grid-connected microgrid applications, the E7T and STD are the most 

likely options offered by energy suppliers, except it is a residential-only 

community. It was found that even though the E7T is the most expensive for grid-

only applications, as seen in Table 4-2, it has a cost savings of 54.2% for the PV-

BESS configuration as against 39.9% of the STD tariff scheme. 

Finally, the last chapter of the thesis takes a look at the economic operation of a 

hybrid grid-connected CHP system designed to meet a production factory's 

electrical and heat demand. The focus is to ensure that the CHP remains in 

operating mode throughout the period of production, having set a minimum 

operating condition with fluctuating load demand that sometimes falls below the 

minimum safe and economical operating condition for the CHP Units. This 

Chapter has proposed an RH-based real-time EMS which forecasts the load 

demand using LSTM and optimises the operation using MILP. Simulation results 

have shown that the proposed online EMS can reduce the operational cost 

compared to the offline EMS thanks to its ability to correct forecast errors using 

real-time data. Furthermore, the online EMS has been able to meet all the 

constraints, particularly limiting power from being injected into the grid and 

preventing CHP units from operating below their safe limits. 

6.2 Future Works  
 In addition to the contribution of this research work which has provided a 

considerable effort to solve the problem of the transition from a traditional power 

grid system to a modern smart grid system by integrating renewable energy 

resources, there is the possibility of promising future research works considering 

the methods developed in this thesis since the microgrid and smart grid are now 

very active research areas that will attract substantive investments in the next 

decade.  
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The first will be to conduct an experimental determination considering the control 

of BESS charge/discharge limits in grid-connected microgrids to reduce the gap 

between optimization theory and experimental operation of microgrids under 

different scenarios.  Secondly will be to evaluate the effects of the proposed EMS 

solution, considering the problem from the DNO’s point of view and the proposed 

feasible solution.  

This work can also be extended to grid-connected and island-based 

interconnected microgrid systems, with each microgrid having its EMS and a   

centralized EMS between the interconnected system that actively participates in 

the energy market.  Considering the use of the BESS, two scenarios can be 

considered as follows: 

1. The system is designed in such a way that each microgrid within the 

interconnected system should have their own BESS 

2. Implementation of a centralised BESS system. 

A robust demand side management which would include a more complex system 

with EV charging and the possibility of excess generated energy exported to the 

grid, is another area of research that should be looked at considering the EMS 

and the implementation strategy proposed in this thesis. 
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