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1 Introduction 

The presently operational algorithms for extraction of surface wind speed and direction from 
backscatter measurements are all empirical, based on databases of in situ measurements of 
both backscatter and wind speed. Analysis of the SeaSat scatterometer database has revealed 
that these simple models need modification in order to reach the necessary accuracy. The 
VIERS- 1 project is aimed at improvement of the wind extraction algorithms by develop-
ment of a model, based on physics, which describes the end-to-end process of wind 
scatterometry. The advantage of a physical model is that the resuits are not affected by 
changes in environmental parameters as sea water temperature, air temperature, viscosity 
etc. Furthermore it may also cover a range of radar frequencies and different polarizations 
so that it can serve multiple scatterometers. 
In order to develop such a model it is essential to gain knowledge on the scattering proc-
esses at the water surface. This requires detailed measurement of all parameters involved. 
The main experimental difficulty is the measurement of the small scale (cm) waves on the 
ocean surface, which are the main cause of the radar backscatter. The lack of good area-
extended measurements of these small scale waves was the main reason to 'return' to the 
wind/wave flume after ten years of in situ measurements. A five year research program was 
set up, consisting of two wind/wave flume experiments and one ocean-platform experiment. 
Special wave measuring equipment for use in the flumes as well as at sea were developed to 
gain more knowledge on the small scale water waves. 
It is generally accepted that the process of microwave backscattering at the ocean surface is 
not solely dependent on wind and typical radar parameters as polarization, frequency etc.. 
Other factors as (long) wave spectrum, viscosity, sea water temperature, stability, surface 
tension also have a significant influence. Radar backscatter models based on a description of 
the underlying physical phenomena therefore have the potential to provide a better relation 
between measured microwave backscatter and the surface wind field than the empirical 
models currently in use. 
Recently some first attempts to develop physical backscatter models appeared in the litera-
ture see e.g. Plant [85] and Donelan and Pierson [23]. Crucial in these models is the accurate 
description of the full wave number spectrum of the ocean waves, as this is the link between 
microwave backscatter and the wind. The spectral density from long waves (several hun-
dreds of meters) down to millimeter waves has to be known. Whereas knowledge on the 
long waves is readily available, the details of the centimeter and millimeter waves number 
spectra are quite unknown. The reason for this is mainly the difficulty in performing accu-
rate measurements in the wave number domain of these small waves in the ocean environ-
ment. 
Fundamental knowledge about the intermediary physical processes which determine the ra-
dar backscatter from the ocean surface is at the moment stili lacking. To improve the under-
standing of the interaction between microwaves and water waves the VIERS- 1 (Dutch acro-
nym for "Preparation and Interpretation of ERS-1 data") project started in 1986 with the 
preparation of two wind/wave tank experiments and an ocean tower experiment, while air-
borne scatterometer data became available through the participation in different ESA 
windscatterometer campaigns. 
The VIERS-1 project is carried Out in a cooperation between the Royal Netherlands Mete-
orological Institute (KNMI), Delft Hydraulics, the Laboratory for Telecommunication and 
Remote Sensing Technology of the Delft University of Technology, the University of 



Heidelberg, the Physics and Electronics Laboratory of TNO (FEL-TNO), and 
Rijkswaterstaat, Tidal Waters Division. 

Financial support for the contribution of the Dutch institutes is provided by the Netherlands 
Remote Sensing Board (BCRS), the German contribution has been made possible by a grant 
of the State Baden Wurttemberg and the European Community. 

In the \TTERS1 team all disciplines involved in wind scatterometry are present: meteorol-
ogy, oceanography, microwave technology, and microwave remote sensing. Experiments in 
wind/wave tanks have the advantage over ocean environment that detailed measurements 
can be performed with relatively littie effort. Above that, conditions can be controlled and 
precisely reproduced, so that the effect of varying only one parameter at the time can be 
studied. The disadvantage is however that a wind/wave tank is an artificial surrounding and 
some scaling effects may occur. In order to control these effects, a phased approach was 
adopted: 

An experiment in a large indoor, well equipped wind/wave facility (100x8x0,8 m 3  ) of 
Delft Hydraulics in Delft; 
An experiment in the much larger Delta tank (250x5x5 m3) where fuil-scale oceanic 
waves can be generated; 
An ocean-based platform experiment. 

The Delft facility is excellently suited for detailed studies of microwave backscattering from 
waves in the capillary region. This tank was mainly used for studying wind-generated 
waves. In section 2 the short-wave spectral model will be discussed and compared with the 
wave measurements made in the Delft facility. In section 3 an introduction will be given to 
some backscatter models, while in section 4 these models will be compared with wind, wave 
and microwave measurements performed in the Delft facility. 

In the Delta tank almost real size waves can be generated with significant wave heights of 
up to 3 meters. Of this tank 150 meters were covered with a wind tunnel roof, specially con-
structed for this experiment. The Delta tank is much better suited for studying the effects of 
long waves on short gravity and capillary waves. In section 5 an overview of the measure-
ment campaign will be given, the influence of the larger waves on the wind will be deter-
mined and the modulation of the backscatter due to the large waves will be given. 

Finally, the tower based experiment was used as a final check on the validity of the tank 
experiments with respect to the possible influences of scaling effects. Along with the in-
crease in size of the facility, new measurement equipment had to be developed. In section 6 
an overview of the field experiment will be given, the wind, wave and backscatter measure-
ment equipment is discussed and some resuits will be presented. 
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2 Calculations of short-wave spectra 

In a previous progress report only a brief description of the short-wave model was given. 
Here we will discuss the model (called Testwa) in considerable detail and also confront it 
with measured short-wave spectra. 

2.1 Physics of gravity-capillary waves 

In water wave theory there are basically three spectra to describe a stationary and homoge-
neous wave field: the one-dimensional variance spectra in frequency and wavenumber do-
main, E(f) and F(k), and the two-dimensional wavenumber spectrum V(k) (Note that in the 
backscattering niodels this function is denoted by W(k)). The latter two are related by: 

F(k) = flP)dk 	 (2.1) 

Jf <11 2 > denotes the variance, the spectra are normalized in such a way that 
co 

ff~p 

- -,

(k)dk = 	kF(k)dk= 	E(f)df=< 2 > 	 (2.2) 

1f the wave field is linear (i.e. the superposition principle applies), then the spectra E and F 
can be related by the dispersion relation. 

E(J) = kF(k) 	F(k) 	 (2.3) 

The group speed is denoted by Vg = do /dk. 1f non-linear effects are present the relation no 
longer applies. For the sake of simplicity we will assume that it is also valid for slightly non-
linear waves. 
For deep-water gravity waves the energy per unit area, e, is proportional to the variance: 
e = pg <TI >. For capillary waves a similar proportionality applies, but now for the variance 
of the gradient field: e = pT<(Vr)2>, where T is surface tension. One may introduce the 
energy density of the wave field 8 according to: 

(2.4) 

The integral of S over all wavenumbers is proportional to the total energy of the wave field 
per unit area. 

ƒ1 9 P(k)dk = pg < 77 2 > +pT < (V,1)2 > 	 (2.5) 

The energy balance equation is an equation for 8. For deep water and in the absence of 
currents it reads: 

as - (2.6) 
at + V g 8x 
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S describes all kinds of energy exchange processes. As long as the term S is not specified, 
one still has an exact equation. Note that the energy balance equation introduces a space and 
time dependence for 8. This is not in conflict with the homogeneity and stationarity of the 
wave field as long as one demands these properties to vary on time and space scales that are 
small compared to the scales on which 8 varies. 

Next we assume that the energy exchanges are additive. This is a valid assumption in a per-
turbative approach [72]. Hence S can be described as a sum of three terms, that encompass 
the processes of wind input, non-linear wave interactions and energy dissipation. 

S = sin + S, 1 + Sd 	 (2.7) 

Consider the situation in which a constant wind b!ows over a body of water. In the station-
ary case the first term in the energy balance equation vanishes. For waves 'in the tail' of the 
spectrum the advection term can also be neglected. Due to viscosity short waves can not be 
advected over distances on which the spectrum varies. We conc!ude that the energy balance 
for short waves simplifies according to: 

Sin +Sni +Sdjs=O 	 (2.8) 

This is the basic equation for the energy balance of short waves. 

2.1.1 Source terms 
We will subsequently discuss the different source terms and describe how they are modeled 
in the Viers-1 module. 

2.1.1.1 Wind input 
From Miles' theory on wave growth it follows that the wave amplitude grows exponention-
ally. Hence the wind input should be of the following form. 

Sin  = fl6 	 (2.9) 

The growth rate F3 may only depend on wind speed, wavenumber and angle between wind 
and wave vectors. 

There are several expressions for [3 'on the market'. A formula that is supposed to apply to 
high-frequency waves (~ 20 Hz) has been proposed by Plant [85]. 

= ÔWR(X) 	 (2.10) 

Here u is the friction velocity of the wind, c the phase speed of the generated wave and x 
the angle between wind and wave vectors (-it/2 :~ :5 7t/2). The dimensionless constant ó has 
a numerical value of the order 0.04 ± 0.02. 

For the directional dependence Plant takes R() = cos X
. 
Scale aruments of Miles suggest a 

cos2 dependence. Phillips [82] takes the general form R() = cos ()• For the Viers-1 mod-
ule the precise form of R() is immaterial as we will take a directional average later on. 
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Donelan and Pierson [23] contend that (2.10) is inaccurate if U1 /c ~ 1.2. They favor an ex 
pression based on measurements by Larson and Wright. For 3-cm Bragg waves this means 
that Plant's expression becomes inaccurate if U 10 ~ 25 cm/s. Hence for scatterometric appli-
cations it should be a valid formula. 

2.1.1.2 Dissipation 
Dissipation of wave energy occurs due to viscosity of water, breaking and bottom fiction, 
Hence (assume additivity) 

Sdis = Svis + St». + SbOt 	 (2.11) 

On deep water bottom friction can be neglected. 

In the Testwa model only viscous damping is taken into account. For a monochromatic 
wave one can show that the amplitude decreases exponentially due to viscous damping [75]. 
For a linear wave field this means that the source term S vis is given by 

S 	= - 4v08 
	

(2.12) 

Where v is the kinematic viscosity of water. 

Donelan and Pierson [23] also take dissipation due to wave breaking into account. This 
means that their spectra will fall off faster than corresponding Testwa spectra. 

2.1.1.3 Non-linear interactions 
There is discussion whether the term S 1 is of much importance for gravity-capillary waves. 
Donelan and Pierson [23] do not take non-linear interactions into account. Kitaigorodskii 
[651 and also Phillips [82], however, stress the importance of non-linear interactions. 

There exist exact expressions for three and four-wave interactions, but we do not use them 
because they would require very time-consuming calculations. For three-wave interactions 
there is an additional problem of a singular factor. In Testwa simplified expressions are cho-
sen. They will be derived in what foliows. 

First note that the non-linear interactions conserve total energy (and hence only can redis-
tribute energy). 

IJSMdk = 0 	 (2.13) 

Assume now that the interactions are local in k space (i.e. only waves with practically the 
same k interact). S 1 can then be written as the divergence of an energy flux. 

Where T(k) is the energy flux. 

s 1 =-4 c3k 
(2.14) 



On dimensional grounds and in analogy with Kolmogorov's treatment of turbulence we 
write the energy flux as 

(2.15) 

Where NL  is a typical time for non-linear interactions. 1f one uses this in the previous ex-
pression one gets 

, __1a2 —1 
- k" 'NL (2.16) 

The next step is to find an expression for 'r-. The action density N is introduced for con-
venience. 

N = 	 (2.17) 

Consider the evolution of the action density under the influence of three and four-wave in-
teractions. 

(k) = I (k) +14  ) 	 (2.18) 

The 'collision integral' for four-wave interactions is given by [36,37] 

14 (k 1 ) = 1g2Jdk3 
f 	1 	 J 6( 

+ -- 6(0)I + (D 	Wk3  Wk4) 

x {(N(k1) +N(k2))N(k3)N(k4)— (N(k3) +N(k4))N(k1)N(k2)} 	(2.19) 

Also for three-wave interactions can one write down the corresponding collision integral 
[20,61]. 

- - -, 
13 (k 1) = 4jr 	3 f4f 1 VflI6(k2 + k— k1 )ô(0)2  + O)3 0)1) 

(2.20) 
x {N2ÄT3 — (s3N2  + s2 "J3)s1N 1 } 

Where N2=N(k2) en s2=sign(k2), etc.. Note that the factor (w2+w3-0o1) gives rise to a sin-
gularity. 

The typical time for non-linear interactions is defined as 

= 13 (k)+I1jk) 	 (2.21) 
N (k) 

MM 



1f we now assume' that the largest contribution to the integrals 13  en 14  comes from the re-
gion where all k-vectors are practically equal, k1 k2 k3 k4, then the following approxima-
tion applies (cf. [65]). 

14(k) 
~ 1

Q 2N3 (2.22) 
79-  

13  -(k)~ 1 V 
	 (2.23) 

Because 1Qk kIk and 	k k k' O)k3  and because N can be expressed in i, one thus 
finds 

rNij = w(a3(k4lp) + a4(k4ip)2 ) 	 ( 2.24) 

Where 0C3  and ct4  are dimensionless "coupling constants", that still may depend on CA'g. 
Note that this equation gives the first two terms of an expansion in the dimensionless func-
tion B(k)=k4'41(k). B is what Phillips calls "degree of saturation". 

With the aid of this expression the non-linear source term can be written as 

Srj = 	 ( 2.25) 

This result can be interpreted as foliows. From the two assumptions about the non-linear in-
teractions, locality in k space and an energy flux uniform in all directions, it immediately 
foliows (on dimensional grounds) that S 1  can be expanded as 

S)1  = 	 (2.26) 
n=3 

The n-th term in this expansion gives the n-wave contribution. 

For gravity waves three-wave interactions are insignificant. Hence the coupling constant 03 
should have the property ct3(c/vg) - 0 as C/Vg  —* 2. This does not apply to ct4; both for 
gravity and capillary waves it may be unequal zero. 

2.1.2 Energy balance 
In the previous part all different source terms have been discussed. Taking everything to-
gether, one arrives at the following energy balance. 

(k) = 	 (2.27) 

The energy flux c(k) is given by 

e(k) = (a3B2  + a4B3) 	 (2.28) 

For four-wave interactions this is the usual assurnption [65],  for three-wave interactions it is certainly wrong 
because always two capillary waves interact with one gravity wave. 
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The coefficient y is defined as 

y = 	 4vk2 	 (2.29) 

It gives the net effect of wind input and viscous damping. 

A simplification of the energy balance may be achieved by assuming a factorized 
wavenumber spectrum. 

+2V 

With J flx)dx = 1. 
—2V 

ij, 	= F(k)f(X) (2.30) 

In this way the angular dependence is eliminated. For the directional distribution f one often 
takes cos2. Donelan en Pierson [22,23], however, adopt sech2. 

For the one-dimensional wavenumber spectrum the energy balance equation explicitly 
reads: 

= ?kF) 	 (2.31) 

with 

	

a3 = a3 ff >(X)dX a4 = a4 ff 3(x)dx 	 (2.32) 

u2 ir/2 
= w-4— 4vk2 	= 6] f(x)R(x)dx 	 (2.33) 

1f one transforms to the frequency spectrum E, the new equation becomes: 

cvg 2vg(a1S2 + a2S3) = 	 (2.34) 

With 

S
vg- 

= 	k2E a1 = Û 	= 	 (2.35) 

The energy balance written in this form is the starting point for the program Testwa. 

As already stipulated this simplified energy balance is only valid for waves in the spectral 
tail, say for k~k0 (k0 far from the peak: k0»k). In order to get a unique solution, a boundary 
condition at k=k0 has to be imposed. Obviously one needs the energy flux from the spectral 
peak to the tail. 

e(k0 ) = eo = c2vj(a jS + a2S) 	 (2.36) 

1f necessary one can express S0 in the spectral value E0. 
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The following form of the energy balance clarifies the physical picture. 

i2vg(a1S2  + a,S3 ) = 	4vcS 	 (2.37) 

The left-hand side is the spectral energy flux, whereas the right-hand side is the sum of the 
energy supply by the wind and viscous damping. 

2.1.3 Quasî-Iinear effect 
The wind source term as we have given it previously, represents the input by a stationary 
logaritmic wind profile. 1f one, however, assumes that the windgenerated waves have an ef-
fect on the wind profile (feedback), then the wind profile is no Jonger stationary and it will 
adapt to the wave field. The effective wind input changes as a result. In the following we 
will calculate the effective wind input in the one-dimensional case under certain assump-
tions. 

In Miles' theory of wave generation by wind one finds for the growth rate 

j3 
	 2W' 
=7(EC 1 Xc 1 	w;I 
	 (2.35) 

Here c is the ratio of air and water density. The wind profile U0(z) is hidden in W, where 
W=U0  - c. The index c denotes that the quantity should be evaluated at the critical height z. 
The critical height is determined by the condition W=0. The quantity X is the normalized 
vertical component of the wave-induced air speed. X satisfies the Rayleigh equation. 

	

[W(— k2 )— W"]x = 0 
	

(2.39) 

with boundary conditions (0)=1 and X(cx)=0. 

According to scale arguments of Miles the growth rate should be of the following form. 

fi = 	 (2.40) 

with 3=3(c/u,gzu 2) and z0  a typical roughness length. Note that in Plant's expression ó is 
a constant. 

Calculations by P. Janssen [601 show that the wind profile is changed by the feedback of the 
waves. It changes according to 

	

1 waves= Dwuo 	 (2.41) 

Dw is the wave-induced diffusion coefficient, which is proportional to the wave spectrum 
[62]. 

Dw(z) 
=9c2k3 

 1 X 2  1 F(k) 	 (2.42) CVg I 

The variables k, c and Vg  via the resonance condition U0(z)=0 have to be expressed in z. 
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The growth rate is determiied by two factors, the curvature of the wind profile at the critical 
height and the factor IX,12. 1f one assumes that due to feedback only the curvature changes 
significantly then it foliows 

6 =- 0g  ' 
	

(2.43) 

80  is the growth rate without wave feedback. 

By the resonance condition U0(z)=c heights are coupled to wavenumbers (or frequencies). 
This implies that one can interpret P not as a function of 0) but as a function of z. It foliows 

	

8z) =—yr€cz) 1 x 2 	 (2.44) Uo  

With this relation II2  can be eliminated. Using the resonance condition one arrives at 

Vg 

	

Dw =- vi; CVgI 	 (2.45) 

Here S is given by 

	

S = 	= k2E 	 (2.46) 

The wind profile is determined both by the turbulent stress and the wave-induced stress. 

- 1 turb'Wd 	 (2 .47) - 

With Pa  the air density. 

For the turbulent stress often a "mixing-length" model is assumed. 

	

Vturb = 	
au0 

1 -- 	 (2.48) 

Where the "mixing length' 1 is given by 1 = i'zz (K is the Von Krmn constant, ic = 0.4). 

For a stationary profile one gets the following condition. 

_6U V 	 au SaU0+€2 1 	1 't7 CVg 	
. 	 (2.49) 

From this equation one can derive 

zU' 	 U vg S 	 (2.50) 
Ü 

The first term on the right-hand side gives the contribution of the unperturbed wind profile, 
whereas the second gives the correction due to the quasi-linear effect. 1f the correction is 
small, one may calculate iU' with a logaritmic profile, hence 1U0' = u. 
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We thus find for the Plant and Wright constant 

6= 	4 =icvgivg  S 	 (2.51) 

The growth rate becomes 

/3 	
6(U)2 	 (2.52) 

Hence the quasi-linear effect quences the wind input to a certain extent. 

The conciusion from the computation given above is that the quasi-linear effect can easily 
be incorporated by replacing the Plant and Wright constant by its renormalized value. 

2.2 Testwa 
The physical principles that lie at the basis of the energy balance equation have now been 
sketched. In the following we will go into the details of the implementation of the energy 
balance equation in the Testwa program. 

2.2.1 The energy balance revisited 
Testwa has to solve the following equation 

CVg 
e(k) = 	 ( 2.53) 

The net growth rate y is given by (quasi-linear effect inciuded) 

âo  U2 2 
= 	- 4vk 	 (2.54) 

The exact expression for A is only valid if A«l. It appears, however, that z\ has a singularity 
for waves with c = Vg. We assume that this singularity will be neutralized by other processes 
not taken into account. Therefore we do not implement the singular expression derived be-
fore, but use an effective  expression given by 

(2.55) 

Q is a constant of order 1. 

The validity of this effective expression is limited, not only by cutting the singularity, but 
also because at large u there are waves with A=l. A prudent approach to the quasi-linear 
effect is first calculate spectra with Q=0, and next, if fine-tuning is necessary, do the same 
with Q#O. 
One may also regulate the singularity by replacing l/ICVgl by l/ICVgt + 0.01. In that case 
one doesn't need to introduce the tuning parameter Q. 
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The energy flux c is defined as 

e(k) = C2Vg(a 1S2 + a2S3 ) 
	

(2.56) 

We recail that the coupling constants ocl and c may deend on C/Vg (or, in terms of fre-
quencies, on the ratio '3W' with f3w=1/27t{ g'J(gJ{ 2T})} This dependence has not been 
fixed yet. 

For the four-wave interactions Testwa uses a constant a2. 

= T4 = constant 	 (2.57) 

For three-wave interactions al is modeled such that c - 0 for gravity waves. 

al = T3 [tanh(.'(x— 1)) + 11 	 (2.58) 
16 

With x 
= 

'3W and T3 and 1 two constants. T3 is a measure for the strength of the interac- 
tions, E is a measure for the width of the transition region of 	(from minimal to maximal). 

The choice for 	is ad hoc, typical for an engineering approach. Fundamental justification 
is hard to give, there is however evidence that it is not that bad. ISG measurements by 
Jhne [50] show a distinct viscous cut off at k=1000 1/m. This means for the three-wave 
interactions that resonant triplets containing capillary waves with k ~: 1000 do not exist. This 
implies that also waves with k ~ 70 (f ~ 4 Hz) are not represented in the triplets. The transi-
tion point in the expression for eci is at f3W (7 Hz), which is of the same order of magnitude. 

2.2.2 The boundary condition 

In order to impose the boundary condition one needs to know the energy flux co from the 
spectral peak to the tail. The parameter e0 is determined by the structure of the peak, which 
itself depends on fetch and friction velocity. 1f one wants the gravity-capillary spectrum as a 
function of fetch and friction velocity, one first has to determine co as function of fetch and 
friction velocity. 

In Testwa this problem is solved by assuming that the peak of the spectrum is known up to 
f=f0. Requiring continuity of the spectrum at f=f0 one automatically obtains e0. 

How far should f0 lie from the peak frequency f? This question cannot be answered within 
our theory. Therefore f0 has to be treated as a tuning parameter. There is, however, the con-
dition that the spectra may not differ very much if f0 is large enough. 
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For f ~ f0 the spectrum is parameterized by the JONSWAP expression {39]. The spectral 
parameters (a, y, 6, f ) depend on fetch wind speed. The following parameterization, based 
on measurements botE at sea and in the laboratory, were obtained in JONSWAP. 

A A°33 
fP 	= 1. 107a (2.59) 

	

a = min(0. 05,0. 57(2 p)15) 	 (2.60) 

	

y = max(1, 1 + 9(1— (008)2)) 	 (2.61) 
fp 

r.IKI1 
	

(2.62) 

â is the dimensionless fetch: â= gx/u2 . 

Testwa is developed in order to calculate spectral densities of gravity-capillary waves. For 
the peak one thus has to rely on a parameterization like the one given above. An alternative 
method is to calculate the peak by the standard wave model WAM. In WAM there are 25 
frequency bins from 0.0418 til! 0.4117 Hz. For 10 one could take the last WAM bin 
(f0=0.41 17). It is a longer term objective of VIERS to couple Testwa and WAM. 

It has to be noted at this point that the JONSWAP parameterization is not universally valid. 
From the VIERS experiment in Delft it turned Out that JONSWAP was not accurate in the 
laboratory. Hence a special peak parameterization had to be developed. 

2.2.3 Description of the program 

The program Testwa calculates at given friction velocity and fetch the following quantities: 
1D frequency spectrum E(f), 1D wavenumber spectrum F(k), and Phillips' saturation pa-
rameter B(k). The spectral data is stored in the arrays indicated in table 2-1. Between differ-
ent parts of the program the arrays are transported by the common block /SPECTRA/. The 
array dimension is: ML = 100. 

Table 2-1 Testwa arrays 

Array Description Dimension 
FR frequency grid ML 
XK wavenumber grid ML 
ET 1 D frequency spectrum ML 

PSI1 lD wavenumber spectrum ML 
BSAT saturation parameter ML 

Testwa has a 'peak' and a 'tail' module: the subroutines GWAMOD and GRACAW. 

GWAMOD generates a frequency grid with the grid parameters FR1 and DELF. FR1 is the 
frequency of the first grid point and DELF is the relative increase in the frequency of the 
next grid point (on a logaritmic scale the grid points are equidistant). 

GWAMOD also calculates the frequency spectrum for the peak and initializes the frequency 
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spectrum for the tail. The calculation of the peak can be done in different ways depending 
on the circumstances. The most important factor is whether the fetch or effective fetch is 
known. 

The fetch is well defined in the laboratory or at sea when a constant wind is blowing from 
the shore (JONSWAP). In this case one can either use the JONSWAP parameterization or a 
special laboratory one. 

At sea the fetch will in general be unknown. Then there are two options to generate a spec-
tral peak. 

The first option is to assume that the sea is fully developed. One can then either use a 
Pierson-Moskowitz spectrum [84] or a JONSWAP spectrum [38] with x'=107  (at this point 
the wave growth saturates, see [391). A third possibility is to take a Toba spectrum and cut it 
off at the peak. 

The second option is to use forecast or analyzed WAM spectra. 

The subroutine GRACAW recalculates the tail of the spectrum. First the tail domain is de-
termined. It is set by the parameter FST: the tail starts at FST times peak frequency. The 
original value of FST is 2, but it turned Out that values 3 and 4 give better resuits. Subse-
quently GRACAW calculates at every frequency point the corresponding wavenumber ac-
cording to the dispersion relation. In this way the wavenumber grid XK is generated. Finally 
GRACAW solves the energy balance equation suppiemented by the boundary condition for 
the energy flux. En passant the wavenumber spectrum PSI1 and the saturation parameter 
BSAT are calculated. 

2.2.4 Tuning 

A number of Testwa parameters has not been specified yet. In table 2-2 we give a listing. 

Table 2-2 Parameters in the energy balance 

Parameter Name in Testwa Description Type 
v XNUW kinematic viscosity of water empirical constant 
5 DELPW Plant and Wright constant empirical constant 
K XKAPPA Von Kârmân constant empirical constant 

T4  T4 strength four-wave interactions tuning parameter 
T T3 strength three-wave interactions tuning parameter 

WIDTH width three-wave interactions tuning parameter 
fo  FST * FP match frequency tuning parameter 
co  EPSO energy flux from peak input parameter 
U. USTAR friction velocity input parameter 
0 QL quasi-linear effect fine-tuning parameter 

There are three kinds of parameters: 

- 	the empirical constants, which have a fixed value, 

- the tuning parameters, which need an assigned value, 

- 	the input parameters, the value of which has to be determined. 
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The empirical constants v, 3- and K have the values: 1.22 10 6, 0.05 en 0.4. 

Two of the four tuning parameters, FST and WIDTH, are not critical (i.e. the resuits do not 
sensitively depend on their exact values. 

FST determines the starting point of the spectral tail. Originally FST had the value 2, but if 
the peak is located at a very small frequency one may need higher values. 

WIDTH is a typical smoothing parameter: the smaller WIDTH, the sharper the transition be-
tween gravity (no three-wave interactions) and capillary waves (non-zero three-wave inter-
actions). For WIDTH=0 one has a step function that gives rise to a discontinuity in the spec-
trum. 1f turns Out that WIDTH=4 gives a transition that is sufficiently smooth. 

The two parameters T3 and T4 may be determined in such a way that calculated spectra are 
as close as possible to measured ones. 

QL is a fine-tuning parameter, the value of which may be taken zero in lowest order. 

2.3 Calculated versus measured spectra 
The essential part of Testwa is the subroutine GRACAW, which calculates the spectral tail. 
As we want to test the performance of GRACAW, we have to make sure that GWAMOD 
generates the right peak. This implies different versions of GWAMOD for laboratory and 
sea. 

2.3.1 Laboratory spectra (90m fetch) 
In the Delft experiment a great number of wave spectra were obtained. A subset (Lobemeier 
wire spectra) was used to determine the optimal value of the tuning parameters. The Lobe-
meier spectra were measured at a fetch of approximately 90m and at friction velocities 
0.132 tili 1.013 m/s. The frequency range is 0 tili 17.58 Hz. The spectra are reliable up to 
10 Hz. 

The following peak parameterization were obtained. 

A 	 —0.325 
fp = 0.731a 	 (2.63) 

A 
a = min(0.05,0.24fp) 	 (2.64) 

y = 9.6 	 (2.65) 

= 0. 16 	 (2.66) 

â is the dimensionless fetch: â= gx/u2 . 

The main difference with JONSWAP is that the Phillips constant U. is about a factor 10 
smaller, whereas the width o peak is a factor 2 larger. 

As figures 2-1 and 2-2 show, Testwa is able to generate satisfactory spectra over the full 
wind range. The coupling constants have been set as T3=70 and T4= 140. We have also plot-
ted corresponding LSG spectra. 
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Comparison at Uref = 5.5 m/s 
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Figure 2-1 Testwa compared with measurements, Uref = 5.5 m/s, 90 m fetch 
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Figure 2-2 Testwa compared with measurements, Uref = 15 m/s, 90 m fetch 
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2.3.2 Laboratory spectra (30m fetch) 
Having set the tuning parameters with the 90m fetch spectra, Testwa was tested against the 
30m fetch spectra. The performance of Testwa turns out to be satisfactory. See figures 2-3 
and 2-4. 

Comparison at Uref = 8 m/s (fetch=30 m) 
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Figure 2-3 Testwa compared with measurements, Uref = 8 mis, 30 m fetch 

Comparison at Uref= 15.5 m/s (fetch=30 m) 
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Figure 2-4 Testwa compared with measurements, Uref = 15.5 m/s, 30 m fetch 
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2.3.3 Sea spectra 

There are few measurements of gravity-capillary waves at sea. The Lobemeier spectra ob-
tained at "meetpost Noordwijkt, turned Out only to be reliable up to 2 Hz. We therefore 
tested Testwa against a parameterization given by Stolte [97]. Stolte measured sea spectra at 
TForschungplattform Nordsee" and obtained for constant winds (U10 ~ 8 m/s) the following 
parameterization (0.8 <f < 8 Hz) 

E(J) 	ag2(2)4f 	 (2.67) 
ii 	5.25— 0.199U10 +0.00962(J 0 	 (2.68) 
loga =— 2. 90 + 0. 306U10 — 0. 0185U 0 	 (2.69) 

In figure 2-5 we compare a Stolte spectrum at 6mls with a Testwa spectrum at u=0.25 m/s 
and find that the differences remain within acceptable limits. The peak used by Testwa is a 
Toba parameterization, E(f) = tgu f 4. At MPN we find a Toba constant of t = 2.5 10 in 
fair agreement with values reported previously [99]. 

Testwa (u*=0.25 m/s) vs. Stolte (UlO = 6 m/s) 

  

CZ 

  

2 	3 	4 	5 	6 
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7 	8 

frequency (Hz) 

Figure 2-5 Testwa (u= 0.25 m/s) compared with Stolte (U10 = 6 m/s) 

2.3.4 Discussion 

On the basis of these tests we conciude that Testwa is quite capable to generate reliable 
spectra if the coupling constants for 3- and 4-wave interactions are given appropriate values 
(T3=70, T4=140). It turns out, however, that these values are quite high: T3 and T4 are an 
order of magnitude larger than one would expect from estimates based on the exact wave 
mode equations. An obvious reason for this enhancement is that T3 and T4 are effective cou-
pling constants. Not only the nonlinear interactions contribute to these constants, but also 
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processes that are not taken explicitly into account. Examples of these latter are e.g. wave 
breaking and wave-shear current interactions. Overestimation of the wind input is another 
possible cause for the spurious enhancement of the coupling constants. 

The actual cause for the enhanced nonlinear interactions is hard to identify. Even if it can be 
found the next question, how to implement the additional process into the short-wave 
model, is far from trivial. Therefore, for the time being we have to contend ourselves with 
our effective theory. Although it may not encompass all relevant processes, it does produce 
realistic short-wave spectra. 
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3 Sea-surface scattering models 

3.1 Introduction 
Over the last twenty years a lot of research has been conducted on the topic of radar 
backscattering from the ocean surface. Although it is stili not possible to obtain exact ana-
lytical solutions to the problem of scattering from the ocean surface, approximate solutions 
have been obtained. 

In the VIERS project three of these approximate solutions or -models- have been compared. 
The models are: a two-scale model, the full-wave model, developed by Bahar and the Inte-
gral Equation Model from Fung. 

The excellent data acquired in the Delft wind/wave flurne experiment, and especially the de-
tailed wave spectra, permitted a comparison of these models based on realistic water surface 
characteristics. The resuits of this comparison are presented in chapter 4. 

In this chapter the basics of each of the models will be outlined. In paragraph 3.2 an over-
view over the models is presented partly based on an excellent introduction to 
backscattering from sea surfaces by Valenzuela [10fl.  The more interested reader may then 
proceed to sections 3.3-3.6 (and Appendix A) where more details will be given on the mod-
els. 

3.2 Overview of microwave backscattering models 

It is well known that in e.m. theory the electric field E and the magnetic field H , in a 
domain V enclosed by a simple surface S may be determined by the Stratton-Chu integral 
equations if the surface fields are known: 

(7) = 	(7)- {iwu0 (t x i7)G + (it x 	X VG + (t 	)VG} ( 	(3.1) 

7(7) =2(7)- y{iwE0(t x)G — (t xÏ)xVG — (t 	)VG}dS 	(3.2) 

where the index i denotes the incident field. Here co  and 40  are the electric permitivity and 
magnetic permeability of the medium, w is the angular frequency of the incident e.m. radia-
tion, G is the Green's function, 

G = exp(ik0R) / 4QVR 	 (3.3) 

with ko the wavenumber of the e.m. radiation, R the distance from the observation point 7 
to the scattering point on the surface , t is the unit vector normal to the surface and V is 
the gradient vector operator. 

In the case that the surface fields in the integrands are known, the scattered field can be de-
termined, because by definition: 

Es E—E 	 (3.4) 
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and 

(3.5) 

From these fields then the backscattered power P. and the radar cross section can be deter-
mined by: 

P=! <EsXHs> 
	

(3.6) 

and 

a= lim4rR < IsI2 > /II2 	 (3.7) 

Here Hs is the complex conjugate of the scattered magnetic field Hs and < ... > denotes 
the ensemble average. 

For a perfectly conducting surface 

tx=o 	 (3.8) 

and 

(3.9) 

it can be shown that the integral equations (3.1) and (3.2) decouple and that the magnetic 
field satisfies 

txi7(?')= 2txi7(?— 2xL(x)xVGdS 	(3.10) 

- 	 - - 
where r" is on the surface S under the condition that r" 	. Equation (3.10) is also 
known as the surface current integral equation and it is the starting point for most of the ap-
proximate scattering theories such as the small perturbation method or the Kirchhoff ap-
proximation. In the following paragraphs the approximations used in the derivation of the 
formulas for the scattering cross sections will be briefly explained. 

3.2.1 The Small Perturbation Method (SPM) 
Rice [86] was the first to apply perturbation theory to the scattering of e.m. waves from per-
fectly conducting surfaces. Doing this he obtained the explicit first- and second-order scat-
tered fields for both HH and VV polarization. 

In perturbation scattering theory the surface is supposed to be slightly rough, which means 
that it must satisfy the conditions: 1 k0  1 « 1 and t 	1 « 1. Thus the surface excursions 
must be small compared to the incident e.m. wavelength and also the surface slopes must be 
small. 

In SPM theory the small-scale roughness of the surface is 'replaced' by effective currents on 
the mean surface. In Rice's approximation this mean surface had to be flat, but this was later 
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extended by Mitzner [77] to arbitrarily shaped mean surfaces. The surface fields are then 
expanded in a series 

.... 	(0) 	(1) 	...,(2) 
H=H +H +H +... 	 (3.11) 

_ 	(0) 	(1) 	...,,(2) 
E —E +E +E +... 	 (3.12) 

where 

(0) (0) 

	

E ,H 	 (3.13) 

are the surface fields when the small scale roughness is absent and 

_(i) _(i) 

	

E ,H 	 (3.14) 

are the higher-order fields dependent on powers of the amplitude . 

Mizner [77] derived expressions for the first- and second order fields. In first order 

I(0)(t 
	F 	0) •i )  

aE 	1 r 	=-tx i xE )V+ 	(—Fn--) 

	

4

..JJ 	

(3.15) 

aH < 	..... < IA'(txH )V+[A(--á—n-) 

	

jJ 	(3.16) 

where A(...) denotes the discontinuity of the quantity at the mean surface, t is the unit nor-
mal to the mean surface and VT  is the transverse gradient operator. Hence the first order 
fields are linear functions of the surface elevation . 

Using these approximated fields one can then derive the well known formulae for the 
backscatter cross-section per unit area (see e.g. Ulaby et al [1001) 

) (0)_ = 8vk cos4  9 	2po  [W() + W( - )] 	 (3.17) 

where W( , ) is the two-dimensional wave-number spectral density of the surface, 0 is the 
incidence angle, k0=21t/X is the radar wavenumber, lkbl=2kosin0 is the Bragg wavenumber, 
arg(k) is the radar look direction and gW01  are the first order polarization dependent scat-
tering coefficients: 

9)1(6) = 	(Er  —) 	 (3.18) 
[cosO+(€—sin2 0)1/1212 

(— 1) [Cr(l+sin 2 0) — sin 2  01 
gÇ(0) = 	 (3.19) 

[€Tcose+(eT_sin2o)h/2J - 
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Here Cr  is the complex relative dielectric constant. It should be noted here that the definition 
of the normalization of the two-dimensional wave-number spectral density function W) 
differs in literature. The normalization used here is: 

ƒƒW - _-,< > 	= 	 (k)dk 	 (3.20) 

thus the spectrum W is normalized on the surface variance. Valenzuela [101] uses a nor-
malization equal to 4 times the surface variance. Other authors like e.g. Fung [24]use a fac-
tor 1/21t. Care should be taken when calculating Bragg backscattering with (3.17) that the 
spectral density W is normalized in the right way. 

3.2.2 The Two-Scale model (TSc). 
It has been known for some time that the polarization ratio (the ratio of the cross section for 
vertical and horizontal polarization) decreases, for large angles of incidence, as the ocean 
becomes rougher with wind speed. To account for this effect, Wright [113] formulated for 
the first time what was called a coniposite-suiface scattering model. 
In this model the sea is assumed to be composed of an infinite number of slightly rough 
patches. The net back-scattered power is an average, of the backscattered power from a sin-
gle rough patch, over the distribution of slopes of the dominant waves of the ocean. 

When this type of model is combined, for small incidence angles, with a low frequency ap-
proximation as e.g. the physical optics approximation then we speak of a two-scale model. 

In one of the earlier reports on the VIERS experiment [14] an implementation of a two-scale 
model was used which was based on work done by Donelan and Pierson [23].  It tumed Out 
that this model had a number of shortcomings which were: 

- at high wind speeds the VV prediction of the model was much larger than the meas-
ured cross sections, 

- 	the model exaggerates the difference between VV and HH polarized scatter, 

- the model had two rather arbitrarily chosen cut-off parameters;one wavenumber k 
which separates the long wave and short wave spectrum and an angular cut-off for the 
SPM contribution to the backscattering for incidence angles O < 180, 

- 	the model backscatter at small incidence angles highly depends on the choice of the 
angular cut-off parameter O. that shields a model singularity at zero incidence angle, 

- the model provides no means to explain the upwind/downwind difference, other than 
by assuming an asymmetry in the waves. 

Actually the 'two-scale' model reported was a 'one-scale' model, since the contribution 
from physical optics was not taken into account. This was done on purpose because the in-
fluence of the ad-hoc cut-off parameter in the low incidence angle region (see the third 
shortcoming) overruled the contribution of the physical opties. 

Donelan and Pierson [23] chose their separation of scales cut-off parameter kc  at kW40,  with 
kb the Bragg wavenumber given by kb = 2k0sin0, This was not a good choice for the tank 
data since the dominant wave in the tank has a much larger wavenumber than at sea, some-
times even beyond kb!40.  Since there was no physical reasoning for the choice of this pa- 
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rameter, a rather arbitrary choice was made for k = 36 rad!m. In one of the hindsight obser-
vations in the second VIERS report [14, p. 21]) it was mentioned that the cut-off could per-
haps better have been chosen a littie higher. 

With these shortcomings in mmd, ways were sought to come to solutions of the problems. 
This was done in the following ways: 

- 	by determining the separation of scales cut-off parameter kc  in a more or less physical 
way, 

- by removal of the angular cut-off wavenumber which had to shield the model singu-
larity at nadir incidence, 

- 	by improvement of the integration algorithm, 

- by adding the physical optics contribution. 

An improved version of the two-scale model is described in section 3.3. 

3.2.3 The "Holliday" model (HSW). 
Starting point for the derivation of their scattering model by Holliday, St-Cyr and 
Woods [41] are the Maxwell equations (3.1) and (3.2). Assuming a perfectly conducting 
surface these equations decouple and they come to the surface integral equation (3.10). In 
this equation they substitute in the second term on the right hand side the incident field in-
stead of the local field. This can be thought of as a first step in an iterative solution of the 
integral equation. Furthermore they use the following well known approximation for the 
gradient of the Green's function: 

V1G 	o 'ii) 
- exp(&0r0) 	 r + 	1 	(3.21) - 	O 	exp(— ik 0  r 1  )k 	

(Z70)] 

With these approximations they find a simple way of calculating the radar backscatter cross 
section. This solution of the surface current integral equation is also known as the 
"Kirchhoff' solution. 

For small incidence angles and in the limit k0 - oo this solution is equal to the well known 
physical optics specular reflection formula, see e.g. Valenzuela [101]. 

For high incidence angles or small mean square wave heights, a solution is found which re-
sembies more or less the SPM or Bragg solution, with this difference, that it shows no po-
larization dependence. To inciude a polarization dependence higher order terms from the 
second iteration should be added. 

For the interested reader more details will be given in section 3.4 on the derivation of the 
"Holliday" model and especially a fast numerical way to calculate the radar backscatter 
from the ocean surface assuming a 	wave spectrum for the small scale waves. 

3.2.4 The IEM model by Fung and Pan (IEM). 
In the previous section recent developments of microwave backscattering theory have been 
described as performed by Holliday et al [41]. The approximation of Holliday et al leads to, 
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what is known also as the Kirchhoff approximation. A similar result was obtained earlier by 
Beckmann and Spizzichino [11] and Sancer [89]. 

It was believed to be (and stil is) a valid solution to the backscattering from random rough 
surfaces, like the sea surface, at small angles of incidence. 

At large angles of incidence, the first-order solution of the small-perturbation theory seemed 
to predict the resuits better, especially with regard to the polarization characteristics. The 
Kirchhoff solution does not show any polarization difference at all, which is in contradiction 
to the observations. 

More recently Fung, at the university of Texas, published a number of articles on scattering 
from random rough surfaces also based on approximation of the Integral Equation (Fung 
and Pan [26], Pan and Fung [81], Fung and Chen [27], Chen and Fung [16].  In this work 
they also simplify the surface current equation, however, where Holliday uses a zero-th or-
der approximation for the surface current, Fung et al use a higher order approximation. The 
most important consequence of this is that this theory unites the Kirchhoff approximation on 
one hand and the small perturbation method on the other. Thus with one theory the 
backscattering over the whole range of incidence angles can be described. This means that a 
solution is found which is probably also valid for the intermediate region where neither 
Kirchhoff nor SPM are applicable. 

In order to be able to solve the surface current equation, Fung and Pan apply some simplifi-
cations in (3.10). They argue that several terms in (3.10) will cancel for a random surface 
and further that higher order slope terms will contribute much less than first order slope 
terms and thus can be neglected. With these and some other 'intuitive simplifications they 
come to a new approximation. The simplifications lead to a restriction on the validity of the 
model which is examined in a separate paper for specific surface statistics [81]. They find: 

cos26 °2exp { —[2k0c(l— sinO)]h/2} « 1 	 (3.22) 
(k0c) 

where 8 is the incidence angle, k0  the wavenumber, a the surface standard deviation, c is 
equal to 0.459 1 and 1 is the autocorrelation length. Since the autocorrelation length is not 
known most of the time, it is inipossible to verify this condition under realistic circum-
stances. 

Further details of the resuits of their calculations and comparisons with our measurements 
will be presented in section 3.5. 

3.2.5 The "full wave model" by Bahar (BAH). 

In the derivation of what Bahar [4] calls the "full wave model" he follows a different ap-
proach than Holliday and Fung. Bahar starts with the conversion of the Maxwell equations 
into a set of coupled first-order differential equations for the wave amplitudes. The solution 
of these coupled differential equations is then approximated in an iterative way. First the 
first order solution is obtained by neglecting the transmission and reflection scattering coef-
ficients. Then the first order solutions are substituted again in the differential equations and 
so a second order solution is found. These solutions are then used in the complete expansion 
for the electro-magnetic fields to obtain the desired scattered radiation fields. Hereby the 
steepest descent method was used. For more details on the derivation of this theory, the 
reader is referred to [2,3,4,5,6]. 
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The solution reached thus far is only valid for small surface slopes. In order to extend the 
solution to problems of scattering by two-dimensional rough surfaces with arbitrary slopes, 
the rough surface is regarded as a continuum of elementary surfaces of varying slope and 
height rather than a continuum of horizontal elementary surfaces of varying height. The con-
tribution to the total scattered field from an indined elementary surface is obtained from the 
standard solution after making the appropriate coordinate transformation. In this way the re-
strictions of the maximum slope of the rough surface are removed while full use can be 
made of the relatively easy to use solution of the full-wave approach. 

The basic equations of this model are described in section 3.6. 

3.3 An improved two-scate model. 
In the initial VIERS two-scale model, the following integration was performed over the long 
wave slopes: 

00  a olrsc  = 	P(taniji, tan6)01 	 (3.23) 

- 

where 

C,Pol = Gp01(k0 ,7;O,...) x W(k), 	for9 > 	(= 18°) 	
(3.24) 

OPOI = 0.0 	 elsewhere 

and V, are the tilt angles of the surface facet with respect to the normal in and perpendicu-
lar to the plane of incidence respectively. In words (3.23) reads: the radar backscatter G°poi 

can be found by integrating the backscatter GIpol of the facets tilted in a plane with angles ir 
and ó times the probability P(tanjr, tanS) that the water surface is tilted in that direction. The 
backscatter GIpol is determined by SPM and is proportional to the wave spectrum W(k,a) 
evaluated at the Bragg wavenumber kb.  The function GP.1 is given by Bragg theory, see Va-
lenzuela [101]. 

In this integration an artificial cut-off is introduced for local incidence angles below 181 . 
This empirical determined angular cut-off turned Out to be necessary in order to shield off a 
model singularity at nadir incidence angles which would otherwise 'blow-up' the 
backscatter predictions below incidence angles of approximately 30 degrees. Numerical in-
tegration using standard techniques over a function with a discontinuity as described above 
introduces rather large errors (0(1 dB)) which can only be avoided when the amount of inte-
gration points is increased. This has the disadvantage of reducing the speed of the program. 
A better approach is the one described by Brown [13].  He splits the surface into a low and a 
high frequency part via the splitting parameter k: 

W(k,a) = WL(k,a) + WH(k,a) 	 (3.25) 
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with 

WL (k, a) = W(k, a) k < k 
=0. 	k > kc  

	

WH(k,a) = W(k,a) k ~t kc 	 (3.26) 
=0. 	k < kc  

SPM or better: the composite-surface scattering is only applied to the high wavenumber re-
gion i.d k > k and physical optics is applied to the low frequency part of the spectrum. The 
two contributions to the backscattering are then summed: 

ol,TSc = OPO + 02OISPM 	 (3.27) 

This summing of the composite-surface contribution and the physical optics contribution 
was first done by Barrick and Peake [9]. To do this one must make the assumption that the 
large scale roughness and the small scale roughness are not correlated. It is well known that 
this assumption is violated for the ocean surface since the small scale waves are modulated 
by the long, gravity waves. However the impact of this modulation on the applicability of 
the theory has never been sorted Out in detail, to our knowledge. 

The contribution from physical optics can be written as: 

IR(0)I2secO 	tan2O exp 	, 	(_ 4kcY 1) 	 (3.28) PO = 2Sa,wc,w 	(2sL) 
exp  

see e.g. Donelan and Pierson [23]. The term exp(-4k02a 2) in (3.28) gives a correction to 
the physical optics contribution due to the effect of small scale waves, CVH is the surface 
variance of the high frequency part of the wavenumber spectrum, defined in (3.37). A con-
dition for the applicability of (3.28) is: 

4kcos20c » 1 	 (3.29) 

The surface variance of the low frequency part of the wavenumber spectrum GL is defined 
in a similar way as YH (3.37). The long wave slope variances in downwind and crosswind 
directions, S,w, respectively, are obtained from the long wave spectrum WL as fol-
lows: 

Sa2,w = 

cr 
k3 cos2(a_ w )WL(k,a)dkda  

(3.30) 
sc2,w =

cr 
sin2(a — aW)WL(k,a)dMa 

where aw is the wind direction with respect to North. In case of an elliptical variation with 
respect to the azimuth angle, the slope variance sL2 in the plane of incidence can be shown 
to equal: 

2 	
sid2, 

sc,w cos2(a —a)+s,w sin2(ar—aw) 	
(3.31) 



where ar  is the radar look direction with respect to North. For the more realistic azimuth 
dependence of the wave spectrum: [1+2a2c0s2(acx)]/27t (see eq. 4.2), sL2 will be deter- 
mined later in this report (see eq. 4.7). 
IR(0)12  in (3.28) is the reflection coefficient at normal incidence, depending on the micro-
wave frequency via the relative dielectric constant er: 

IR(0)I = 10.65(E— 1)/(\/+1)2 I 
	

(3.32) 

The factor 0.65 in this last equation is based on a correction of the standard reflection coeffi-
cient as specified by Valenzuela [101]. The factor is necessary because the remaining short 
scale disturbances of the water surface reduce the cross section as given by physical optics. 

The contribution of the composite-surface scattering model is calculated differently from the 
way it was done in the initial VIERS model. As mentioned before, the SPM approximation 
is only applied to the high frequency part of the ocean spectral density spectrum W(k,(x). So 
the wavespectrum W(..) in (3.24) is replaced by the high wavenumber wavespectrum 
WH(..). Since the integrand is zero for wavenumber below the cut-off k,  the artificial angu-
lar cut-off 8 is not necessary anymore. However the numerical integration problem stili re-
mains, because also the new integrand displays a discontinuity. It can be solved by splitting 
of the integral in two parts and an adjustment of the integration intervals (see [13]). 
Assuming small angles i and ó so that siny = tanNi and sinS = tans and knowing that the 
integrand in the integration is equal to zero for IkI <k  we can approximate the integral in 
(3.23) by re-defining the integration limits and splitting the integration in two pieces as fol-
lows: 

pol,SPM = °ol,fl olJI 	 (3.33) 

with: 

ol 	

f

+00 

I 

 +00 

OPO 
&- j 	 P(tan tan 6) 	 1  dtan d tan 6 

— co 
: 	 (3.34) 

olJI 
= f1f 	P(tan , tan 6) °i  d tan d tan 6 

0 	2  

where: 

a0 = (—kr -- 2k0sin0) / 2k0  cos O 
al = (+k —  2k0sin0) / 2k0  cos 6 	 (3.35) a2  = - k / 2k0  
a3 = +k/2k0  

Within these integration limits, the integrand is continuous and smooth and thus the numeri-
cal integration does not encounter the difficulty anymore which was seen before. The ap-
proximations made in the derivation of (3.34) are acceptably small for the type of applica-
tion we are talking of. 



3.3.1 The choice of the cut-off wavenumber k. 

Of course, a very important parameter in the two-scale model is the separation wavenumber 
k. This wavenumber separates the scales between the two approximating theories, in our 
case the physical optics and the composite surface theory. In the original VIERS model this 
so-called cut-off parameter was more or less arbitrarily chosen at a fixed value of 
k 36 rad/m. 

However there are some guidelines which can be used to determine the cut-off parameter. 

For instance, Bahar, Barrick and Fitzwater [7] investigate the specification of the 
wavenumber for the spectral splitting kc in their article. They perform this investigation by 
applying a special two-scale version of the full wave approach model (see also section 3.6) 
to rough surface backscattering. Since the full wave approach is not restricted by the limita-
tions of perturbation theory, it is possible to exarnine the sensitivity of the computed values 
for the backscatter to large variations in the value of the splitting wavenumber k. They con-
clude that a good choice of the cut-off wavenumber is determined by the parameter 

= 4kc 	 (3.36) 

The surface variance of the high frequency part of the wavenumber spectrum cyH is defined 
as foliows: 

00 

 cr 
= 

C 
~C- Wij(k,a)kdkda (3.37) 

For application with the full wave approach Bahar et al find that f3 = 1 is an optimal choice. 
Optimal means in this context that the cross section variation with the actual choice of kc is 
negligible and that the computation of the Full Wave Approach model can be executed in an 
efficient way. The choice for f3 = 1 means that the wave number cut-off parameter kc must 
be chosen in such a way that the short wave variance is approximately equal to:. 

22 1 / (4k) 	 (3.38) 

In an earlier study using a two-scale model similar to the one used in the VIERS model, 
Brown [13] finds a different optimal value for the parameter P. He argues that the cut-off 
parameter must be chosen such, that for the high wavenumber region the Small Perturbation 
Theory could be applied whereas for the low frequency region the physical optics approxi-
mation should be applicable. He then finds an optimal value for 0 = 0.1, which is much 
smaller than the value given by Bahar et al and which means that kc will be much larger. 
The reason for the difference is that the full wave approach takes into account higher order 
approximations than the perturbation method. As a consequence it can handle surfaces with 
a larger roughness than SPM. 

Since we discuss here the application of a two-scale model with for the high frequencies the 
small perturbation approximation, it is more appropriate to adapt the value of f3 = 0.1 as 
found by Brown. However, in practice it turns out that this value is too small. Under circum-
stances of a rough surface (medium to high wind speeds) the cut-off parameter kc will be 
larger than the Bragg wavenumber for moderate to high incidence angles. This leads to an 
underestimatjon of the backscatter cross section. 
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On the other hand, in a recent publication Fung, Li and Chen [28] have investigated the first 
order perturbation method and found that the range of validity could be up to 0 = 0.5. This 
value leads to much lower cut-off wavenumbers and hence the above mentioned problem 
does not arise. 

It turns Out that in a comparison with our data (see section 4) 0 = 0.13 gives an optimal re-
sult. So for the purpose of the VIERS model the separation wavenumber kc  was determined 
using this value. 

3.4 The Holliday model for microwave scattering 

Holliday, St-Cyr and Woods [41] solve the surface current integral equation simply by put-
ting i7 = HY (zeroth iteration). In case of an infinite footprint (or a footprint that is large 
compared to the longest waves present), they find for the normalized radar cross section 

uO  = 2-f(— H ) 	 (3.39) 

with 
- 
k0  = (k,koy,k0) = (kH,koz) 	 (3.40) 

the wavenumber of the incoming microwave radiation and F given by 

f( 	= ff exp(-2i(k0 x + kyy)F(x,y)dxdy 	 (3.41) 
- - 

where 

F(x,y) = exp[-4k{(0,0)— (x,y)}] 	 (3.42) 

The autocorrelation function 0 is defined as: 

+ 	+00  

q5(x,y) 
= f f 	 (3.43)

00 

where W is again the two-dimensional wave number spectrum. The reader is referred to 
Holliday, St-Cyr and Woods [41] for a dear derivation of these equations. 
The model defined by equation (3.39) till (3.43) is also known as the Kirchhoff approxima-
tion for a rough surface. It inciudes the effects of long waves in a natural way, but there is 
no polarization dependence. Polarization enters when the first iteration of the surface current 
equation is taken into account. Therefore this model is restricted to small incidence angles 
(0<30°). 

In their article, Holliday, St-Cyr and Woods [41] evaluate these equations numerically ap-
plying FFT techniques. To obtain good accuracy, a fine grid in both position and 
wavenumber is necessary. For short radar wave lengths (which require a high resolution in 
space) and/or high wind speeds (which require a fine resolution in wave number space to 
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describe the peak of the wave spectrum accurate enough) the dimension of the FFT's easily 
grows beyond today's computer capacities. Even when the long-wave part of the spectrum 
is treated numerically (see the Appendix of the paper by Holliday et al [411), the calculation 
of the cross section stili requires too much time for our purposes. 

Given a specific shape of the two-dimensional wave number spectrum W it is possible to 
speed up the calculation of the autocorrelation function (x,y), the first step in the calcula-
tion of the cross section. The price paid here, is that the tail of the spectrum should resembie 
the specific shape of the parameterization. 

In the following it will be summarized how the radar cross section can be calculated accu-
rately and fast for a specific quadropole spectrum. The calculation is especially focused on 
the calculation of the function l7since this function also features in the model by Fung and 
Pan (section 3.5) and the Full Wave Approach model by Bahar (section 3.6). Through the 
efficient calculation of F one is able to implement all of these models in an efficient and 
accurate way. 

3.4.1 Numerical calculation of the function F 
First, assume that the wave spectrum W is separable into a radial part, Wrl  and an angular 
part, Wal  as is the case in many parameterizations: 

W(k,ky) = Wr(k)Wa(a) 

where a is the angle in the horizontal plane. When we define: 

U(r,a) =95(O,a)— 95 (r,a) 

then, using Jacobi-Anger expansion, one can show that (see Appendix A. 1): 

03 

U(r,a) = A0[N— R0(r)]— 
m=1 

where 

(3.44) 

(3.45) 

(3.46) 

N 	=t: Wr(k)k dk 

R(r) 

= 22r 

kWr(kJn(kr)dk, 	n >- 0 	
(3,47) 

A = 	Wa(a)cos(ncz)dLr, n > 0 

B 
	

Wa(a) sin(na)da, n > 0 

here J(kr) stands for the Bessel function of the integer order n. For the simple angular dis-
tributions, which are normally used for the wind wave spectra, only the first few coefficients 
survive. For instance for a cosine-squared distribution one finds: A0=1 and A2=0.5, all other 
angular coefficients are equal to zero. 
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The radial coefficients are not so easy to calculate. For some classes of radial spectra, it wifi 
be shown that they can be calculated analytically. Here only the resuits of this derivation 
will be presented. The interested reader is referred to Appendix A.2. 

Several forms of the radial spectrum with a k asymptotic behavior were considered. A 
spectrum that appeared to be particularly suitable for analytic integration is the so-called oc-
tupole spectrum 

W.(k) = B44  
— 

k+k (3.48) 

with kp  and B parameters determining the peak position and the strength, the peak being lo- 
cated at k=k.. It can be shown (see Appendix A.2) that the radial coefficients for this spec-
trum are given by 

R(r) = i7t
Ç 	exp{—Lir(2j— 1) / 4} 	kkprexp{i2r(2j— 1) / 8}] 	(3.49) 

In Appendix A.2 it is shown that the expansion for the radial coefficients in (3.49) con-
verges rapidly. Only the first two or three terms contribute. The factor N in (3.46) and 
(3.47)becomes: 

N= jr-v/- 
8k; 

when evaluated for the spectrum given in (3.44). 

(3.50) 

With the determination of the radial coefficients R2 (r) and the angular coefficients A21  and 
N, the description of the function U(r,(x) is complete. Please note that this function is, except 
for a constant factor -4k0 2  the argument of the exponential function F(x,y), (3.42) . The de-
sired function F(k,k ) is the Fourier transform of this function F(x,y). It is possible to cal-
culate F using an F'T algorithm. However, since F is evaluated only at k = -2kH, the 
"Bragg" wavelength, it is stili better to develop a dedicated numerical integration procedure. 
Especially, because as mentioned before, for realistic circumstances the dimensions of the 
FFT become very large. Note that both F and U(r,cz) are both real quantities, so the complex 
exponential in (3.41) reduces to a cosine. This cosine factor can be written as: 

-, 
cos( 2kH x) = cos(k0 x)cos(k,y)-.- sin(k0 )sin(k0 y) 	 (3.51) 

Now the function U is symmetrical under the transformation x - -x and y -3 -y, causing the 
sine terms in (3.51) to vanish. Therefore (3.41) becomes 

f(— "H = 100 
cos(ko r)dxf cos(koyy)exp[ -4kU(r,a)]dy 	(3.52) 

—00 

It depends on the azimuth direction cz whether or not the factor cos(k0 x) or cos(k0 y) is 
modulated by the exponential or not. In the upwind/downwind directions (c = 0, it), the fac- 
tor cos(k0 x) is modulated; in the crosswind directions (a = 7r/2, 3ic/2) the factor cos(k0 y) 
is modulated. 
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In these cases the modulated factor is integrated first using a three-point Gauss quadrature 
formula over each period of the cosine: 

+n 

lx 
ftz) cos(z) 	w0 0)— 0. 5f(z1 )— 0. 5ft—z1 )] 	 (3.53) 

wo  = 2r / (.2_ 6) 	 (3.54) 

zl  = ±\/2x- 12 	 (3.55) 

This procedure is continued until the contribution of a block is smaller than a given relative 
error times the total integral. The second integral is evaluated with an open Romberg algo-
rithm. To smooth the integrand, the transformation 

f(z)dz JJ[1o(t)/c}d 	
(3.56) 

is applied with c=IkHL 

For azimuth angles near 450 both cosine factors in (3.52) are modulated by the exponential. 
In those cases both integrations are performed with the cosine quadrature formula (3.53). 
This dedicated numerical procedure yields precision in the cross section of about 0.1 dB or 
better, depending on the azimuth angle. To obtain such a precision using an FFT requires at 
least four times oversampling of the Bragg wavenumbers and thus leads to unacceptably 
large transforms. 

3.5 The Fung integral equation model. 

The approximations done by Fung et al lead to the following expression for the normalized 
radar cross section [28]: 

(3.57) 

F, 2) {2IfppJ 2exP(_2k 2 cos26) ± 2pFpp)exp(_k2cos29) + 	1 
Here a2  is the surface variance of the full surface. In (3.57) the plus sign of the second term 
is for VV polarization and the minus sign is for HH polarization. So the second terms causes 
a polarization difference, wN  is the normalized roughness spectrum of the surface related 
to the nth power of the surface correlation function ON by Fourier transform as follows: 

+00 

= &f exp[ — j(k0 x+k0yy)](x,y)dxdy (n 	1,2,...) 	(3.58) 
-00 

with 

and 

exp(— 	cos2 
O)Ê (2 ) k22 2 

,z= 1 
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The autocorrelation function used here is a normalized autocorrelation function i.e. 
1. It is thus related to the a.c. function c(x,y), used by Holliday as foliows: 

95N(x,y) 
- (x.y) and 02 = (0) - (O,O) 

In (3.57) the following coefficients occur: 

2R 11  
= cos(0) 

- ZRL 
thh = cos(0) 

Fvv = 2sin2(6) 	Ecos2((OO) 	1—R11 )2 
	+R sin2 	

11)2] cos(0) 	e—)) 

in2(0) F 	= 2scos(0) [4R,_ (i - 	(1 + R1)2] 

(3.59) 

(3.60) 

where R and R1  are the Fresnel reflection coefficients for vertical and horizontal polar-
ized waves, respectively, given by: 

R 	= €rC0S0_\/€r_Sjfl2O 
II 	

ErC0S0+\/Er_Sjfl20 

- cosO—\/e--sin2O R1  
COSO+V

/
Er Sj1f

-, 
 O 

(3.61) 

In case of a surface with small k0otose, the summation in (3.57) reduces to the first term 
effectively. The condition mentioned here is the prime condition for the application of the 
small perturbation approach, which leads to the well known small perturbation scattering 
theory, better known as the theory of 'Bragg' backscattering. It can be easily shown that for 
this condition, (3.57) reduces to the 'Bragg' backscattering equations. For simplicity let us 
apply (3.57) to a perfectly conducting surface: 

R 11  = 1 
R1  =-1 	 (3.62) 
Er =°° 

This simplifies the equations for f 
pp  and F . It can then be shown quite easily that the first, 

and significant, term in the summation in (.57) reduces to: 

VV 8k(1 + sin2 0)2  a2w(2) 

HH: 8k(cos 9)2 u2W»(2) 
(3.63) 

which is exactly the same as the results derived from the first-order small-perturbation the-
ory (3.17), except for a factor of 27r which is 'hidden' in the definition of WN'). 
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Using the expansion: 

exp(x) = 	xn 	

(3.64) 

one can re-write the expression given by Fung in a form similar to the notation used by Hol-
liday. 

One then finds: 

2 

°oi = { lfpoi 1 
2 	

2Th ) + 	01F ( 1 ) exp 	p (k2)T/(_ 	+ 
2 

I1'poiI exp(_kp2)I"(_ 	h} 	
(3.65) 

with 

,.+00 +00 

I"(— 2Th) 
= J 	T exp{-2i(k0  + koyy)}exp[-2kU(r,a)]dxt!y 

-00 -00 	
(3.66) +00 ,.+00 

 I"(— 2T)  = h 	si  1-"„ J exp{-2i(k0  + koyy)}exp[ —kU(r,a)]dxdy 
-00 

The functions f" and IT' can be evaluated using the same efficient numerical procedure as 
for F, with the small modification in the integrand as listed above. 

For an ideal conducting surface 

lfHHI 
2 	2 	4 

= IfvI 	c0s2O (3.67) 

and the first term in the approximation (3,65) is identical to the model by Holliday, see 
(3.39) in section 3.4. The second and third term do give slight modifications, the strength of 
which is dependent on the factor ex p(_kp2) in which 	is the surface variance. 

In the form of (3.65), the model can be computed in a way very similar to the way described 
in section 3.4 for the Holliday model. For an octupole spectrum (3.48), the function U(r,(x) 
can be replaced with the expansion given in (3.46), with the coefficients given in (3.47). The 
calculation of the normalized backscattering cross section can then be performed as de-
scribed in section 3.4.1, with the integrand now consisting of three terms instead of only one 
term. The total amount of computing time has increased a littie, but this is insignificant to 
the other advantages of this new model. The integration method described in section 3.4 can 
be applied similar as to this model. 

3.6 The uffified full wave approach. 

Considering the inaccuracies of the two-scale model and awaiting the solution of the present 
problems with the model by Fung (see later), a third model for the microwave 
backscattering of the water surface was studied. This method was developed by Bahar and is 
called the full wave approach [4,5,6,7]. 
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Like the model by Fung and Chen, this model accounts for both small perturbation scatter-
ing and specular point scattering in a self-consistent manner. Thus contrary to e.g. two-scale 
models, it is not necessary to decompose the surface into two surfaces with small and large 
roughness scales. Therefore, the transition between both ranges of validity is quite smooth. 

The principal elements of the 'full-wave approach' as listed by Bahar [4] are: 
- 	Complete expansion of the fields into vertically and horizontally polarized waves. The 

complete spectrum of the waves consists of the radiation fields and the surface and the 
lateral wave terms. 

- 	Imposition of exact boundary conditions at the irregular interface between two media 
characterized by complex electromagnetic parameters e and t. 

- 	Use of Green's theorems to avoid term by term differentiation of the complete expan- 
sions. 

- Conversion of Maxwell's equations into rigorous sets of coupled first-order differen-
tial equations for the wave amplitudes. 

- 	Use of a variable coordinate system that conforms with the local features of the rough 
surface. 

There are no restrictions on the height or slope of the rough surface, and both upward and 
downward scattering of the incident fields are accounted for in the analysis. The effects of 
shadowing can also be included. These features make the model applicable for the purpose 
of the VIERS model. It will be shown in the following, that the numerical implementation 
of the model again resembies the implementation of the Holliday model and thus use can be 
made of the efficient code for a k spectrum. 

The basic equation of the model is: 

= I 01(n ,n )Q(n ,n) 	 (3.68) 

- 	 f where ,z and ,j are unit vectors in the directions of the incident and scattered wave for- 
mals, respectively. For backscattering 

_J - , =-, 	 (3.69) 
I pol  is given by: 

2 
- k 	T 	(it) 

i 	

_,
poif1-*_* P2 ,z , n Jn)p(s)as 	 (3.70) n •a 

where n is the unit vector normal to the rough surface, az  is the unit vector in the z(vertical)-
direction, DPOIare reflection coefficients as given by eq. 29 in [5]. p(s) is the probability 
density function for the slopes s. P2(if,n'!n) is the probability that a point on the rough sur-
face is both illuminated and visible. This function accounts for shadowing effects at high in-
cidence angles (larger than 70 degrees). For the purpose of the VIERS model such a shad-
owing function is not necessary and thus P2 = 1. 
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The function Q: 
+00 

= f-00 2 IXI)exP[-2ikox +koyy)]dXdy 	 (311) 

is the two-dimensional Fourier transform of (x2- 1x12). Here X and X2 are the characteristjc 
and joint characteristic functions for the surface height h. For the moment it is assumed that 
the probability density function for the surface height is jointly Gaussian. Thus: 

= exp(_4kp2) 	
(3.72) 

X2(k0 ) 	= exp[-4k{(0,0)— 95 (x,y)}1 = F(x,y) 

So for the case of backscattering and assuming a Gaussian surface height distribution 

+00 

 

Q 	2rF(— 21'h- I Ix 1 2exp[-2i(k0 x + koyy)]dxdy 
- 

00  
-~ 	

(3.73) 

- l7r(-2k) 

The approximation in (3.73) is valid for our purposes since the Fourier Transform of 1x12 
only yields a DC-component which does not contribute to off-nadir backscattering. 

Thus the evaluation of the radar backscatter using this model can be done in three steps: 
- Calculate function Q with the numerical code developed for the 'Holliday' model 

(3.52) using (3.47). 

- Calculate the polarization dependent function 'pol by integrating over the surface 
slopes (3.70). 

- 	Multiply the outcomes (3.68). 

3.7 Conciusions 

In this chapter an overview was given on some of the presently available approximations for 
the backscattering from rough ocean surfaces. An efficient algorithm was developed to ob-
tain cross sections using the more complicated "Holliday', "Fung and 'Bahar" models. In 
chapter 4 these approximate theories will be evaluated by applying them to parameterized 
wave spectra as acquired during the 'Delft' experiment in 1990. 
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4 The experiment in the Delft flume, resuits and conciusions 

4.1 Summary of experimentat data. 
The first VIERS experiment, conducted in 1988 in the Delft wind-wave flume yielded data 
which were excellently suited for a verification of the radar backscatter models. For this 
purpose, one needs detailed knowledge of the water surface at which the scattering takes 
place, as well as good radar backscatter measurements. Both elements are available in the 
data set. 

A lot of attention was paid to the acquisition of high quality, detailed measurements of the 
water surface. Both, conventional and sophisticated new wave measurement devices were 
deployed. Among these are, high frequency wave wires, a laser slope gauge and the imaging 
slope gauge. For a description of these instruments the reader is referred to [14]. 

4.1.1 The Microwave measurements 

Performing backscatter measurements in the Delft wind/wave tank at a short distance re-
quires an illuminated spot large enough to accommodate a collection of independent 
scatterers, which leads to the requirement of a two-way illuminated spot of at least 0.5 meter 
diameter. This has implications on the antenna size and the overall system realization. Due 
to space limitations within the Delft wind/wave tank the measurement distance was limited 
to 4.22 meter and only one antenna with a diameter of 1.2 meter or less could be used. Be-
cause of the fact that the measurements must be extrapolated to larger distances a curvature 
of the phase-front must be avoided. This means that the antenna pattern must have a flat 
phase-front at the measurement distance, while the antenna pattern must fulfihi the require-
ment of a two-way illuminated spot of at least 0.5 meter diameter. Three possible solutions 
exist for the choice of the antenna 

- 	a small antenna 	 (object in the far field), 
- 	a focused antenna 	 (object in the near field), 
- 	a large (reflector) antenna 	 (object in the near field). 

The far field requirement yields an antenna diameter of less then 0.12 meter for a one way 
illuminated area of one meter diameter at a distance of 4.22 meter. The phase distribution, 
however, has a variation which is much more than 180 degrees over an one meter spot. So 
only near field measurements are possible in the Delft wind/wave tank setup. Using a fo-
cused antenna would result in a plane wavefront at the measuring distance, in this case, 
however, the illuminated area would be much smaller th.n the requirement. In the near field 
the radiation is nearly parallel to the antenna axis, so a flat phase distribution can be ex-
pected. However, the amplitude distribution shows a large variation as a function of the dis-
tance from the antenna. The amplitude and phase distributions can be adjusted using differ-
ent patterns for the feed antenna. A computer program was developed based on the theory 
presented by R.C. Hansen and L.L. Baum [35] to calculate the amplitude and phase distribu-
tions for different antenna-distance combinations. As a result a 1.1 meter parabolic reflector 
antenna with an uniform aperture illumination was chosen. 

Four different types of measurements have been performed on the antenna system: 
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- 	reflection measurements of the feed antenna, 
- 	far field pattern measurements of the feed antenna, 
- 	near field measurements of the antenna system in a flat plane, 
- 	near field measurements of the antenna system in a cylindrical plane. 

The first two types of pattern measurements were done in the Delft LJniversity of Technol-
ogy Chamber for Antenna Tests (DUCAT), the last one were carried Out at the Physics and 
Electronics Laboratory TNO (FEL-TNO) as a verification of the measurements performed 
in DUCAT. 

- 	reflection measurements of the feed antenna. 
The feed antenna consists of a waveguide with a square cross-section of 
9.5 x 9.5 mm2  filled with a dielectric material. The feed is capable of handling two 
polarizations. The reflection measurements were carried Out using an automatic net-
work analyzer. Both ports (one for horizontal and one for vertical polarization) were 
measured. The ports don't have an identical frequency behavior, so two slightly dif-
ferent operating frequencies were chosen for the scatterometer, one for each polariza- 
tion. The return loss of the feed is rather high so special care has to be taken to avoid 
saturation of the receiver. 
far field measurements of the feed. 
In DUCAT it is possible to measure the amplitude of the EM field of an antenna in 
eight different axes using an automatic measurement setup. The resuits shows a negli-
gible frequency dependence of the pattern within the used frequency band. 
near field phase and amplitude measurements of the antenna system in DUCAT. 
Using an HP84 1 OB network analyzer the planar phase and amplitude response of the 
parabolic reflector with the feed antenna were measured in DUCAT. The measure-
ments are in good agreement with the theoretically calculated amplitude and phase re- 
sponses. In figures 4-1 and 4-2 the calculated and measured planar amplitude pattern 
respectively planar phase pattern are given. 

-U 	-40 	-20 	0 	20 	40 	60 
Distance from axis in cm 

Figure 4-1 Planar amplitude pattern 
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Figure 4-2 Planar phase pattern 

near field measurements at FEL-TNO. 
The measurements were performed in a cylindrical plane. The spul-over lobes are at 
+1100 and -110° and 30 dB below the main lobe. The pattern has also been measured 
over a frequency range of 1 GHz and shows a very broadband behavior, the calculatecj 
and measured spherical gain pattem are given in figure 4-3. 
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Figure 4-3 Sphericat gain pattern 

The theoretically calculated responses are in good agreement with the measurements and it 
has been possible to design and construct an antenna with a flat amplitude and phase re-
sponse at the measurement distance of the scatterometer for the Delft experiment. 
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The instrumental principles to be applied in scatterometer realization are basically the same 
as those used in radar, the differences mainly concern the way in which the information is 
collected. In the experiments the microwave backscatter measurements were performed with 
a FM-CW X-band scatterometer. Some characteristics of this system are listed in table 4-1. 

Table 4-1 Specitications of the X-band FM/CW scatterometer 

Radar type FM/CW 
Frequency 9.6 GHz 

Frequency modulation triangular, 300 MHz sweep 
Pol arization HH or VV 

Range resolution 0.5 m 
Operating range 4.2 m 

Antenna one parabolic dish, 1.1 m diameter 
Footprint 0.6 x 0.6 m 

Phase error over footprint <15 degrees 
Azimuth angle 0- 180 degrees 

Incidence angle 24.5 - 60 degrees 

4.1.2 The Wave measurements 

Since the wave field plays such an important role, we give here a short overview of the 
measuring devices and the methods used to process the data. During the Delft wind-wave 
flume campaign the wave field was measured with the help of three devices: 

- a high frequency wave wire (sample frequency 3..2 Hz, reliable up to about 10 Hz). 

- a laser slope gauge (LSG) measuring along and crosswind slopes (sampling frequency 
1000 Hz, subsampled to 62.9 Hz). 

- an imaging slope gauge (ISG) from which a 2-dimensional wave number spectrum 
can be obtained for wave number values between 26.5 and 1600 m 1. 

Wave measurements have been made for wind velocities U10  between 2.6 and 20 m/s. 

4.1.3 The ISG and scatterometer resuits 

All radar backscattering models used need information from the two-dimensional wave 
number spectrum of the water waves. This information can be obtained in a number of 
ways. The first way we went was to analyze the data from all wave sensors and to try to 
extract the wave number spectrum. This was the approach used in [14]. The advantage of 
this approach is that errors in individual sensors become less important. This was considered 
important, because initially it was thought that especially the ISG measurements were not 
very accurate. A problem with this method is, that the -more conventional- wave measuring 
instruments, the wave wire and the laser slope gauge, perform point measurements and thus 
yield frequency spectra rather than wave number spectra. The way to circumvent this prob- 
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lem is to estimate the wave number spectrum from these frequency spectrum by assuming 
that all waves were propagating with speeds given by the dispersion relation: 

cw = /(g/kw +Tkw)tanhk,d 	 (4.1) 

Where kw is the wavenumber of the long wave, d is the water depth and T is the ratio of the 
surface tension and the water density. 

It is well known that the assumption made above cannot be simply applied for this purpose, 
since the speed of the small scale waves is modulated by the orbital motions of the long 
waves. However it was assumed that in the Delft flume, the orbital motions were sufficient 
small for this effect to be neglected. In a later analysis it turned Out that the spectra obtained 
this way were quite different from the direct observations performed by the Imaging Slope 
Gauge, the reason for this being, probably, that the assumption about the orbital motions is 
not valid. 

Table 4-2 Resuits of the radar measurements during the Delft experiment 

Dependence on the wind speed, 
0=45°; cz=0° 

1 	Dependence on the incidence 
angle, u*=0.367 mis; a=0° 

~~U* 

II 
¼J10 

0 

HH 0  0 

VV  HH CYO VV 
0.069 2.64 -29.1 -26.1 24.5 -5.4 -5.8 0.103 3.89 n.a. n.a. 30 -8.1 -8.3 0.140 5.17 -26.1 -22.5 35 -11.5 -9.9 0.183 6.58 -21.7 -17.8 40 -12.9 -11.4 
0.246 8.52 -17.4 -13.2 45 -15.4 -11.7 0.367 10.96 -14.7 -11.6 50 -17.1 -12.4 0.490 13.45 -13.2 -10.6 55 n.a. n.a. 0.670 16.19 -11.9 n.a. 60 -22.1 -15.1 0.900 18.7 -9.6 -8.7 

In the approach taken here, only the data from the Imaging Slope Gauge is used for the 
evaluation of the wave number spectra. The information from the other sensors is only used 
to determine the peak frequencies of the spectra. It should be re-called that the limited foot-
print of the ISG did not permit measurements of the dominant wave under all wind condi-
tions. Above wind speeds of a few meters per second, the wave-length of the dominant 
wave becomes larger than the ISG footprint. The residual calibration error in the ISG data is 
estirriated at about 0.4-0.6 dB. The random error when taking samples from the ISG spec-
trum is around 0.35 dB, when averaging over a 3x3 data window. This means that the over-
all error in the ISG data is estimated at around 0.9-1.0 dB, which is more accurate than the 
approach with all three sensors. The data processing of the ISG data necessary to prepare the 
spectra to be used in the backscattering models is described in section 4.2. Table 4-2 sum-
marizes the conditions and resuits of the radar measurements in the Delft wind/wave flume 
for the incidence and wind speed dependence series. 
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4.2 Processing of the wave data 
In order to compare model calculations with the backscatter measurements a number of 
preparations were performed. The ISG data from Bernd Jhne were acquired under slightly 
different circumstances than the radar backscatter measurements because, in the analysis of 
the original ISG data acquired during the March 1988 experiment it turned Out that the illu-
mination time used for the ISG was too long. This resulted in a motion-defocussing of the 
short waves. It was therefore decided to use data acquired in a second experiment in No-
vember 1988 in which a chopper was used in front of the ISG camera leading to shorter illu-
mination times and thereby canceling these motion effects. However, no simultaneous radar 
measurements were performed in November and the circumstances under which the data 
were acquired were slightly different from the measurements in March. Since the wind 
speeds during the second experiment were measured using the same calibrated equipment as 
during the first experiment, the new wind speed data could be related to the old data. Using 
these wind speeds, the ISG spectra were interpolated to match the wind speeds during which 
the radar data were taken. 

In order to do so, all ISG spectra were read into the software program "MATLAB" [761. A 
cubic spline was used to calculate the backscatter saturation coefficients at the desired fric-
tion velocities. The original wind speeds did not exceed considerably the range of wind 
speeds of the second experiment and so the interpolated data show no artifacts caused by the 
interpolation schedule. 

Table 4-3 Friction velocities as used in the November and March experiment 

Reference 
wind speed 

Ur  (m/s) 

Nov. 1988 

Reference 
wind speed 

Ur  (m/s) 

Mar. 1988 

Friction 
velocity 
U. (m/s) 

Nov. 1988 

Friction 
velocity 
u,, (m/s) 

Mar. 1988 
2.19 0.069 

2.12 0.073 
3.08 0.100 
4.20 0.140 

3.96 0.140 
5.15 0.183 

5.62 0205 
6.63 0.246 

6.78 0.296 
8.37 0.367 

9.06 0.424 
10.48 0.490 
12.97 0.670 

12.4 0.722 
16.35 0.900 

The ISG spectra as delivered by Jihne were in a log(k) versus a grid, with 64 wavenumbers 
with equidistant logarithmic scale and 40 angles between -87.5 and 87.5 degrees. To make 
them suitable for use in a digital two-dimensjonal Fast Fourier Transform, the spectra were 
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re-gridded onto a symmetric 128x128 grid running from kk: -1585 ... +1585 rad/m. The 
re-gridding was performed using a spline interpolation routine. Because of the rather course 
digitization in the original (log(k), cx) frame at small wavenumbers, some small artifacts 
showed up after this re-gridding. These artifacts occur far away from the Bragg wave num-
bers and thus their influence on the backscattering calculations is small. Figure 4-4 shows an 
example of an interpolated ISG spectrum from Bernd Jihne. 

Figure 4-4 Example of an ISG spectrum as measured in the Delft wind/wave 
flume. u0.367 m/s, 100 meter fetch. 

The x-axis represents the logarithm of the wavenumber, starting at log(26.5) rad/m til log(1585) rad/m. The corresponding range in wave length is 23.7 til! 0.4 cm. The y-axis rep-
resents the propagation direction of the waves with respect to the upwind direction, along 
the vertical axis the logarithm of W(k,a)*k4  is plotted. Plotting the spectral density this way 
has the advantage, that an equilibrium k 4  spectrum shows no dependence along the k-axis. 
Indeed it can be seen in fig. 4-4 that the plot is quite constant along the k-axis (i.e. resembies 
a k 4  spectrum) around wavenumbers of 200--300 rad/m. This is the 'Bragg' regime for the 
TU-Deift X-band scatterometer at moderate incidence angles. 
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4.2.1 Parameterization of the wavespectra 

As explained in section 3.4.1 the new backscattering models can be made to work very effi-
ciently on wave data of a specific (octupole) shape. The spectra as measured by the ISG re-
sembie the general shape of this parameterization very well, especially around the Bragg 
wavenumbers, the most important region for backscattering. For this reason, the spectra 
were parameterized using a spectrum of the following form: 

Wp(k,a) - B 
- 	k+k8 

[1 + 2a2 cos(2(a— a))] 	 (4.2) 

The parameters B and a2 can directly be obtained from the ISG data. The peak wave number 
of the spectrum, kp could only be obtained via the point measurements by the LWG and 
LSG. The following parameterization was obtained for the peak frequency: 

fp = 0.731 
• 

g 
(g) -0.325 	

(4.3) 

where g is the gravity constant (9.81 mis2) and x is the fetch in meters. Then the peak 
wavenumber can be obtained by using the deep-water dispersion relation: 

()2 
k 

= 	jp 	 (4.4) 

Table 4-4 Parameters of the ISG wave spectra in the Delft experiment 

k 

U~ 	
B 

0.069 	10 F 15.3 0.027 
0.103 	5.26 io 11.54 0.058 
0.140 	1.91 10 9.31 0.171 
0.183 	4.30 10 7.72 0.277 
0.246 	8.2710 6.28 0.321 
0.367 	1.96 i2 4.74 0.310 
0.490 	3.42 10.2 3.87 0.282 
0.670 	4.5910 3.11 0.224 

The expression for deep water waves is valid for wave lengths up to approximately twice 
the water depth. Otherwise a correction with a factor tanh(kd) has to be applied. The re-
sults of these parameterizatjons are listed in table 4-4. 

To check whether the parameterization used is acceptable, figure 4-5 shows the quotient of 
the original spectral data and the parameterization. 
Figures 4.5 - 4-12 represent the results of the parameterization of the spectra for all 8 wind 
speeds listed in table 4-4. The contour plots show contour lines for the function 

lines are plotted with steps of 0.5 (dB) between -6 and +6 dB. 
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The first plot, figure 4-5 clearly shows two dominant wave peaks. The parameterized spec-
trum does not follow the spectrum around these peaks and thus they show up in the contour 
plot. From this figure, it should be conciuded that for the very low wind speeds in the flume, 
the parameterization is not valid. This should be kept in mmd when interpreting the resuits. 
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Figure 4-5 Contour plots of the quotient between measured and 
parameterized wave spectra, u, = 0.069 m/s. 

Figure 4-6, taken at a friction velocity of 0.103 m/s shows a better result, at least the angular 
dependence is much better as can be seen from the nearly vertical contour lines. Two noise 
peaks show up in the data near cross wind conditions at log(k)=2.8. These do not influence 
the data analysis. The overall error in the parameterization at this wind speed is about 2 dB. 
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In a later stage the parameterization has been improved, however this correction has not 
been applied yet to the data presented in this report. 
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Figure 4-6 Contour plots of the quotient between measured and 
parameterized wave spectra, u,. = 0.103 m/s. 

From friction velocities of 0.140 m/s and higher the data shows increasingly better resem-
blance to the parameterized spectrum. Over the range of the X-band Bragg waves 
(Iog(k)=2.2-2.5) the difference is generally less than 1-1.5 dB. The sharp cut-off of the 
measured spectrum at wavenumbers above 900 rad/m is, of course, not followed by the 
parameterization. The influence of these short waves on the radar cross section is small 
though. 

It can also be seen that the angular dependence assumed in the parameterized spectra is 
valid for the short, Bragg resonant waves, but not for the larger, near-gravity waves in the 
flume. The influence of this discrepancy is considered acceptable for the flume data. 
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parameterjzed wave spectra, u = 0.140 m/s. 
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parameterized wave spectra, u,, = 0.183 m/s. 
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Figure 4-9 Contour plots of the quotient between measured and 
parameterized wave spectra, u,. = 0.246 m/s. 
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parameterized wave spectra, u, = 0.367 m/s. 
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Figure 4-11 Contour plots of the quotient between measured and 
parameterized wave spectra, u, = 0.490 m/s. 
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4.3 Implementation of the backscattering models 

4.3.1 The two-scale model 

The comparison between models and observations was done primarily using the 
parameterized spectra. For these spectra, the cut-off wavenumber was determined using sev-
eral values of P. It can be shown that the high frequency surface variance cs H 

, (3.37) can be 
approximated with: 

(4.5) 

So for a given f3 the cut-off parameter can be easily determined as 

k =

~ V8> 
(4.6) 

The other parameters to be determined for the two-scale model are the slope variances in-
and perpendicular to the plane of incidence (SL2 respectively SC). Using the parameterized 
wavenumber spectrum (4.2) one can show that 

fk+k 
= 	ln 	

k 8
[i +a2cos (2(ar — aw)ij 

(4.7) 
(k8+\ 

	a2cos(2(ar_aw))] s 	ln 

	

The along and cross wind long wave slope variances S2a and s2 	necessary for the deter- 
mination of the physical optics contribution (3.28) can'easily be determined from (4.7) by 
substitution of ar by ct 1. Using these expressions, the two-scale model is defined except for 
the final value of the parameter P. As mentioned above, f3 indirectly determines the cut-off 
wavenumber k. It has been argued, that f3 should not exceed = 0.5 and should not be less 
than 0,1. In figures 4-13 and 4-14 the incidence angle dependence of the backscatter ° is 
plotted as a function of the incidence angle for both copolar measurements. 

The spectrum used was the parameterization of the wavenumber spectrum for a friction ve-
locity of u = 0.367 m/s (see table 4-4). The radar was pointed in the upwind direction. Fig-
ure 4-13 shows the resuits for horizontal polarization and figure 4-14 for vertical polariza-
tion. The values for f3 are listed in the figure. 
f3 has the largest effect at small incidence angles. For as well HH as VV polarization small 
values of f3 show the best resuits. Stili rather large differences occur at small incidence an-
gles. These differences can be caused by two effects. First of all the effective Fresnel coeffi-
cient R(0) in (3.32) might be too large. This will be discussed later. Secondly, the accuracy 
of the parameterization used can be of influence at small incidence angles. This might lead 
to an overestimation of the backscatter cross section by the model. 

Figure 4-15 shows the polarization difference, expressed in dB 's, between HH and VV po-
larization as a function of incidence angle for different values of the parameter f3, with a 
friction velocity of u = 0.367 m/s, the radar was pointed in the upwind direction. All curves 
show a very similar behavior with respect to the measurements, except for an offset. This 
offset is minimal for the curve with f3 = 0.07 and is within the measurement accuracy (1 
dB). 
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Based on the comparison of model calculations and the measurements the parameter 0 was 
set at a value of 0.07. In all of the model calculations with the two-scale model presented 
here, this value of P was used. 

4.3.2 The IEM model 

The basic function F in the evaluation of the backsca'tter according to the IEM model of 
Fung was evaluated using the method described in section 3.5. As mentioned before, use 
can be made of the efficient algorithm developed for the Holliday model (section 3.4.1). 
However, one parameter still has to be determined here and that is the pre-factor in front of 
the second and third term in the model: 

exp(_2kcy2) 	 (4.8) 

Here J is the total surface variance. koz  is the vertical component of the incident radar 
wavenumber, in our case koz  will have a value between 182 and 100 rad/m for incidence 
angles of 24.5 tili 60 degrees and a radar wavenumber of -'201 rad/m. For small values of 

the exponential factor will be approximately 1, for !arge values it will approach zero. 
The influence of this factor is, that it weighs the influence of the second and thrd term in 
the calculation of the radar backscatter of the IEM model (3.65). So for large cî the influ-
ence of these terms will approach zero and the model will be identical to the Holliday or 
Kirchhoff model. For small values of cy the influence is largest. It should be noted here that 
the polarization dependence in the model is caused by the second term in (3.65). So the po-
larization dependence decreases with increasing o 
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To get some idea of this parameter cv 2, it can be shown that for the adopted spectrum: 

= 	 (4.9) 
8k 

For our spectrum, B=1.96•10 2 and k=4.74, so cy2=4.8410 and exp(-2k20 2zcy )=3.2.10 9. 
So one can see that the parameter becomes indeed very small, which means that the polari-
zation dependence is (much) smaller than in the case of SPM or Bragg theory. One can also 
learn from (4.9) that the exponential pre-factor is, via the surface variance, strongly depend-
ent on the peak wavenumber of the spectrum. At sea, this peak wavenumber is much smaller 
than in the wind/wave flume. This leads to much larger surface variances and hence to much 
smaller pre-factors. In practice this means, that for a realistic sea-spectrum the polarization 
difference disappears for all incidence angles. Such a strong coupling between surface van-
ance and polarization ratio is not realistic. 

Because of the importance of the polarization dependence for the radar backscattering at 
higher incidence angles, this matter has been taken up with the authors of the model. In their 
first response they mention that the surface vaniance should be calculated only for those 
waves with wavelengths shorter than the footprint size. This is reasonable, because longer 
waves are not illuminated and thus cannot contribute to the scattering in this way. Longer 
waves do tilt the total surface of course, thereby causing 'tilt' modulation. Applying this re-
striction to the measurements in the 'Delft' wind/wave flume, the model comes up with a 
small polarization difference. This polarization difference shows a dependence on wind 
speed (read: surface vaniance) which is sirnilar to the measurements. 

So at first sight the problems seemed to be solved. However, when applied to the ERS-1 
(footprint 25 km) the method used above cannot be used again, because all waves are illumi-
nated and thus contribute to the scattering. This finding was discussed with A.K. Fung. He 
acknowledged the problem and mentioned that the solution will have to be found in the fact 
that the long waves do not contribute to the scattering in the same way as the short waves. 
Thus the wave spectrum should be cut-off at some point. However, where and how to cut-
off this spectrum is a point which is stijl under investigtion. 

4.3.3 The Full Wave Approach model 

The evaluation of the Full Wave Approach model by Bahar [2,3,4,5,6,7], can be performed 
efficiently for the octupole spectrum (3.48) by using the code developed for the Holliday 
model to calculate the function F which is identical to function Q in (3.68), except for a fac-
tor 2it. The function Ipol  can be calculated by evaluation of (3.70). The integration here is 
over the slopes of the waves. However, not only over the long wave slopes, as for the two-
scale model, but over all slopes: 

s2 
= 

C~Oo k'COS2(a)W(k,a)dMa 

(4.10) 

= 

r ~00 

 

k3 sin2 (a)W(k, a)dkda 

In practice, the integral over k is not evaluated until infinity, but to some wavenumber km, 
well beyond the Bragg wavenumbers. 
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In our case we chose a value of km  = 1100 rad/m since at that wavenumber the wave spec-
trum starts to fali off much steeper than k 4  and thus the parameterization is not valid be-
yond that point. Also waves with a wavenumber larger than 1100 rad/m contribute less to 
the slope variance because of this. With the octupole spectrum (3.48), the expressions for 

and s,,2  are similar to the equations for the two-scale model (4.7) except with k  replaced 
bYkm• 

4.4 Resuits of the Delft experiment 

4.4.1 Incidence angle dependence 
The resuits of the calculation of the incidence angle dependence of the radar cross section 
are summarized in table 4-5. 

Table 4-5 Incidence angle resuits of experiment and model calculations 

experiment SPM TSc HSW IEM BAH 

0 

(deg) 

VV 

(dB) 

0 
HH 

(dB) 

0 
VV 

(dB) 

0 
HH 

(dB) 

0 
VV 

(dB) 

0 
HH 

(dB) 

0 CY 

(dB) 

0 
VV 

(dB) 

0 
CF HH 

(dB) 

0 
VV 

(dB) 

0 
HH 

(dB) 
24.5 -5.8 -5.4 -3.5 -6.1 -1.3 -1.9 +1.8 -0.3 -0.3 +2.1 -1.1 
30 -8.3 -8.1 -6.4 -10.2 -4.6 -6.1 -2.1 -4.1 -4.2 -1.3 -5.7 
35 -9.9 -11.5 -8.3 -13.6 -7.1 -9.8 -5.3 -7.3 -7.3 -4.0 -9.7 
40 -11.4 -12.9 -9.9 -16.5 -8.6 -12.3 -8.0 -10.0 -10.1 -6.2 -13.3 
45 -11.7 -15.4 -11.2 -19.4 -9.6 -14.1 -10.2 -12.2 -12.3 -8.0 -16.7 
50 -12.4 -17.1 -12.4 -22.3 -10.8 -16.1 -12.2 -14.2 -14.2 -9.7 -19.9 
55 -13.4 -25.4 -12.0 -18.5 -13.6 -15.6 -15.7 -11.1 -22.9 
60 -15.1 -22.1 -14.4 -28.6 -13.2 -21.2 -14.9 -16.8 -17.0 -12.7 -26.0 
65 -15.5 -32.1 -14.2 -23.8 -17.1 -17.5 -14.2 -29.1 
70 -16.7 -36.2 -15.1 -26.2 -16.6 -18.1 -15.9 -32.2 

The calculations were erformed using a parameterized spectrum of the shape given by 
(4.2), with B= 1.96•10 , a = 0.321 and kp  = 4.74. This is the best fit parameterization for 
the conditions under which the radar backscatter measurements were taken at u=0.367 m/s. 

In figure 4-16 the dependence on the incidence angle is plotted for each of the models and 
the measurements for HH and VV polarization. The measurements are indicated with the 
symbol. The dotted line is the backscatter as calculated with the IEM model, the drawn line 
represents the SPM model, dash-dotted the BAH model and dotted the IEM model. The 
HSW model does not show any incidence angle dependence and is not represented in this 
graph. For small incidence angles, the IEM model converges to the HSW model. 
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4.4.1.1 HH-polarization 
It is well known that for HH polarization the influence of tilting becomes much more pro-
nounced. Thus it is interesting to see how the different models compare with the observa-
tions for HH polarization. For the ERS- 1 scatterometer this is less important since it oper-
ates only in VV polarization. However, an accurate physical model should predict correct 
cross sections in VV as well as HH polarization (and even in VH and HV, but that is outside 
the scope of this project). 

At small incidence angles all models except SPM again overpredict the cross section. For 
moderate incidence angles the best results are obtained with the TSc and BAH model, the 
SPM model underpredicts and the IEM model overpredicts the cross-section. For large inci-
dence angles the models diverge, the differences being more than 10 dB at 70 degrees. This 
is a disappointing result. Both sophisticated models, IEM and BAH show large discrepan- 
cies with the observations. SPM underpredicts the cross section as was to be expected. Only 
the TSc model gives good results in this regime. 

Whereas the authors of the IEM and BAH models claim that the influence of long waves is 
taken into account in their models, the results are quite different. Furthermore, the predicted 
cross sections differ by more than 2 dB from the measurements and thus cannot be ex-
plained with inaccuracies in the measurements. Again, of all models, the TSc model gives 
the best results, but is not accurate enough at small incidence angles. 

4.4.1.2 VV-polarization 

The incidence angle dependence at VV can be split up in three parts. For small incidence 
angles (10-30 degrees), the IEM and Bahar model outcome agree quite well with each other. 
The TSc model gives slightly smaller results. This is caused by the implementation of an 
effective reflection coefficient (3.32) rather than the theoretical value of 1. The SPM model 
is not applicable in this region. 

The differences between the models and the measurements is quite large and systematic: the 
models overestimate the backscatter with 2-5 dB. Although, it can never be excluded that 
some errors exist in the measurements, it is at this moment considered very unlikely that the 
errors in the measurements could be much more than the indicated 1 dB. It is more likely 
that, as was already observed by Barrick [9], the reflection coefficients at these small inci-
dence angles are not a simple constant. The effect of the reflection coefficient can be ob-
served by comparison of the TSc model with the IEM and Bahar models. Without the use of 
the effective reflection coefficient, the TSc model gives nearly identical results as the IEM 
and Bahar models. 

In the second region, moderate incidence angles between 30 and 50 degrees, the SPM, TSc 
and IEM model agree very well with each other and with the measurements. Since the mci-
dence dependence in this region is very small for VV, the influence of tilting by long waves 
is limited and thus the cross section can also be approximated with SPM. Strange enough, 
the Full Wave Approach model BAH disagrees significantly, overpredicting the cross sec-
tion with approximately 5 dB. 

For the high incidence angles the models split up. Of the four models the TSc model agrees 
best with the measurements. SPM and BAH overpredict the cross sections and IEM under-
predicts. 
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Overall, the comparison is best for the TSc model, with the restriction that in the present 
form it overpredicts the cross section for incidence angles smaller than 30 degrees. The 
BAH model disagrees with the observation over the whole range of angles. 

4.4.2 Dependence on the friction velocity 

The resuits for the wind dependence of the models are summarizecj in table 4-6. The wind 
parameter used is the friction velocity u. It is assumed that the friction velocity is more di- 
rectly related to the radar backscatter from the waves, since it represents the momentum 
transfer from the air into the water. 

Table 4-6 Friction velocity resuits of experiment and model calculations 
experiment SPM TSc HSW JEM BAH 

U. 0 
VV 

0 

HH 
0 

VV 
0 
HH 

0 
VV 

0 
HH 

0 0 
VV 

0 

HH 
0 

VV 
0 

HH 
(m/s) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) 0.069 -26.1 -29.1 -27.2 -35.4 -27.1 -35.2 -27.9 -26.5 -35.5 -27.1 -35.5 
0.103 -28.6 -36.8 -28.6 -36.7 -29.3 -27.9 -36.8 -28.5 -36.7 
0.140 -22.5 -26.1 -22.2 -30.4 -22.1 -30.0 -22.8 -21.9 -28.5 -22.0 -30.2 
0.183 -17.8 -21.7 -18.0 -26.2 -17.8 -25.2 -18.5 -18.6 -22.2 -17.5 -25.7 
0.246 -13.2 -17.4 -14.9 -23.1 -14.3 -20.7 -14.9 -16.2 -17.3 -13.5 -21.9 
0.367 -11.6 -14.2 -11.2 -19.4 -9.6 -14.1 -10.2 -12.2 -12.3 -8.6 -16.7 
0.490 -10.6 -13.2 -9.0 -17.2 -8.2 -12.1 -6.7 -8.7 -8.7 -3.6 -12.3 
0.670 -11.9 -8.0 -16.2 -6.2 -9.7 -5.0 -7.1 -7.1 -1.6 -9.9 
0.900 -8.7 -9.6 

These resuits are also shown in figure 4-17 for HH and figure 4-18 for VV polarization, re- spectively. 	In 
line=SPM model, 

these 
dashed 

figures 
line=TSc 

the symbols represent resp: points=measurements 	drawn 
model. 

model, dash-dotted=BAH model and dotted=IEM 

The description of the data can be found in [14]. Here we shail focus merely on the compari-
son of data and model calculations. One can observe that for VV polarization and low fric-
tion velocjties, the cross section is quite accurately predicted by all models. This is not 
strange, since at these small wind speeds the backscatter at 45 degrees is mainly Bragg 
backscatter. All models reduce to Bragg backscattering under these circumstances. The 
growth of backscatter with windspeed is followed quite accurately by the SPM, TSc and 
IEM models. For some reason, the BAH model overestimates the backscatter for VV polari- 
zation severely at friction velocities above 0.25 m/s. Models and data compare well for the other models within the accuracy. 
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For HH polarization a large difference is observed for very small wind speeds. All models, 
following Bragg backscatter, predict levels which are approximately 5-6 dB below the ob-
served data. In this case it is believed the data could be faulty. At these low wind speeds the 
backscatter is quite low, especially at HH polarization. It is possible that the noise level ex-
ceeds the signal level and thus leads to an overestimation of the backscatter. At a slightly 
higher wind speed the models compare much more favorably with the data. For intermediate 
wind speeds, with friction velocities between 0.15 and 0.40 m/s most models, with the ex-
ception of the BAH model,underestimate the cross section. Beyond the point of wave break-
ing (at a friction velocity of approximately 0.25 - 0.30 m/s) the IEM and TSc model get 
closer to the observations, cross over and for high wind speeds overestimate the cross sec-
tions. The BAH model gives too high values for all wind speeds above 0.25 m/s as at VV 
polarization. The SPM model shows over the whole range of observed friction velocities an 
underestimation. 

4.5 Discussion, selection of preferred model. 
In the previous sections a comparison has been shown between four different models (SPM, 
TSc, IEM and BAH) and the measurements performed in the Delft wind wave flume. The 
essential input for the backscattering model, the wavenumber spectrum, was obtained di-
rectly from measurements with the Imaging Slope Gauge. In order to make the ISG spectra 
suitable for input into the models they were interpolated with respect to wind speed and re-
gridded onto a equidistant (k,  k) grid (see section 4.2). After that a parameterization of the 
spectra was made using the octupole spectrum (4.2). By doing this, use could be made of a 
very efficient algorithm (see section 3.4.1) for the calculation of the backscattering using the 
IEM and BAH model. The two-scale model TSc can work as well with the raw spectra. 
However to make a fair comparison between the models, also the two-scale model calcula-
tions were based on the parameterized spectra. 

For the TSc model one important parameter has to be set. This is the separation parameter k 
between the long wave part of the spectrum and the short wave part. In contrast to an earlier 
version of the VIERS model this parameter was determined on a more or less physical basis. 
The main restriction to kc  was that is should be chosen in such a way, that the composite 
scattering model could be applied to the short wave part of the water surface. At the same 
time, the long wave part of the waves had to fulfili the restriction for the physical optics 
scattering theory. The optimal solution was found by choosing: 

k = 	with 3 = 0.07 	 (4.11) 

It was found that the IEM model by Fung and Pan gives very small polarization differences 
as soon as the surface variance became larger than = 102 m2. This is a very small surface 
variance for the ocean. The problem with the model was discussed with the authors, but no 
readily available solution was provided. According to A.K. Fung [28] the scattering from 
the long waves should be different from the short waves. It might even be necessary to cut-
off the wave spectrum to exclude the long waves entirely. This option was not tried Out in 
the context of this project. The problem will be forwarded again to A.K. Fung. 

Two comparisons were made between model calculations and observed cross sections: the 
dependence on the incidence angle (section 4.4.1) and the dependence of the friction veloc- 
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ity (section 4.4.2). With regard to the incidence angle dependence, good resuits were ob-
tained with the SPM-, TSc- and IEM model for VV polarization and moderate incident an-
gles. The BAH model overpredicts the cross section significantly in this region. For small 
incidence angles all models predict much higher cross sections than measured. It is probable 
that for these small incidence angles the reflection coefficient R(0) used in the models is too 
large. Several effects are known to modify the reflection coefficient: small scale roughness, 
slicks and foam. The implementation of corrections for these phenomena is one thing that 
remains to be done. Until that time we will have to work with the present models. It will be 
interesting to see how the resuits at small incidence angles compare with the ERS- 1 data. To 
study this it is recommended to gather ERS-1 data sets with wind fields that do not show 
significant changes in speed and direction over the full swath of the ERS- 1 scatterometer. It 
such a case the wind/wave module of the VIERS model should give similar resuits for each 
of the footprints, whereas the radar backscatter should change according to the incidence an-
gle. 

Overall, for VV-polarization, the ERS-1 polarization, best resuits were obtained with the 
modified two-scale model. 

For HH-polarization the results were quite similar. Again at small incidence angles the mod-
els show an overshoot. For medium to high incidence angles the best comparison is shown 
by the TSc model. The BAH model performs better at HH- than at VV polarization, but the 
decrease of backscatter with incidence angle is steeper for this model than the observed 
measurements. The HH cross sections by the IEM model are too large for all incidence an-
gles. This can be manipulated by the introduction of a long wave cut-off in the wave spec-
trum supplied to the IEM model. This would decrease the total surface variance of the spec-
trum and thus decrease the above mentioned term exp(-k20 o2) which plays an important 
role in the polarization dependence of this model. Since we have no good physical reason to 
cut-off the wavenumber spectrum, we did not exercise this type of manipulation. It is dear 
that the HH cross sections calculated by simple Bragg or SPM are too small. 

The conciusion with respect to the incidence dependence is, that of the models which were 
compared, the modified two-scale gives the best comparison with the data. At small inci-
dence angles none of the models foliows the data. Part of the difference may be attributed to 
the differences between the parameterization of the ISG data and the real spectrum, and an-
other part must be found in a wrong prediction of the models. The reflection coefficient R(0) 
used in the models at these small incidence angles should be corrected for effects of surface 
slicks, small scale waves and foam. 

At 45 degrees incidence angle the dependence on the wind speed is shown in figure 4-17 
and 4-18. The models predict the observations quite well for VV polarization. The exception 
is again the BAH model which overpredicts the cross section at the higher friction veloci-
ties. At HH-polarization the differences are much larger. For very low wind speeds the ob-
served radar cross section is much larger than the model prediction. This might be an artifact 
of the data. At high incidence angles the models all show an increase with wind speed which 
is generally larger than the observed dependence. The SPM model underpredicts the cross 
section severely. The other models are slightly better, but none shows a real good compari-
son with the observations. 

It is obvious that the influence of the long waves, which is much more pronounced in HH-
polarization, is still difficult to model. It was hoped that the new models, based on the inte-
gral equation (BAH, IEM) would solve this problem. But, as can be shown from the com-
parison here, this seems not to be the case. In all of the comparisons the two-scale model 
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foliows the observations as accurate or even more accurate than these models. Also at small 
incidence angles, where the two-scale model suffers the transition between the composite 
and physical optics approximation, the new models show no better resuits. 

So it is conciuded that for the purpose of the VIERS project, the best choice at the moment 
is still a two-scale model. The presently available model gives good resuits for VV-
polarization, however, care should be taken at incidence angles below 30 degrees. The be-
havior of the model at small incidence angles should be checked against ERS-1 observa-
tions. Furthermore the influence of small waves, foam and slicks on the reflection coeffi-
cient should be incorporated in the model. This remains to be done. 

Meanwhile it is hoped that the problems with the JEM model can be solved in the near fu-
ture. This model can be extended to include third order surface statistics. It has been shown 
that this inclusion permits the prediction of upwind/downwind ratio's. All of the models 
considered sofar predict equal upwind/downwind ratio's. In order to be able to predict accu-
rate wind directions with the ERS-1, the upwind/downwind asymmetry will have to be 
added in an artificial way at the moment. In the VIERS model, this will be done by the addi-
tion of a correction based on the observations by the ERS-1 (empirical correction). 
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5 The 'de Voorst' experiment, results and conciusions. 

5.1 Introduction 
The Delta tank at the "de Voorst' establishment of Delft Hydraulics, where the second ex-
periment took place, is a unique facility. With its length of 240 meter and a water depth of 5 
meter (or more) it is large enough to study waves with a length of up to about 10 meter 
without significant distortion due to bottom effects. 

Although the Delta tank has an advanced computer controlled hydraulic system for wave 
generation, it has no wind facility, whereas wind is essential for the experiment. We were 
forced to build a hood over the facility in order to circumvent this problem. The hood we 
build was 150 meter long and the distance between water surface and hood was 3.4 m. Two 
large ventilators, place at the end of the hood provided wind speeds up to 10 m/s. 
Table 5-1 lists some of the conditions under which the measurements were performed 

Table 5-1 Instrumental and environmental conditions 'de Voorst' experiment 

Wind speed (PA) 4-10 m/s 

Wave height 0 - 1 m 
Wave spectrum monochromatic and 

JONSWAP 
Wave length (monochr.) 11 m 

Air temperature 2.50 - 200 0 

Water temperature 7.80  - 9.2° C 

Tair  - Twater  -6.20  .... 12.20  0 
Distance PA - water 0.4 - 1.4 m 

Scatterometer X-band FM/CW 

Distance scat - water 28 m 
Incidence angle 45 deg. 
Look direction upwind, downwind 

Backscatter measurements were done with an X-band FM/CW scatterometer at a fixed mci-
dence angle of 45° looking either in upwind or downwind direction. A pressure anemometer 
[79] was used to measure the mean wind vector as well as the vertical momentum flux. The 
wave slope was measured simultaneously at the radar footprint. The wave structure was 
measured by a so-called Reflective Slope Gauge [48]. Furthermore a wave wire was used to 
measure the wave spectrum up to approximately 15 Hz. 
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5.2 Shear stress and large waves 

At the VIERS-1 symposium in 1990 a new kind of wind profile was introduced for use in a 
wind-wave flume, intended to be used for the interpretation of turbulence measurements 
made during the "de Voorst" experiment. The model and its resuits are described in [80]. 
Basic assumptions are a linear relation between momentum flux and height (a direct conse-
quence of a constant pressure gradient along the flume) and a mixing length 

z(H—z) 
(5.1) 

in which K is the von Krmn constant, H the total height of the flume and z the vertical 
distance to the water surface. The model produced a very satisfactory relation with the data. 
Another step has recently been attempted, viz. to calculate the difference in momentum flux 
above the crests and the troughs of the mechanically produced large waves. This may lead to 
more information about the position of the small waves (which are mainly responsible for 
both the roughness and the radar backscatter) with respect to the long ones. Knowledge of 
the modulation of the small waves by the large ones is essential for an adequate understand-
ing of the radar backscatter, as aimed for in the VIERS-1 program. In a flume the effects of 
the large waves are 

- 	a variation in the effective height (distance water to ceiling) of the flume 
- 	a movement of the lower boundary, due to the orbital velocity of the waves. 

Both effects are indicated in figure 5-1. 

down IJ.=O iir 

Fig ure 5-1 Effects of large waves in a flume 
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To simplify the calculation, the waves are divided in an 'tupper" and "lower" part, with the 
crossing of the undisturbed level as the criterion. For the two parts effective values were cal-
culated. The maximum value of the orbital velocity at the wave surface is given by 

_Hr 
orb,max - 	 (5.2) 

(H is the wave height, T its period), its horizontal average value over half a period by 

-_ 2 , 	- 2H 
orb - vorb,;,; - -T- 	 (5.3) 

Due to the viscous sublayer in the atmosphere near the watersurface the horizontal velocity 
in the atmosphere at the lowest point of the turbulent regime in the tunnel is not equal to the 
(average) orbital velocity. In [109] a model is presented for the relation between the velocity 
ui  of the surface and the resulting friction velocity u 

ln() +• 	= 5.1 	 (5.4) 

leading to 

Ue - 
11.1 	 (5.5) 

The effect of the moving boundary will be strongest near the water surface, so the linear 
relation between u and z of the earlier model is replaced by 

u 	= D(h— z)2  + Az + B 	(5.6) 

The boundary conditions are 

DH2  = 	1 	1 	= U*e / 11.1 	 (5.7) 

the suffix 0 indicating a quantity at the boundary of the turbulent regime. This leads us to 

z(H—z) dU u={D(H_z)2+Az+B}h/2 
K H 

if we again make the earlier mentioned assumption for the mixing length. The wind speed 
profile can then be calculated from 

u=! T 	z(H—z) 
J {D(H_z)2+A+B}h/2 

dz 	(5.9) 

which, like the profile given in [80], can be found by analytic integration. The physically 
unrealistic resuits of the calculatjons made so far indicate, however, a not yet located error 
in the data handling. We expect to rectify this in the near future. 

(5.8) 
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5.3 Modulation of the microwave backscatter by long waves 
An analysis has been made on the modulation of the microwave backscatter by long, mono-
chromatic waves of constant wave length (11 m.) and varying height (0 - 1 m.). Wave slope 
signals were measured by means of the Reflective Slope Gauge at approximately the same 
footprint as the microwave measurements. A time synchronization of 40 ms was achieved 
between both types of measurements. A correction has been applied for the small (0.25 m) 
misalignment between the footprint of the LSG and the center of the scatterometer footprint. 

The radar backscatter is lowest around 0-90 degrees, i.e. between the trough and the down-
going zero crossing of the wave. Maxima are found between the up-going zero-crossing 
(180 degrees, minimal local incidence angle) and the crest. 

Table 5-2 Backscatter modulation depth and phase. 

mis 

Wave 
ampi. 

m pp 

Pol. mod. 

dB 

max. 
angle 
deg. 

min. 
angle 
deg. 

.355 1.0 HH 20 220 15 

.32 0.6 HH 12.5 245 15 

.34 0.6 VV 5 215 0 

.30 0.3 HH 6.25 175 30 

.30 0.3 VV 3 185 65 

'mod.' is the difference of the backscatter level between maximum and mini-
mum in dB's. 'max' indicates the phase angle at which the backscatter 
reaches its maximum, 'min': the minimum. 

Table 5-2 lists the approximated modulation and the phase angles for the maximum and the 
minimum for the 5 cases analyzed so far. The magnitude of the modulation is much larger 
for HH polarization than for VV polarization, as could be expected on the basis of tilt modu-
lation. The minimum shifts from 0 degrees (VV, 0.6 meter wave) to 70 degrees (VV, .30 me-
ter wave), which means the minimum shifts towards the trough with decreasing tilt modula-
tion, probably under influence of hydrodynamic and other types of modulation (e.g. 
wind-induced). 

A preliminary comparison has been made with the tilt modulation model. It has been as-
sumed that the short wave spectrum fails off as k 4. A different coefficient has some influ-
ence on the amount of tilt modulation but the best fit was obtained with a coefficient of -4. 
A correction has been made for the varying footprint size due to the tilting of the long 
waves. The model curves were fitted to the measured data around a phase angle of 180 de-
grees. 

The 'tilt' modulation model gives a good qualitative and quantitative description of the 
modulation especially for the HH polarized signals at phase angles between 0 and 180 de- 
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grees. Above 180 degrees the HH data is generally underestimated by the tilt model, indicat-
ing that other types of modulation (e.g. hydrodynamic modulation) are of importance there. 

For VV polarization, the tilt modulation is much smaller than for HH polarization, therefore 
the effects of hydrodynamic modulation become more visible as the hydrodynamic modula-
tion is polarization independent. The tilt modulation model underestimates the total modula-
tion in the microwave backscatter. Inclusion of hydrodynamic modulation does give some 
improvement, especially for the small amplitude cases. The effect of the shift of the mini-
mum backscatter toward 70 degrees is qualitatively predicted by the combined 
tilt/hydrodynamic model. For the small amplitude wave VV-polarized measurement even 
quite good quantitative agreement is reached with inciusion of hydrodynamic modulation. 
More single wave data will have to be analyzed before any conclusions can be drawn on the 
value of these models. The simple tilt modulation describes the magnitude of the total 
modulation of the radar backscatter rather well, but especially around the crest sometimes 
more backscatter is measured than can be explained by tilting alone. 

In the near future we will process more of the data acquired. Especially the data with the 
scatterometer looking downwind/downwave will be further analyzed. These data are inter-
esting because the tilt modulation at down wind will shift over 180 degrees whereas the hy-
drodynamic and wind/wave modulation stays the same. 

Wind/wave interaction was observed in the data acquired by means of the Pressure ane-
mometer. These signals remain to be analyzed. 
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6 The VIERS-1 field experiment, first results 

6.1 Introduction 

The VIERS-1 field experiment took place from November 12 until December 6, 1990 at 
'Meetpost Noordwijk' (MPN), a research platform 5 sea miles off the Dutch coast, near the 
coastal resort of Noordwijk, owned and operated by Rijkswaterstaat (fiure 6-1). 

Figure 6-1 Measuring Platform Noordwijk 

Participating organizations were 

Royal Netherlands Meteorological Institute (KNMI), which provided the project leader, 
Netherlands Institute for Sea Research (NIOZ), 

Physics and Electronics Laboratory of the Organization for Applied Scientific Research 
(FEL-TNO), 

Delft University of Technology (TU-Deift), 

Rijkswaterstaat, Tidal Water Division, 

Bedford Institute of Oceanography (BIO, Canada), 

Scripps Institute of Oceanography (from the US), 

University of Heidelberg (from the BRD), 

Istituto per lo Studio della Dinamica delle Grandi Masse (ISDGM, Italy). 
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The experiment had a twofold purpose: on one hand, in the context of the VIERS-1 program, 
to make radar, meteorological and oceanographic measurements to find relations between 
the rnicrowave return from the sea surface and the geophysical situation, on the other, as a 
preliminary to a program on air-sea gas transfer, to try to measure the vertical flux of carbon 
dioxide in the atmosphere just above the sea surface with the eddy correlation method. 

TU-Deift, FEL-TNO, ISDGM, KNMI and the Scripps/Heidelberg University group were in-
volved in the VIERS-1 experiment; KNMI, NTOZ and BIO in the carbon dioxide flux meas-
urements. 

The experiment was supported by the Netherlands Remote Sensing Board (BCRS) and the 
National Research Program on Global Air-Pollution and Climate (NOP). The support of 
NOP was in behalf of the CO2  flux measurements, that of BCRS for VIERS-1. 
The following quantities were measured: 

- radar backscatter from the sea surface (X-band and C-band), 

- mean winds and momentum fluxes, 

- waves (wave height, wave direction, wave breaking), 

- heat and moisture (mean values and fluxes), 

- local currents. 

Many of these quantities were measured by two or more separate methods. Of the systems 
used for wave measurement some should be mentioned specifically in this context, viz. 

- an optical system, designed and operated by the Scripps/Heidelberg University group, 
providing wave height and wave direction of the small waves (cm-length), 

- the FEL-TNO SHIRA system that gave the directional wave spectrum of the longer 
waves and surface currents and 

- an image-processing system, operated by KNMI, used to detect whitecaps and to de-
termine their statistical properties. 

6.1.1 Course of events 

The majority of the instruments and basic equipment, inciuding the 21 meter boom, had 
been transported to the platform before the experiment proper. Also the boom, which ends 
in two prongs had already been installed. During the VIERS-1 experiment one prong was 
used only for the RSSG, the other for the remaining instruments. In figure 6-2 the boom is 
shown during the mounting of equipment. 

The first week was nevertheless needed to connect instruments and data systems and repair 
the inevitable malfunctioning of a few instruments in a set that has been transported. The 
most serious problem was encountered with one of the radar systems where a part broke 
down which was not commercially available anymore, so the problem had to be solved by 
"cannibalizing" another radar and transporting the borrowed components to the platform. 

In the second week (weekends were spent ashore) the measurements were started. The mete-
orological situation was not always very favorable for the experiment: the wind had the 
habit of coming from a N to NE-ly direction, which makes the measurements with the eddy 
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correlation method difficult to interpret, due to flow distortion. Also the wind speed re-
mained below 15 m/s, somewhat lower than had been hoped for. 

No serious technical problems were encountered during the remaining part of the experi-
ment. KNMI registered a total of 47 data runs of about one hour duration each. 

On December 6 the experiment was finished and due to hard work by the participants and a 
reasonably quiet sea all instruments could be transported ashore the same day. This greatly 
restricted the time lost waiting for the instruments to be returned. 

Figure 6-2 Instrument boom with RSSG and other instruments 

6.2 Wind measurements 

Wind and momentum flux measurements were made with two different instruments, a Kayo 
Denki DAT 300 sonic anemometer and a pressure anemorneter (PA), the latter an instru- 



ment developed at KNMI [79].  Both instruments measure the three dimensional wind vec-
tor. Sampling frequency was 70 Hz, which was adequate for the PA (its 3 dB point is at 
about 30 Hz) and a substantial oversampling for the sonic, which has an internal sampling 
frequency of 10 Hz. 

The anemometers were mounted at the end of a 21 meter long boom, to reduce flow distor-
tion due to the platform. 

During the experiment the sonic was used in an upright position, the PA was used upside 
down: in this way the sensor head of the PA was closest to the water surface. 

The standard wind equipment of MPN, consisting of cup anemometers and vanes, was used 
to check whether the wind situation justified executing an experiment: wind measurements 
with an easterly wind direction are not useful, the boom being on the West side of the plat-
form. 

The most important data obtained from the anemometers at the boom are the momentum 
fluxes, measured with the eddy correlation technique. 

6.2.1 Momentum flux measurements 

The eddy correlation technique is an absolute and - at least in principle - simple method for 
the measurement of the momentum flux. The only thing needed is a measurement of the av-
erage product of the horizontal and vertical turbulent wind velocities. 

However, the technique has some exacting requirements. The most important of these is that 
the orientation of the instrument in space and the structure of the flow around it must be 
known very precisely, as a small unheaded tilt can cause large errors, e.g. neglecting a tilt of 
only 10  would lead to a incorrect sign and an order of magnitude error in the momentum 
flux. The commonly used tilt correction method, in which the sole cause of a mean vertical 
wind component is assumed to be a tilt of the instrument, is in principle not correct, as 
shown by Wyngaard [114]. The author also presented a more adequate correction method, 
but that method can only be applied to situations where the dimensions of the disturbing 
body are small compared to the measuring height and not to the effects of large structures, 
such as the main body of a platform. The only way to handle this is to make the platform 
effect as small as possible. 

To obtain trustworthy values of the momentum flux the anemometers were therefore 
mounted as far as possible from the platform body. To this end a 21 meter long boom was 
used, attached to one of the risers of MPN. 

The length of the boom was based on earlier wind tunnel tests [111], which also gave values 
for the remaining effect of the platform body on the mean flow. At the end of the boom 
electronic levels gave the vertical orientation of the boom head and so of the instruments. As 
stated, the boom ended in two prongs. On one of these the anemometers were mounted, on 
the other the sensor box of the Reflective Stereo Slope Gauge (RSSG). The remaining flow 
distortion was mainly due to the boom head and the instruments mounted there and was cor-
rected, using an distortion model developed by Oost [78],  a generalization of the model of 
Wyngaard, mentioned earlier. 



Before the experiment both anemometers were subjected to an extensive speed and direction 
calibration that took care of any Tself-distortion', i.e. flow distortion effects of the instru-
ments on their own readings [73]. 
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Figure 6-3 Uncorrected local drag coefficient CD_Zs as a function of the 
azimuth angle of the wind (West is 2700).  
PA: pressure anemometer; SONIC: sonic anemometer. 
The large deviations around 2700 were caused by 
strong flow distortion. 

It turned Out that for flow directions around 2700 (westerly) the distortion was so intense 
that no correction could be made (figure 6-3). These data were excluded from further treat-
ment. The remaining data stil showed a large scatter (figure 6-4). 

This scatter could partly be attributed to transient effects, like frontal passages (figure 6-5) 
and rain drops hitting the sensors (figure 6-6). The runs therefore were broken up in clusters 
of at least three minutes each, in which these transients were absent. This strongly reduced 
the scatter and also brought the independent measurements of the momentum flux, made 
with the two anemometers within each others uncertainty range (figure 6-7). 

After a promising start the data-analysis has turned out to be more time consuming than ex-
pected. A tilt compensation system used in the KNMI pressure anemometer flawed early on 
during the experiment (this could not be detected at that time), causing the loss of the cali-
bration points of the instrument. Fortunately the data could be reconstructed, using an itera-
tion procedure and the known characteristics of the measurement situation, but this took 
time. At the time of writing most data had been analyzed. 
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Figure 6-4 Values for the neutra drag coefficient at 10 meter (CDN1O) as a 

function of the neutral 10 meter wind speed (UN10). Resuits after 
removal of the strongly disturbed values of figure 6-3 and 
correction of the data for the remaining flow distortion. 
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Figure 6-5 The signature of a frontal passage in the wind speed 
measurements of the sonic anemometer. 
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Figure 6-6 Strong fluctuations in the PA signal due to rain drops 
hitting the sensors. 
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Figure 6-7 As figure 6-4, after removal of all data obtained under 
non-standard condition. 
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6.2.2 Analysis of turbulence measurements 
The resuits are presented of the wind and turbulence measurements, done at MPN during the 
VIERS-1 field campaign. The data were, as already stated, measured with a Kayo Denki 
DAT-300 sonic anemometer and a pressure anemometer. The sonic anemometer was used 
upright, the PA upside down, which resulted in a height difference between the centers of 
the respective sensors of almost 2m (1.93m, to be precise). This height difference should not 
affect the turbulent momentum flux t, which is constant throughout the lowest few meters 
of the atmosphere. t is calculated as 

(6.1) 

with the friction velocity u defined as 

< u'w' > 	 (6.2) 

u' and w' are the turbulent components of respectively the horizontal along-wind and verti-
cal wind speed component. u' is found from 

UI = - u 	 (6.3) 

in which u is the instantaneous wind speed component and U its mean value (w' is defined 
in the same way). 

6.2.2.1 Failure in the tilt compensation for the sensors of the PA. 
After a number of runs the automatic compensation for the tilt-sensitivity of the pressure 
sensors in the PA failed. This resulted in an offset of the zero reading, which is obtained 
while the anemometer is perpendicular to its position during the measurements (boom 
raised). The problem arose at KNMI run 24, was not intermittent and we could solve it by 
measuring the offset separately and applying a suitable constant correction for all KNMI 
runs with a sequence number higher than 24. 

6.2.2.2 How distortion. 
Flow distortion effects are inevitable, although steps were taken to minimize them: the in-
struments were mounted on a 21m long boom to reduce the effect of the platform body on 
the flow and the instruments were distributed over two separate prongsl  at the end of the 
boom to space them as much as possible. The remaining flow distortion must be measured 
or calculated. 

For the mean flow the wind tunnel measurements of Wilis [11111 could be applied. 

For the turbulent quantities the situation is less simple, because the flow distortion effects 
depend on the relative size of the turbulent eddies and the distorting body. For the VIERS-1 
experiment the effect of the main body on the turbulence may be neglected, whereas the ef-
fect of the boom head can be treated mathematically, using the assumption that the size of 
the distorting body is much smaller than the integral Iength scale of the turbulence. For the 
actual calculations we successfully applied the ellipsoid model of Oost [78].  Figures 6-8 and 
6-9 show the effect of this treatment on u, Note the difference in the u values from the 
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0 

sonic anemometer and the PA before the correction calculation and their correspondence 
thereafter. 

u vs. U, before ellipsoid correction 

pressure anemometer + sonic anemometer 

Figure 6-8 u,, vs. U, bef ore ellipsoid correction. 

u vs. U, after ellipsoid correction 

[1 pressure anemometer ± sonic anemometer 

Figure 6-9 u,. vs. U, after ellipsoid correction. 



Table 6-1 contains the values used to represent the distorting bodies. 

Table 6-1 Values to represent the distorting bodies 

Sizes of ellipsoids (m) 

Direction 	- 
Bluff body East-West 	(x) North-South (y) Up-Down (z) 

Prong 1.04 0.25 0.11 
RSSG 0.31 0.93 0.19 
Desjardin 0.14 0.14 0.49 
Crossbeam 0.28 1.35 0.19 
Rotor 0.11 0.11 0.38 

Positlon of the pressure anemometer relative to the ellipsoids (in) 

Direction 	4 1 
Bluff body ' East-West 	(x) North-South (y) Up-Down (z) 

Prong -0.47 -0.04 -1.10 
RSSG -0.23 -2.04 -1.10 
Desjardin -0.48 0.13 -1.35 
Crossbeam -0.88 -0.90 -1.10 
Rotor 0.04 0.00 -1.26 

Positjon of the sonic anemometer- relative to the ellipsoids (m) 

Direction 
Bluff body ' East-West 	(x) North-South (y) Up-Down (z) 

Prong -0.51 -0.04 0.78 
RSSG -0.27 -2,04 0.78 
Desjardin -0.52 0.13 0.53 
Crossbeam -0.92 -0.90 0.78 
Rotor 000 0.00 0.62 

6.2.2.3 Regression calculations. 
Most of the time during the experiment the wind speed remained in the range 5-7 m/s. To 
test their validity we compared the data with those of the 1986 HEXMAX experiment, 
which covered a much larger range of wind speeds. After applying all necessary corrections 
we found an excellent correspondence between the HEXMAX and the VIERS-1 values for 
the fiction velocity, as figure 6-10 shows. 

The regression line in figure 6-10 corresponds to a linear wind speed dependence of the drag 
coefficient, as used in most publications on that subject: 

= CD x 	(A X U+B) x U2  =A x U3 +B x 	 (6.4) 

in which CD  is the dragcoefficient and A and B regression coefficients. 

- 87 



For the combined data set (VIERS-1 &HEXMAX) the values for A and B are 

A =1.07 x 10-4 and B= 4.55 x 10 

if for U the wind speed reduced to lOm height is used. 

u vs. UN10, VIERS and HEXMAX 
1.1 

Wk 
0.8 

- 0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 LJ 

6 	8 	10 	12 	14 	16 	18 	20 
UN1O (mis) 

PAI4S 	± SON,4S > PA,HEX 
Lu SONIHEX - REGR. 

Figure 6-10 u,, vs. UN10, VIERS-1 and HEXMAX 

Despite the good correspondence between the HEXMAX and VIERS-1 data it is dear that 
there is a deviation with respect to the regression curve at the lower wind speeds, where the 
VIERS-1 data are concentrated. This indicates that we are entering here a wind speed range 
where other effects, e.g. due to stability, start playing a larger role. We therefore recalcu-
lated the regression line using only the VIERS-1 data. The A and B coefficients then have 
the values 

A= -1.00 x 10-5 and B = 1.75 x 10 

Due to the strong flow distortion effects mentioned earlier quite a few runs had to be dis-
carded. To make it possible to use them nevertheless in the interpretation of radar data and 
other purposes, we also did a regression calculation between the u values of PA and sonic 
anemometer and the wind speed measured operationally at the platform, which is available 
for all runs. The coefficients in this case are 

A= -3.70 x 10-5 and B =1.93 x iO 

These last values should only be used if no other possibiities exist and certainly not if the 
wind is from the land. 

om 



6.2.2.4 Resuits 
The resuits are presented in table 6-2. The following comment can be given by the various 
columns: 

RUN The KNMI run number 
DATE The date the run was started 
START Start time of the run (local time) 
T.LTH Duration of the run, as used for the calculation. It should be 

noted that for runs 21, 24, 27 and 72 only the first part of the 
run has been used, because of a significant change in the weather 
situation during the run (frontal passages). Indicated is the 
duration actually used. 

QUALITY For runs where both PA and sonic data are available the instrument 
PREF. is indicated with the smallest deviation with respect to the 

regression value. 1f the PA (or sonic) value did not conform to the 
Chauvenet criterion for the acceptance of data [12] an indication is 
given that only the sonic (or PA) value should be used. 
For three PA runs (36, 61 and 63) u 	values have been ?Tsynthesiedu 
using the regression calculation and the wind speed measured 
by the PA. 

PA, AZ[M. Azimuth direction of the wind as measured by the PA, 
after correction. 

PA, U(z) Wind speed as measured by the PA, after correction 
PA, z Mean height of the PA sensor head above the water level during the 

full run. 
PA, u'w' Mean value of the correlation of the turbulent parts of the 

longitudinal horizontal and vertical wind component over the 
analyzed part of the run, after correction, as measured by the PA. 

PA, u' Friction velocity measured by the PA: (- u'w')112  
PA, zO Roughness length calculated for the PA. 
PA, UN1O Wind speed at the 10 m level under neutral circumstances. 
MPN, U Wind speed measured operationally at a mean height of 27.61 m 

above mean sea level. 
MPN, AZIM. Wind direction measured operationally 
du* differences in friction velocity values 
regr. values from regression calculations 
SONIC, ... As for the PA 
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Regressjon (VIERS only): 
(u*)2 - -1.00E-05 *tJN10"3 +1.75E-03 *UN102 
(u*)-2 - -3.70E-05 *ffMPN'3+1.93E_03 *ffMPN2 

Regressjon (VIERS + HEXMAX): 
(u*)^2 	1.07E-04 *UN10'3 +4.55E-04 *UN102 

RUN 
MPN MPN ----------- d(u*) ---------- - SONIC SONIC SONIC SONIC SONIC SONIC SONIC U ÂZrM. @ÂBS @ABS @ABS AZIM. U(z) z u'w' u zO UN1O (m/s) (de9r.) PA-sonic regr.-PA regr.-SO (degr.) (m/s) (m) (m2/s2) (m/s) (m) (m/s) 

2 
5 

8.15 249.2 0.0698 0.0187 0.0553 249.7 7.54 6.82 -0.0710 0.27 0.000074 7.86 
8 

8.98 230.4 0.1297 0.1134 0.0095 226.3 7.94 7.86 -0.1030 0.32 0.000423 8.08 
11 

10.09 222.9 0.0805 0,0201 0.0574 217,3 8.90 7.71 -0.1850 0.43 0.002029 9.14 13.15 283.8 0.0446 0.0473 0.0042 282.5 12.53 6.62 -0.2785 0.53 0.000447 13.21 14 
18 

8.05 272.8 0.0042 0.0500 0.0484 272.3 7.96 6.78 -0.0883 0.30 0.000113 8.46 
21 

10.47 307.1 0.0476 0.0216 0.0221 311.1 9.29 6.90 -0.1795 0.42 0.000895 9.87 8.61 319.9 0.0432 0.0551 0.0196 342.2 9.08 6.13 -0.1749 0.42 0.000851 9.80 24 8.87 305,7 0.0240 0.0710 0.0520 333.6 6.87 6.95 -0.1315 0.36 0.002326 7.58 27 
30 

6.90 232.1 0.0527 0.0408 0.0001 246.0 6.38 7.24 -0.0805 0.28 0.000586 6.91 
33 

8.79 
6.09 

210.4 0.0042 0.0278 0.0336 200.9 8.63 7.44 -0.1161 0.34 0.000207 9.18 
36 

204.4 0.0115 0.0185 0.0092 195.1 5.87 6.95 -0.0646 0.25 0.000417 6.41 6.89 187.7 0.0246 0.0488 0.0589 182.9 6.55 6.04 -0.0543 0.23 0.000049 7.12 54 5.10 252.9 0.0011 0.0094 0.0027 248.1 5.49 6.79 -0.0589 0.24 0.000540 596 61 
63 

6.86 349.9 0.1476 0.0558 0.0335 364.8 6.75 5.91 -0.1104 0.33 0.001547 7.29 
66 

7.14 341.0 0.1666 0.0556 0.0577 355.7 6,61 5.67 -0.1263 0.36 0.002819 7.26 
72 

8.34 333.2 0.1981 0.2120 0.0220 345.8 7.60 6.46 -0.0940 0.31 0.000280 8.03 
77 

11.56 184.5 0.0335 0.0204 0.0401 344.1 9.79 6.76 -0.1429 0.38 0.000186 10.29 
78 

6.06 307.7 0.1811 0.0491 0.1197 309.5 5,92 6.68 -0.1453 0.38 0.012608 6.36 
79 

8.05 303.7 0.0330 0.0170 0.0174 307.8 6.89 5.88 -0.1022 0.32 0.000980 7.38 
82 

8.61 299.0 0.1498 0.1471 0.0158 302,8 7,30 6,05 -0.1121 0.33 0.000903 7.79 
83 

8.30 277.2 0.0358 0.0217 00364 275,9 8.21 6.32 -0.1007 0.32 0.000180 8.67 
84 

9.03 287.4 0.0352 0,0135 0.0302 283.6 8.91 6.73 -0.1229 0.35 0.000233 9.35 
92 

7.76 279.3 0.0093 0.0257 0.0159 276.0 7.99 6,31 -0.1086 0.33 0.000348 8.46 
93 

10.50 326.3 0.0202 0,0388 0.0355 335.5 9.32 6.62 -0.1905 0.44 0.001192 9.86 
97 

9.86 330.2 0.1052 0.1124 0.0314 340,2 0.75 6.05 -0.1701 0.41 0.001149 9.35 13.20 325.8 0.0520 0.0112 0.0471 334.7 11.18 6.29 -0.2767 0.53 0.001224 11.85 
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Table 6-3 Resuits of some wave measurements 

	

VIERS NPN EXPERIMENT 1990 mean values 	as at 3/04/92 

SEA WAVES: 	CO2/1120: 	&XDM POSITION: 

1 1 2  1314 5 1 6 1 7 1 8  9110111 121131 14 

WAVR WAVR WIRE WIRE INF.RED IRGA WTL WTL 
run 	fis Tz Hs 	Tz R20 CO2 CO2 LAT LON bhgt 

STDEV. 
io/day hr:sec sec 	ii sec 	n secl g/ '3 	pp 

2 11/12 10:00 	3540 1.26 4.45 1.14 4.02 0.15 	345 -0.83 0.084 5.34 
5 11/16 09:20 	3600 1.32 4.92 1.16 	4.3 0.09 0.01 357 -0.15 0.102 6.38 
8 11/16 11:00 	3480 1.4 4.81 1.14 4.02 0.1 0.01 351 -0.17 0.296 6.23 
11 11/19 05:40 	4200 2.6 5.32 2.53 5.43 	343 -0.75 -0.00 5.14 
14 11/19 19:12 	3600 1.89 5.23 1.89 5.04 0.19 0.01 337 -0.52 -0.14 5.3 
18 11/20 14:39 	4200 2.16 4.89 1.95 4.99 0.24 0.01 335 -0.55 0.042 5.42 
21 11/20 16:14 	3660 2.03 4.92 1.88 4.84 0.22 0.01 334 -0.74 0.062 4.65 
24 11/20 19:14 	3780 1.62 4.72 1.53 	4.6 0.28 0.02 337 -0.59 0.345 5.47 
27 11/21 09:36 	3900 1.07 4.08 1.05 4.08 0.23 0.01 343 -0.32 -0.00 5.76 
30 11/21 11:32 	3840 1.08 4.31 1.1 4.22 0.24 0.01 349 0.18 -0.00 5.96 
33 11/21 13:59 	4020 0.95 4.15 0.95 4.16 0.2 0.01 346 -0.32 -0.01 5.47 
36 11/21 16:19 	2460 1.13 3.69 1.03 3.77 	351 -0.06 -0.26 4.56 
42 11/26 17:21 	3540 0.98 4.48 0.92 4.76 	361 -0.57 -0.37 5.48 
45 11/27 17:06 	3240 0.86 3.59 0.83 3.78 	352 -1.07 -0.76 5.67 
48 11/28 15:53 	3420 0.71 3.63 0.7 3.72 	347 -0.16 0.15 5.48 
51 11/28 19:22 	3420 0.61 3.33 0.61 3.42 	344 -0.16 0.069 5.57 
54 11/29 08:22 	4260 0.63 3.75 0.56 3.56 	346 0.547 0.078 5.31 
61 11/29 11:21 	1500 0.66 3.52 0.62 3.58 	336 0.883 0.103 4.43 
62 11/29 11:51 	2220 0.69 3.54 0.7 3.43 	335 0.734 0.125 4.2 
63 11/29 12:30 	2340 0.91 3.82 0.88 3.58 	335 0.852 0.138 4.19 
66 11/29 13:33 	3360 1.05 4.02 1.09 	3.9 0.21 0.01 339 -0.32 -0.12 4.98 
67 11/29 14:33 	3180 1.17 3.97 1,22 3.99 	347 -0.38 -0.11 5.33 
68 11/29 15:33 	4140 1.29 	4 1.26 3.99 	348 -0.37 -0.1 5.68 
71 11/29 17:07 	1200 1.47 4.16 1.3 3.89 	348 -0.31 0.051 5.29 
72 11/29 17:33 	4380 1.43 4.07 1.4 4.08 	348 -0.41 0.098 5.28 
73 11/29 19:02 	3300 1.5 4.02 1.39 4.11 	350 -0.23 0.083 5.45 
74 11/29 19:59 	3780 1.51 4.13 1.36 4.02 	349 -0.23 0.096 5.44 
77 12/03 12:11 	3540 1.12 4.2 0.96 	4.2 	358 -0.18 -0.08 5.2 
78 12/03 13:58 	3300 1.23 4.11 1.03 4.74 	357 -0.72 0.117 4.4 
79 12/03 15:03 	3540 1.31 4.18 1.06 4.19 0.16 0.01 353 -0.64 -0.12 4.6 
82 12/03 16:33 	3300 1.28 	4 0.98 4.15 0.15 0.01 351 -0.73 0.058 4.84 
83 12/03 17:38 	3360 1.3 4.16 0.93 	4.1 0.14 0.01 351 -0.76 0.075 5.25 
84 12/03 19:05 	3480 1.36 4.44 1.02 4.39 0.12 0.01 353 -0.62 0.027 4.83 

COLUMN EXPLANATION: 
1,2,3,4 - 	(1) RUN nuiber, (2) DATE, (3) START time (local), (4) run length 

7 	- Sigiificant waveheight: (5) waverider, (7) wavewire 
8 	- Wave period: (6) waverider, (8) wavewire 

9, 10 - Standard deviation infrared fluctuation sensor : (9) fl20, (10) CO2 
11 	- Absolute CO2 guantity 

12, 13 - Level signals, indicating tilt of the boon head 
14 	- l4ean run distance between boon and sea level 



SEA WAVES: 

5 1 6 1 7 1 8 

WAVR WAVR WIRE WIRE 

Es Tz Hs Tz 

CO2/H20: 

9 1 10  1 11 

INF.RED IRGA 

1120 CO2 CO2 

STDEV. 

BOOM POSITION: 

12 113 1 14 

WTL WTL 

LAT 	LOM bmhgt 

PPLI 

0.22 0.01 347 -0.22 

0.17 0.01 347 -0.21 

112 	1 	3 	1 	4 

run 

	

mo/day hr:sec 	sec 1 	a sec 

	

92 12/04 13:49 	2640 1.86 5.03 

	

93 12/04 14:56 	1560 2.01 5.34 

	

94 12/04 16:08 	0 

	

97 12/04 17:37 	3600 2.05 5.02 

	

98 12/04 18:39 	3600 2.15 5.19 

	

99 12/04 19:44 	3600 2.29 4.98 

	

100 12/04 20:56 	3540 2.45 5.02 

	

101 12/04 22:11 	2700 2.49 5.16 

	

105 12/05 13:29 	3540 1.85 5.66 

m sec 

1.88 5.16 

1.69 5.21 

1 

5.14 

4.57 

	

1.81 	5 0.15 	347 -1.05 -0.01 4.81 

1.9 5.01 0.16 0.01 347 -1.12 0.024 5.21 

	

1.97 	5.1 0.18 	347 -1.31 0.042 5.63 

1.86 5.03 0.18 0.01 311 -1.39 0.052 5.85 

2.07 5.25 0.22 0.01 349 -1.36 0.058 5.85 

	

1.55 	5.6 0.17 0.01 351 0.438 -0.13 5.76 

0.199 

0.242 

COLUMN EXPLARATION: 

1,2,3,4 - 	(1) RUN nuiiber, (2) DATE, (3) START time (local), (4) run lenqth 

7 	- Significant waveheight: (5) waverider, (7) wavewire 

8 	- 	Wave period: (6) waverider, (8) wavewire 

9, 10 - Standard deviation infrared fluctuation sensor : (9) 1120, (10) CO2 

11 	- Absolute CO2 quantity 

12, 13 - Level signals, indicating tilt of the boom head 

14 	- t4ean run distance between boom and sea level 

6.3.2 The wave staff 
MPN is part of the operational North Sea Monitoring Network and as such has a facility to 
measure wave heights. This is done with a wave staff, fixed rigidly to the so called "hydro 
sensor pole" at the South Western corner of the platform. The wave staff has sensor points 
with mutual vertical distances of 10 cm and is sampled with 4 Hz. The limited resolution in 
space and time of the instrument and the way it is mounted made it unsuitable for our meas-
urements. Its data, however, provided a very useful check on the performance of the other 
wave instruments. 

6.3.3 The SHIRA system 
Long wave measurements are important for the verification of the model, because the grav-
ity waves have influence on the microwave backscatter. This influence is not explicitly 
modeled in the present ESA ERS- 1 algorithm but it is integrated in the VIERS model. For 
the measurement of waves during the experiment, use was made of waveriders and a pitch 
and roll buoy (WAVEC). However, the directional information on the waves can be meas-
ured in more detail - especially in complicated situations - by the SHIRA system. 

SHIRA is a scanning radar, based on a standard ships navigation radar system. With every 
rotation of the antenna, a new image of the area surrounding the antenna is formed. SHIRA 
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records a user specified subsection of these images for each rotation in a digital format on a 
PC. Thus a three dimensional (x,y,t) database is formed of the microwave reflectance of the 
ocean waves on which further data processing can be performed. This database can be used 
to monitor ocean waves and obtain a directional wave spectrum. Some of the hardware char-
acteristics are listed in table 6-4, see also reference [34,66,67,68,69]. 

The SHIRA antenna was placed on a movable mount on the top deck of MPN. The line of 
sight was obstructed only between 60 and 120 degrees w.r.t. North by a large crane, 50 a 
free view was obtained of about 300 degrees. The obstructed view East was not very impor-
tant for the experiment as the fetch for waves coming from that direction is only a few kilo-
meters. Furthermore meteorological measurements cannot be performed for conditions with 
winds from the East because of the flow distortion by the platform. The first 750 meter 
around the platform could not be imaged because the antenna pattern of the system is such 
that the amplification is very low in this region. The electronic equipment was set up in the 
large workshop on the lower deck of MPN. 

The instrument was operated from November 18 till December 5, 1990. It performed very 
well with only minor technical problems throughout this period. Measurements were con-
ducted roughly every 30 minutes during the periods in which also the other radar and meteo 
equipment was operated. 

A total of 237 measurements were conducted, yielding about half a Gigabyte of raw data 
and about four times that amount of FFT intermediate products. As mentioned above, most 
of the data were processed already on the site, in between the measurements and sometimes 
during the night. An overview over all measurements conducted with the SHIRA system 
during the 1990 VIERS-MPN experiment can be found in [34]. 

Table 6-4 Specifications of the SHIRA system 
t 	electromagnetic: frequency 9.445 GHz 

polarization HH 

geophysical: wave lengths 15 - 600 m 
wave frequencies 70 - 400 mHz 

measurement dimensions 600 x 600 
window: position in range 150 - 5000 m 

position in azimuth 300 degrees 
timeresolution: 1 image perl.2 sec 

digitization: frequency 30 MHz 
resolution 8 bit 

data storage: primary hard disk 
backup optical disk 

processing: PC-based with aid 
of an array 
processor 
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Figure 6-11 An example of a SHIRA measurement 

Figure 6-11 gives an example of the data acquired during the experiment. On December 4, 
1990 the wind increased from 10 to 14 m/s during the day, from NNW directions. The sig-
nificant wave height increased from 162 to 255 cm. This strong wave field can be seen 
beautifully in figure 6-11. 

SHIRA tums out to be sensitive enough to image wave fields under very low windspeed 
conditions (<5 m/s) and significant wave heights well below 1 m. The complex directional 
spreading of the wave fields was imaged beautifully by the system. At the moment of final-
izing this report the validation of the data could not yet be performed because the directional 
wave data from the pitch/roll buoy were available only since 1 week. A validation of the 
SHIRA capacity to measure directional wave spectra is underway. 

Because SHIRA measures the propagation speed and direction of the waves, the data can be 
used, - by applying a priori knowledge of the undistorted (shallow water) phase speed of the 
waves - to obtain the water current speed and direction. The sensitivity of the system to cur-
rents has been reported earlier. However the accuracy could never be established or demon-
strated because of a lack of good quality simultaneous SHIRA and current measurements. 
The data acquired during this campaign is the first complete set of measurements allowing 
such a verification. The first resuits are very promising. 



6.4 The RSSG measurements 

6.4.1 Overview 
A direct measurement of the smail-scale structure scattering eiectromagnetic radiation at the 
ocean surface was of significant importance for the VIERS- 1 project, since in all previous 
investigations no sufficient spatial data about the short waves was obtained. Without spatial 
wave data, radar backscattering theories can only be investigated indirectly. A clean separa-
tion of electromagnetic and hydrodynamic effects or, more generally, a physically-based 
modeling of the radar return from the sea surface is not possible. Point measuring devices, 
even if they are capable to resolve the highest frequencies, are not sufficient since it is im-
possible to derive the spatial wave structures. However, with an instrument which yields 
either a continuous information of the wave slope or height, two-dimensional wave number 
spectra can be computed and used to test a wide range of backscatter models in a statistical 
sense. For an even more detailed study of electromagnetic scattering from the ocean surface 
and the form and kinematics of the "roughness elements" for the wind field, the actual shape 
of the water surface can be analyzed from such wave images. Moreover, statistical parame-
ters which cannot be inferred from power spectra, such as the probability density function of 
wave slope or wave slope and height and which are significant, e.g., for radar altimetry, can 
also be derived. 

Within the VIERS-1 project wave imaging instruments have first been used in the labora-
tory experiments [14,30]. Based on this experience an instrument could be built, tested and 
then used in the field campaign at the Noordwijk tower. Here, we report on the field measur-
ing technique. In section 2, a brief overview of spatial measuring technology for short ocean 
waves is given. It will be shown that the measurement of the smail-scale spatial structure of 
the ocean surface is a special case of the principle to recover the shape of a surface in three 
dimensions from 

the shading in a two-dimensional image ("shape from shading") 

the parallax of image features taken from two different point of views ("shape from ste-
reo"). 

These methods are extensively explored and used in modern computer vision [45]. 
The new instrument, named the Reflective Stereo Slope Gauge (RSSG), is based on these 
concepts and discussed in section 6.4.3, while section 6.4.4 describes the technical details of 
the experimental setup. In section 6.4.5 we turn to the algorithrn used for fast and accurate 
automated processing of the digital stereo images. This is a crucial aspect of any imaging 
measuring instrument. Without the capability to extract accurate physical information from 
Gigabytes of image data in reasonable time, imaging techniques are worthless. Therefore, 
we concentrated our research effort first on optimal algorithms for stereo processing of the 
kind of images taken by our instrument. Section 6.4.6 finafly summarizes the measurements 
taken and shows some exemplary first results. Because of the importance of the data, we 
will continue to process the data beyond the end of the VIERS- 1 project with funds pro-
vided by the Office of Naval Research within the SAXON-FPN project. 

6.4.2 Review of imaging wave measuring techniques 
In this section, a brief review of imaging wave measuring techniques is given. It is the pur-
pose of this review to provide some background of the technique chosen to be developed 
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within the VIERS-1 project. Basically three principles can be used to take images from short 
wind waves: 

- stereo 

- 	light reflection 
- 	light refraction. 

While stereo measurements yield the height of the waves, the latter two techniques measure 
the slope of the waves. In terms of modern computer vision these techniques can be re-
garded as shape from shading techniques [54,55]. 

6.4.2.1 Stereo photography 
Stereo photography is the oldest technique to take two-dimensional spatial measurements of 
wind waves and has been used by a number of investigators over nearly one century 
[8,17,29,40,42,43,71,83,90,93,94,95102,103,110]. Despite many efforts only a few images 
have been analyzed manually; furthermore none of the previous techniques could resolve 
the short waves, which are of interest for C-Band and higher frequency radar scatterometry 
(X, K, W bands). Careful analysis [56] showed that for several reasons it will never be pos-
sible to resolve the shortest wind waves with conventional stereo techniques. There are three 
major problems, two of them are of principal nature, the third one of practical nature. 

Insufficient height resolution. 
The height resolution is basically determined by the ratio of the stereo base a to dis-
tance from the water surface Z. Even with a large a/Z, the height resolution will not 
exceed the horizontal resolution. The height of a wave depends on the wavelength and 
wave slope. Even a wave with a medium steepness of 0.1 will have a crestltrough 
height of only 0.03 wavelengths. Consequently, even under most favorable condi-
tions, only the height of waves with wavelength larger than several tens of pixels can 
be resolved. Thus stereo video images with a typical resolution of 512 x 512 pixels 
cover at most one decade of wave numbers. It is hardly possible to resolve waves with 
wavelengths smaller than 6 cm just because of these simple geometric facts. 
Correspondence problem. 
More complex problems arise from the fact that the water surface is not a diffusive 
but a specular reflecting surface. An ideal diffusive surface element reflects the in-
coming light into all directions with equal brightness (Lambertian law). Thus this sur-
face element can be seen from any spatial position, for example from two cameras at 
different spatial locations, with equal brightness; the brightness depends only on the 
angle between the light sources and the surface normal and not on the camera direc-
tion. However, the water surface is a specular reflector. In this case, the light received 
by two cameras with different orientation in space comes from different directions, 
depending on the reflection law. Therefore, facets in the stereo images are not equally 
bright, except for an entirely uniform illumination. Even then, the strong nonlinearity 
of the reflection coefficient with the angle of reflection, hardly changing for low an-
gles of incidence, makes the detection of a wide range of surface slopes all but impos-
sible and easily biased by small inhomogeneities in the illumination. 
Dependence on natural light conditions. 
Use of natural light effectively limits the use of the instrument. It can be used only in 
the rare cases when the illumination is sufficiently homogeneous. No measurements 
are possible during night. 



6.4.2.2 Stilweil photography 
In contrast to the stereo technique, Stilweil photography [96] measures the slope of waves. 
Except for resolution restriction, however, this technique is subject to the same problems as 
stereo photography [56]. A homogeneous sky illumination is required, the relation between 
wave slope and brightness is highly nonhinear, only a rather limited range of slopes and only 
one slope component of the waves can be measured. Because of all these difficulties, it is 
not surprising that over more than 20 years, almost no successful wave measurements have 
been reported in the literature. 

6.4.2.3 Scanning laser slope gauges 
Recently, scanning laser slope gauges are evolving from laser slope gauges [46,47]. Al-
though such an instrument aliows an accurate measurement of wave slope it has several dis-
advantages for use in the field. First, the spatial resolution of the instrument is rather limited 
as compared to instruments with an imaging device. Secondly, the delicate instrument has to 
be placed on a floating platform which disturbs the fiows in air and water and thus possibly 
biases the measurements of short wind waves. Third, because of the limited distance be-
tween the water surface and the optical receiver, the instrument can only be used up to mod-
erate wind speeds. 

6.4.2.4 Refraction-based wave slope measurements 
This type of instrument is based on refraction as laser slope gauges are. It has delivered the 
most detailed and accurate area-extended wave slope measurements so far. It has exten-
sively been used in the Delft wind/wave facility within VIERS-1 project. Resuits from two-
dimensional wave number spectra have been reported in [50,59]. Unfortunately, it is very 
difficult to use this technique in the field because of the bulky submerged light source 
needed for the operation of this instrument. 

6.4.3 Principle of combined slope/height measurement 
The discussion in the previous section showed that none of the available techniques is reafly 
suitable for field measurements of short wind waves. Consequently, a new type of instru-
ment which combines height and slope measurements in an innovative way was designed 
within the VIERS- 1 project according to the following design goals: 

- Compact and rugged sensor head to be mounted on a boom extruding from a platform 
with no parts submerged in the water. It should be possible to operate the instrument 
also under rough sea conditions. 

- Artificial light source to ensure continuous operation of the instrument independent of 
daylight and to provide a precise stereo correspondence. 

- Recording of image sequences to study the spatio-temporal characteristics of wind 
waves including long wave/short wave interaction. 

We decided to base the new system on light reflection since no part should be submerged in 
the water. It is obvious that such a technique cannot give a continuous spatial measurement 
of either wave slope and height but only statistical measurements. By simultaneous meas-
urements of slope and height, however, the new instrument (RSSG) delivers a detailed in-
sight into the properties of short wind waves. Essentiahly, the RSSG can be regarded as an 
extension of the classic work of Cox and Munk [18,19] who used sun glitter images to 
measure the two-dimensional slope distribution. 



Instead of the sun, an artificial illumination source, placed close to the cameras and looking 
straight down onto the water surface, has been used. The system, consisting of two synchro-
nized CCD cameras, takes stereo images from the specular reflections from the same sector 
of the water surface. In this way combined slope/height measurements are obtained. 
With a single point light source close to the cameras, a specular reflection is only observed 
if the normal of the facet at the water surface points into the bisector of the camera. This 
condition can be met only for one camera. Thus two cameras located at different spatial p0-
sitions would see different specular reflexes and a height determination would not be possi-
bie since no corresponding points exist in the right and left stereo image. The probiem of 
different reflexes in the two images can be overcome if a special arrangement with two light 
sources is used as shown in figure 6-12. By the use of polarization filters one camera re-
ceives light only from the corresponding light source. Figure 6-13 shows some typical stereo 
image pairs. The reflexes in both images are the same. Thus an accurate stereo correspon-
dence is obtained. This special illumination setup is a significant advantage over all previous 
stereo instruments. 
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Figure 6-12 Illustration of the principle of the RSSG in top view 

Because of the more precise stereo correspondence, we chose a rather small stereo base of 
only 30 cm at a distance of 5 m to the water surface which led to a compact and rugged 
sensor head. We also used a telelens in order to take images of a small sector of the water 
surface with high resolution. Thus with a system looking straight down, the reflexes reveal 
two pieces of information. They mark the positions at the water surface with slope zero. 
From the stereo evaluation, we also obtain their height. 
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Figure 6-13 Examples of RSSG images; the image sector is 27x36cm2; 
wind speeds 2.4 m/s (top) and 6.4 m/s (bottom). The top half of 
each image represents the first field, the bottom half the second 
field (time difference 17 ms); bright reflexes correspond to the 
left image, gray ones to the right image 
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6.4.4 Experimen tal setup 
The technical details of the setup of the RSSG are outlined in figure 6-14. The two CCD-
cameras and the light source, a 300 Watt Xe are lamp are placed in a compact box of about 
1 m x 0.25 m x 0.2 m. A stereo base length of 30 cm was chosen. The cameras are equipped 
with a remotely controlled electronic shutter (1/60s to 0.lms) and diaphragm. In order to 
suppress upwelling radiation, the RSSG operates in the near infrared in a wavelength range 
between 840 and 1000 nm which is strongly absorbed by water (penetration depth for radia-
tion between 800 to 1000 nm: 40-2.5cm [21]). The surface elevation below the cameras was 
sensed by an ultra-sonic distance meter which sampled the water height every 1/7s. Al-
though this is only a rough height estimate, it is a useful cross-check of the stereo height 
measurements. 
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Figure 6-14 Sketch of the RSSG in top view 

Table 6-5 Characteristics of the RSSG as used at the Scripps pier and MPN 

Height above mean water level H 5 m 
Stereo base(s) s 0.3 m 

Distance lamp - camera d 0.15 m 
Diameter lamp dlamp 25 mm 

Base/height ratio s/H 0.067 
Video cameras Putnix TM740 

Image size 6.6 mm x 8.8 mm 
Focallength f 100 mm 

Depth of focus Ag ±1 m 
Resolution (height) 2 - 4 mm 

Range of angle (one image) 
(tilt of instrument) 

±2.56/1.89° 
= ±30/30° 

Observed area on water surface 0.36 x 0.27 m2  
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Table 6-5 summarizes the characteristics of the RSSG as it was operated at the Scripps pier 
and the Noordwijk Research Platform (MPN). In order to record long time sequences the 
stereo images are recorded analogously on a real time laser video recorder (Sony LVR 
5000). This WORM (write once, read multiple) device aliows high quality recording of 
component color images (RGB); the red and green channel are used for the stereo images. 
Each side of an optical disk hoids about 40000 stereo images, corresponding to 24 min, of 
continuous recording or about 20 GByte of digitized stereo image data. Recording and play-
back of the LVR 5000 is computer controlled via a serial interface. Random access to any 
image on the disk takes at most 0.5 s and playback of stili images does not involve any loss 
in quality. These features allow the recorder to be used as a huge and fast frame store mem-
ory for automatic processing of the stereo images. 

6.4.5 Stereo image processing 

A successful use of the RSSG entirely depends on a fast and automatic processing of the 
stereo images. The most difficult problem is the determination of the parallax between the 
two stereo images. While this task has been performed manually for most previous wave 
stereo instruments, we have developed an automatic algorithm using advanced techniques 
from computer vision. Although stereo image processing is generally a difficult task, the 
special illumination technique and the physical properties of the wave field facilitate the ste-
reo processing considerably: 

- The specular reflexes constitute small features on the water surface. Their position 
can be determined accurately. Therefore also the stereo parallax can be calculated pre-
cisely. Using sky light with a gradual change in intensity does not result in such fea-
tures in the stereo images. 

- Except for breaking waves occiusions do not occur. 

- Except for breaking waves the height does not show any discontinuities over the 
whole image sector. 

These conditions ensure an unambiguous correspondence between the features in both im-
ages. First, an algorithm which has been developed for orientation and motion analysis 
[51,52] was applied to stereo image processing. The algorithm is analogous to an eigenvalue 
analysis of the inertia tensor. The lack of depth discontinuities allow the use of a fast multi-
grid algorithm with a coarse-to-fine strategy. For this purpose, a Laplacian pyramid of the 
images is calculated. The processing starts in the smallest image (lowest resolution) and 
works towards the finest resolution. The only drawback of this algorithm is that it takes 
about one minute on an 40 MHz i860 to evaluate one 256 x 512 stereo image. The accuracy 
is well in the subpixel range. 

Later, a faster algorithm has been developed which is based on a fast correspondence algo-
rithm. The image is segmented and the individual reflexes are found by a fast label algo-
rithm. Then a correlation technique is used to find corresponding reflexes in the two images. 
Since the correlation is restricted to the small fraction of the image sector covered by 
specular reflexes, the algorithm is about 10-100 times faster than a standard correlation al-
gorithm covering the whole image sector. In the end, only about 10 s are needed to process 
one stereo image. The image processing algorithms are described in detail in [106]. 

Development of an appropriate stereo algorithm was tedious and time consuming and took 
basically the whole time of the VIERS-1 project. But in the end we believe that this ap-
proach was worthwhile since we are now able to process large numbers of stereo images. 



Without all the effort in image processing we would have been able to process only a very 
small fraction of the images. Then no physical relevant data could have been extracted at all. 
Additional funds are available from the Office of Naval Research within the SAXON-FPN 
program. They ensure that the valuable wave image data of the VIERS- 1 project can be 
processed beyond the end of the project. 

6.4.6 Performed measurements and first resuits 
Figure 6-13 shows two examples of stereo images taken with the RSSG. During the MPN 
experiment from November 16 to December 4, 1990 about 300,000 stereo images have been 
recorded. The images were taken simultaneously with the radar measurements of Delft Uni-
versity of Technology and the meteorological measurements of KNMI. Two types of re-
cordings were perforrned: 

Continuous records with 30 frames/sec. Such a recording was taken for 8 min, and in-
cludes 14,000 frames. Synchronization with radar is accurate within 1/60 s. 

Statistical records with 1 frame/sec. over 25 min. (1500 frames). 

As an example for the potential of the RSSG, the evaluation of a sequence of 1000 stereo 
images from the Scripps Pier is shown. Figure 6-15 shows the mean horizontal shift within 
the image sector for 500 images taken at a rate of 2 frames/s. The vertical shift (perpendicu-
lar to the stereo base) is constant within one pixel indicating that the stereo algorithm is very 
stable. The horizontal shift along the stereo basis is proportional to the mean height in the 
image sector. The time series shows the height variations due to the gravity waves. 
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Figure 6-15 Mean vertical and horizontal shift between the stereo images 
(in bits modulo 512 and 256, respectively) for a time series of 500 
stereo images taken at a rate of 2 frames/s. While the vertical 
shift is constant, the horizontal shift (along the stereo base) 
indicates the mean height in the image sector 
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Two possibilities to evaluate slope data are shown in figure 6-16 and figure 6-17. 
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Figure 6-16 Evaluation of the specular reflexes in the stereo images; 
top: number of reflexes, bottom: probability for slope zero. 
A slick entered the image sector at about frame 420 causing 
a drastic reduction in the number of reflexes while the 
probability for slope zero is only slightly increasing. 
Continuation of the time series in figure 6-17. 
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Figure 6-17 Continuation of figure 6-16 with 500 more stereo images 
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The top time series shows the total number of reflexes. This figure is a good measure for the 
spectral density of the smallest scale waves. The bottom time series shows the mean prob-
ability for slope zero. This quantity is inversely proportional to the mean square slope of the 
waves integrated over all wavelengths. Both quantities show large fluctuations in conjunc-
tion with the height of the gravity waves. 

A striking event appeared at about frame 420 in figure 6-16. The number of reflexes is dras-
tically reduced, while the probability of the mean square slope is only slightly decreased. 
This event is caused by a slick entering the image sector, significantly damping the capillary 
waves. The total mean square slope is only slightly effected, since the capillary waves ac-
count only for a small fraction (at most a couple of 10 %) of the wave slope at the low wind 
speeds encountered in this experiment. 

Together with the test measurements at Scripps pier, the measurements cover a wide range 
of wind speeds from 0-15 m/s (Figures 6-18 and 6-19). A summary of all measurements 
performed at MPN is contained in figure 6-20. The figure indicates the wind speed, wind 
direction, and tide for all days at which the RSSG has been used. The shaded vertical bars 
indicate the measuring period. 

Figure 6-18 Statistics of the wind speed and direction for the measurements 
at Meetpost Noordwijk. The black bar indicates the boom 
direction. 
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Figure 6-19 Statistics of the wind speed and direction for the measurements 
at the Scripps Pier 1989. The black bar indicates the pier 
di recti o n. 

6.4.7 Conciusions 
Concerning measurements of short wind waves, two significant advances could be achieved 
during the VIERS- 1 project. First, the first simultaneous measurements of radar backscatter 
and 2D wind-wave measurements were performed in the large Delft wind wave facility. 
These comparative measurements were the basis for the VIERS-1 radar backscatter model. 
Secondly, a new instrument, the RSSG, could be developed, tested, and used to perform 
measurements of properties of short wind waves in the field. Equally important, we could 
succeed in developing the necessary image processing algorithms to extract the physically 
important information from the huge amount of image data. Although routine data analysis 
has not started so far, we can regard the wave measurements of the VIERS- 1 project as a 
full success. After several decades of various and largely unsuccessful attempts to measure 
the fine-scale structure of the ocean surface, finally reliable optical techniques are coming 
along both for laboratory and field measurements. Data evaluation will be continued after 
the end of the VIERS- 1 project and further papers will be published. 
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Figure 6-20 Summary of the measurements performed from November 16 to 
December 4 at the Noordwijk research platform. The graphs 
indicate the following data for each measuring day: wind speed, 
wind direction, tide, and (with shaded vertical bars) the times at 
which measurements have been obtained. 
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Figure 6-20 continued 
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Figure 6-20 continued 
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65 The VIERS-1 microwave data 

6.5.1 Outline of the X-band scatterometer 

In all the experiments the microwave backscatter measurements were performed with an 
FM-CW X-band scatterometer. In the Delft wind/wave tank experiment one parabolic re-
flector antenna was used for both transmitter and receiver, while in the Delta tank experi-
ment separate parabolic reflector antenna's for transmitting and receiving were used. For the 
platform experiment major changes were incorporated in the radar hardware to improve sta-
bility and sensitivity; also the antenna's were replaced by dielectric lens type antenna's. Fig-
ure 6-21 shows the VIERS-scatterometer mounted on a measuring deck of MPN. 

Fig ure 6-21 The FM-CW X-band scatterometer at MPN 
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A simplified block diagram of the VIERS-scatterometer is presented in figure 6-22. 

Figure 6-22 Block diagram of the MPN-VIERS scatterometer 

Some characteristics of this system are listed in table 6-6. 

Table 6-6 Specifications of the X-band FM/CW scatterometer 

Radar type 	- FM/CW 
Frequency 9.6 GHz 
Modulation 50 Hz triangular, 100 MHz sweep 
Polarization HH, HV, VH and VV 
Range resolution 1.5 m 
Antenna dielectric lens 
Azimuth angle 2100  - 900  with respect to the North 
Angle of incidence 300 - 900 

The system uses a stable 1F and a YIG tuned LO source to generate the signals needed by 
the transmitter and receiver. The output of the LO source is mixed with the output of the 1F 
source to produce the RF signal. The RF signal is amplified in the output stage by a solid-
state medium-power amplifier to produce an average output of 1 Watt. 

The output of the receiving antenna is directly connected to the mixer RF port. The output 
of the receiver mixer is fed into the 1F section. The 1F section uses an attenuator-amplifier 
pair to bring the received signals in the dynamic range of the detector. The frequency differ-
ence between the two oscillators is kept constant by an automatic frequency control system. 
To eliminate amplitude variations of the reference signal both 60 MHz-channels are pro-
vided with an automatic gain control (not shown in figure 6-22). Finally the beat signal is 
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found at the output of the 1F mixer. 

All control functions e.g. the choice of polarization states, and the setting of the attenuator to 
bring the received signals into the dynamic range of the detector, are performed by a PC. 
Also the digital chirp generation, data acquisition and synchronization with other equipment 
are done by means of the PC. 

During a flank of the triangular modulation, the beat frequency was digitized using 12 bits 
to produce 64 samples per flank, which was increased to 128 samples per flank for detailed 
measurements. The raw data was stored on disk and after the measurement transferred to an 
optical disk. The analog beat signal was also recorded on a DAT recorder. 

During a measurement day the scatterometer was calibrated several times. For this calibra-
tion a Luneberg lens with a radar cross section of 10 m2  was mounted an a boom outside the 
tower (figure 6-23). 

Figure 6-23 X-band scatterometer calibration setup at MPN 

In figure 6-24 and figure 6-25 the resuits of the calibration measurements for HH- respec-
tively VV-polarization are given. The vertical axis is the relative received power, while the 
horizontal axis represents the calibration sequence number. Two regions can be seen, on the 
left the calibration measurements made during the initial test phase are shown, while on the 
right the calibration resuits obtained during the actual campaign can be seen. Unreliable 
measurements due to heavy wind or rain conditions are indicated. 
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The same calibrator was used to measure the combined antenna pattern of the scatterometer 
(figure 6-26 and figure 6-27). 
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Figure 6-26 Measured azimuth patterns at MPN 
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Figure 6-27 Measured elevation patterns at MPN 

The antenna patterns were also separately measured outdoor on the roof of the building of 
the department of Electrical Engineering of the Delft University of Technology. Both types 
of measurements are in good agreement as is shown in table 6-7. 
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Table 6-7 Two way -3dB beamwidth (deg), outdoor versus MPN experiment 

Polarization Outdoor MPN 

HH 5.5 6.1 

VV 5.3 - 	5.9 

HV 5.4 5.9 

VH 5.5 6.0 

6.5.2 Some resuits of the tower experiment 

In the tower experiment measurements of the microwave backscatter have been performed, 
together and simultaneously with wind speed, wind direction, wave spectrum and the direc-
tional wave slope spectrum measurements as a function of azimuth angle, incidence angle 
and polarization. 

As a reference radar measurements were made with the footprint as close as possible to the 
area below the wind and wave slope measurement equipment mounted on the outrigger. 

In figure 6-28 the measured incidence angle dependence is shown for a downwind condi-
tion. The data were partially calibrated at that moment so care has to be taken with interpret-
ing the absolute levels. 
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Figure 6-28 cyo as a function of incidence angle for HH and VV pol. Downwind. 

In figure 6-29 the difference between the response for VV and HH polarization for looking 
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downwind is shown as a function of incidence angle. 
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Figure 6-29 Difference between the VV and HH polarization as a function of 
incidence angle. Looking downwind. 

The discrepancy between the measured and expected values can be explained by taking into 
account that there is a time difference of about 3 hours between the first and last measure-
ment and there is a change in for example the windspeed during this time as can be seen in 
figure 6-30. 
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Figure 6-30 Windspeed changes during the measurement time. 
Same conditions as in figures 6-28 and 6-29. 

A first comparison of the X-band data has been made with two models: 

an empirical model developed by G.P. de Loor, based upon all available measure-
ments in literature and from earlier measurements made from 'Noordwijk'. The model 
is a parameterization of the well known cosine model with an exponential wind de-
pendency, 

a first version of the model developed within the VIERS-1 group and at that moment 
based upon the two scale principle and tuned with the measurements performed in 
earlier stages of the VIERS-1 project in the wind/wave tank [14,301. It is noted that 
the model as described in previous chapters is quite different from the first version 
used in this comparison. 

The resuits presented show the windspeed dependency for an upwind looking radar and for 
three different incidence angles. The windspeed used for this comparison was converted by 
the KNMI to a neutral stability wind at a height of 10 meter. For a more detailed comparison 
the wind speed and direction as measured on the outrigger close to the sea surface will be 
used in combination with the directional wave slope spectrum measurements. 

In figure 6-3 1, 6-32 and 6-33 the comparison between the field measurements and the two 
models is shown for respectively 35, 40 and 50 degrees incidence angle, VV polarization. 
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The number of measurements at an incidence angle of 35 degrees and VV polarization un-
der upwind conditions is small and concentrated around a windspeed of 8 m/s. The model 
predictions are close to the measurements, but the wavetank model overestimates at higher 
wind speeds. 
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Figure 6-32 Windspeed dependence, upwind, 40 deg., VV pol. 

-126- 



At 40 and 50 degrees incidence angle the measurements are spread over the windspeed 
range. Both models overestimate the backscatter values and in general the predictions of the 
wavetank model are lower than the empirical model at low windspeeds and higher than the 
empirical model at high windspeeds, with a cross-over point at about 6 m/s. This cross-over 
point seems to be independent of the incidence angle. 

The presented backscatter measurements are calibrated values with a remaining total error 
(due to calibration and speckle) of less then 1 dB. 
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Figure 6-33 Windspeed dependence, upwind, 50 deg., VV pol. 

Assuming an exponential windspeed dependency, the exponent can be calculated from both 
model resuits and the measurement. In table 6-8 an overview is given of the windspeed ex-
ponent for VV-polarization and three incidence angles as derived from the measurements 
and the models. The wavetank model gives a much too large exponent as compared with the 
empirical model and the measurements. The difference between the measurements and the 
empirical model can be explained from the limited number of measurements and a limited 
range of windspeeds. 

Table 6-8 Windspeed exponent for VV polarization 

Incidence angle in degrees 

35 40 50 
Measurements 0.64 1.43 1.93 

Empirical model 1.70 1 .76 1 .79 

Wavetank model 2.27 2.21 2.15 

- 127 - 



6.6 The VEERS-1 microwave data 
The ISDGM group VEERS-1 was involved in the MPN experiment for two weeks, from the 
19th to the 30th of November. During this period a C-band coherent and pulsed 
scatterometer was operated together with the Delft University of Technology (TIJ-Delft) X-
band scatterometer to get simultaneous backscatter measurements from the sea. The techni-
cal characteristics of the radar are reported in Table 6-9. 

The C-band radar is "self calibrating" because it is possible to control the amount of the 
emitted power by measuring of the calibration signal and the inside sensor temperature. Be-
cause the radar is of the pulsed type and the antenna acts as transmitter and receiver, the 
receiving gate (depending on the radar-sea distance) must be set before the measurements. 
The sequence of the operational modes of the radar is the following: 

- 	acquisition of the calibration and the sensor temperature signals, 

- 	setting of the receiving gate ( steps of 25 ns, corresponding to 3.75 m of range), 
- data acquisition. 

The acquisition of the calibration and the sensor temperature signals is then carried out time 
to time during the measurements (typically every 100 s). The setting of the receiving gate is 
instead performed once. Unfortunately this resulted almost always in incorrect data, due to a 
wrong indication of the manufacturer; the range was displaced by ± 3.75 m. As a conse-
quence the resulting data were biased low in their absolute values. Nevertheless they may be 
corrected according to theoretical cornputations for 20, 30, 40 and 50 degrees of incidence 
angle. This shortcoming does not prevent the use of data in the computation of the quantities 
independent from the absolute value of the RCS, such as the Modulation Transfer Function 
(MTF) and the parameters describing the gravity waves characteristics (orbital velocity, 
HS). 

Table 6-9 Characteristics of the C-band radar 

Frequency 5.4 GHz 
Antenna gain 30.5 dB 
Transmitted power 10 mW 
Pulse Iength 50 ns 
PRF 150kHz 
Polarization VV or HH 
Radiation lobes Azimuth HH 5.6 

Elevation HH 4.0 
Azimuth VV 4.0 
Elevation VV 5.6 

Range of operation 15- 600 m 
Output signai amplitude ±4 V differential 
Output signal frequency band 0 - 150 Hz 
Power supply 220 V, 50 Hz 
Antenna diameter 0.7 m 
Antenna weight 6 kg 
Sensor dimensions 60 x 31 x 18 cm 
Sensorweight 28kg 
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6.6.1 The structure of the radar data records 
The complex backscatter output signal was sampled at 660 Hz (1.54 s for 1024 complex 
data sequences) and then recorded on a PC hard disk. The writing took about 0.15 s. Then, 
every 100 seconds or so, an acquisition of the internal calibration signal and the system 
noise was performed. The data structure is shown in figure 6-34. 

1.54 	0.15 	 1.54 	1.54 
1--------- 1 ---- - ---------- 1 	 t-------- 

writing 	calibration 	noise 
in HD 

Fig ure 6-34 Data structure of the VEERS radar 

Typically, two kinds of records were obtained during the campaigfl, the 300 seconds records 
with the radar looking upwind and the 1200 seconds records with the radar looking towards 
the boom where the anemometers and the RSSG were installed. A total of 40 upwind and 9 
"boom" records were obtained (Table 6-10), almost all in coincidence with the measure-
ments of the TIJ-Delft X-band radar. 

Table 6-10 Data records available for investigation 

Upwind Records 
(degrees)  

0 1VV 
10 4VV 2HH 
20 3VV 2HH 
30 3VV 2HH 
40 8VV 2HH 
50 4VV 1HH 
60 4VV 2HH 
70 1VV 1HH 

tota' 28VV 12HH 
Boom Records 

(deg rees)  
40 6VV 4HH 

- 129 - 



100 -- 2M mm 500 om . 	 lom t I2 

SECO1CS 

6.6.2 The data processing 
For each sequence of data ( i .e. 1.54 seconds ), four complex power spectra were calcu-
lated, each one obtained from 256 complex data. From this analysis it was possible to get: 

- the time series of the Doppler frequency Fd (the peak frequency of each complex 
spectrum) 

- 	the time series of the Radar Cross Section 

- the average complex spectrum 

The power spectra of the Doppler frequency and the RCS time series, computable after re-
sampling of the data, constitute the first step in studying the modulation induced on RCS by 
the large gravity wave system. 

In figure 6-35 an example is given of the Fd and RCS time series. 
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Figure 6-35 C-band time series of Fd (top) and RCS (bottom) 

The respective power spectra, after normalization, are shown in figure 6-36 and the average 
RCS power spectrum in figure 6-37. 

- 130 - 



	

1.0 	1 

	

0.9 
	 281 1F. V30

of  10 WE CTa6 31 

0. S 

0.2 

0.1 

0.0 
0.00 0.20 0.40 0.60 0.60 1.00 1.20 1.40 1.60 

rr0.clCy MZ 

Figure 6-36 Normalized power spectra 

Note in figure 6-36 the correspondence of the peak of the spectra, indicating the wave in-
duced modulation that, however, is not so dear in all records. Note also, in figure 6-37, that 
the peak of the spectrum does not coincide with the Bragg frequency, indicated by the verti-
cal dashed lines, due to the effect of the wave motion and because the radar backscattering 
is not the same at the crest and at the through of the large waves. 
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Figure 6-37 Average RCS power spectrum 

Another kind of analysis is represented by the identification of 'single events" in the data. A 
"single event" is defined as an unusually high or low value of the RCS and Fd and is for-
mally associated with nonlinear phenomena occurring at the sea surface like breaking 
waves. An example of this is given in figure 6-38, where spikes around 800 seconds are evi- 
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dent. A blow up of the signal in this surrounding confirms the correspondence between the 
behavior of the RCS and Fd. 
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Figure 6-38 Time series of an example of an event, RCS (top), Fd (bottom) 

6.6.3 Next steps in the analysis 

At the present level of processing, the C-band radar data are ready to be exchanged with 
those of the other experimenters, in the form of the RCS and Doppler frequency time series 
(re-sampled) and of the average RCS power spectrum. 

The correction of RCS data for the bias introduced by the incorrect setting of the radar range 
will be done soon, but it may not be completely successful. 

A study of the MTF is underway at the Institute. 

The investigation of the low frequency gravity wave information (Hs, orbital motion) ob-
tainable from the radar data is foreseen in the coming months. 

Finally, the exchange of data among experimenters shali allow a complete and exhaustive 
study of the RCS-wind stress-high frequency wave spectrum relationships. 
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6.7 Conciusions 
The data processing of the measurements has just been completed and a first analysis was 
done. Some resuits were presented to indicate that a very valuable data set has been ac-
quired. The preliminary resuits clearly demonstrate the potential for evaluating different 
backscatter models. 

A complete list of all X-band radar measurements inciuding the most important environ-
mental parameters is included in Appendix B. The friction velocity listed in Appendix B is 
based upon a parameterization using the MPN reference wind speed as input. The high qua!-
ity friction velocity measurements from KNMI are listed elsewhere. 
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7 CONCLUSION 

In this report the progress made in the VIERS-1 project has been described. The activities 
during the last phase were mainly focused on the development of the VIERS model. Much 
progress has been made with the modeling. 

In chapter 2 the main principles of the short wave model TESTWA were given. Together 
with a long wave (gravitation) model, TESTWA forms the wind/wave interaction module of 
the total VIERS model. Resuits using this module in the Delft wind/wave flume were prom-
ising. However, the adjusted long wave model used in the flume can not be used at sea. It 
turned Out that the wind/wave module needs a very accurate modeling of the long waves. 
Errors in e.g. the estimation of the dominant wave peak, lead to erroneous levels of the short 
waves and thus to wrong backscattering cross sections. Several options can be chosen for 
the long wave spectrum at sea, but the best option probably will be to use the output of the 
WAM model as input for the VIERS model. 

The short wave model TESTWA was tested using the Delft wind/wave flume data and 
proved to be able to accurately reproduce the measured spectra. Validation of TESTWA at 
sea is a much more difficult task to perform. At the moment of writing the essential input for 
this validation: information on the short wave spectrum measured with the Reflective Stereo 
Slope Gauge, is not yet available. As long as this fails only the overall model can be tested 
and validated at sea. 

Several backscattering models which were published in the open literature have been imple-
mented and subjected to a comparison. Data from the Delft wind/wave experiment were 
execellently suited for this purpose. The test revealed that the best backscattering model at 
the moment is the improved two-scale model. This model performs better than the -more 
sophisticated in terms of physics- "IEM" and 'Full Wave" models. The two-scale model has 
already been implemented on the ECMWF computer to be used in a validation using ERS-1 
data. However the modular structure of the VIERS model permits a swapping of 
backscattering modules. So, in case progress is reported on one of the other scattering mod-
els, a change of module still will be possible. 

In November and December 1990 an experiment was conducted from the Meetpost 
Noordwijk, 9 kilometers off the Dutch coast near the sea resort Noordwijk. Radar measure-
ments at two frequencies: X-band and C-band were performed together with measurements 
of the fiction velocity and waves. A new wave measuring instrument was tested for the first 
time in 'open' sea: the Reflective Stereo Slope Gauge. A detailed description of this instru-
ment is given in chapter 6. Data of all sensors, except the RSSG is available now and the 
testing of the VIERS algorithms using these data started recently. 

In the near future the validation of the algorithms at sea will be performed. Following this 
validation recommendations for changes of the algorithms, if necessary, will be followed up 
by upgrading the models. Then the second generation model will be extensively tested and 
made operational for the use at the ECMWF using ERS- 1 data. Coupling of the VIERS 
model to other models like WAM will be considered. 
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APPENDIXA Backscatter mode/s 

Appendix A.1 Jacobi-Anger expansion 
First define the polar coordinates 

= 	r cos (a)+rsin(a) 

	

' 	
- 	 (A.1)  

	

q 	= 	e,qcos (/3 )+qsin(fl) 

with r = lx 1 and q = lq 1. The unit vectors in x- and y-direction are given by ex  and ey. From 
(AJ) one finds: 

q 	x = qr[cos8) cos (a) + sin(fl)sin(a)J = qr cos (8— a) 	 (A.2) 

Suppose now that the wave spectrum W is separable into a radial part, Wr,  and an angular 
distribution, Wa5  as is the case in many parameterizations 

W(q) = W(q)W(,8) 	 (A.3) 

For the moment we assume that the angular distribution is the same over the complete wave 
number range. Substitution of the preceding equations in the definition of the 
autocorrelation function , yields 

(r,a) = 	dqq W(q) 
r 

 dfl W) cos [qr cos (fl— a)] 	 (A.4) 

The awkward looking double cosine can be expanded in the form (Abramowitz and Stegun, 
9.1.44) [1]: 

cos [qrcos(fl— a)] = J0(qr) + 2>(_1)mJ2 (qr)cos [mÇB— a)I 	(A.5) 

where J11(z)stands for the Bessel function of integer order n, (A.5) is one of the forms of the 
so called Jacobi-Anger expansion, which can be easily derived from the generating function 
of the Bessel functions, Substitution of (A.5) in (A4) and changing the order of summation 
and integration gives 

(ra) = [
00 

dqqWr(q)JO(qr)cdpWa(P) 

± 2{(— 1)m,[ 

X [cos (2ma)( 

dqqWr(q)J2 (qr) 

dflwaÇû) C05 (2n) 

(A.6) 

+ sin (2ma) 	d/3Wa(J3) Sjfl (2mfl)}} 
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where use has been made of the well known identity 

cos (a— b) = cos(a)cos(b) + sin(a)sin(b) 

To write (A.6) in a more compact form we define 

A 
=r

dpWa ffl)cos(i~8 ), fl > 0 

Bn = CdflWao) sin (0) n > 0 

00 

R(r) = 	dqqW(q)f(qr), n > 0 

The coefficients A and B are, up to a factor it, equal to the Fourier expansion coefficients 
of Wa. Suppose that the wind is directed along the x-axis. In this case, Wa is an even func-
tion of the angle P. Therefore B equals zero. The coefficients R are the coefficients of the 
expansion of Wr into Bessel functions. These coefficients are a function of r. Note that only 
the even coefficients appear in (A.6). 

Substitution of (A.8) into (A.6) yields, with B equal to zero: 

(r, a) = A0R0(r) + 2 (_1 )mA2,, jR2m(r) cos ( 2ma) 	 (A.9) 

Note that (r,a) is an even function of cz. 
1f r = 0, (A.9) reduces to 

(0, a) = A0R0(0) = Ao ( dqqW(q) = A0W 	 (A.10) 

since J0(0) = 1 and J(0) = 0 for n > 0. Now define 

U(r,a) = (0,a)— Ïi(r,a) 	 (A.l 1) 

From the preceding equations one finds 

U(r, a) = A0 [N— R0(r)] - 2 (-1 )mA2inR2m(r) cos (2ma) 	 (A. 12) 

For simple angular distributions oniy the first few terms in (A.12) survive. For instance, 
Holliday, St-Cyr and Woods [41] take for the angular distribution 

W(8) 
- 2 	 (A.13) 

Wa(fl) 0 1 fl1 > 

which gives A0 = 1 and A21 = 0 for m > 0. An angular distribution of the form 

cos2(J3) 	 (A.14) 
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(a cosine-squared distribution, which is widely used) yields A0 = 1 and A2 = ½, all other 
angular coefficients being equal to zero. 

It will be shown in appendix A.3 that only the first two or three expansion coefficients con-
tribute to the autocorrelation function. Therefore the angular coefficients can be calculated 
without problems. 

Appendix A.2 Calculation of the radial coefficients 

The radial coefficients were defined as 

R2m(r) = 	dq qWr(q,(qr) m >- 0 	 (A. 15) 

12 (qr) is an even function of q. 1f Wr is a simple, odd function of q, the integral can be 
extended over the complete real axis and evaluated using contour integration. However, for 
a spectrum with a k 4 asymptotic behavior, Wr will be even. Stijl this integral can be evalu-
ated using contour integration for a class of functions Wr.  

Suppose now that Wr is an even function. First write the Bessel function in (A.15) in terms 
of Hankel functions: 

J(z) 
= 1[JJ(l)() + H(2)(z)] 	 (A. 16) 

This must be done anyway, since only the Hankel functions stay finite in one infinite semi-
circle of the complex plane. The Hankel function of the first kind, H 1 (z), is finite in the 
upper semi circle, the Hankel function of the second kind, H 2 (z), is finite in the lower 
semi circie. From (A.15) and (A.16) one easily finds 

R2m(T) = 	dq q W(q) {(qr) + 	(qr)] m ~ 0 	(A. 17) 

When substituting p = -q in the term with 	equation (A.17) yields 

R2m(T) = 	 dq q W(q) I-4(qr) 

-00 

(A.18) 

+[ 
dppWr(p)I4pr)I m ~ 0 

since Wr is an even function of q. The Hankel functions are interrelated by the identity 
(Abramowitz and Stegun, 9.1.39) 

i4k—z =—I4( z) 	 (A. 19) 

Now substitute (A.19) in the second term of (A.18), exchange the integration limits in this 
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term and substitute q = p. Summing the two integrals resuits in 

R(r) 
= 	

00 

	

d21ƒ q q W(q)H(qr) m k 0 	 (A.20) 

1f Izi approaches infinity, the Hankel function of the first kind approaches zero for 
0<arg(z)<ir. 1f Wr  has poles in the upper complex plane (preferably not on the real axis) and 
falis off faster than l/q, the radial coefficients can be calculated analytically using contour 
integration. 

However, for z = 0 the Hankel function of the first kind has a singularity of the form ln(z) 
for order zero and z' for order n. Therefore the radial coefficients are given by 

R2m(r) 
= 

	

2n>Res{qWr(q)F4(qr) ; q = q1} 	
(A.21) i=1  

+ viRes{qWr(q)F4(qr) ; q 0} 

In the first term the residues of all n (non-real) poles q• of Wr  in the upper complex plane are 
summed. The second term gives the contribution of the pole in the first Hankel function at 
the origin. It must be multiplied with ½ since the pole is located on the line of integration 
(Cauchy principal value). Due to the specific form of the integrand, the second term only 
contributes for m > 0, since for m = 0 the logarithmic singularity is balanced by the factor q. 

For the octupole spectrum, defined in the next section, the singularities in the Hankel func-
tion cancel. 

Appendix A.3 The octupole spectrum 
Several forms of the radial spectrum with k 4  asymptotic behavior were considered. A spec-
trum that appeared to be particularly suitable for analytic integration is the so called octu-
pole spectrum 

W(q) = Bq88 	 (A.22) 

with a and B parameters determining the peak position and the strength, the peak being lo-
cated at q = a. The octupole spectrum has eight poles of first order 

qj = aexp2Ç1 1 = 1,2,... ,8 	 (A.23) 

Its radial coefficients are given by 

4 
R2 (r) = 4exp -ix(2j- 1)(1) 	vr(2j- 1) 

4 	2n [arexp 	8 	 (A.24) 
jr: 1 

Holliday, St-Cyr and Woods [41] consider a radial spectrum of the form 

W(q) = Bq4exp(_) 	
(A.25) 
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where B stands for the Phillips constant (B = 0.006) and q0  for the peak wave number de-
fined by 

q0  = 	 (A.26) 

with g the gravitational acceleration and U the wind speed. With these definitions the peak 
islocated atq=q0/4. 

1 

1 i - 

1 10-10 

1 

- - 	Holliday 
Octupole 

0.001 	0.01 	0.1 	1 	10 	100 	1000 
k 

Figure A-1 Holliday and Octupole radial spectrum 

Figure A-1 shows the two radial spectra defined above for two wind speeds, 2.5 m/s and 10 
m/s. The value of B is 0.006 for both spectra, while the value of a for the octujole spectrum 
was chosen such that the peak position is the same for both spectra (a = gI(4U )). The octu-
pole spectrum behaves behave like k4  for small wave numbers and like k 4  for the tail of the 
spectrum. At the low wave number range, the octupole spectrum is much higher than that of 
Holliday, St. Cyr and Woods. It must be investigated how this affects the cross section. 

The radial coefficients R2  of the octupole spectrum are shown in figure A-2 for n = 0 to 4 
at L-band (1.275 MHz). R0  is finite at r = 0 while all other coefficients vanish. The radial 
coefficients show an oscillatory behavior around value zero due the Hankel functions. The 
higher coefficients rise very slowly as r increases 
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Octupole spectrum for wind speed 2.5 m/s 
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Figure A-2 The radial coefficients for the octupole spectrum at L-band for a 
wind speed of 2.5 m/s 

To get an impression of the relative importance of the iadial coefficients, figure A-3 shows 
the function F (see equation (9)) for a = 00. The angular coefficients were all set equal to 
one. The radar frequency is again 1.275 MHz, while the incidence angle equals 23°. F fails 
off rapidly as observed by Holliday, St-Cyr and Woods. The dotted line shows F when only 
R0  is inciuded; the dot-dashed line when also R2  is taken into account. This gives already a 
good approximation inciusion of R4  (solid line) makes very littie difference, whereas the 
higher coefficients make no significant contribution at all. This shows that the expansion of 
the autocorrelation function converges rapidly, two or at most three terrns being significant. 

Equation (A.24) shows that the radial coefficients for the octupole spectrum are the product 
of a factor containing a and B and a factor which is a function of ar. Since only the first two 
or three coefficients are significant, the latter factor can be tabulated once and interpolated 
with a spline. This is a very efficient way to obtain the radial coefficients. 
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Octupole spectrum for wind speed 2.5 m/s 

one term 
- -• two terms 

three terrns 

t 	0.1 	0.2 	0.3 	0.4 	0.5 
r (m) 

Figure A-3 The function F(r,a) for a=O° at L-band, wind 2.5 m/s, inc angle 230  

Appendix A.4 Residues for the octupole spectrum 
The octupole spectrum was defined as 

	

W(q) = Bq8 	 (A.27) 

with a and B real parameters. The octupole spectrum has eight poles of first order 

qj = aexp2Ç' 	 j = 1,2,,.. ,8 	 (A.28) 

The first four poles, j = 1, 2, 3, 4, are located in the upper part of the complex plane. Inte-
grating along the contour shown in figure A-4, with R. approaching infinity, the radial coef-
ficients are given by (see (A.21)) 

4 
R2 (r) = wvB>jg+aRes{(q_ qj)q ]',(qr)]. 	 (A.29) 

jri 

r) 
+ urBRes[ 	q=O 
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Figure A-4 Integration contours for the octupole spectrum 

Note that the singularity at the origin is located on the contour. By taking the Cauchy princi-
pal value, its contribution is half of what it would have been if it were located within the 
contour. First we will consider the first term in (A.29). Defirie 

q—q1 d(q, q) 
= 

q-qj 
 q+a8 = (q—q1)(q—q2) ... (q—q8) 	 (A.30) 

Now = q for all integer m. All poles show up in the denominator of (A.30), except the 
pole on which the residue is calculated. Counting from the first pole after the one on which 
the residue is calculated one finds 

	

D(q,q1) 
= (q—q~1)(q—q,2) ... (q—q7) 	 (A.31) 

Substituting q=q and using the relation 

ir(2j+2k-1) 
qf+k = aexp 	8 	= qexp -- - (A.32) 

yields 

D(q1,q)=  
qJ(1 -exp)(1 -exp)(1 -exp)...(1 -exp!) 	8qj 	 (A.33) 

Then (A.29), (A.30) and (A.33) give 

4 
___ R(r) 

= 	

-zir(2J-1) 
I  

8w- 	exp( 	)4[arexp
iX(2j- 1) 

8 	 (A.34) 
1=1 

where the superscript 1 indicates the first term of (A.29). The residue can be calculated di-
rectly from (A.34) far away from the sirigularity where ar is large. 1f ar is small, singularities 
in the Hankel function may play a role. To investigate this, the series expansion of the Han- 
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kel function is needed. The Hankel function of the first kind is defined as (Abramowitz and 
Stegun, 9.1.3) 

H(z) = J2(z) + 1Y2(z) 
	

(A. 35) 

with Y2n the Bessel function of the second kind. With the series expansions J2. of and 
(Abramowitz and Stegun, 9.1.10 and 9.1.11) one finds for the Hankel function of the first 
kind 

( _ 1)k()2fl+2k 
H(z) = 	{1 + jin (z) - k[W(k + 	1) + !['(2n + k + 1)» k!(2n-i-k)! 

2n-1 	 (A.36) 

+1:-
i(2n-k-1)!(_2z 1 —2n+2k 

ark! 	) 
k0 

where '1-' is the digamma function. For n = 0 the Hankel function has a logarithmic singular-
ity at the origin, while for n > 0 it has a z' 2  singularity. For the residues z = qr one has 

z.ir(2j— 1) z =arexp 8 
1 m 	1 m 	zrm(2j-1) (-z) = ( ar) exp 	8 

in (z) = 1n(ar) + zir(2j-1) 

Substitution of (A.37) to (A.39) in (A.36) yields 

ix(2j— 1) 	 _____ I4[arexp( 8 	= 	[1 (2J-1)_  [!P'(k + 1) + W(2n + k + 1)]] 
k=O 

( 	
]k(ar)2n+2k 	z7r(n+k)(2j- 1) 

X k!(2n+k)! exp( 	 ) 
2n+2k z.ir(n+k)(2j-1) + 

	

	 k!(2n+k)! exp( 	 ) 
k=O 

	

2n— 1 __(7izk l)!(ar  —2n+2k 	m(—n+k)(2j 1) 
+> 	zi! 	-) 	exp( 	 ) 

k=O 

This is written in the form 

.(1) 	zx(2j-1) 
8 

00 

>,fi(ar;n,k)ri(j,n + k) 

00 

+ >f2(ar;n,k)r2(1,n + k) 
00 

+ >/3(ar;n,k)ri(j,n + k) 

2n— 1 
+ >f4(ar;n,k)ri(j,k-  n) 

krO 

(A.37) 
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where 

f1(ar;n,k) = 1— W(k + 1) + 7(2n + k + 1)f2(ar;n,k) 	(A.42) 
( )k(Ur)2fl+2k 

f2(ar;n,k) = k!(2n+k)! 	 (A.43) 

f3(ar; n, k) = £ in () f2(ar; n, k) 	 (A. 44) 

f4(ar;n,k) = 	 2rk! 
—t(2n—k— 1)! .(Of)2fl+2k 	

(A.45) 

and 

m r1(j,m) = exp(i r(2j— 1) 
 ) 	 (A.46) 

(2j+1) 	(2 i r2(j,m) =- 	
exp( J-1)m) 	

(A.47) 

Substituting (A.41) in (A.34) yields 

R(r) = T4[ >fi(ar;n,k)si(n + k)+f2(ar;n,k)s2(n + k) 	

(A.48) 
+ >/3(ar;n,k)si(n + k) + 1f4(ar;n,k)s1(k—  n)] 

k=O 	 k=O 

with f1, f2, f3  and f4  defined in (A.42, A.43, A.44 and A.45), and with s1  and s2  defined as 
4 
:: 	

12r(m-1)(2J-1)) s1(m) - - exp(  4 j=1 
4 

s2(m) _ 	»exp(1m_ 1)(2j— 1))  
j=1 	 4 

Since exp(±i7r(2j-1)) = -1, it foliows that 

(A. 49) 

(A.50) 

s(m ± 4) =—s(m) 

Direct evaluation of (A.49) and (A.50) yields 

s1(i) = 4 
s1(2) = 0 
s1(3) = 0 
s1(4) = 0 
s2(1) —4 
s2(2) = 
s2(3) = £ 

= 

i = 1,2  

 

1f n=0, the only singular term in (A.48) is the 1ogarithi 
this singularity is removable. However, f3(ar;O,0) is multiplied with s1(0) which equals zero. 
Therefore expression (A.48) is regular for n = 0. 
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For n> 0 the singularities are poles arising from f4  when k<n and having the form 
(1/2ar) 2 . 1f n = 1 and k = 0 it has the form ('/2ar) 2. This term is to be multiplied with 
s1(-1) which equals zero. 1f n = 2 poles arise from the terms with k = 0 and k = 1. These are 
to be multiplied with s1(-2) and s1(-1) which both are equal to zero. 

The situation is a bit more complicated when n > 2. For n = 3 and k = 0 the contribution of 
f4  to the residue equals 

f4(ar;3,0)s1(-3) __4Et(W)-6 	
(A.53) 

= 480()_6  

and the contribution to the radial coefficient equals 

- 6OB far\-6 
a2  "2 (A.54) 

This clearly diverges if r approaches zero. 

So far, no attention was paid to the second term of (A.29), the residue at q = 0. Its contribu-
tion to the radial coefficient is 

R(r) = 	[ Hfl(r) 

	

2 	q8+a8 lq=0 	 (A.55) 

For n = 0, the singularity in the Hankel function is logarithmic and of the form ln(½qr), as 
can be seen from the series expansion of the Hankel function in (A.40). However, the factor 
q5  in (A.55) removes this singularity. Therefore the residue at q == 0 does not contribute to 
the radial coefficient for n = 0. 

For n> 1 the singularity is a pole, arising from the last summation in the series expansion of 
the Hankel function, equation (A.40), all other terms being regular now. Substituting only 
the leading term in this last summation (the one with k = 0; all other terms will not contrib-
ute to the residue) into (A.55) yields after some rewriting 

	

R(r) - B (2n-1)' 	_______ 
- 2 (r)2n Res[ 	l  q2(n _k)..5(q88)]q= 	 (A.56) 

1f n = 1 or n = 2 the poles are again balanced by the factor q5  and the contribution of the 
residue at q = 0 to the radial coefficient vanishes. 

For n = 3 the residue in (A.56) becomes 

Res[_ J ___i 

	

q(q8+a8 ) O a8 	 (A.57) 

From (A.56) and (A.57) one readily finds 

R(r) 60B ar —6 

	

- 	 (A.58) 

which exactly cancels the divergent contribution from the poles at q = q in (A.54). 
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For n = 4, the divergent contribution from the poles at q = q comes from 

f4(ar; 4, 1)s1(-3) =_ 4 6! ar ()6 	
(A.59) 

= 2880 

and the contribution to the radial coefficient equals 

- 360B (ar\-6 
a2  (A.60) 

The residue of the leading term in the divergent part of the series expansion of the Hankel 
function (the one with k = 0) equals 

Res[_1 1q=O = 	 ( A.61) q2(q8+a8 ) 

since the first derivative of the factor between the brackets equals zero at q = 0. The contri- 
bution to the radial coefficient of the second term in the divergent part of the series expan-
sion of the Hankel function (the one with k = 1) is 

R(r) = -J6Res [8s)]q=O 	
(A.62) 360B far\  —6 = ---"--) 

Again the contribution of the pole at q = 0 cancels the divergent part of the contribution of 
the poles at q = q• This hoids for all n. 

It has been shown in this appendix that the radial expansion coefficients R2  for the octu-
pole spectrum are regular when r approaches zero. It has also been shown earlier that only 
R05  R2  and maybe R4  contribute to the autocorrelation function. Therefore the contribution 
of the pole at q = 0 can be neglected in practice, since this pole only contributes for R6  and 
higher coefficients. Nevertheless, one must stili be careful applying (A.34) to calculate the 
radial coefficients R0, R2  and R4  using some numerical routine for the Hankel function of 
the first kind. One must be sure that the result is sufficiently accurate since in the summation 
over the residues large terms (the singular parts which arise from the Bessel function of the 
second kind) cancel for small values of ar. This may spoil the precision of the final results. 

A safer, but more elaborate procedure to calculate the radial coefficients is to use (A.48), 
with the singular terms in the series expansion of the Hankel function removed. 
R0  equals N in the limit that r goes to zero (see equation (20). From (A.48) one finds, with 
n = k = 0 

N=R0(0) - ---.f2(O;O,0)s2(0) =Jr'/--- 8a2 	 (A.63) 

since f2(0;0,0) = 1 and s2(0) = - s2(4) = -iirJ2. 

It is interesting to notice that (A.63) can also be found from contour integration of the octu-
pole spectrum along the infinitely large quarter circie in the first quadrant of the compIe; 
plane. The integral along the positive imaginary axis equals the one along the positive real 
axis. 
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APPENDIX B The MPN 1990 X-band scatterometer measurements 

In this appendix a complete list of the X-band scatterometer measurements inciuding most 
of the environmental parameters are given. 

The friction velocity listed is based upon a parameterization using the MPN reference wind 
speed as input. The high quality friction velocity measurements are listed in section 6. 

NO 	scatterometer measurement code 
RCS 	normalized radar cross section 
INC 	incidence angle (deg) 
AZI 	azimuth angle (degN) 
POL 	polarization 
WS 	MPN wind velocity, cup 2 (m/s) 
UST 	friction velocity based on MPN wind and parameterization (m/s) 
WD 	wind direction (degN) 
FP 	peak frequency waves 
SWH 	significant wave height (m) 
Tair 	air temperature (deg C) 
Tsea 	bulk sea water temperature (deg C) 
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Table 8-1 List of the X-band measurements 

1 	NO DT 1 	1] 	1 RCS 	1 INCIAZI IPOLI WS 1 UST 	IWDI FP 	lSWF-4TairlTwate1 
98 21-Nov 02:52PM -13.1 40 255 HH 9.6 0.381 302 0.14 196 8.4 11.0 99 21-Nov 03:19 PM -13.3 40 255 VV 8.2 0.331 310 0.16 187 8.8 11.0 106 21-Nov 04:57PM -14.1 40 330 W 6.4 0.263 316 0.14 187 8.3 10.9 109 21-Nov 05:19 PM -17.3 40 330 HH 5.3 0.221 314 0.15 172 8.4 10.9 110 21-Nov 05:38 PM -23.3 60 330 HH 4.2 0.177 308 0.14 168 8.1 10.9 113 21-Nov 06:00PM -18.2 60 330 W 6.4 0.263 301 0.15 160 6.4 10.9 114 21-Nov 06:51 PM -19.3 60 330 W 5.9 0.244 332 0.15 150 5.9 10.9 115 21-Nov 07:28PM -13.9 40 255 W 6.2 0.256 330 0.15 141 7.3 10.8 117 21-Nov 08:04PM -13.5 40 255 HH 10.1 0.398 292 0.15 127 6.7 10.8 126 21-Nov 09:55AM -16.1 40 255 W 5.7 0.236 257 0.17 98 8.1 10.8 128 21-Nov 10:20AM -19.3 40 255 HH 6.3 0.260 208 0.17 98 7.3 10.7 129 21-Nov 10:23AM -18.6 40 255 HH 6.3 0.260 208 0.17 98 7.3 10.7 131 21-Nov 11:29AM -16.0 45 275 W 7.9 0.320 210 0.17 95 6.8 10.6 132 21-Nov 11:36AM -20.7 45 275 HH 7.9 0.320 210 0.17 95 6.8 10.6 

133 22-Nov 12:20PM -15.5 45 275 W 7.9 0.320 212 0.17 88 6.8 10.7 134 22-Nov 12:27PM -20.6 45 275 HH 7.9 0.320 212 0.17 88 6.8 10.7 135 22-Nov 01:22 PM -19.9 45 275 W 6.1 0.252 215 0.18 100 7.2 10.6 136 22-Nov 01:29 PM -23.4 45 275 HH 5.0 0.209 210 0.16 87 7.2 10.6 137 22-Nov 02:29 PM -22.5 45 275 W 4.9 0.205 200 0.17 79 7.4 10.6 138 22-Nov 02:38 PM -26.1 45 275 HH 5.0 0.209 205 0.16 93 7.4 10.6 139 22-Nov 03:22 PM -19.7 45 275 W 5.5 0.229 199 0.17 82 7.2 10.6 140 22-Nov 03:28 PM -20.3 45 275 HH 6.8 0.279 201 0.17 92 7.2 10.6 142 22-Nov 04:21 PM -21.5 45 275 W 5.4 0.225 189 0.18 97 7.0 10.6 143 22-Nov 04:29 PM -22.6 45 275 HH 5.8 0.240 185 0.17 95 7.0 10.6 148 22-Nov 05:23 PM -20.3 40 275 W 6.5 0.267 188 0.18 96 7.0 10.6 149 22-Nov 05:53 PM -20.7 40 275 W 6.0 0.248 174 0.17 84 7.0 10.4 150 22-Nov 06:23 PM -21.7 40 275 W 6.0 0.248 167 0.17 77 6.9 10.4 151 22-Nov 06:53 PM -19.9 40 275 W 5.9 0.244 173 0.17 75 7.1 10.6 152 22-Nov 07:23 PM -19.3 40 275 W 6.6 0.271 185 0.17 75 7.1 10.7 153 22-Nov 07:53 PM -18.5 40 275 W 7.6 0.309 182 0.16 81 6.8 10.7 154 22-Nov 08:23 PM -19.3 40 275 W 5.5 0.229 183 0.18 75 7.0 10.7 155 22-Nov 08:53 PM -19.5 40 275 W 5.4 0.225 182 0.16 76 7.1 10.7 156 22-Nov 09:23 PM -19.9 40 275 W 5.4 0.225 176 0.17 79 7.3 10.7 157 22-Nov 09:53 PM -21.9 40 275 W 5.2 0.217 174 0.15 75 7.2 10.7 158 22-Nov 10:23 PM -22.9 40 275 VV 5.0 0.209 168 0.16 72 7.0 10.7 159 22-Nov 10:53 PM -25.6 40 275 W 4.4 0.185 162 0.16 61 7.0 10.7 160 22-Nov 11:31 PM -28.6 40 275 W 3.9 0.165 180 0.15 64 7.0 10.6 161 22-Nov 12:01 AM -25.0 40 275 W 4.7 0.197 174 0.14 64 7.0 10.6 162 22-Nov 12:31 AM -25.0 40 275 W 5.2 0.217 165 0.15 61 6.8 10.6 163 22-Nov 01:01 AM -24.6 40 275 W 5.3 0.221 165 0.14 64 6.7 10.5 164 22-Nov 01:31 AM -24.9 40 275 W 4.9 0.205 171 0.15 62 6.6 10.5 165 22-Nov 02:01 AM -24.5 40 275 W 4.1 0.173 172 0.15 70 6.4 10.5 166 22-Nov 02:31 AM -24.1 40 275 W 4.5 0.189 155 0.16 68 6.2 10.5 167 22-Nov 03:01 AM -21.0 40 275 W 4.5 0.189 153 0.17 69 6.1 10.5 168 22-Nov 03:31 AM -20.1 40 275 W 5.6 0.232 151 0.15 76 6.0 10.5 169 22-Nov 04:01 AM -18.5 40 275 W 4.9 0.205 157 0.18 73 5.8 10.5 170 22-Nov 04:31 AM -21.2 40 275 W 5.8 0.240 156 0.15 71 5.6 10.1 171 22-Nov 05:01 AM -20.5 40 275 W 5.1 0.213 157 0.15 66 5.7 10.2 172 22-Nov 05:31 AM -25.6 40 275 W 3.6 0.153 170 0.15 60 5.7 10.3 173 22-Nov 06:01 AM -27.1 40 275 W 3.1 0.132 179 0.14 53 5.6 10.3 174 22-Nov 06:31 AM -23.2 40 275 W 3.5 0.149 157 0.12 58 5.6 10.4 179 22-Nov 09:38AM -18.0 30 315 HH 4.4 0.185 143 0.16 51 4.6 10.3 182 22-Nov 10:02AM -23.3 40 315 VV 4.9 0.205 133 0.19 49 4.5 10.2 183 22-Nov 10:25AM -33.8 50 315 HH 4.8 0.201 129 0.16 51 4.4 10.0 185 22-Nov 10:45AM -36.7 60 315 HH 3.8 0.161 130 0.16 51 4.4 10.0 186 22-Nov 10:53AM -29.7 60 315 W 3.5 0.149 128 0.16 51 4.6 10.1 187 22-Nov 11:28AM -42.8 70 315 HH 3.6 0.153 128 0.17 48 5.3 10.4 188 22-Nov 11:35AM -31.9 70 315 VV 3.6 0.153 125 0.16 50 5.6 105 189 22-Nov 11:47AM -38.8 55 315 HH 3.3 0.140 122 0.15 49 5.5 10.5 190 22-Nov 11:53AM -27.0 55 315 VV 3.4 0.144 119 0.15 52 5.6 10.5 
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Table B-1 continued 

t 	NO 1 DT t 	TI 	t RCS 1 INC t AZI t POLI WS t UST 	t WD t FP 	t swi-1 Tair 	1 Twater t 
191 23-Nov 12:05PM -33.8 45 315 HH 3.7 0.157 110 0.15 46 5.7 10.4 
192 23-Nov 12:11 PM -28.9 45 315 W 4.0 0.169 119 0.16 51 5.7 10.5 
193 23-Nov 12:21 PM -25.5 35 315 HH 4.7 0.197 123 0.17 48 5.8 10.5 
194 22-Nov 10:32AM -22.4 35 315 W 4.4 0.185 128 0.17 51 4.4 10.0 
195 23-Nov 12:33 PM -21.7 35 315 W 5.1 0.213 128 0.16 53 5.8 10.5 
196 23-Nov 02:54 PM -24.1 50 240 W 4.1 0.173 151 0.14 50 7.2 10.4 
197 23-Nov 03:00 PM -26.1 50 240 HH 4.1 0.173 151 0.15 48 7.3 10.3 
198 23-Nov 03:30 PM -30.0 50 330 W 3.0 0.128 117 0.14 47 7.6 9.9 
199 23-Nov 03:52PM -35.7 50 330 HH 3.5 0.149 116 0.14 46 7.5 10.0 

224 27-Nov 01:42 PM -17.4 50 45 W 6.0 0.248 88 0.17 93 4.1 9.7 
226 27-Nov 02:14 PM -22.3 50 45 HH 5.8 0.240 87 0.16 102 4.3 9.8 
227 27-Nov 02:16 PM -22.6 50 45 HH 5.8 0.252 87 0.16 102 4.3 9.8 
229 27-Nov 02:46 PM -27.1 70 45 HH 5.8 0.240 86 0.15 98 4.6 9.7 
230 27-Nov 02:58 PM -20.7 70 45 W 5.8 0.240 87 0.15 101 4.7 9.7 
231 27-Nov 03:09 PM -19.7 60 45 W 5.6 0.232 91 0.16 93 5.0 9.7 
237 27-Nov 05:31 PM -25.3 40 255 W 5.2 0.217 117 0.14 96 5.6 9.5 
238 27-Nov 0554 PM -22.8 40 255 HH 4.5 0.189 106 0.13 98 5.8 9.5 
239 27-Nov 06:04 PM -22.4 40 255 HH 4.5 0.189 99 0.13 101 6.0 9.5 
244 27-Nov 0801 PM -19.5 40 315 W 6.5 0.267 60 0.11 98 5.6 9.5 
245 27-Nov 08:31 PM -17.1 40 315 W 6.2 0.256 82 0.12 98 5.9 9.5 
247 27-Nov 09:31 PM -19.1 40 315 W 5.6 0.232 90 0.12 105 6.2 9.5 
248 27-Nov 10:01 PM -20.8 40 315 W 5.0 0.209 95 0.13 89 6.3 9.6 
249 27-Nov 10:31 PM -23.8 40 315 W 5.0 0.209 119 0.13 87 6.2 9.6 
250 27-Nov 11:01 PM -22.1 40 315 W 4.1 0.173 105 0.12 90 6.2 9.8 
251 27-Nov 11:31 PM -20.1 40 315 W 5.4 0.225 58 0.13 92 5.8 9.6 
252 27-Nov 12:01 AM -19.9 40 315 W 5.0 0.209 75 0.13 92 5.7 9.5 
253 27-Nov 12:31 AM -21.0 40 315 W 4.3 0.181 77 0.13 93 5.9 9.6 
254 27-Nov 01:01 AM -20.0 40 315 W 5.4 0.225 69 0.14 90 6.1 9.6 
255 27-Nov 01:31 AM -20.1 40 315 W 4.9 0.205 77 0.14 98 6.0 9.6 
256 27-Nov 09:01 PM -19.1 40 315 W 6.1 0.252 92 0.12 89 6.7 9.5 
257 27-Nov 02:31 AM -20.7 40 315 W 4.5 0.189 70 0.15 92 5.7 9.6 
258 27-Nov 03:01 AM -20.1 40 315 W 5.0 0.209 68 0.14 103 6.1 9.6 
259 27-Nov 03:31 AM -21.1 40 315 W 4.6 0.193 75 0.15 99 6.2 9.7 
260 27-Nov 04:01 AM -22.4 40 315 W 3.8 0.161 78 0.14 100 6.1 9.6 
261 27-Nov 04:31 AM -21.7 40 315 VV 4.1 0.173 70 0.14 100 6.0 9.6 
262 27-Nov 05:01 AM -21.6 40 315 W 4.3 0.181 68 0.13 109 5.8 9.6 
263 27-Nov 05:31 AM -21.9 40 315 VV 4.1 0.173 66 0.14 105 5.8 9.5 
264 27-Nov 06:01 AM -21.0 40 315 W 4.2 0.177 71 0.14 96 5.9 9.5 
265 27-Nov 06:31 AM -21.0 40 315 W 4.7 0.197 68 0.14 93 5.8 9.4 
402 28-Nov 05:19PM -17.0 40 255 W 6.4 0.263 48 0.16 92 7.2 9.6 
403 28-Nov 05:53 PM -20.8 40 255 HH 5.0 0.209 67 0.17 92 6.9 9.6 
406 28-Nov 08:02 PM -20.0 40 255 W 4.5 0.189 49 0.16 83 6.2 9.7 
407 28-Nov 08:31 PM -23.0 40 255 W 4.3 0.181 45 0.16 74 6.2 9.7 
408 28-Nov 09:01 PM -23.2 40 255 W 4.0 0.169 36 0.14 78 6.3 9.7 
409 28-Nov 09:31 PM -27.0 40 255 W 4.3 0.181 38 0.13 84 6.3 9.7 
410 28-Nov 10:01 PM -22.5 40 255 VV 4.0 0.169 23 0.14 72 6.4 9.6 
411 28-Nov 10:31 PM -22.3 40 255 VV 4.2 0.177 38 0.13 87 6.4 9.6 
412 28-Nov 11:01 PM -22.5 40 255 W 3.9 0.165 31 0.14 87 6.3 9.7 
413 28-Nov 11:31 PM -20.6 40 255 VV 4.4 0.185 33 0.13 84 6.4 9.8 
414 28-Nov 12:01 AM -19.7 40 255 VV 5.3 0.221 67 0.13 88 6.2 9.9 
415 28-Nov 12:31 AM -20.5 40 255 W 3.6 0.153 74 0.13 88 6.1 10.0 
416 28-Nov 01:01 AM -18.9 40 255 VV 4.8 0.201 92 0.13 95 5.3 10.0 
417 28-Nov 01:31 AM -20.3 40 255 VV 4.2 0.177 85 0.14 101 5.2 10.1 
418 28-Nov 02:01 AM -19.7 40 255 VV 4.3 0.181 79 0.14 107 5.0 10.0 
419 28-Nov 02:31 AM -19.8 40 255 VV 4.7 0.197 76 0.15 88 4.9 10.0 
420 28-Nov 03:01 AM -18.8 40 255 VV 5.5 0.229 68 0.15 94 4.8 10.0 
422 28-Nov 09:14AM -25.1 50 45 HH 3.6 0.153 78 0.15 83 2.3 9.7 
423 28-Nov 09:21 AM -20.8 50 45 VV 4.2 0.177 76 0.16 72 2.5 9.7 
424 28-Nov 09:40AM -30.5 60 45 HH 4.5 0.189 89 0.16 84 2.7 9.8 
425 28-Nov 09:47AM -24.0 60 45 VV 4.6 0.193 102 0.14 84 2.7 9.8 
426 28-Nov 10:30AM -35.1 50 0 HH 3.8 0.161 97 0.14 75 3.0 9.9 
427 28-Nov 10:38AM -27.9 50 0 W 3.4 0.144 94 0.14 71 3.0 9.9 
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Table B-1 contnued 

1 	NO 1 DT 	1 Ti 	1 RCS 1 INC 1 AZI 1 POLI WS 1 UST 1 WD t FP t SWI- Tair 1 Twateri 

428 	28-Nov 10:56 AM 	-32.8 50 315 HH 	2.5 	0.107 	99 0.13 	73 	3.3 	9.9 
429 28-Nov 11:03AM 	-27.0 50 315 W 	2.6 	0.111 	94 	0.14 	78 	3.4 	9.9 
430 28-Nov 11:57AM 	-34.4 50 270 HH 	2.4 0.103 	71 	0.14 	80 3.8 	10.1 
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Table B-1 continued 

1 	NO 1 	OT I 	Ti 1 	IRCS 1 INC I AZI 1 POLI WS 1 UST I WD 1 	FP 	1 SWI-1 Tair I Tw1 
431 29-Nov 12:04 PM -25.9 50 270 W 2.2 0.095 75 0.14 83 4.0 10.1 432 29-Nov 12:19 PM -33.9 50 285 HH 2.4 0.103 72 0.13 75 4.1 10.1 
433 29-Nov 12:28 PM -25.7 50 285 W 2.4 0.103 63 0.14 72 4.1 10.2 434 29-Nov 01:27PM -34.2 50 300 HH 2.4 0.103 70 0.14 77 4.9 10.3 435 29-Nov 01:34 PM -27.3 50 300 W 2.4 0.103 68 0.14 76 4.9 10.3 
436 29-Nov 01:47PM -35.0 50 330 HH 2.6 0.111 64 0.14 74 5.1 10.2 437 29-Nov 01:54PM -28.6 50 330 W 2.4 0.177 62 0.16 76 5.2 10.2 
438 29-Nov 02:12 PM -31.3 50 345 HH 3.1 0.132 47 0.14 75 5.3 10.2 439 29-Nov 02:18 PM -25.5 50 345 W 3.1 0.132 47 0.14 75 5.3 10.2 
440 29-Nov 02:33 PM -26.2 50 15 HH 3.7 0.157 35 0.14 69 5.5 10.2 
441 29-Nov 02:40PM -21.6 50 15 W 3.7 0.157 35 0.14 69 5.5 10.2 442 29-Nov 02:54 PM -24.4 50 30 HH 4.2 0.177 25 0.15 73 5.7 10.2 
443 29-Nov 03:01 PM -19.5 50 30 W 4.4 0.185 26 0.16 71 5.7 10.2 
448 29-Nov 04:35 PM -18.9 40 255 W 5.2 0.217 24 0.17 74 6.5 10.1 450 29-Nov 08:01 PM -21.6 50 30 W 4.9 0.205 23 0.18 65 7.2 10.0 
451 29-Nov 08:31 PM -21.8 50 30 W 4.4 0.185 28 0.17 68 7.3 10.1 452 29-Nov 09:01 PM -23.1 50 30 W 3.4 0.144 43 0.16 58 7.4 10.1 453 29-Nov 09:31 PM -25.1 50 30 W 3.7 0.157 48 0.15 57 7.3 10.1 
454 29-Nov 10:01 PM -30.5 50 30 W 2.6 0.111 70 0.15 58 7.3 10.1 455 29-Nov 10:31 PM -36.6 50 30 W 2.5 0.107 89 0.14 56 7.5 10.1 
456 29-Nov 11:01 PM -35.5 50 30 W 2.5 0.107 112 0.14 57 7.1 10.2 457 29-Nov 11:31 PM -33.6 50 30 W 2.3 0.099 109 0.13 62 7.1 10.2 458 29-Nov 12:01 AM -33.4 50 30 W 1.8 0.078 108 0.13 60 7.2 10.2 
459 29-Nov 12:31 AM -34.5 50 30 W 1.4 0.061 104 0.14 62 7.4 10.3 460 29-Nov 01:01 AM -34.6 50 30 W 1.7 0.073 108 0.14 56 7.4 10.3 
461 29-Nov 01:31 AM -38.9 50 30 W 1.6 0.069 116 0.14 53 7.3 10.4 462 29-Nov 02:01 AM -41.8 50 30 W 1.2 0.052 126 0.13 63 7.1 10.4 463 29-Nov 02:31 AM -32.5 50 30 W 2.0 0.086 157 0.14 60 6.9 10.4 
464 29-Nov 03:01 AM -32.2 50 30 W 1.6 0.069 183 0.14 64 6.9 10.4 465 29-Nov 03:31 AM -32.5 50 30 W 2.0 0.086 184 0.14 67 6.7 10.4 466 29-Nov 0401 AM -31.3 50 30 W 1.8 0.078 208 0.15 66 6.6 10.4 
468 29-Nov 05:01 AM -30.2 50 30 W 2.4 0.103 252 0.16 60 7.0 10.4 469 29-Nov 05:31 AM -30.2 50 30 W 2.4 0,103 250 0.15 61 7.1 10.3 
470 29-Nov 06:01 AM -27.5 50 30 W 3.2 0.136 248 0.16 61 7.2 10.3 471 29-Nov 06:31 AM -26.9 50 30 W 3.2 0.136 253 0.16 57 7.3 10.3 477 29-Nov 09:24AM -17.7 40 255 W 5.0 0.209 250 0.17 59 8.1 10.2 
478 29-Nov 09:50AM -19.8 40 255 HH 5.1 0.213 254 0.17 60 8.2 10.1 479 29-Nov 09:57AM -20.8 40 255 HH 5.2 0.217 257 0.16 55 8.2 10.1 
482 29-Nov 11:10AM -12.8 30 270 HH 3.9 0.165 288 0.17 64 8.1 10.1 483 29-Nov 11:24AM -11.1 30 270 W 4.4 6.185 341 0.17 58 8.8 10.1 484 29-Nov 11:42AM -10.8 30 270 W 6.4 0.263 353 0.16 58 9.4 10.2 
485 29-Nov 11:49AM -11.6 30 270 HH 6.4 0.263 353 0.16 58 9.4 10.2 

486 30-Nov 12:19 PM -12.7 35 0 W 7,4 0.301 355 0.17 55 9.0 10.2 
487 30-Nov 12:42 PM -15.9 35 0 HH 8.0 0.323 347 0.18 70 8.6 10.3 488 30-Nov 01:35 PM -15.1 40 0 W 7.6 0.309 339 0.18 89 9.5 10.3 
489 30-Nov 02:05 PM -15.1 40 0 VV 7,9 0.320 336 0.19 90 9.2 10.4 490 30-Nov 02:35 PM -13.4 40 0 VV 8.7 0.349 332 0.18 89 9.7 10.4 491 30-Nov 03:05 PM -14.2 40 0 W 9.4 0.374 333 0.18 115 9.6 10.4 
492 30-Nov 03:35 PM -14.5 40 330 VV 9.2 0.367 336 0.17 117 9.5 10.4 493 30-Nov 04:05 PM -14.8 40 330 W 7.7 0.312 326 0.18 123 8.9 10.4 
494 30-Nov 04:55PM -14.0 40 330 W 8.8 0.352 337 0.18 124 9.1 10.4 495 30-Nov 05:05 PM -14.0 40 330 W 8.8 0.352 336 0,18 129 9.2 10.4 496 30-Nov 05:35 PM -12.9 40 330 W 8.9 0.356 338 0.17 158 9.1 10.4 
497 30-Nov 06:05 PM -14.2 40 330 W 9.7 0.384 336 0.18 131 9.2 10.3 498 30-Nov 06:35 PM -14.2 40 330 W 12.0 0.463 41 0.18 154 8.2 103 
499 30-Nov 07:04 PM -13.7 50 30 W 8.8 0.352 37 0.17 155 8.7 10.3 500 30-Nov 07:34 PM -14.5 50 30 W 8.1 0.327 32 0.17 143 9.0 10.3 501 30-Nov 08:01 PM -14.3 50 30 W 8.9 0.356 33 0.17 140 9.2 10.3 
502 30-Nov 08:31 PM -14.7 50 30 W 8.2 0.331 31 0.17 145 9.2 10.3 503 30-Nov 09:01 PM -15,2 50 30 W 8.3 0.334 17 0,16 141 9.3 10.2 
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Table B-1 continued 

1 	NO 1 DT 1 	Ti 	1 ROS 1 INC 1 AZI 1 POLI WS 1 UST 	1 WD 1 	FP 	1 SWI-1 Tair 	1 Twaii 
504 30-Nov 09:31 PM -14.4 50 30 W 8.5 0.342 11 0.17 133 9.5 10.2 505 30-Nov 10:01 PM -14.3 50 30 W 9.8 0.388 21 0.16 151 9.5 10.2 506 30-Nov 10:31 PM -14.3 50 30 W 11.1 0.433 25 0.16 149 9.2 10.2 507 30-Nov 11:01 PM -13.1 50 30 W 8.7 0.349 12 0.16 150 9.4 10.2 508 30-Nov 11:31 PM -16.4 50 30 W 9.6 0.381 36 0.16 144 8.9 10.2 509 30-Nov 12:01 AM -13.6 50 30 W 10.7 0.078 20 0.13 156 9.0 10.2 510 30-Nov 12:31 AM -13.9 50 30 W 9.1 0.363 24 0.14 154 8.8 10.2 511 30-Nov 01:01 AM -15.0 50 30 W 9.3 0.370 19 0.14 140 8.9 10.2 512 30-Nov 01:31 AM -14.9 50 30 W 8.3 0.334 22 0.14 142 9.0 10.3 513 30-Nov 02:01 AM -15.5 50 30 W 8.5 0.342 23 0.14 149 9.0 10.3 514 30-Nov 02:31 AM -16.7 50 30 W 7.6 0.309 26 0.13 139 8.9 10.3 515 30-Nov 0301 AM -16.8 50 30 W 6.9 0.282 30 0.14 131 8.8 10.3 516 30-Nov 03:31 AM -16.3 50 30 W 6.8 0.279 29 0.14 137 8.8 10.3 517 30-Nov 0401 AM -15.9 50 30 W 7.2 0.294 34 0.14 137 8.8 10.3 518 30-Nov 04:31 AM -16.7 50 30 W 6.9 0.282 36 0.14 136 8.7 10.3 519 30-Nov 05:01 AM -18.2 50 30 W 6.5 0.267 38 0.14 128 8.5 10.3 520 30-Nov 05:31 AM -18.8 50 30 W 6.0 0.248 46 0.15 130 8.3 10.3 521 30-Nov 06:01 AM -19.5 50 30 VV 5.5 0.229 56 0.14 135 8.0 10.3 522 30-Nov 06:31 AM -21.3 50 30 W 4.7 0.197 61 0.14 132 7.5 10.2 523 30-Nov 0701 AM -22.0 50 30 W 4.6 0.193 63 0.14 124 7.5 10.2 529 30-Nov 10:01 AM -24.8 50 30 W 3.8 0.161 47 0.13 135 7.0 10.1 
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Table B-1 continued 

1 	NO 1 	DT 1 	Ti 	1 POS t INC 1 AZI 1 POLI WS 1 UST 1 WO 1 FP t SWI-1 Tair 	1 Twa1 

530 01-Dec 02:01 PM -19.1 50 30 W 3.9 0.165 24 0.13 126 8.1 10.1 
531 01-Dec 06:01 PM -17.6 50 30 W 7.3 0.297 87 0.16 127 5.6 10.2 
532 01-Dec 10:01 PM -16.7 50 30 W 7.2 0.294 65 0.15 121 4.9 10.0 
542 04-Dec 01:23PM -16.1 40 255 W 5.1 0.213 307 0.15 110 9.3 9.6 
543 04-Dec 02:32 PM -15.7 40 255 HH 6.4 0.263 309 0.16 94 9.1 9.6 
546 04-Dec 03:29PM -13.7 35 315 W 7.6 0.309 299 0.16 122 9.1 9.7 
547 04-Dec 04:03 PM -14.2 35 315 W 7.9 0.320 302 0.16 133 9.2 9.7 
548 04-Dec 04:36 PM 14.2 35 315 W 7.6 0.309 283 0.16 121 9.0 9.7 
549 04-Dec 05:03PM -13.2 35 315 W 7.4 0.301 272 0.16 111 8.9 9.7 
550 04-Dec 05:38PM -12.7 35 315 W 7.9 0.320 289 0.16 118 9.1 9.7 
555 04-Dec 07:16 PM -14.1 40 255 W 7.8 0.316 277 0.16 120 9.0 9.7 
556 04-Dec 07:39 PM -17.2 40 255 HH 6.7 0.275 282 0.16 115 9.1 9.7 
559 04-Dec 08:36 PM -13.0 35 315 VV 7.3 0.297 299 0.16 132 9.0 9.7 
560 04-Dec 09:06 PM -13.8 35 315 W 6.8 0.279 299 0.16 129 9.0 9.7 
561 04-Dec 09:36 PM -13.9 35 315 VV 6.1 0.252 297 0.16 126 9.1 9.7 
562 04-Dec 10:06 PM -13.5 35 315 W 6.3 0.260 304 0.16 136 9.4 9.7 
563 04-Dec 10:36 PM -13.1 35 315 W 6,7 0.275 310 0.16 132 9.6 9.7 
564 04-Dec 11:06PM -13.7 35 315 W 6.3 0.260 323 0.16 133 9.6 9.7 
565 04-Dec 11:36PM -12.6 35 315 W 7.1 0.290 317 0.16 129 9.6 9.6 
566 04-Dec 12:06AM -13.4 35 315 W 8.2 0.331 325 0.17 131 9.6 9.6 
567 04-Dec 12:36AM -13.8 35 315 W 9.3 0.370 338 0.17 128 9.5 9.6 568 04-Dec 01:06AM -13.9 35 315 VV 8.3 0.334 335 0.17 120 9.5 9.6 
569 04-Dec 01:36AM -13.5 35 315 VV 9.0 0.360 336 0.17 125 9.4 9.6 
570 04-Dec 02:06AM -13.8 35 315 VV 9.2 0.367 336 0.16 139 9.2 9.6 
571 04-Dec 02:36AM -11.3 35 315 VV 9.0 0.360 331 0.16 132 9.3 9.6 
572 04-Dec 03:06AM -12.1 35 315 W 8.7 0.349 331 0.16 122 9.3 9.6 
573 04-Dec 03:36AM -12.1 35 315 VV 8.5 0.342 327 0.16 126 9.3 9.6 
574 04-Dec 04:06AM -13.0 35 315 VV 7,6 0.309 325 0.15 143 9.3 9.6 
575 04-Dec 04:36AM -12.7 35 315 VV 8.7 0.349 330 0.16 135 9.4 9.6 
576 04-Dec 05:06AM -11.2 35 315 W 8.7 0.349 333 0.15 135 9.5 9.6 
577 04-Dec 05:36AM -12.0 35 315 W 10.4 0.409 336 0.15 160 9.2 9.6 
578 04-Dec 06:06AM -12.0 35 315 VV 7.7 0.312 326 0.16 137 9.1 9.6 
579 04-Dec 06:36AM -12.3 35 315 W 9.6 0.381 333 0.15 145 9.2 9.6 
585 04-Dec 09:13AM -16.8 40 255 W 10.7 0.419 339 0.15 178 8.9 9.6 
586 04-Dec 09:37AM -18.8 40 255 HH 8.0 0.323 338 0.16 163 8.8 9.6 589 04-Dec 10:47AM -13.4 40 330 W 7.5 0.305 341 0.14 187 8.2 9.5 
590 04-Dec 11:17AM -15.0 40 330 HH 8.0 0.323 337 0.14 191 8,7 9,5 
591 04-Dec 11:47AM -12,8 40 330 W 9.3 0.370 334 0.14 172 8.9 9.5 
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1 	NOl DT 	1 Ti 	1 RCS 1 INCIAZIIPOLI WS lUST IWDI FP 	ISWI -ITairiTwateri 

592 05-Dec 12:17 PM -14.6 40 330 HH 8.7 0.349 332 0.14 184 9.0 9.5 
593 05-Dec 01:10 PM -13.6 40 330 W 8.4 0.338 328 0.13 182 8.7 9.5 
594 05-Dec 01:17 PM -15.5 40 330 HH 8.3 0.334 328 0.13 169 8.8 9.5 
595 05-Dec 01:47 PM -11.9 40 330 W 7.9 0.320 339 0.13 175 8.4 9.5 
596 05-Dec 02:17 PM -15.7 40 330 HH 9.6 0.381 330 0.13 183 8.6 9.5 
597 05-Dec 02:47 PM -13.2 40 330 W 9.9 0.391 326 0.14 166 8.1 9.5 
598 05-Dec 03:17 PM -15.8 40 330 HH 8.8 0.352 329 0.13 160 8.7 9.5 
599 05-Dec 03:47 PM -12.8 40 330 W 10.5 0.412 326 0.12 179 8.7 9.5 
600 05-Dec 04:17 PM -17.3 40 330 HH 9.0 0.360 327 0.13 192 8.6 9.5 
601 05-Dec 04:47 PM -12.6 40 330 W 8.8 0.352 320 0.13 168 8.9 9.5 
602 05-Dec 05:17 PM -14.7 40 330 HH 10.4 0.409 325 0.14 181 9.1 9.5 
607 05-Dec 0601 PM -12.8 40 330 W 11.3 0.439 333 0.14 163 8.9 9.5 
608 05-Dec 06:31 PM -11.1 40 330 W 11.3 0.439 327 0.14 203 9.1 9.5 
609 05-Dec 07:01 PM -12.5 40 330 VV 11.6 0.449 327 0.13 202 9.0 9.6 
610 05-Dec 07:31 PM -11.8 40 330 W 12.5 0.479 330 0.13 224 9.0 9.6 
611 05-Dec 08:01 PM -11.0 40 330 W 11.2 0.436 336 0.14 191 8.4 9.5 
612 05-Dec 08:31 PM -12.0 40 330 W 12.7 0.485 354 0.14 227 9.0 9.6 
613 05-Dec 09:01 PM -11.5 40 330 VV 11.7 0.453 354 0.14 213 8.7 9.5 
614 05-Dec 09:31 PM -10.2 40 330 W 13.0 0.495 1 0.14 212 8.3 9.5 
615 05-Dec 10:01 PM -10.6 40 330 W 11.8 0.456 353 0.14 236 8.2 9.5 
616 05-Dec 10:31 PM -10.9 40 330 VV 11.4 0.443 3 0.13 263 8.0 9.5 
617 05-Dec 11:01 PM -10.0 40 330 W 13.3 0.504 1 0.13 242 8.5 9.5 
618 05-Dec 11:31 PM -10.3 40 330 W 12.6 0.482 1 0.14 230 8.3 9.4 
619 05-Dec 12:01 AM -12.1 40 330 W 11.2 0.436 13 0.14 254 7.8 9.4 
620 05-Dec 12:31 AM -12.9 40 330 W 11.3 0.439 9 0.13 239 6.5 9.4 
621 05-Dec 01:01 AM -10.1 40 330 W 10.1 0.398 15 0.12 277 7.7 9.4 
622 05-Dec 01:31 AM -12.0 40 330 W 11.0 0.429 5 0.13 251 7.9 9.4 
623 05-Dec 02:01 AM -11.0 40 330 VV 11.9 0.459 7 0.12 255 7.7 9.4 
624 05-Dec 02:31 AM -10.6 40 330 W 11.7 0.453 7 0.12 255 8.2 9.4 
625 05-Dec 03:01 AM -12.9 40 330 W 10.3 0.405 354 0.12 241 7.0 9.4 
626 05-Dec 03:31 AM -11.7 40 330 W 11.2 0.436 356 0.12 247 7.2 9.4 
627 05-Dec 08:18AM -20.8 40 300 W 6.2 0.256 30 0.12 173 7.2 9.3 
528 05-Dec 08:48AM -16.2 40 300 W 6.7 0.275 19 0.12 160 6.4 9.3 
629 05-Dec 09:18AM -18.0 40 300 W 10.6 0.416 14 0.12 176 0.0 9.4 
634 05-Dec 11:01 AM -16.1 40 255 W 10.0 0.395 34 0.13 196 6.9 9.3 
635 05-Dec 11:27AM -19.4 40 255 HH 6.0 0.248 26 0.13 182 7.3 9.3 
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The National Remote Sensing Programme 
1990-2000, (NRSP-2) is implemented under the 
responsibility of the Netherlands Remote Sensing 
Board (BCRS) and coordinated by the Ministry of 
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The objectives of the NRSP-2 are: to secure the 
long-term integration of the operational use of re-
mote sensing through temporary stimulation in 
the user-sectors of government and industry, to 
strengihen the development of remote sensing 
applications and the expansion of the national 
infrastructure. 
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