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## ABSTRACT

This report deals with progress made on the Grant NSG-3048 during the twelve month period beginning October 1, 1981 and ending September 30, 1982. The NASA Technical Officer for this period was Dr. Kurt Seldner of Lewis Research Center. The director of the research at the University of Notre Dame was Dr. Michael K. Sain, who has been assisted by Mr. Stephen Yurkovich, a fellow in the Department of Electrical Engineering, by Mr. Joe P. Hill, and by Mr. Thonas A. Klingler, research assistants, in the Department of Electrical Engineering. Mr. Hill received the degree of Master of Science during this period, for his June 1982 thesis entitled "Solution of Noninear Optima $\perp$ Cor.trol Problems Using the Algebraic Tensor: An Example". Mr. Klingler expects to complete research investigations for the Master of Science degree very shortly. Mr. Yurkovich may complete requirements for the degree of Doctor of Philosophy in 1983.

Researches during the preceding calendar year have centered on basic topics in the modeling and feedback control of nonlinear dynamical systems. Of special interest have been the following topics: (1) the development of models of tensor type for a digital simulation of the QCSE gas turbine engine; (2) the extension, to nonlinear multivariable control system design, of the cr.acepts of total synthesis which trace their roots back to certain early investigations under this grant; (3) the role of series descriptions as they relate to questions of scheduling in the control of gas curbine sngines; (4) the development of computer-aided design software for tensor modeling calculations; (5) further enhancement of the softwares for linear total synthesis, mentioned above; and (6) calcula-
tion of the first known examples using tensors for nonlinear feedback control.

A number of major milestones have occurred during this year of study. Most crucial has been the steady progress of the computer software needed to perform tensor modeling and simulation. The advance of this code is now making it possible to begin a more systematic examination of tensor model identification and order reduction. Increasing availability of this capability has made it easier to determine certain of the key tradeoffs involved with use of tensor models, as for example their increased dynamical quality versus their useful region. In what may be the most significant theoretical development of the year's activity, work is underway to evaluate the effects of redefining the groups upon which, and into which, nonlinear maps act. For interesting cases, the groups can be redefined in such a manner that the nonlinear maps become linear. Among the results already following from this discovery are the definition of a variety of new nonlinear sensitivity functions, of the comparison type. The same idea, in a different application, has permitted the definition of a nonlinear feedback synthesis probl'm. Finally, a complete calculation has been carried out for the feedback tensors in a nonlinear control example. This calculation has been of the utmost importance in setting goals for the type of software which will be needed for general feedback control, with tensors. Preliminary steps to plan such software have been set in motion.
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## I. INTRODUCTION

In this report, we discuss progress which has been made on NASA Grant NSG-3048, entitled "Alternatives for Jet Engine Control", during the twelve month period beginning on October 1, 1981 and ending on September 30, 1982.

### 1.1. Overview of Report

The report is organized broadly into a main body, consisting of six sections, and seven appendices. The principal portion of the main body involves Sections II, III, and IV, which deal with the explicit tensor calculations involved in a substantial example of nonlintar feedback control, based upon tensor system models developed in an earlier year of work under this grant. These sections are supported by Section 1.2, which gives certain literature background, by Section VI, which sontains the references, and by Appendix $G$, which illustrates, in an introductory way, typical calculations which become involved.

Insofar as we know, this substantial example is the first of its type to be completed. More comment on the insights which follow from the main body of the report are provided in Section $V$, where addicional discussion i.s directed to the appendices.

Appendix E, "A Computer-Aided Design Package for Nonlinear Model Applications", is a report on the crucial software developments which have been, and contirue to be, the backbone of studies in tensor modeling and simulation. Steady progress $i=0$ chis regard is now making possible further work in tensor model identification and order reduction. A complete description of this software is planned for the next grant period. Appendix B, "An Application of Tensor Ideas to Nonlinear Modeling of a

Turbofan Jet Engine", illustrates the potential of this developing software for work with engine simulations, such as the QCSEE.

Appendix D, "Controller Scheduling: A Possible Algebraic Viewpoint", continues the investigation of algebi: ic frameworks which may capture the essence of the practical work in control schedules. It is believed that these studies may hold one of the keys to reducing gaps between the theory of nonlinear control systems and its application. In particular, it is planned to use ideas which grow out of this work as a guide to resolving the traceoffs between increased dynamical quality in nonlinear models and their region of validity. More study is needed in this area.

Se Eions C and F deal with material on the Total Synthesis Problem of muletvariable conerol. In the linear case, this pioblem traces a part of its early roots back to studies supported by this grant. It is a problem of feedback synthesis, which has now developed quite a bibliography. Appendix $F$ gives a list of that bibliography, as of the date of the First American Control Conference last year. Item 18 in Appendix $F$ refers to the software associated with this effort, which is ongoing. Though not yet ready for distribution, the software has resulted in several requests for copies, and it is hoped that limited distribution might not be an event too far in the future. Appendix $C$, "Nonlinear Multivariable Design by Total Synthesis", is a part of the effort to extend to the nonlinear case. Of particular interest in Appendix C is the modification of group structure and scalar multiplication structure on the vector spaces of inputs and outputs for certain nonlinear systems. It is an amazing fact that, in interesting, nontrivial case, such modi-
fications can result in the system becoming linear. The idea is akin to the choice of a special coordinate system which fits the geometry of a physical problem. We have this idea under intense study, and it seems to hold promise in problems of order reduction and identification. If the work proceeds as planned, more results in this regard should become available in next year's report.

Appendix A contains a chronological bibliography of work undertaken in relation to the grant.

With these introductory remarks, we turn next to the main body of the report.

### 1.2 Remarks on Multilinear Feedback

One subject of this report is the application of concepts from tensor algebra to the generation of optimal feedback controllers for nonlinear dynamical systems. The primary motivation for a study of this topic came from the results presented in [1], where the local theoretical problem was essentially solved. The importance of this work should be emphasized. Although there were works that were previously existin *.hat used multilinear algebra to study series solutions for a response of a nonlinear system, this was the first application of the ideas in tensor algebra to an optimal control problem. Thus, we find that the topics of multilinear algebra and optimization had been extensively studied, but independently of one another.

The research project has received numerous benefits from this particular study. First, we have completed a rather tho "ough example study of the methods in [1]. We believe that this example study is the only one of its kind in the literature to date. The details of the example are given in Section IV. Second, we have carried out the study without the explicit use of the methods of dual spaces and symmetric tensor algebra. The purpose of doing so is to gain insight concerning the exact role of these two ideas in the nonlinear feedback problem. This was a revealing exferience; and much insight has been gained. Third, we have an initial step in constructing software for such feedback calculations. The importance of such softwares can scarcely be overestimated.

The methods of optimal control have, in certain cases, interesting relationships with the methods of stability theory. Because of this, we have reason to believe that these results may assist in model region design.
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The treatment of optimal control problems in the history of the literature has been quite extensive, with much emphasis placed on the so called Linear Quadratic or LQ problem, Broadly speaking, an LQ control formulation consists of a finite-dimensional linear discrete - or con-tinuous-time dynamic system which is to be controlled in such a way as to minimize the value of a performance criterion which is the integral, or sum, of quadratic functions of the system state and control variables plus a quadratic function of the state at some terminal time, $t_{1}$. This concept provides the following system description:

$$
\begin{align*}
& \dot{x}(t)=A(t) x(t)+B(t) u(t)  \tag{I.I}\\
& J=M\left(x\left(t_{1}\right)\right)+\int_{t_{0}}^{t_{1}} L(x, u, t) d t  \tag{1.2}\\
& L(x, u, t)=x^{T} Q(t) x+u^{T} R(t) u  \tag{1.3a}\\
& M\left(x\left(t_{1}\right)\right)=x^{T}\left(t_{1}\right) M x\left(t_{1}\right) \tag{1.3b}
\end{align*}
$$

Here, we assume that $M$ is symmetric and positive definite, $R(t)$ is symmetric and positive definite, and $Q(t)$ is symmetric and positive semidefinite. So, given the linear system in (1.1) and the cost functional 1.7 (1.2) satisfying the symmetry and definiteness requirements, we wish to find the optimal control, that is, the control which will drive the system so as to minimize the cost functional. We do not go into detail concerning conditions for existence and uniqueness. Basically, the solution of the state regulation problem leads to an optima feedback system with the property that the components of the state vector $x(t)$ are kept near zero without excessive expenditure of control energy, which is, in essence, the minimization of the cost functional. Thus, given an
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initial perturbation which is usually in the form of the initial state vector $x(0)$, we find that an optimal control should drive the state vectors to zero while simultaneously minimizing the selected performance index. The notion of desiring the state vector near zero arises from the fact that the state varlable is defined as an error term [1] which measures deviation from the global trajectory. The fact that this perturbation is required to be sufficiently small allows for the traditional Taylor's series expansion form. It is well known from the literature that we may construct this optimal control as

$$
\begin{equation*}
u(t)=K_{1}(t) \times(t) \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}(t)=-R^{-1}(t) B^{T}(t) V(t) \tag{1.5}
\end{equation*}
$$

ae matrix $V(t)$ is the solution to the well known matrix Riccati Equation
$\dot{V}(t)=-V(t) A(t)-A^{T}(t) V(t)+V(t) B(t) R^{-1}(t) B^{T}(t) V(t)-Q(t)$
which can be readily solved on the digital computer by integrating numerically backwards in time from the boundary condition

$$
\begin{equation*}
V\left(t_{1}\right)=M \tag{1.7}
\end{equation*}
$$

The problem that we wish to consider in this report is more complex, although we will be able to treat the LQ problem as a special case. Namely, we wish to assume that we are given a nonlinear system rather than a linear system and examine the methods necessary to generate higher order controller terms. This control problem is commonly descrihad in the literature as being approximately opicimal, or sub-optimal. When
considering the synthesis of a control function for a typical nonlinear system, we will find that an infinite number of terms would be necessary In order to formulate a true optimal controller, that is, we must truncate to a finite number of terms and obtain a performance index that is non-minimal. The amount of work that has been done in the generation of suopotimal control algorithms is quite extensive. Therefore, in order to present an account of the research that has been done, we must be succinct and mention only a few of these works. One of the first attempts to formulate a descripticn of the optimal control problem as applied to nonlinear systems is found in [2], where extensive use is made of the methods of Lyapunov and Chetaev. Here, a formal recursive procedure is developed to construct a suboptimal control as a function of a power series in the states. The work of Lukes [3] extended the concepts introduced by Al'brekht and provided useful results pertaining to the existence and uniqueness of an optimal feedback controller. In [4], we find useful applications of the Hamilton-Jacobi-Beilman approach to a number of illustrative examples, as well as a comparison of various techniques that can be used to generate higher order controllers. Additional results and examples of this method were provided in [5] with particular emphasis on the convergence of the procedure. Also, a method for estimating the degradation in performance caused by the truncation of terms in the controller series was presented. We also note the results presented in [6], where linear, second order, and third order controller expressions were produced using the methods presented in [7]. The improved response obtained whenever higher order controller terms are
considered provides sufficient motivation to seek another method by which these terms may be obtained. This method, of course, is the tensor algebra. A few of the ideas surrounding the general topic of algebraic system theory have previously been applied to problems in optimality, system modeling, and multivarlable feedback loop closures. The latter point was extensively studied in [8], where emphasis was placed on the exterior or skewsymmetric algebra. The most pertinent work was of course [1] which, as was previc.sily mentioned, provided much of the motivation for this report. Another application of the ideas of tensor algebra to systems problems was in [9], which relied heavily on the series expansion concept expressed via the tensor product and applied to the basic system description. Particular emphasis was placed on the subject of nonlinear system modelirig, with examples of both homogeneous and nonhomogeneous modeling. These methods proved to be quite effective, yielding much improvement over the standard linear approximations that are typically used in a nonlinear system for modeling purposes. So basically, there would seem to be strong motivation for the use of modern algebra in nonlinear systems and control problems. Much of what we actually do as systems engineers evolves from modern algebraic concepts [10]. Since the typical engineer has had little or no exposure to the concepts of modern algebra, we will outline these concepts as they are related to the solution of our problem. As was noted in [8], modern algebra frequently provides sufficient algebraic framework within which to obtain solutions to systems problems with considerably less effort as compared to other conventional methods. We will find that the tensor algebra viewpoint provides a useful means of expanding a nonlinear system in
terms of vectors and matrices, which are expressed via the tensor product.

In Section II we provide some useful mathematical background, with particular emphas is on the ropic of tensor algebra. We examine the properties of multilinear mappings and also provide a brief introduction to the symmetric tensor algebra structure, which will be useful when differentating the tensor product. In Section IIT we present certain systems concepts, which are basically in the form of series expansions, and then derive the necessary results for the generation of the optimal control terms. The problem formulation for the $L Q$ optimization can be recognized as a spectal case of the equations where higher order terms are facluded. Finally, Section IV provides the application of the results derived in the previous chapter to a formulated example problem.

## II. SELRCTED ALGEBRAIC BACKGROUND

The basic purpose of this section is to provide the reader with the necessary concepts from the subject of tensor algebra, which is the main vehicle that is used to analyze the control problem. It is realized that most readers have not had previous dealings with the somewhat theoretical concept of tensor algebra; therefore the treatment of this subject will not assume any previous knowledge of the topic. The main feature of the algebraic tensor involves the way that it gives ground on dimensionality in order to gain the powerful advantage of linearity.

We begin this section with the basic concepts of multilinear mapplngs and the properties that allow us to express these multilinear mappings in terms of linear mappings and tensor products. Next, we examine the tensor product of linear mappings and develop the associated Kronecker product and a few of its properties, which will be useful in later derivations. The next section deals with the symmetric tensor algebra, which will be of great importance whenever we consider the possibilities of differentiating the tensor piodect, a topic that is considered in the final portion of this section. Specifically, we examine the partial derivative problem as related to the tensor product of various coptes of the state variable $x$ and the control function $u$. This problem is Inherently related to the minimization operation that will be studied in Section III.
2.1 Multilinear Mappinjs [1,10,1.1]

Since many of the ideas surrounding tensor algebra are based on the
theory of bilinear and multilinear mappings, we begin with a general definition of these mappings. Generally speaking, a multilinear function is a function of vectors that is linear with respect to each vector variable when the others are held constant. This means that

$$
\begin{gather*}
\psi\left(x_{1}, \ldots, \alpha x_{i}+\beta y_{i}, \ldots, x_{m}\right)=\alpha \psi\left(x_{1}, \ldots, x_{i}, \ldots, x_{m}\right)+ \\
\beta \psi\left(x_{1}, \ldots, y_{i}, \ldots, x_{m}\right), \tag{2.1}
\end{gather*}
$$

where $V_{1}$ and $U$ are vector spaces over a field $R ; x_{i}, y_{i} \in V_{i} ; \alpha, \beta \in R$; and $\psi: V_{1} \times V_{2} \times \ldots \times V_{m} \rightarrow U$. The multilinear mapping $\psi$ has an image which is not, in general, a subspace of $U$. A simple counterexample is offered in order to illustrate this point.

We let $V_{1}=V_{2}$ be two dimensional spaces with the basis $\left\{e_{1}, e_{2}\right\}$ and $U$ be a four dimensional space with the basis $\left\{f_{1}, f_{2}, f_{3}, f_{4}\right\}$. Let $x=x_{1} e_{1}+x_{2} e_{2}$ and $y=y_{1} e_{1}+y_{2} e_{2}$ belong to $V_{1}$ and $V_{2}$. We now define a bilinear mapping by

$$
\psi(x, y)=x_{1} y_{1} f_{1}+x_{1} y_{2} f_{2}+y_{2} y_{1} f_{3}+x_{2} y_{2} f_{4}
$$

Any vector in $U$

$$
u=\sum_{i=1}^{4} c_{i} f i
$$

is in the image of $\psi$ if and only if it satisfies

$$
\operatorname{rank}\left[\begin{array}{ll}
c_{1} & c_{2} \\
c_{3} & c_{4}
\end{array}\right]<1
$$

If we pick $u_{1}=2 f_{1}+2 f_{2}+f_{3}+f_{4}$ and $u_{2}=f_{1}+f_{3}$, then obviously both of these vectors are in the image of $\psi$. However, subtracting these two vectors gives

$$
u_{1}-u_{2}=\tilde{r}_{1}+2 f_{2}+f_{4}
$$

for which

$$
\operatorname{rank}\left[\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right]=1
$$

so that the image is not closed under addition. Since the closure law has been violated, we can conclude that $\operatorname{Im} \psi$ does not form a. linear subspace of $U$. The smallest subspace of $U$ which contains the image of $\psi$ is called the subspace generated by the image of $\psi$ and is denoted by $<\operatorname{Im} \psi>$. This subspace is shown by the dotted contour in Figure 2.1, which depicts the situation for the bilinear case. This minimal subspace becomes a space of tensors when the bilinear map $\psi$ is a tensor product.

A particular subset ( $m=2$ ) of the set of multilinear mappings is the set of bilinear mappings. A function of two variables is said to be bilinear if it is linear with respect to each of the two variables when the other is fixed. An example of a bilinear function is given by

$$
f(x, y)=3 x y
$$

This function is linear in each of $x$ and $y$ when the other is fixed as can be readily shown:

$$
\begin{aligned}
f\left(x, \alpha y_{1}+\beta y_{2}\right) & =3 x\left(\alpha y_{1}+\beta y_{2}\right) \\
& =\alpha 3 x y_{1}+\beta 3 x y_{2} \\
& =\alpha f\left(x, y_{1}\right)+\beta f\left(x, y_{2}\right) ;
\end{aligned}
$$

and

$$
\begin{aligned}
f\left(\alpha x_{1}+\beta x_{2}, y\right) & =3\left(\alpha x_{1}+\beta x_{2}\right) y \\
& =\alpha 3 x_{1} y+\beta 3 x_{2} y \\
& =\alpha f\left(x_{1}, y\right)+\beta f\left(x_{2}, y\right)
\end{aligned}
$$
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We may note that this satisfies the notion that a bilinear mapping is a multilinear mapping with $m=2$ if both

$$
\begin{equation*}
\dot{\psi}\left(\alpha x_{1}+\beta y_{1}, y_{2}\right)=\alpha \psi\left(x_{1}, y_{2}\right)+\beta \psi\left(y_{1}, y_{2}\right) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi\left(x_{1}, \alpha x_{2}+\beta y_{2}\right)=\alpha \psi\left(x_{1}, x_{2}\right)+\beta \psi\left(x_{1}, y_{2}\right) \tag{2.3}
\end{equation*}
$$

hold for all $x_{i}, y_{i}, \alpha, \beta$ as noted in the definition of a general multilinear mapping. A bilinear map is sometimes called 2-Innear.

For a given set of vector spaces $V_{1}, \ldots, V_{m}$, and $U$, all multiIn near mappings from $V_{1} \times V_{2} \times \ldots \times V_{m}$ to $U$ constitute the set $M\left(V_{1}, \ldots, V_{m}: U\right)$. The set $M\left(V_{1}, \ldots, V_{m}: U\right)$ is a vector space with addition defined by

$$
(\phi+\theta)\left(v_{1}, \ldots, v_{m}\right)=\phi\left(v_{1}, \ldots, v_{m}\right)+\theta\left(v_{1}, \ldots, v_{m}\right),
$$

where the addition on the left side is in $M\left(V_{1}, \ldots, V_{m}: U\right)$ and addition on the right side is in $U$. Scalar multiplication is defined by

$$
(\alpha \phi)\left(v_{1}, \ldots, v_{m}\right)=\alpha\left(\phi\left(v_{1}, \ldots, v_{m}\right)\right)
$$

where again ( $\alpha \phi$ ) represents scalar multiplication in $M\left(V_{1}, \ldots, V_{m}: U\right)$ and $\alpha\left(\phi\left(v_{1}, \ldots, v_{m}\right)\right)$ is scalar multiplication in $U$. Both of these principles are shown formally in [11]. Also, it is shown that

$$
\operatorname{dim} M\left(V_{1}, \ldots, V_{m}: U\right)=n_{i=1}^{m} n_{i},
$$

where

$$
\operatorname{dim} U=n \text { and } d i m V_{i}=n_{i}
$$

Having defined the notion of exactly what comprises a multilinear mapping, we are now in a position to consider the idea of a tensor pro-
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duct. The basic purpose of a tensor product is to convert multilinear mappings (in particular, bilinear mappings) into linear mappings. Basically, this is done because multillnear functions are very complicated objects and are intrinsically more difficult to handle than linear mappings. We now proceed in defining the notion of a tensor product. We consider an arbitrary multilinear mapping

$$
\psi: v_{1} \times v_{2} \times \ldots \times v_{m} \rightarrow U
$$

which belongs to $M\left(V_{1}, \ldots, V_{m}: U\right)$. It can be shown that there exists another multilinear mapping $v \in M\left(V_{1}, \ldots, V_{m}: P\right)$, essentially unique, such that there exists a linear mapping $\mu: P \rightarrow U$, which provides

$$
\psi=\mu \circ v .
$$

The tensor product is said to be composed of P and this multilinear mapping $v$. We now present the formal definition of the tensor product [10].

A pair ( $P, v$ ) is a tensor product of the vector spaces $V_{1}, \ldots, V_{m}$ if the following two conditions are satisfied:
(1) $\quad v \in M\left(V_{1}, \ldots, V_{m}: P\right)$ and $\langle I m \quad v>=P$;
(2) if $U$ is any vector space over $R$, and $\psi \in M\left(V_{1}, \ldots, V_{m}: U\right)$ is arbitrary, then there exists a $\mu \in L(P: U)$ (that is, it is a linear map from vector space $P$ to vector space $U$ ) such that $\psi=\mu \circ v$.

The property (1) means that all of the vectors generated by $v$ form a subspace of $P$ which is equal to $P$. Property (2) is called the universal factorization property, and is expressed by the commutative diagram in Figure 2.2. It can be shown that the properties (1) and (2)
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Figure 2.1 The Bilinear Mapping $\psi$


Figure 2.2 The Tensor Product Idea
above are equivalent to the following single condition:
(3) for each multilinear map $\psi \in M\left(V_{1}, \ldots, V_{m}: U\right)$ there is a unique Inear map $\mu \in L(P: U)$ such that

$$
\psi=\mu \circ \nu
$$

By the way of shorthand notation, we will define the tensor product $\otimes$ as the multilinear mapping $v$ such that

$$
\begin{equation*}
v\left(v_{1}, v_{2}, \ldots, v_{m}\right)=v_{1} \otimes v_{2} \otimes \ldots \otimes v_{m} \tag{2.4}
\end{equation*}
$$

'sherefore, it follows that the space $P$ may be expressed by $V_{1} \otimes V_{2} \otimes$ $\ldots \otimes \nabla_{m}$. Rewriting Figure 2.2, we obtain the usual form of the commutative diagram shown in Figure 2.3. It is shown in [11] that for arbitrary vector spaces $V_{1}, \ldots, V_{\text {I }}$ a tensor product ( $P, v$ ) always exists. Also, it can be shown that the tensor product is unique up to an isomorphism.

We now wish to consider the properties of the space $V_{1} \otimes V_{2} \otimes \ldots$ $\otimes V_{m}$. Namely, the basis and dimension of this space will be examined. As was mentioned previously, the bilinear case is nothing more than a special case of the multilinear case; so we will first consider constructing a set of basis vectors for the space $V_{1} \otimes V_{2}$. We assume that $V_{1}$ and $V_{2}$ are both spaces of finite dimension, and that $\operatorname{dim} V_{\perp}=n$ and $\operatorname{dim} \quad V_{2}=p$. We also assume that $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ is a set of basis vectors for $V_{1}$ and that $\left\{f_{1}, f_{2}, \ldots, f_{p}\right\}$ is a set of basis vectors for $V_{2}$. It is shown in [I] that the tensor products

$$
\begin{equation*}
e_{i} \otimes f_{j}, \quad \text { where } i=1,2, \ldots, n \text { and } j=1,2, \ldots, p \tag{2.5}
\end{equation*}
$$

form a system of linearly independent vectors in the space $V_{1} \otimes \mathrm{~V}_{2}$,
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Figure 2.3 Introduction of the Tensor Product Symbol
which has dimension $n \cdot p$, and therefore constitute a basis for the space. In this proof, it is noted that

$$
\begin{equation*}
\operatorname{dim}\left(V_{1} \otimes V_{2}\right)=\operatorname{dim} V_{1} \cdot \operatorname{dim} V_{2} \tag{2.6}
\end{equation*}
$$

If these results are extended to an arbitrary multilinear mapping, then we may construct a set of basis vectors as follows. Given that $\operatorname{dim} V_{k}$ $=n_{k}$, and that $\left\{e_{k 1_{k}}\right\}, i_{k}=1,2, \ldots, n_{k}$ is a basis for $V_{k}, k=1,2, \ldots$, $m$, then the space $V_{1} \otimes V_{2} \otimes \ldots \otimes V_{m}$ has a basis which consists of $e_{1 i_{1}} \odot e_{2 i_{2}} \otimes \cdots \otimes e_{k i_{m}}$ and

$$
\begin{equation*}
\operatorname{dim}\left(V_{1} \otimes V_{2} \otimes \ldots \otimes V_{m}\right)=\prod_{i=1}^{m} \operatorname{dim} V_{i} \tag{2.7}
\end{equation*}
$$

An example will no doubt clarify the use of multiple indices in this case. Consider the case where $m=3, n_{1}=\operatorname{dim} V_{1}=2, n_{2}=\operatorname{dim} V_{2}=2$, and $n_{3}=\operatorname{dim} V_{3}=3$. The dimension of $V_{1} \otimes V_{2} \otimes V_{3}$ is $2 \cdot 2 \cdot 3=12$, so there are accordingly 12 basis vectors, which may be listed as follows:

$$
\begin{aligned}
& e_{11} \otimes e_{21} \otimes e_{31}, e_{11} \otimes e_{21} \otimes e_{32}, e_{11} \otimes e_{21} \otimes e_{33}, e_{11} \otimes e_{22} \otimes e_{31}, \\
& e_{11} \otimes e_{22} \otimes e_{32}, e_{11} \otimes e_{22} \otimes e_{33}, e_{12} \otimes e_{21} \otimes e_{31}, e_{12} \otimes e_{21} \otimes e_{32}, \\
& \left.e_{12} \otimes e_{21} \otimes e_{33}, e_{12} \otimes e_{22} \otimes e_{31}, e_{12} \otimes e_{22} \otimes e_{32}, e_{12} \otimes e_{22} \otimes e_{33}\right\} .
\end{aligned}
$$

For future results and numerical analyses, we shall place much emphasis on the exact ordering of the basis vectors that can be said to describe a space. In particular, we shall assume that the basis vectors are to be ordered lexicographically. In order to present formally this ordering, we will introduce a few elementary concepts from permutation group theory [12]. First, let $i_{1}, \ldots, i_{m}$ be a set of positive integers that satisfy conditions

$$
\begin{equation*}
1 \leq i_{1} \leq n ; 1 \leq i_{2} \leq n ; \ldots ; 1 \leq i_{m} \leq n . \tag{2.8}
\end{equation*}
$$

We shall denote all sequences of these integers by $G_{n}^{m}$. If an integer 1 belongs to the set $G_{n}^{m}$, this integer has $m$ digits, each of which belongs to a ( $n+1$-ary number system excluding zero. If we define $\left|G_{n}^{m}\right|$ as the number of elements in the set $G_{n}^{m}$, clearly $\left|G_{n}^{m}\right|=n^{m}$. The following example is offerer to illustrate this concept. Arbitarily, we choose $m=3$ and $n=2$. According to our definition, $\left|G_{2}^{3}\right|=2^{\frac{3}{3}} 8$, and the elements may be listed as

$$
心_{2}^{3}=\{111,112,121,122,211,212,221,222\}
$$

This illustrates the concept that the set $G_{n}^{m}$ actually consists of sequences of integers, $m$ integers in each sequence. The range of each digit in the sequence is from 1 to $n$. It can be said that the set $G_{\bar{n}}^{m}$ is ordered lexicographically in the example above, that is, if the elements are considered to be an $m$ digit integra, the sequence of elements should start with the smallest number of the base 1) system and strictly monotonically increase to the largest number $s$ is the convention that we will adopt to order our basis vectors. As a final example on the calculation and ordering of basis vectors, we extend these ideas to multiple tensor products of $X$ and $U$, which are spaces of states and controls. We desire the basis for the space

$$
X \otimes X \otimes U
$$

where $\operatorname{dim} X=3$ with basis $\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\operatorname{dim} U=2$ with basis $\left\{u_{1}, u_{2}\right\}$. The basis is

$$
\begin{aligned}
& {\left[x_{1} \otimes x_{1} \otimes u_{1}, x_{1} \otimes x_{1} \otimes u_{2}, x_{1} \otimes x_{2} \otimes u_{1}, x_{1} \otimes x_{2} \otimes u_{2}, x_{1} \otimes x_{3} \otimes u_{1},\right.} \\
& x_{1} \otimes x_{3} \otimes u_{2}, x_{2} \otimes x_{1} \otimes u_{1}, x_{2} \otimes x_{1} \otimes u_{2}, x_{2} \otimes x_{2} \otimes u_{1}, x_{2} \otimes x_{2} \otimes u_{2}, \\
& x_{2} \otimes x_{3} \otimes u_{1}, x_{2} \otimes x_{3} \otimes u_{2}, x_{3} \otimes x_{1} \otimes u_{1}, x_{3} \otimes x_{1} \otimes u_{2}, x_{3} \otimes x_{2} \otimes u_{1},
\end{aligned}
$$

$$
\left.x_{3} \otimes x_{2} \otimes u_{2}, x_{3} \otimes x_{3} \otimes u_{1}, x_{3} \otimes x_{3} \otimes u_{2}\right\}
$$

This is a total of 18 basis vectors. Note that they are listed lexico. graphically. In general, given the repetition $p$ for $X$ and $q$ for $U$, the dimenston of

is

$$
\begin{equation*}
\left|G_{n}^{p}\right| \cdot\left|G_{m}^{q}\right| \tag{2.9}
\end{equation*}
$$

where $\operatorname{dim} X=n$ and $\operatorname{dim} U=m$. In this example, note that

$$
\begin{aligned}
& p=2, \\
& q=1, \\
& n=3, \\
& m=2 ;
\end{aligned}
$$

so,

$$
\operatorname{dim}(X \otimes X \otimes L)=\left|G_{3}^{2}\right| \cdot\left|G_{2}^{1}\right|=\left(3^{2}\right)(2)=18 .
$$

This is obviously just an extension of the case examined in (2.7), but introduces the concept of two different vector spaces which will appear in later problem formulations, since we will always be concerned with spaces of states and controls.

### 2.2 Tensor Product of Linear Mappings [10]

In this section, we wish to examine the tensor product of two linear mappings. These linear mappings will be defined as follows:

$$
\begin{aligned}
& \text { A : } V_{1} \rightarrow V_{:}, \\
& \text {B }: V_{2} \rightarrow U_{2} .
\end{aligned}
$$

Then, a bilinear map $\psi: \mathrm{V}_{1} \times \mathrm{V}_{2}+\mathrm{U}_{1} \otimes \mathrm{U}_{2}$ can be defined with the action

$$
\psi\left(v_{1}, v_{2}\right)=\left(A v_{1}\right) \otimes\left(B v_{2}\right)
$$

for $V_{1} \in V_{1}, v_{2} \in V_{2}$. It is relatively easy to verify that $\psi$ is biinnear. If we recail the basic definition of bilinearity given in Section 2.1, for $\alpha, \beta \in R ; w, x \in V_{1} ;$ and $y, z \in V_{2}$,

$$
\begin{aligned}
\psi\left(v_{1}, \alpha y+\beta z\right) & =\left(A v_{1}\right) \otimes(B(\alpha y+B z)) \\
& =\left(A v_{1}\right) \otimes(B x y+B B z) \\
& =\left(A v_{1}\right) \otimes(\alpha B y+B B z) .
\end{aligned}
$$

Next, we use the fact that the tensor product itself is a bilinear mapping, so as to obtain

$$
\begin{aligned}
\psi\left(v_{1}, \alpha y+B z\right) & =\left(A v_{1}\right) \otimes(\alpha B y)+\left(A v_{1}\right) \otimes(\beta B z) \\
& =\alpha\left(A v_{1}\right) \otimes(B y)+\beta\left(A v_{1}\right) \otimes(B z) \\
& =\alpha \psi\left(v_{1}, y\right)+\beta \psi\left(v_{1}, z\right) .
\end{aligned}
$$

Also, the other half of the proof can be similarly shown, as follows:

$$
\begin{aligned}
\psi\left(\alpha w+\beta x, v_{2}\right) & =\left(A(\alpha w+\beta 2) \otimes\left(B v_{2}\right)\right. \\
& =(\alpha A w+\beta A x) \otimes\left(B v_{2}\right) \\
& =\alpha(A w) \otimes\left(B v_{2}\right)+\beta(A x) \otimes\left(B v_{2}\right) \\
& =\alpha \psi\left(w, v_{2}\right)+\beta \psi\left(x, v_{2}\right) .
\end{aligned}
$$

We may express these relationships in the commutative diagram shown in Figure 2.4. It is shown in [1], using the contraction property of tensors, tiat the mapping $\lambda$ is indeed a linear mapping, and is equal to the tensor product of the two linear mappings $A$ and $B$. That is,

$$
\lambda=A \otimes B
$$

where $A$ and $B$ are as defined previously. This tensor product $A \otimes B$
is a unique linear map because of the property (3) of the tensor product, which notes the existence of a unique linear map fo each bilinear map, given the commutative diagram structure of Figure 2.4. An example will clarify these relationships. We shall arbitrarily define the linear maps $A$ and $B$ by actions on their basis vectors, and represent these linear maps in the usual matrix form. We assume the following sets of basis vectors exist for $V_{1}, U_{1}, V_{2}$, and $U_{2}$ :

$$
\begin{aligned}
& \text { for } V_{1},\left\{e_{1}, e_{2}\right\} ; \\
& \text { for } U_{1},\left\{f_{1}, f_{2}\right\} ; \\
& \text { for } V_{2},\left\{g_{1}, g_{2}\right\} ; \\
& \text { for } U_{2},\left\{h_{1}, h_{2}\right\} \text {. }
\end{aligned}
$$

We next define

$$
\begin{aligned}
& A e_{1}=-f_{1}+3 f_{2}, \\
& A e_{2}=2 f_{1}+f_{2}
\end{aligned}
$$

so that

$$
[A]=\left[\begin{array}{cc}
-1 & 2 \\
3 & 1
\end{array}\right]
$$

Next, we define

$$
\begin{gathered}
\text { B } g_{1}=h_{1} \\
\text { B } g_{2}=h_{1}-h_{2}
\end{gathered}
$$

so that

$$
[B]=\left[\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right] .
$$

We now consider basis vectors for $\mathrm{V}_{1} \otimes \mathrm{~V}_{2}$ and $\mathrm{U}_{1} \otimes \mathrm{U}_{2}$. Given the above set of basis vectors for $V_{1}, U_{1}, V_{2}$, and $U_{2}$, we may use
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Figure 2.4 The Tensor Product of Two Linear Mappings
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the previous ideas on bases for the tensor product to construct the following bases: for $V_{1} \otimes V_{2}$,

$$
\left\{e_{1} \otimes g_{1}, e_{1} \otimes g_{2}, e_{2} * g_{1}, e_{2} \otimes g_{2}\right\} ;
$$

and for $U_{1} \otimes U_{2}$,

$$
\left\{f_{1} \otimes h_{1}, f_{1} \otimes h_{2}, f_{2} \otimes h_{1}, f_{2} \otimes h_{2}\right\}
$$

The reader will note that the ordering convention thet was previously adopted for the basis elements (that is, lexicographic ordoring) is employed here. We can next construct $\lambda=A \otimes B$ by looking at the action on the domain basis elements.

$$
\begin{aligned}
\lambda\left(e_{1} \otimes g_{1}\right) & =(A \otimes B)\left(e_{1} \otimes g_{1}\right)=\left(A e_{1}\right) \otimes\left(B g_{1}\right) \\
& =\left(-f_{1}+3 f_{2}\right) \otimes\left(h_{1}\right) \\
& =\left(-F_{1} \otimes h_{1}\right)+\left(3 f_{2} \otimes h_{1}\right), \\
\lambda\left(e_{1} \otimes g_{2}\right) & =(A \otimes B)\left(e_{1} \otimes g_{2}\right)=\left(A e_{1}\right) \otimes\left(B g_{2}\right) \\
& =\left(-f_{1}+3 f_{2}\right) \otimes\left(h_{1}-h_{2}\right) \\
& =\left(-f_{1} \otimes h_{1}\right)+\left(f_{1} \otimes h_{2}\right)+\left(3 f_{2} \otimes h_{1}\right)-\left(3 F_{2} \otimes h_{2}\right), \\
\lambda\left(e_{2} \otimes g_{1}\right) & =(A \otimes B)\left(e_{2} \otimes g_{1}\right)=\left(A e_{2}\right) \otimes\left(B g_{1}\right) \\
& =\left(2 f_{1}+f_{2}\right) \otimes\left(h_{1}\right) \\
& =\left(2 f_{1} \otimes h_{1}\right)+\left(f_{2} \otimes h_{1}\right), \\
\lambda\left(e_{2} \otimes g_{2}\right) & =(A \otimes B)\left(e_{2} \otimes g_{2}\right)=\left(A e_{2}\right) \otimes\left(B g_{2}\right) \\
& =\left(2 f_{1}+f_{2}\right) \otimes\left(h_{1}-h_{2}\right) \\
& =\left(2 f_{1} \otimes h_{1}\right)-\left(2 f_{1} \otimes h_{2}\right)+\left(f_{2} \otimes h_{1}\right)-\left(f_{2} \otimes h_{2}\right) .
\end{aligned}
$$

This implies that the linear mapping $\lambda=A \otimes B$ may be representad by the matrix

$$
[\lambda]=\left[\begin{array}{rrrr}
-1 & -1 & 2 & 2 \\
0 & 1 & 0 & -2 \\
3 & 3 & 1 & 1 \\
0 & -3 & 0 & -1
\end{array}\right]
$$

This matrix can also be obtained by the following convention.

$$
\left[\begin{array}{lll}
{[\text { Matrix of } A)_{11}} & (\text { Matrix of } B) & \text { (Matrix of } A)_{12} \\
(\text { Matrix of } A)_{21} & \left.(\text { Matrix of } B)^{(M)}\right]
\end{array}\right.
$$

This is usually called the Kronecker product of two matrices [13]. With the above convention, it is possible to verify the result for $A \otimes B$, as follows.

$$
\begin{aligned}
A \otimes B & =\left[\begin{array}{rl}
-1\left[\begin{array}{rr}
1 & 1 \\
0 & -1
\end{array}\right] & 2\left[\begin{array}{rr}
1 & 1 \\
0 & -1
\end{array}\right] \\
3\left[\begin{array}{rr}
1 & 1 \\
0 & -1
\end{array}\right] & 1\left[\begin{array}{rr}
1 & 1 \\
0 & -1
\end{array}\right]
\end{array}\right] \\
& =\left[\begin{array}{rrrr}
-1 & -1 & 2 & 2 \\
0 & 1 & 0 & -2 \\
3 & 3 & 1 & 1 \\
0 & -3 & 0 & -1
\end{array}\right] .
\end{aligned}
$$

The Kronecker product will be of much use when deriving the expressions for the optimal controller in Section IV. In general, it is not necessary that square matrices be used in computing this product. Given ( pxq ) and (rxs) matrices, the Kronecker product of these tivo matrices is defined to be a ( $\mathrm{pr} \mathrm{x} q \mathrm{q}$ ) matrix. This can be easily seen as a generalization of the above $2 \times 2$ case. We also note additional properties of the Kronecker product [14].
(1) The Kronecker product is associative, that is, $(A \& B) \otimes C=A \otimes$
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$(B \otimes C)$, where $A, B$, and $C$ are matrices of not necessarily equal size.
(2) $(A B) \otimes(C D)=(A \otimes C)(B \otimes D)$. This is the factorization property of the Kronecker product.
(3) $A \otimes(B+C)=(A \otimes B)+(A \otimes C)$. The Kronecker product distributes over addition of equal size matrices.

All of the above properties can be easily verified by using generalized matrices and simplifying the result. Note, however, it is not generally true that $A \otimes B=B \otimes A$.

A special case of the Kronecker product occurs when one of the matrices in the Kronecker product is equal to the identity matrix, denoted by $I_{k}$, where $k$ specifies the size of the identity matrix. If we assume that $A$ is $n \times n$ and $B$ is $m \times m$, then we may define the Kronecker sum, $A \oplus B$, as [13]:

$$
\begin{equation*}
A \oplus B=A \otimes I_{m}+I_{n} \otimes B \tag{2.10}
\end{equation*}
$$

As an example, we consider

$$
A=\left[\begin{array}{cc}
3 & 4 \\
-1 & 2
\end{array}\right], \quad B=\left[\begin{array}{rrr}
1 & 2 & -6 \\
0 & 1 & 1 \\
3 & -4 & 0
\end{array}\right] .
$$

Then,

$$
A \otimes 1_{m}=\left[\begin{array}{rr}
3 & 4 \\
-1 & 2
\end{array}\right] \otimes\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{rrrrrr}
3 & 0 & 0 & 4 & 0 & 0 \\
0 & 3 & 0 & 0 & 4 & 0 \\
0 & 0 & 3 & 0 & 0 & 4 \\
-1 & 0 & 0 & 2 & 0 & 0 \\
0 & -1 & 0 & 0 & 2 & 0 \\
0 & 0 & -1 & 0 & 0 & 2
\end{array}\right] ;
$$

$$
I_{n} \otimes B=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \otimes\left[\begin{array}{rrr}
1 & 2 & -6 \\
0 & 1 & 1 \\
3 & -4 & 0
\end{array}\right]=\left[\begin{array}{rrrrrr}
1 & 2 & -6 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
3 & -4 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 2 & -6 \\
0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 3 & -4 & 0
\end{array}\right] .
$$

Therefore,

$$
A \oplus B=\left[\begin{array}{rrrrrr}
4 & 2 & -6 & 4 & 0 & 0 \\
0 & 4 & 1 & 0 & 4 & 0 \\
3 & -4 & 3 & 0 & 0 & 4 \\
-1 & 0 & 0 & 3 & 2 & -6 \\
0 & -1 & 0 & 0 & 3 & 1 \\
0 & 0 & -1 & 3 & -4 & 2
\end{array}\right] .
$$

A special case of the Kronecker summation in (2.10) occurs when $A=B$, that is,

$$
A \oplus A=A \otimes I_{n}+I_{n} \otimes A
$$

We shall find applications of the Kronecker sumation idea when we consider the derivation of the necessary controller expressions in the next section. In order to illustrate partially how the Kronecker summation is relevant to system theory problems, we consider the following situation [10]. Let us assume a linear dynamical system

$$
\dot{x}=A x
$$

where $A: X \rightarrow X$ is a linear map and $X \in X$, where $X$ is a vector space of finlte dimension. Recalling the universal factorization property of the tensor product, which allows us to express a bilinear mapping in terms of the tensor product and a unique linear mapping, we have the situation as depicted in Figure 2.5. The previous results have shown that we can consider the linear mapping to analyze the system, since it is known to be unique. Since we have already observed that the tensor product is itself a bilinear function,

$$
\begin{aligned}
(x \dot{\otimes} x) & =\dot{x} \otimes x+x \otimes \dot{x} \\
& =(A x) \otimes x+x \otimes(A x) \\
& =\left(A \otimes 1_{x}\right) x \otimes x+\left(1_{x} \otimes A\right) x \otimes x \\
& =\left[\left(A \otimes 1_{x}\right)+\left(1_{x} \otimes A\right)\right] x \otimes x \\
& =(A \oplus A) x \otimes x
\end{aligned}
$$

Here, the equality $x=I_{x} x$ was employed, where $I_{x}$ is the identity mapping of the same dimension as $X$. One should note the significance of the Kronecker sum term, $A \oplus A$. We shall extend this concept as was applied to a linear system to a nonlinear system in terms of the state variable $x$ aind coritro? function $u$. Since the basic principles involve series expansions, we will expect to require higher order terms in the summation. The simple example presented above will then be seen as a special case of the complete system description which allows for nonlinearities.

## 2.'i Symmetric ?ensor Product

In this section, we present a brief look at the symmetric tensor algebra. In order to understand fully this concept in terms of vector spaces, it is decessary to first present a few of the ideas concerning quotient. spaces [10]. Basically, the quotient idea allows us to separate a set into two parts: that which is of interest, and that which is not. In order to pursue this concept further, we recall the principal ideas of an equivalence relation on some set $S$. Let $E$ be a binary relation on $S$, that is, $E$ is a subset of $S \times S$. We will denote $E$ by the symbol $\equiv$, which is an equivalence relation on $S$ if the following properties hold.
(i) reflexive, i.e., $s$ ́s Eor all $s \in S$,
(ii) symmetric, i.e., $s_{1} \equiv s_{2}$ implies $s_{2} \equiv s_{1}$, for all $s_{1}$,
(iii) transitive, i.e., if $s_{1} \equiv s_{2}$ and $s_{2} \equiv s_{3}$ then this implies $s_{1} \equiv s_{3}$, for $s_{1}, s_{2}, s_{3} \in S$.

An equivalence relation $\equiv$ divides $S$ into a set of equivalence classes, S/(引) with each class containing elements that are equivalent to each other. Information to be discarded is that which would otherwise distinguish elements in an equivalence class. If we assume that $E$ is an equivalence relation on $S$, then $S / E$ (read " $S$ modulo $E$ ") i: the set of equivalence classes. We define the projection operator, $\pi$ as

$$
\pi: S \rightarrow S / E
$$

with action

$$
\pi(s)=s^{\prime}
$$

where $s \in S$ and $s^{\prime}$ is an equivalence class in $S / E$ to which $s$ is assigned. If we let $f: S \rightarrow T$ be a function with the property

$$
s_{1} E s_{2} \text { implies } f\left(s_{1}\right)=f\left(s_{2}\right)
$$

then there is a unique function $g: S / E \rightarrow T$, where $T$ is a set, such that

$$
g \circ \pi=f
$$

These relationships may be expressed via the following commutative diagram, which is shown in Figure 2.6. This is the "key triangle" that is presented in [15]. The main idea in this presentation is that $g$ is unique for each $f$. The existence and uniqueness of this function $g$ is shown in [15]. In the algebraic literature, $S / E$ is referred to as a quotient set.

The next step in this sequence is the extension of these concepts

$$
\begin{aligned}
& \text { Or } \because \text { 品㬰 } \because 1
\end{aligned}
$$
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Figure 2．6 The Quotient Set Concept
on sets to inclucie vector spaces. Suppose $V$ is an F-vector space, and $V$ is a subspace of $V$. It is possible to define an equivalence relation as follows: for $v_{1}, v_{2} \in V$ and $w \in W$,

$$
v_{1} \equiv v_{2} \text { if } v_{1}=v_{2}+w
$$

The quotient set of the above discussion is replaced by the quotient space $V / W$, which is also an $F$-vector space. If we define $X$ as an F-vector space and define the linear map

$$
\mathrm{Q}: \mathrm{V} \rightarrow \mathrm{X}
$$

the projection $\pi$ now becomes a mapping $P: V \rightarrow V / W$. These relationships may be expressed in the commutative diagram shown in Figure 2.7. The unique linear mapping

$$
\overline{\mathrm{Q}}: \mathrm{V} / \mathrm{W} \rightarrow \mathrm{X}
$$

exists if and only if $\mathbb{N} \subset$ ker $Q$. From Figure 2.7, it is also evident that

$$
Q=\bar{Q} \circ P
$$

We now can extend these concepts surrounding quotient spaces to the subject of symmetric tensors. Namely, we consider the following situation. We recall that the tensor product space $U \otimes U$ has the following set of basis vectors, given that a set of basis vectors for $U$ is $\left\{b_{1}, b_{2}, \ldots, b_{m}\right\}:$

$$
\begin{gathered}
b_{1} \otimes b_{1}, \\
b_{1} \otimes b_{2}, \\
\cdot \\
\cdot \\
b_{1} \otimes b_{m},
\end{gathered}
$$

$$
\begin{aligned}
& \mathrm{b}_{2} \otimes \mathrm{~b}_{\mathrm{m}}, \\
& \cdot \\
& \quad \cdot \\
& \mathrm{~b}_{2} \otimes \mathrm{~b}_{\mathrm{m}}, \\
& \cdot \\
& \quad \cdot \\
& \mathrm{~b}_{\mathrm{m}} \otimes \mathrm{~b}_{\mathrm{m}} \cdot \\
& \begin{array}{c}
\text { (this is a total } \text { af } \\
\text { basis vectors) }
\end{array}
\end{aligned}
$$

We next define a linear mapping

$$
\begin{equation*}
\pi_{s}: \underbrace{U \otimes \ldots \otimes U}_{p} \rightarrow \underbrace{U \otimes \ldots \otimes U}_{p} \tag{2.11a}
\end{equation*}
$$

This mapping is comoonly referred to as the a mmetrizer [16] and is defined by

$$
\begin{equation*}
\pi_{s}=\frac{1}{p!} \sum_{\sigma} \sigma \tag{2.11b}
\end{equation*}
$$

where $\sigma$ denotes a permutation of variables and the sum is made over all possible permutations, with the result being divided by the number of permutations. Basically, permutations of indices arise from the interchange of position of these indices.

First of all, we let $\Omega$ be a finite set of arbitrary elements. We define a permutation on $\Omega$ as a one-to-one mapping of $\Omega_{\text {m }}$ onto $\Omega$, [12] where $\Omega_{m}$ consists of $m$ positive integers $\{1,2, \ldots, m\}$. We let $\Omega=$ $\left\{k_{1}, k_{2}, \ldots, k_{m}\right\}$ be a set of elements $k_{i}$ and we let the permutation operator $\sigma$ be defined as

$$
\sigma=\left[\begin{array}{cccc}
1 & 2 & \ldots \ldots & m \\
\sigma(1) & \sigma(2) & \ldots \ldots & \sigma(m)
\end{array}\right] .
$$
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Here, the first row specifies the domain of the permutation operator $\sigma$ and the second row represents an image of $\sigma$. As an example,

$$
\sigma=\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 1 & 3
\end{array}\right]
$$

is one such permutation of $\Omega=\{1,2,3\}$ onto itself. Quite obviously, there are $m$ ! permutations for $\Omega_{m}$. For the above example, we may list all of the members of the image set as

$$
\{123,132,213,231,312,321\} .
$$

As expected, there are $3!=6$ members in the set. Returning to the symmetrizer operator, we examine the case where $\operatorname{dim} U=2$ and $p=3$. The symmetrizer mapping is

$$
\pi_{S}: U \otimes U \otimes U \rightarrow U \otimes U \otimes U .
$$

The action on the basis elements of $U \otimes U \otimes U$ is

$$
\begin{gathered}
\pi_{s}\left(b_{1} \otimes b_{1} \otimes b_{1}\right)=\frac{1}{6}\left(5\left(b_{1} \otimes b_{1} \otimes b_{1}\right)\right)=b_{1} \otimes b_{1} \otimes b_{1}, \\
\pi_{s}\left(b_{1} \otimes b_{1} \otimes b_{2}\right)=\pi_{s}\left(b_{1} \otimes b_{2} \otimes b_{1}\right)=\pi_{s}\left(b_{2} \otimes b_{1} \otimes b_{1}\right)= \\
\frac{1}{6}\left(b_{1} \otimes b_{1} \otimes b_{2}+b_{1} \otimes b_{1} \otimes b_{2}+b_{1} \otimes b_{2} \otimes b_{1}+b_{1} \otimes b_{2} \otimes b_{1}+\right. \\
\left.b_{2} \otimes b_{1} \otimes b_{1}+b_{2} \otimes b_{1} \otimes b_{1}\right)= \\
\frac{1}{3}\left(b_{1} \otimes b_{1} \otimes b_{2}+b_{1} \otimes b_{2} \otimes b_{1}+b_{2} \otimes b_{1} \otimes b_{1}\right), \\
\pi_{s}\left(b_{1} \otimes b_{2} \otimes b_{2}\right)=\pi_{s}\left(b_{2} \otimes b_{1} \otimes b_{2}\right)=\pi_{s}\left(b_{2} \otimes b_{2} \otimes b_{1}\right)= \\
\frac{1}{6}\left(b_{1} \otimes b_{2} \otimes b_{2}+b_{1} \otimes b_{2} \otimes b_{2}+b_{2} \otimes b_{1} \otimes b_{2}+b_{2} \otimes b_{1} \otimes b_{2}+\right. \\
\left.b_{2} \otimes b_{2} \otimes b_{1}+b_{2} \otimes b_{2} \otimes b_{1}\right)= \\
\frac{1}{3}\left(b_{1} \otimes b_{2} \otimes b_{2}+b_{2} \otimes b_{1} \otimes b_{2}+b_{2} \otimes b_{2} \otimes b_{1}\right), \\
\pi_{s}\left(b_{2} \otimes b_{2} \otimes b_{2}\right)=\frac{1}{6}\left(6\left(b_{2} \otimes b_{2} \otimes b_{2}\right)\right)=b_{2} \otimes b_{2} \otimes b_{2} .
\end{gathered}
$$

For the purposes of this discussion, we will want to consider the case where $p=2$. We have

$$
\begin{gathered}
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\pi_{s}\left(b_{1} \otimes b_{1}\right)=b_{1} \circ b_{1}, \\
\pi_{s}\left(b_{1} \otimes b_{2}\right)=\frac{1}{2}\left(b_{1} \otimes b_{2}+b_{2} \otimes b_{1}\right), \\
\pi_{s}\left(b_{2} \otimes b_{1}\right)=\frac{1}{2}\left(b_{1} \otimes b_{2}+b_{2} \otimes b_{1}\right), \\
\pi_{s}\left(b_{2} \otimes b_{2}\right)=b_{2} \otimes b_{2} .
\end{gathered}
$$

Next, we define the profection $\pi$ as follows:

$$
\pi: U \otimes U \rightarrow U \otimes \mathrm{~T} / \text { ker } \pi_{\mathrm{s}} \cdot
$$

The projection operator has the following action on the basis vectors in $U \otimes U:$

$$
\begin{aligned}
& \pi\left(b_{1} \otimes b_{1}\right)=\tilde{b}_{1} \vee \tilde{b}_{1}, \\
& \pi\left(b_{1} \otimes b_{2}\right)=\tilde{b}_{1} \vee \tilde{b}_{2}, \\
& \pi\left(b_{2} \otimes b_{1}\right)=\tilde{b}_{1} \vee \tilde{b}_{2}, \\
& \pi\left(b_{2} \otimes b_{2}\right)=\tilde{b}_{2} \vee \tilde{b}_{2},
\end{aligned}
$$

where

$$
\tilde{b}_{i}=\pi\left(b_{i}\right) .
$$

The wedge operator $v$ used here is the symmetric tensor product, which shall be defined shortly. If we express the relationships between $\pi$ and $\pi_{s}$ in the form of a commutative diagram, we have the situation depicted in Figure 2.8. Because of our earlier results we may conclude that there exists a unique linear map $\beta: U \otimes U /$ ker $\pi_{s} \rightarrow U \otimes U$ with the property

$$
\pi_{s}=\beta \circ \pi .
$$

If we still assume that the basis elements of the spaces being considered here are listed in lexicographic order, then we may obtain the matrix representations for $\pi_{s}$ and $\pi$ as


Figure 2.7 The Quotient Vector Space Concept


Figure 2.8 Operation of the Symetrizer

$$
\left[\pi_{s}\right]=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & \frac{1}{2} & \frac{1}{2} & 0 \\
0 & \frac{1}{2} & \frac{1}{2} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$
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and

$$
[\pi]=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Here we note that the use of the brackets around a linear operator implies its matrix representation. Since we choose the hasis elements for the factor space $U \otimes U / k e r \pi_{S}$ as images of basis elements under $\pi_{s}$, then it is possible to determine the matrix representation for $\beta$ as

$$
[\beta]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

It can be easily verified that

$$
\left[\pi_{s}\right]=[\beta][\pi]
$$

as required.
A few comments are in order concerning symmetric powers of a vector space [16]. If $E$ is an arbitrary vector space, then a vector space

$$
\begin{equation*}
V^{p} E \triangleq \underbrace{E \vee E \vee \ldots \vee E}_{p} \tag{2.12a}
\end{equation*}
$$

together with a symmetric p-linear mapping

$$
\begin{equation*}
v: \underbrace{E \times \ldots \times E}_{p}+v^{P} F_{1}^{E} \tag{2.12b}
\end{equation*}
$$

is called a $p^{\text {th }}$ symetric power of $E$ if the following conditions are satisfied:
(1) the vectors $v\left(x_{1}, \ldots, x_{p}\right)$ generate $v^{p_{E}}$;
(2) if $\psi$ is any symmetric p-linear mapping of $E \times \ldots \times E$ into an arbitrary vector space $F$, then there exists a linear map $f$ : $v^{P} E^{\prime} \rightarrow F$ such that $\psi=f \circ v$.

The property (1) means that all of the vectors generated by $v$ form a subspace of $v^{P_{E}}$ which is equal to $v^{p_{E}}$. Property (2) is the universal factorization property, and is expressed by the commstative diagram shown in Figure 2.9. One notes the surprising similarities between the definition of the tenso:: algebra that was presented in Section 2.1 and the symmetric censor algebra presented here. As was done previously, conditions (1) and (2) can be shown to be equivalent to the following single condition:
(3) if $\psi$ is any symmetric mapping of $E \times \ldots \times E$ into $F$, then there exists a unique linear mapping $f: v^{p} E \rightarrow F$ such that $\psi=$ $f \circ \mathrm{~V}$.

It can be shown that the factor space $U \otimes U /$ ker $\pi_{s}$ in Figure 2.8 is is:omorphic to the second symmetric power of $U$, that is to the space $U \vee U$. Redrawing Figure 2.8 with this change, we have the commutative diagram shown in Figure 2.10.

We can next define the symmetric tensor product of two vectors $\theta$ and $t$, with $s \in U$ and $t \in U$ as


Figure 2.9 The Symmetric Tensor Product


Figure 2.10 Wedge Product Isomorphism

$$
s \vee t=\pi(s \otimes t) .
$$

As an example, we will assume that $\operatorname{dim} U=2$, since we have previously calculated [ $\pi$ ] for this case:

$$
s v t=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
s_{1} t_{1} \\
s_{1} t_{2} \\
s_{2} t_{1} \\
s_{2} t_{2}
\end{array}\right]=\left[\begin{array}{l}
s_{1} t_{1} \\
s_{1} t_{2}+s_{2} t_{1} \\
s_{2} t_{2}
\end{array}\right]
$$

The reader will note that we have expressed the tensor product via the outer or dyadic product rearranged as a 4-vector. The reasoning behind this step will be explored in the following suction. Returning to Figure 2.10, we find that we may replace a tensor product

$$
\begin{equation*}
u^{p} \triangleq \underbrace{u \otimes u \otimes \ldots \otimes u}_{p} \tag{2.13}
\end{equation*}
$$

with the linear operator $\beta$ acting on the symmetric tensor product, that is,

$$
u^{p}=\beta \tilde{u}^{p},
$$

where

$$
\tilde{u}=\pi(u)
$$

and

$$
\tilde{u}^{\tilde{p} \triangleq} \underbrace{\mathrm{u} v \mathrm{u} v \ldots v u}_{\mathrm{p}} .
$$

As was previously mentioned, this reduction to the symmetric tensor algebra will be employed whenever we consider the concept of taking derivatives of the tensor product, a topic which is considered in the following section.

### 2.4 Derivatives

In this section, we wish to examine a few of the concepts that will be needed when we derive the results for the various controller terms in Section III. In particular, we will consider the concept of taking a partial derivative of a tensor product, which will be needed to solve the fundamental equation of optimality that we are using - the Hamilton-JacobiBellman equation.

Our approach in this section is as follows. First, we present the general definitions of total and partial derivatives and show how these defi" nitions can be applier to a very simple case. These ideas are then extended to the case in which we are particularly interested, which involves the use of the chain rule for abstract derivatives while considering several copies of the veccor spaces $X$ and $U$. By the way of introduction, we may formalIy define the total derivative as follows [17]. If we let $V$ and $W$ be normed linear spaces with $U$ open in $V$, a mapping $f: U \rightarrow W$ is differentiable at $p \in U$ if there exists $T \in L(V, W)$ so that for $p+x \in U$, $x \in V$, and for $\|\cdot\|$ an appropriate norm on $V$ and $W$,

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{\|f(F+x)-f(p)-T(x)\|}{\|x\|}=0 . \tag{2.14}
\end{equation*}
$$

If such a $T$ exists, then $T$ is unique and called the total derivative of $f$ at $p$, denoted by

$$
\begin{equation*}
D f(p) x=T x . \tag{2.15}
\end{equation*}
$$

Also, suppose we let $V=V_{1} \times \ldots \times V_{n}, x=\left(x_{1}, \ldots, x_{n}\right) \in V$ and $U_{i}$ open in $V_{i}$ and consider $f_{i}: U_{i} \rightarrow W$ with action $x_{i} \rightarrow f\left(p_{1}, \ldots, p_{i-1}\right.$, $\left.x_{i}, p_{i+1}, \ldots, p_{n}\right)$. If $f_{i}$ is differentiable at $p_{i} \in U_{i}$, we call its
derivative the ith partial derivative of $f$ at $p$, and denote it by $D_{i} f(p), p \in U_{1} \times \ldots \times U_{n}$. Since we will be concerned primarily with the problem of taking derivatives of the tensor product, we first examine a simple case and note the general concepts involving derivatives. We define the mapping $f$ as follows

$$
f: X \times U \rightarrow X \otimes U
$$

with action $f(x, u)=x \otimes u$, where

$$
x \in X \text { and } u \in U .
$$

Provided that the mapping $f$ is differentiable, the total derivative of $f$ is a linear mapping belonging to $L(X \times U, X \otimes U)$ and is defined as [17]

$$
\begin{equation*}
D f(\bar{x}, \bar{u})(\Delta x, \Delta u)=\lim _{t \rightarrow 0} \frac{1}{t}[f(\bar{x}+t \Delta x, \bar{u}+t \Delta u)-f(\bar{x}, \bar{u})], \tag{2.16}
\end{equation*}
$$

where $\Delta u \in U$ and $\Delta x \in X$ are the incremental variables while $\bar{u} \in U$ and $\bar{X} \in X$ are the expansion points. For this particular $f$ mapping as defined above,

$$
\begin{align*}
\operatorname{Df}(\bar{x}, \bar{u})(\Delta x, \Delta u) & =\lim _{t \rightarrow 0} \frac{1}{t}[(\bar{x}+t \Delta x) \otimes(\bar{u}+t \Delta u)-(\bar{x} \otimes \bar{u})] \\
& =\lim _{t \rightarrow 0} \frac{1}{t}[\bar{x} \otimes \bar{u}+\bar{x} \otimes t \Delta u+t \Delta x \otimes \bar{u}+t \Delta x \otimes t \Delta u-\bar{x} \otimes \bar{u}] \\
& =\frac{\bar{x}}{x} \otimes \Delta u+\Delta x \otimes \bar{u} . \tag{2.17}
\end{align*}
$$

Next, we shall be concerned with the idea of partial derivatives. First of all, we can define two partial derivatives for this particular case a partial derivative with respect to $x$ and also with respect to $u$. We will denote these by $D_{x}$ and $D_{u}$, respectively.

$$
\begin{aligned}
D_{x} f(\bar{x}, \bar{u})(\Delta x) & =\lim _{t \rightarrow 0} \frac{1}{t}[f(\bar{x}+t \Delta x, \bar{u})-f(\bar{x}, \bar{u})] \\
& =\lim _{t \rightarrow 0} \frac{1}{t}[(\bar{x}+t \Delta x) \otimes \bar{u}-\bar{x} \otimes \bar{u}]
\end{aligned}
$$
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$$
\begin{align*}
& =\lim _{t \rightarrow 0} \frac{1}{t}[\bar{x} \otimes \bar{u}+t \Delta x \otimes \bar{u}-\bar{x} \otimes \bar{u}] \\
& =\Delta x \otimes \bar{u} \tag{2.18}
\end{align*}
$$

Similarly, the partial derivative with respect to $u$ is computed as

$$
\begin{align*}
D_{u} f(\bar{x}, \bar{u})(\Delta x, \Delta u) & =\lim _{t \rightarrow 0} \frac{1}{t}[f(\bar{x}, \bar{u}+t \Delta u)-f(\bar{x}, \bar{u})] \\
& =\lim _{t \rightarrow 0} \frac{1}{t}[\bar{x} \otimes(\bar{u}+t \Delta u)-\bar{x} \otimes \bar{u}] \\
& =\lim _{t \rightarrow 0} \frac{1}{t}[\bar{x} \otimes \ddot{i}+\bar{x} \otimes t \Delta u-\bar{x} \otimes \bar{u}]  \tag{2.19}\\
& =\bar{x} \otimes \Delta u .
\end{align*}
$$

If we examine the total and partial derivative expressions, it is possible to observe the following concepts. Inmidiately, it is obvious that the total derivative is nothing more than the sum of all of the possible partial derivatives. This is shown formally in [18] for the general case. Secondly, we can make the following observations:

$$
\begin{equation*}
D f(\bar{x}, \bar{u})(0, \Delta u)=D_{u} f(\bar{x}, \bar{u})(u u) \tag{2,20}
\end{equation*}
$$

and

$$
\begin{equation*}
D f(\bar{x}, \bar{u})(\Delta x, 0)=D_{x} f(\bar{x}, \bar{u})(\Delta x) \tag{2.21}
\end{equation*}
$$

The results that we have presented so far are adequate to study only the simple mapping $f(x, u)=x \otimes u$. We must next consider the concepts necessary in order to take derivatives when there exist multiple copies of the spaces $X$ and $U$, that is, mappings of the form


In order to examine the general case as stated above, we will need to consider certain concepts involving the chain rule in abstract differentiation [17]. We assume that $U_{1}$ is open in $V_{1}, U_{2}$ is open in $V_{2}$, $f: U_{1} \rightarrow U_{2}$, and $g: U_{2} \rightarrow W$ for $V_{1}, V_{2}, W$ Banach spaces. Let $p \in U_{1}$
be such that $f$ is differentiable at $p$ and $g$ is differentiable at $f(p)$. Then $g \circ f: U_{1} \rightarrow W$ is differentiable at $p$ and

$$
\begin{equation*}
D(g \circ f)(p)=D g(f(p)) \circ D f(p) . \tag{2.22}
\end{equation*}
$$

We will assume that $h=g \circ f$. This chain rule for abstract derivatives is used in [19] to derive the result that is needed concerning partial derivatives of the tensor product. We will assume that $X$ and $U$ are vector spaces such that $h: X \times U \rightarrow(X \otimes X) \otimes U$ with action $h(x, u)=$ $x \otimes x \otimes u$. The mapping $h$ has a derivative at some point $p=(\bar{x}, \bar{u}) \epsilon$ $X \times U$, where $\bar{X} \in X$ and $\bar{u} \in U$. Also, we define the mapping $f: X \times U$ $\rightarrow(X \otimes X) \times U$ with action $f\left(x_{f} u\right)=(X \otimes x, u)$ and the mapping $g:(X \otimes$ $\mathrm{X}) \times \mathrm{U} \rightarrow(\mathrm{X} \otimes \mathrm{X}) \otimes \mathrm{U}$ with action

$$
g(x \otimes x, u)=x \otimes x \otimes u
$$

Pictorially, we have the comntative diagram displayed in Figure 2.11. We also assume that $f$ is differentiable at $p$ and $g$ is differentiable at $f(p)$. Then,

$$
\begin{gathered}
D_{x} h(\bar{x}, \bar{u})(\Delta x)=\Delta x \otimes \bar{x} \otimes \bar{u}+\bar{x} \otimes \Delta x \otimes \bar{u}, \\
D_{u} h(\bar{x}, \bar{u})(\Delta u)=\bar{x} \otimes \bar{x} \otimes \Delta u .
\end{gathered}
$$

We will especially be interested in the partial derivative with respect to the control input, $u$. If we next allow the mapping $h$ to assume the following generalized form, we can extend these ideas presented above to include this case. First, we assume that

with action


Figure 2.11 Chain Rule Concept

$$
h(x, u)=\underbrace{x \otimes \ldots \otimes x^{x}}_{p} \underbrace{\otimes \otimes \ldots \otimes-1}_{q} .
$$

We can compute the required partial derivative as

$$
\begin{align*}
& D_{u} h(\bar{x}, \bar{u})(\Delta u)=\underbrace{\bar{x} \otimes \ldots \otimes \bar{x}}_{p} \otimes(\Delta u \otimes \underbrace{\bar{u} \otimes \ldots \otimes \bar{u}}_{q-1}+\bar{u} \otimes \Delta u \otimes \underbrace{\bar{u} \otimes \ldots \otimes \bar{u}}_{q-2} \\
& +\ldots+\underbrace{\bar{u} \otimes \bar{u} \otimes \ldots \otimes \bar{u}} \otimes \Delta u) \\
& \text { q-1 } \\
& \left.=\bar{x}^{-p} \otimes D\left(\bar{u}^{-q}\right): \Delta u\right) \text {. } \tag{2.23}
\end{align*}
$$

This is the result that we will need in Section III to solve the necessary minimization problem. Here, as was previously noted, we have assumed that $\bar{x}$ and $\bar{u}$ are expansion points and $\Delta x$ and $\Delta u$ are the necessary incremental variables. In order to simplify the notational aspects, we will drop the "bar" notation when we derive the controller results and simply assume that our point of expansion is ( $\mathrm{x}, \mathrm{u}$ ).

Since we have presented some introductory results concerning the ideas surrounding the symmetric tensor product, we now consider the partial derivative operation operating on the symmetric product. We consider the following situation:

$$
D_{u}\left[L\left(x^{p} \otimes u^{q}\right)\right](\Delta u),
$$

where $L$ is a linear map operating on the tensor product $\mathrm{x}^{\mathrm{P}} \otimes \mathrm{u}^{\mathrm{q}}$. If we apply the chain rule for abstract differentiation plus the fact that the derivative of a linear map is the linear map itself, the partial derivative operator may interchange with the linear map, $L$, which provides

$$
\begin{align*}
& L D_{u}\left[x^{p} \otimes u^{q}\right](\Delta u) \\
= & L x^{p} \otimes D\left(u^{q}\right)(\Delta u) . \tag{2.24}
\end{align*}
$$

We next substitute

$$
u^{q}=\beta \tilde{u}^{q},
$$

where it is recalled that $\beta$ is a linear mapping and

$$
\tilde{u}^{\tilde{q}}=\underbrace{\tilde{\mathrm{u}} v \tilde{\mathrm{u}} v \ldots v \tilde{\mathrm{u}}}_{\mathrm{q}} .
$$

Equation (2.24) then becomes

$$
\begin{align*}
& L\left[\left(x^{p} \otimes D\left(\beta \tilde{u}^{q}\right)(\Delta u)\right]\right. \\
&=L\left[x^{p} \otimes \beta D\left(\tilde{u}^{q}\right)(\Delta u)\right] \\
&=L[x^{p} \otimes \beta(\Delta \tilde{u} v \underbrace{\tilde{u} v \ldots v \tilde{u}}+\tilde{v} v \Delta \tilde{u} v \underbrace{\tilde{u} v \ldots v \tilde{u}}_{q-1}+\ldots \\
&+\underbrace{\tilde{u} v \ldots v \tilde{u}}_{q-2} v \Delta \tilde{u})] . \tag{2,25}
\end{align*}
$$

Next, we will illustrate the specific uses of the symmetric tensor algebra structure. It can be shown that all of the terms inside the parentheses in equation (2.25) above are equal. Consider the case where $\mathrm{q}=2$ as an example. Equation (2.25) becomes

$$
\begin{equation*}
\mathrm{L}\left[\mathrm{x}^{\mathrm{p}} \otimes \beta(\Delta \tilde{\mathrm{u}} \vee \tilde{\mathrm{u}}+\tilde{\mathrm{u}} \vee \Delta \tilde{\mathrm{u}})\right] \tag{2.26}
\end{equation*}
$$

We have previously shown how to compute the symmetric or wedge product of two vectors. Using this technique with $\operatorname{dim} U=2$, we obtain

$$
\Delta \tilde{u} v \tilde{u}=\left[\begin{array}{l}
\tilde{u}_{u_{1}} \tilde{u}_{1} \\
\Delta \tilde{u}_{2} \tilde{u}_{1}+\Delta \tilde{u}_{1} \tilde{u}_{2} \\
\Delta \tilde{u}_{2} \tilde{u}_{2}
\end{array}\right]
$$

and

$$
\tilde{\mathrm{u}} \vee \Delta \tilde{\mathrm{u}} \cdot\left[\begin{array}{l}
\tilde{u}_{1} \Delta \tilde{u}_{1} \\
\tilde{\mathrm{u}}_{1} \Delta \tilde{\mathrm{u}}_{2}+\tilde{u}_{2} \Delta \tilde{u}_{1} \\
\tilde{u}_{2} \Delta \tilde{u}_{2}
\end{array}\right] . \quad \begin{aligned}
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$$

Clearly,

$$
\Delta \tilde{u} v \tilde{u}=\tilde{u} v \Delta \tilde{u}
$$

Therefore, equation (2.25) now becomes

$$
\begin{equation*}
q L\left[x^{p} \otimes \beta\left(\tilde{u}^{q-1} \vee \Delta \tilde{u}\right)\right] \tag{2.27}
\end{equation*}
$$

as there are $q$ identical terms that are added in (2.25). If we recall that

$$
\tilde{u}=\pi(u)
$$

and

$$
\Delta \tilde{u}=\pi(\Delta u),
$$

then (2.27) becomes

$$
\begin{gather*}
q L[x^{p} \otimes \beta(\underbrace{\pi(u) v \pi(u) \vee \ldots v \pi(u)}_{\underbrace{\pi-1}} v \pi(\Delta u)) \\
\quad=q L[x^{p} \otimes \beta \pi(\underbrace{u \otimes u \otimes \ldots \otimes u}_{q-1} \otimes \Delta u)]  \tag{2.28}\\
\quad=q L[x^{p} \otimes \pi_{s}(\underbrace{u-1}_{\underbrace{u-1} \otimes u \otimes \ldots \otimes u} \otimes \Delta u)]  \tag{2.29}\\
\quad=q L\left[x^{p} \otimes \pi_{s}\left(u^{q-1} \otimes \Delta u\right)\right] .
\end{gather*}
$$

In obtaining equation (2.29), we note the composition

$$
\pi_{s}=\beta \circ \pi
$$

was used, as was shown in Figure 2.10. Also, we used a property of the projection in order to obtain (2.28), namely

$$
\pi\left(a_{1}\right) \vee \pi\left(a_{2}\right) \vee \ldots \vee \pi\left(a_{n}\right)=\pi\left(a_{1} \otimes a_{2} \otimes \ldots \otimes a_{n}\right)
$$

for $a_{i}, \ldots, a_{n} \in U$.
Basically, we projected into the symmetric tensor algebra in order to symmetrize the derivative result, which allowed us to equate all of the terms fin the summation in equation (2.25). After this operation has been accomplished, we effectively return to the (nonsymnetric) tensor algebra with the $\Delta u$ term in one fixed position. In the following section when we begin the derivation for the optimal controller terms, we will show that the terms that we wish to differentiate partially are of the form presented in (2.24). We will be interested in showing that certain coefficient terms will go to zero for all values of $\Delta u$, which is why these terms must be "factored" out of the expression that is of interest.

### 2.5 Discussion

In this section, we have presented the mathemstical preliminaries that are necessary to comprehend the remainder of this work. Each of the concepts presented so far will be of considerable inportance whenever we consider the optimal regulation problem in the following sections. Since we will be presented with a minimization problem, we will be particularly concerned with the procedures of partial differentiation with respect to a vector variable. Not surprisingly, the rerms that we will be required to differentiate will be expressed via the tensor product, hence, the reason for presenting the material contained in Section 2.4 , which is where many of the ideas in the chapter were brought together.

Thus far, our treatment of the subject matter has been highly theoretical and consistently algebraic in nature, with no reference at all to
systems cuncepts. These concepts are presented in the following section, and will appear very similar to some of the classical system theory with which the reader is undoubtedly familiar. The difference, of course, is the use of the multilinear algebra in order to describe $n$ system, a topic that is presented in the first portion of the following section.
III. A NONLINEAR CONTROL PROBLEM

The principal idea of this section is tu demonstrate how the concepts presented in the previous section, on the subject of tensor algebra, can be applied to actual control problems involving nonlinear systems. The underlying theme to most of the results presented here is the series expansion of a function about a given point. We begin the section with our basic assumptions concerning the fundamental systea description. Having defined these preliminaries, we present series expansion ideas as pertaining to the eventual solution concepts - that is, in terms of matrices operating on basis vectors. A method of calculating the $A_{p q}$ system matrices via Taylor's series ideas is also presented. The next section focuses on the exact procedures that: are neressary to derive the needed results, which are the controller gain matrices. By construction, this controller is optimal in nature, satisfying the Hamilton - Jacobi - Bellman (HJB) equation of optimality. In order to perform the necessary minimization, we shall use the concepts presented in Section IIconcerning the partial differentiation of the tensor product with respect to the control variable $u$. The recursive narure of the problem is explored, giving rise to solutions for the controller terms as well as to terms in the optimal value funstion. The last portion of the section provides a partial verification of the derived results as the Linear-Quadratic or LQ problem is verified for the low order terms solution.
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### 3.1 System Description [ <br> [1]

In order to proceed with the system representation in terms of tensor expansions, it is necessary to begin with the basic definition of the $m^{\text {th }}$ tensor power of a variable. We define

$$
\begin{equation*}
u^{p}=\underbrace{u \otimes u \otimes \ldots \otimes u}_{p \text { copies }} . \tag{3.1}
\end{equation*}
$$

The class of nonlinear systems that we will consider are those which can be desc-ibed by an ordinary differential equation of the usual form

$$
\begin{equation*}
\dot{x}(t)=f(x, u, t) \quad, \quad t \in\left[t_{0}, t_{1}\right] . \tag{3.2}
\end{equation*}
$$

Here, we assume that $x(\cdot) \in R^{n}$ is the vector of states and $u(\cdot) \in R^{m}$ is the vector of controls. The systems to be considered here may be represented in the following generalized form:

$$
\begin{equation*}
\dot{x}(t)=\sum_{p, q} A_{p q}(t) x^{p}(t) \otimes u^{q}(t) \quad, \quad p+q \geq 1 . \tag{3.3}
\end{equation*}
$$

The $A_{p q}$ terms are linear maps, defined as

$$
\begin{equation*}
A_{p q}:\left(R^{n}\right)^{p} \otimes\left(R^{m}\right)^{q} \rightarrow R^{n} \tag{3.4}
\end{equation*}
$$

where

$$
\left(R^{m}\right)^{p} \triangleq \underbrace{R^{\mathrm{m}} \otimes \ldots \otimes \mathrm{R}^{\mathrm{m}}}_{\mathrm{p} \text { copies }} .
$$

We next define the performance index, $J$, as

$$
\begin{equation*}
J=\frac{1}{2} M\left(x\left(t_{1}\right)\right)+\frac{1}{2} \int_{t_{0}}^{t_{1}} L(x(t), u(t), t) d t \tag{3.5}
\end{equation*}
$$

where $M\left(x\left(t_{1}\right)\right)$ and $L(x(t), u(t), t)$ are positive convex functionals, and $L(x, u, t)$ is assumed to be continuous with respect to $t$. Also, if $t_{1} \rightarrow \infty$, it is required that the system is asymptotically stable in
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a sufficiently small neighborhood of the origin. This is the infinite time regulation problem, which can be considered as a special case of the finite time regulation problem that we will consider. Continuing, we assume that the penalty term

$$
M\left(x\left(t_{1}\right)\right)=M\left(x_{f}\right), \quad x\left(t_{1}\right)=x_{f},
$$

is given by

$$
\begin{equation*}
M\left(x_{f}\right)=\sum_{k} M_{k} x_{f}^{k} \quad, \quad k \geq 2 \tag{3,6}
\end{equation*}
$$

The $M_{k}$ terms are defined as the linear mappings

$$
\begin{equation*}
M_{k}:\left(R^{n}\right)^{k} \rightarrow R \tag{3.7}
\end{equation*}
$$

We let $L(x(t), u(t), t)$ be given by

$$
\begin{equation*}
I(x, u, t)=\sum_{j, k} Q_{j k}(t) x^{j} \otimes u^{k}, j+k \geq 2 \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{j k}(t):\left(R^{n}\right)^{j} \otimes\left(R^{m}\right)^{k} \rightarrow R \tag{3.9}
\end{equation*}
$$

It is now necessary to define the set of admissible control functions as those control functions which can be represented in the usual form of a power series in $x$, that is

$$
\begin{equation*}
u(x, t)=\sum_{j} k_{j}(t) x^{j} \quad, j=1,2,3, \ldots \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{j}(t):\left(R^{n}\right)^{j} \rightarrow R^{m} \tag{3.11}
\end{equation*}
$$

The $K_{j}(t)$ terms follow the previous convention of deing linear maps.
Given the preliminaries presented in this section so far, we are prepared to state the basic cptimal control problem, for which a solution
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will be constructed in the next section. We desire to find a suitable control function $u(t)$ such that for all initial conditions $x_{0}$ belonging to some open neighborhood of the origin of $R^{n}$, the functional $J$ (performance index) is minimized. If such a control function is denoted by $u *(t)$ and $u(t)$ is any other control function, we require that

$$
J\left(x_{0}, u *\right) \leq J\left(x_{0}, u\right)
$$

This is to be satisfied for all $x_{0}$ in an open neighborhood of the origin. It is shown in [1] that there exists an open neighborhood of the origin such that for all initial conditions in this open neighborhood there exists a $u(t)$ that can be represented in the form of a power series as expressed in (3.10). Moreover, this solution is unique if the solution to the LQ problem is unique. The starting point in the development of this control function will be the Hamilton - Jacobi - Bellman equation, or HJB equation. It is shown in [20] that the HJB equation is a necessary condition for optimality. Before presenting these results, however, it is first necessary to note a few additional principles surrounding the optimal control problem. We define the so called optimal value function $V(x(t), t)$ as follows:

$$
\begin{equation*}
V(x, t)=\min _{u \in \Omega} J(x(t), u(s), t), t_{0} \leq t \leq t_{1}, s \in\left[t, t_{1}\right], \tag{3.12}
\end{equation*}
$$

such that

$$
\dot{x}=f(x, u, t)
$$

is satisfied, with initial condition vector

$$
x\left(t_{0}\right)=x_{0}
$$

This functina is called the optimal value function because it is equal to
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the minimum value of the performance index $J$ on the interval $\left[t_{0}, t_{1}\right]$. Also, the set $\Omega$ contains control functions that are expressed as in (3.10), that is,

$$
u(t)=\sum_{j} K_{j}(t) x^{j}(t) \quad, j=1,2,3, \ldots
$$

It can be shown that the optimal value function $V(x, t)$ solves the following functional equation [20]:

$$
\begin{equation*}
\min _{u \in \Omega}\left[\frac{d}{d t} v(x, t)+L(x, u, t)\right]=0 \tag{3.13}
\end{equation*}
$$

This is the functional form of the HJE equation. It also can be shown [1] that the optimal value function has the following properties:

1) If $x\left(t_{0}\right)=x_{0}=0$, then $V(x, t)$ is identically zero and $u(t) \equiv 0$;
2) there is some open neighborhood of the origin in which $V(x, t)$ can be represented as a power series in the state variable, $x$. The first term in this series is the quadratic term, so we have

$$
\begin{equation*}
V(x, t)=\sum_{k} V_{k}(t) x^{k}, \quad k=2,3, \ldots ; \tag{3.14}
\end{equation*}
$$

3) the joundary condition $V\left(x_{f}, t_{1}\right)=M\left(x_{f}\right)$ must be satisfied.

Property 1) listed above is really not surprising if we consider the initial conditions as some perturbation from the origin and the state $x(t)$ as being an error term. If this perturbation were not present, there would be no need for any correction mechanism and the control function would be identically zero. Property 2) is very important because it assumes that the optimal value function $V(x, t)$ is available as a power series In the state variable, $x$, which is similar to those assumptions made for the control function and also for the performance integrand $L(x, u, t)$.

The underlying principle surrounding the series expansion of the various functions involves the summation of linear mapping terms operating on their respective argument vectors. For example, we assumed

$$
\dot{x}=\sum_{p, q} A_{p q} x^{p} \otimes u^{q}
$$

as the given system description. We need to examine the construction of the argument vectors $x^{p} \otimes u^{q}$ which will in turn provide information concerning the sizes of the matrices that represent the linear maps $A_{p q}$. For the purposes of this example, we assume that $\operatorname{dim} U=\operatorname{dim} X=2$. As an example argument vector, we consider the tensor product

$$
x \otimes u
$$

where

$$
u=\left[\begin{array}{ll}
u_{1} & u_{2}
\end{array}\right]^{T}
$$

and

$$
x=\left[\begin{array}{ll}
x_{1} & \dot{x}_{2}
\end{array}\right]^{T}
$$

In order to form the set of basis vectors for $X \otimes U$, we consider the outer or dyadic product $\mathrm{xu}^{\mathrm{T}}$.

$$
x u^{T}=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \quad\left[\begin{array}{ll}
u_{1} & u_{2}
\end{array}\right]=\left[\begin{array}{ll}
x_{1} u_{1} & x_{1} u_{2} \\
x_{2} u_{1} & x_{2} u_{2}
\end{array}\right]
$$

If this $2 \times 2$ array is considered to be a 4-dimensional object (that is, a 4-vector) with its elements ordered lexicographically, then it may be listed as the column vector

$$
\left[\begin{array}{llll}
\mathrm{x}_{1} \mathrm{u}_{1} & \mathrm{x}_{1} u_{2} & \mathrm{x}_{2} \mathrm{u}_{1} & \mathrm{x}_{2} \mathrm{u}_{2}
\end{array}\right]^{\mathrm{T}} .
$$

Alternatively, we can appeal to the bases discussions of the previous section.
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If similar calculations are made for the remaining sets of basis vectors, we can formulate our system description in terms of matrices and vectors. Again, we are assuming, for the purpose of this illustration, that $\operatorname{dim} U=\operatorname{dim} X=2$, as well as a lexicographic ordering of the basis vectors.

$$
\begin{align*}
& {\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{ll}
\cdot & \cdot \\
\cdot & \cdot
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{ll}
\cdot & \cdot \\
\cdot & \cdot
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]+\left[\begin{array}{lll}
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot
\end{array}\right]\left[\begin{array}{l}
x_{1} u_{1} \\
x_{1} u_{2} \\
x_{01} \\
x_{2} u_{1} \\
x_{2} u_{2}
\end{array}\right]+} \\
& {\left[\begin{array}{llll}
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot
\end{array}\right]\left[\begin{array}{l}
x_{11}^{2} \\
x_{1} x_{2} \\
x_{2} x_{1} \\
x_{2}^{2}
\end{array}\right]+\left[\begin{array}{llll}
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot
\end{array}\right]\left[\begin{array}{l}
u_{1}^{2} \\
u_{1} u_{2} \\
u_{2} u_{1} \\
u_{2}^{2}
\end{array}\right]+\ldots} \tag{3.15}
\end{align*}
$$

Similarly, we can express the series expansions for $V(x, t), L(x, u, t)$, $u(t)$, and $M\left(x_{f}\right)$ as
$V(x, t)=[\cdot \quad \cdot \quad \cdot]\left[\begin{array}{c}x_{1}{ }^{2} \\ V_{2} \\ x_{1} x_{2} \\ x_{2} x_{1} \\ x_{2}{ }^{2}\end{array}\right]+[\cdot \quad \cdot \quad \cdot \quad \cdot \quad \cdot]\left[\begin{array}{c}x_{1}{ }^{3} \\ x_{1}{ }^{2} x_{2} \\ x_{1} x_{2} x_{1} \\ \cdot \\ \cdot \\ \cdot \\ x_{2}{ }^{3}\end{array}\right]+\ldots$,

$$
L(x, u, t)=\left[\begin{array}{llll}
\cdot & \cdot & \cdot & \cdot
\end{array}\right]\left[\begin{array}{c}
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2} x_{1} \\
x_{2}^{2}
\end{array}\right]+\left[\begin{array}{llll}
\cdot & \cdot & \cdot & \cdot
\end{array}\right]\left[\begin{array}{c}
u_{1}^{2} \\
\\
\\
u_{1} u_{2} \\
u_{2} u_{1} \\
u_{02}
\end{array}\right]+
$$

$$
\begin{align*}
& \begin{array}{l}
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& \begin{array}{c}
{\left[\begin{array}{llll}
\cdot & \cdot & \cdot
\end{array}\right]\left[\begin{array}{l}
x_{1} u_{1} \\
Q_{11} \\
x_{1} u_{2} \\
x_{2} u_{1} \\
x_{2} u_{2}
\end{array}\right]+\ldots,} \\
{\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{ll}
\cdot & \cdot \\
\cdot & \cdot
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{1}
\end{array}\right]+\left[\begin{array}{lll}
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot
\end{array}\right]\left[\begin{array}{l}
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2} x_{1} \\
x_{2}
\end{array}\right]+\ldots,}
\end{array} \tag{3.17}
\end{align*}
$$

and

We should emphasize once again that the representations of these linear maps as just illustrated are inherently dependent upon the particular ordering convention that is employed for the basis elements. We will consistently employ the lexicographic ordering convention in all discussions. It also would be useful to relate the matrices that we have defined here to the "usual" matrices found in the classical optinal control problem. In the traditional approach, a quadratic $L(x, u, t)$ would be described as

$$
\begin{equation*}
L(x, u, t)=x^{T} Q x+u^{T} R u+x^{T} C u . \tag{3.20}
\end{equation*}
$$

In order to show the relationship, say, between the $Q$ matrix above and
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the $Q_{20}$ vector that appeared in (3.17), we assume that $\operatorname{dim} U=\operatorname{dim} X$ $=2$, and that $Q$ is represented by

$$
\mathrm{Q}=\left[\begin{array}{ll}
\mathrm{q}_{11} & \mathrm{q}_{12} \\
\mathrm{q}_{21} & \mathrm{q}_{22}
\end{array}\right]
$$

Then,

$$
\begin{aligned}
x^{T} Q x & =\left[\begin{array}{ll}
x_{1} & x_{2}
\end{array}\right]\left[\begin{array}{ll}
q_{11} & q_{12} \\
q_{21} & q_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \\
& =\left[q_{11} x_{1}^{2}+q_{12} x_{1} x_{2}+q_{21} x_{2} x_{1}+q_{22} x_{2}^{2}\right] \\
& =\left[\begin{array}{ll}
q_{11} & q_{12} q_{21} q_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2} x_{1} \\
2^{2} \\
x_{2}
\end{array}\right] \\
& =Q_{20} x^{2} .
\end{aligned}
$$

We can similarly determine the components of the other $Q_{i j}$ terms as needed from their corresponding matrices in the classical optimal control problem.

Thus far, we have defined the $A_{p q}$ system matrices, but have not specified how these matrices may be obtained from a given nonlinear system. Basically, there are two methods by which these matrices may be obtained. The first is simply obtaining them by inspection. Unfortunately, this method can only be applied where the variables $x$ and $u$ do not appear as arguments for other functions. The following example illustrates this method. We assume that we are given the system

$$
\dot{x}_{1}=3 x_{1}+4 u_{2}+2 x_{2} u_{1}-5 x_{1}^{2}+x_{1} u_{2}
$$

$$
\dot{x}_{2}=-u_{1}+x_{1}-2 u_{1}^{2}+7 u_{2}^{2}+u_{1} u_{2} . \begin{aligned}
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$$

We can calculate the system matrices by inspection.

$$
\left.\left.\begin{array}{rl}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=} & {\left[\begin{array}{ll}
3 & 0 \\
1 & 0
\end{array}\right]} \\
A_{10}
\end{array}\right]+\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{ll}
0 & 4 \\
-1 & 0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]+\left[\begin{array}{llll}
0 & 1 & 2 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} u_{1} \\
x_{1} u_{2} \\
x_{2} u_{1} \\
x_{2} u_{2}
\end{array}\right]+
$$

For systems where the variables x and u appear as arguments for other functions, we must use the other approach, which involves a Taylor's series expansion of a function in two vector variables. The theory behind this concept is discussed quite extensively in [1] and [16] and involves the traditional Taylor's series approach but developed in terms of vector-valued tensors and the contraction operator. Another approach that defines the series expansion form in terms of tensor products may be found in [9]. The details of these methods are not really relevant to our results here, but the ideas surrounding the definition of the various system matrices are quite important. For the purposes of this example, we note that we are still assuming that $\operatorname{dim} U=\operatorname{dim} X=2$. The $A_{p q}$ system matrices can be computed via the partial derivative operation, as follows:

$$
\begin{aligned}
& A_{10}=\left.\left[\begin{array}{ll}
\frac{\partial f_{1}}{\partial x_{1}} & \frac{\partial f_{1}}{\partial x_{2}} \\
\frac{\partial f_{2}}{\partial x_{1}} & \frac{\partial f_{2}}{\partial x_{2}}
\end{array}\right]\right|_{\left(x_{0}, u_{0}\right)}, A_{01}=\left.\left[\begin{array}{ll}
\frac{\partial f_{1}}{\partial u_{1}} & \frac{\partial f_{1}}{\partial u_{2}} \\
\frac{\partial f_{2}}{\partial u_{1}} & \frac{\partial f_{2}}{\partial u_{2}}
\end{array}\right]\right|_{\left(x_{0}, u_{0}\right)} \\
& A_{11}=\left.\left[\begin{array}{cccc}
\frac{\partial^{2} f_{1}}{\partial x_{1} \partial u_{1}} & \frac{\partial^{2} f_{1}}{\partial x_{1} \partial u_{2}} & \frac{\partial^{2} f_{1}}{\partial x_{2} \partial u_{1}} & \frac{\partial^{2} f_{1}}{\partial x_{2} \partial u_{2}} \\
\frac{\partial^{2} f_{2}}{\partial x_{1} \partial u_{1}} & \frac{\partial^{2} f_{2}}{\partial x_{1} \partial u_{2}} & \frac{\partial^{2} f_{2}}{\partial x_{2} \partial u_{1}} & \frac{\partial^{2} f_{2}}{\partial x_{2} \partial u_{2}}
\end{array}\right]\right|_{\left(x_{0}, u_{0}\right)} \\
& A_{20}=\left.\frac{1}{2}\left[\begin{array}{llll}
\frac{\partial^{2} f_{1}}{\partial x_{1}^{2}} & \frac{\partial^{2} f_{1}}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} f_{1}}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} f_{1}}{\partial x_{2}^{2}} \\
\frac{\partial^{2} f_{2}}{\partial x_{1}{ }^{2}} & \frac{\partial^{2} f_{2}}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} f_{2}}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} f_{2}}{\partial x_{2}^{2}}
\end{array}\right]\right|_{\left(x_{0}, u_{0}\right)} \\
& A_{02}=\left.\frac{1}{2}\left[\begin{array}{llll}
\frac{\partial^{2} f_{1}}{\partial u_{1}^{2}} & \frac{\partial^{2} f_{1}}{\partial u_{1} \partial u_{2}} & \frac{\partial^{2} f_{1}}{\partial u_{2} \partial u_{1}} & \frac{\partial^{2} f_{1}}{\partial u_{2}^{2}} \\
\frac{\partial^{2} f_{2}}{\partial u_{1}^{2}} & \frac{\partial^{2} f_{2}}{\partial u_{1} \partial u_{2}} & \frac{\partial^{2} f_{2}}{\partial u_{2} \partial u_{1}} & \frac{\partial^{2} f_{2}}{\partial u_{2}^{2}}
\end{array}\right]\right|_{\left(x_{0}, u_{0}\right)}
\end{aligned}
$$

The other values of the $A_{p q}$ system matrices that are needed (depending on the problem degree) can be calculated similarly. The point ( $\mathrm{x}_{0}, \mathrm{u}_{0}$ ) is assumed to be the expansion point. An interesting feature regarding the above way of calculating the system matrices is how the sequence of indices increases lexicographically from left to right in each row. This feature is, of course, basis dependent.

One of the concepts surrounding the HJB equation is the idea of
minimization. This minimization will take place after appropriate substitutions for $V(x, t)$ and $L(x, u, t)$ are made. Since we are presented with a function of two variables, the control $u$ and state variable $x$, we will perform the minimization operation by taking the necessary partial derivatives and setting the result to zero. As we shall see, this will involve the concapts of Section 2.4 where we examined the possibility of taking partial derivatives of tensor products of two variables. We also note that the particular type of control functions that we desire are the so called analytic feedback controllers [1]. This requirement is quite important in obtaining the final solution. Toward this end, we begin the derivation of the controller expressions in the next portion of this section.

### 3.2 Derivation of Controller Expressions

In this section, we show how to derive expressions for the controller as a function of the system description and the performance index terms. The solution will be constructed in a recursive manner by solving the $H J B$ equation for the unknown coefficient matrices

$$
v_{k}(t) \quad, \quad k=2,3, \ldots
$$

and

$$
K_{j}(t) \quad, \quad j=1,2,3, \ldots
$$

such that the boundary condition

$$
V\left(x\left(t_{1}\right), t_{1}\right)=M\left(x\left(t_{1}\right)\right)
$$

is met. Beginning with the HJB equation

$$
\min _{u \in \Omega}\left[\frac{d}{d t} v(x, t)+L(x, u, t)\right]=0,
$$

## ORIGINAL PAGE is

 OF POOR QUALITYwe first examine how to compute the time derivative of the optimal value function, $V(x, t)$, where we recall from (3.16) that $V(x, t)$ can be expressed in stiles expansion form as

$$
V(x, t)=V_{2} x^{2}+\dot{V}_{3} x^{3}+\ldots
$$

Therefore,

$$
\begin{align*}
\frac{d}{d t} V(x, t)= & \dot{V}_{2} x^{2}+V_{2}(\dot{x} \otimes x+x \otimes \dot{x})+\dot{V}_{3} x^{3}+V_{3}(\dot{x} \otimes x \otimes x \\
& +x \otimes \dot{x} \otimes x+x \otimes x \otimes \dot{x})+\ldots \tag{3.21}
\end{align*}
$$

because of the biinnearity of the tensor product and using the ordinary product rule. In general, we note the movement of the $\dot{x}$ then from left to right in th. summation and express the general result as

$$
\begin{gather*}
\frac{d}{d t} V(x, t)=\sum_{k=2}^{\infty} V_{k}(t) \sum_{j=1}^{k} \underbrace{x \otimes x \otimes \ldots x}_{j-1} \otimes \dot{x} \otimes \underbrace{x-j}_{\text {copies }} \underbrace{x \otimes \ldots \otimes x}_{\text {copies }} \\
\\
+\sum_{k=2}^{\infty} \dot{V}_{k}(t) x^{k} . \tag{3.22}
\end{gather*}
$$

We now examine the substitution for the $\dot{x}$ terms, namely

$$
\dot{x}=\sum_{p, q} A_{p q} x^{p} \otimes u^{q}, p+q \geq 1
$$

Making this substitution, and including the expansion ter for $L(x, u, t)$, we arrive at the expression in the $H J B$ equation that is to be minimized with respect to the vector variable $u$, namely

$$
\begin{gathered}
\frac{d}{d t} V(x, t)+L(x, u, t)= \\
\sum_{k=2}^{\infty} V_{k}(t) \sum_{j=1}^{k} \underbrace{x \otimes \ldots \otimes x}_{\begin{array}{c}
j-1 \\
\text { copies }
\end{array}} \otimes\left(\sum_{p, q} A_{p q} x^{p} \otimes u^{q}\right) \otimes \underbrace{x \otimes \ldots \otimes x}_{\begin{array}{c}
k-j \\
\text { copies }
\end{array}}+\sum_{k=2}^{\infty} \dot{V}_{k}(t) x^{k}
\end{gathered}
$$

$$
\begin{equation*}
+\sum_{\mathrm{m}, \mathrm{n}} a_{\operatorname{mn}} \mathrm{x}^{\mathrm{m}} \otimes \mathrm{u}^{\mathrm{n}} \tag{3.23}
\end{equation*}
$$

where $m+n \geq 2$ and $p+q \geq 1$. Recalling the various properties of the Kronecker product outlined insection II we may proceed with the simplification. Equation (3.23) then becomes

$$
\begin{align*}
\sum_{k=2}^{\infty} V_{k}(t) \sum_{j=i}^{k} \sum_{p, q} & \left(1_{x}^{j-1} \otimes A_{p q} \otimes 1_{x}^{k-j}\right)\left(x^{j-1} \otimes\left(x^{p} \otimes u^{q}\right) \otimes x^{k-j}\right) \\
& +\sum_{k=2}^{\infty} \dot{V}_{k}(t) x^{k}+\sum_{m, n} Q_{m n} x^{m} \otimes u^{n} \tag{3.24}
\end{align*}
$$

where we deflne the multiple Kronecker product of the identity matrix $I_{x}^{k-j}$ as

$$
1_{x}^{k-j}=\underbrace{1_{x} \otimes 1_{x} \otimes \ldots \otimes I_{x}}_{k-j \operatorname{cop} 1 e s}
$$

It would be very advantageous to be able to alter the ordering of the terms in the above expression and group the $x^{j-1}, x^{k-j}$, and $x^{p}$ terms to obtain a term $\mathrm{x}^{\mathrm{p}+\mathrm{k}-1}[16]$. However, in order to accomplish this, it will be necessary to introduce a new operator. We define the permutation matrix in a slightly modified manner from the definition in [21], but with similar results. Let

$$
\begin{equation*}
S_{p q}^{r}\left(x^{p} \otimes u^{q}\right) \triangleq x^{p-r} \otimes u^{q} \otimes x^{r} \tag{3.25}
\end{equation*}
$$

where

$$
r \leq p .
$$

If we make this substitution in equation (3.24), we have

$$
\begin{align*}
\frac{d}{d t} V(x, t)+L(x, u, t) & =\sum_{k=2}^{\infty} V_{k}(t) \sum_{j=1}^{k} \sum_{p, q}\left(I_{x}^{j-1} \otimes A_{p q} \otimes I_{x}^{k-j}\right) S_{\ell q}^{k-j} \\
\left(x^{\ell} \otimes u^{q}\right) & +\sum_{k=2}^{\infty} \dot{V}_{k}(t) x^{k}+\sum_{m, n} Q_{m n} x^{m} \otimes u^{n} \tag{3.26}
\end{align*}
$$

where we define the index $\&$ as

$$
\ell=p+k-1
$$

Also, we note that $s_{\ell q}^{0}(r=0)$ is trivially the identity matrix, of dimension equal to the dimension of

which is equal to

$$
n^{\ell} \cdot m^{q}
$$

for $\operatorname{dim} X=n$ and $\operatorname{dim} U=m$.
An example will be useful in observing the action of this permutation matrix. For the purposes of this example, we shall assume that

$$
\begin{aligned}
& k=2, \\
& p=1,
\end{aligned}
$$

and

$$
q=1
$$

Then, we have, from (3.26)

$$
\begin{aligned}
v_{2} & {\left[\left(A_{11} \otimes I_{x}\right) s_{21}^{1} x^{2} \otimes u+\left(I_{x} \otimes A_{11}\right)\left(x^{2} \otimes u\right)\right] } \\
& =v_{2}\left[\left(A_{11} \otimes 1_{x}\right) s_{21}^{1}+\left(I_{x} \otimes A_{11}\right)\right] x^{2} \otimes u
\end{aligned}
$$

In general, the $S_{p q}^{r}$ operators are Ifreax mappings, and are represented in matrix form by a $n^{p} \cdot m^{q}$ square matrix, where $\operatorname{dim} X=n$ and $\operatorname{dim} U$ $=m$. These matrices have a single " 1 " in each column and basically reorder the listing of the elements in a paxticular basis vector. For exanple, $S_{11}^{1}$ can be represented as

$$
\left[\mathrm{S}_{11}^{1}\right]=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

For higher order ' $p$ and $q$, there is an ambiguity that must be resolved before we can continue. As an example, we consider the operator $\mathrm{s}_{21}^{1}$, with action

$$
s_{21}^{1}\left(x^{2} \otimes u\right)=x \otimes u \otimes x .
$$

In matrix form, we have:

$$
\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} x_{1} u_{1} \\
x_{1} x_{1} u_{1} \\
x_{1} x_{2} u_{1} \\
x_{1} x_{2} u_{2} \\
x_{2} x_{1} u_{1} \\
x_{2} x_{1} u_{2} \\
x_{2} x_{2} u_{1} \\
x_{2} x_{2} u_{2}
\end{array}\right]=\left[\begin{array}{l}
x_{1} u_{1} x_{1} \\
x_{1} u_{1} x_{2} \\
x_{1} u_{2} x_{1} \\
x_{1} u_{2} x_{2} \\
x_{2} u_{1} x_{1} \\
x_{2} x_{1} x_{2} \\
x_{2} u_{2} x_{1} \\
x_{2} u_{2} x_{2}
\end{array}\right] .
$$

The ambiguity arises in the above example in the construction of rows 2 and 5, as well as rows 4 and 7 . We shall adopt the convention thar the x vector components will remain in the same order whenever the tensor product is reoriered. Thus, in row 2 of the above matrix, we choose the product $x_{1} x_{2} u_{1}$ to equate to $x_{1} u_{1} x_{2}$, rather than the product $x_{2} x_{1} u_{1}$. This convention will be consistently employed throughout the remainder of the work.

Now that we have clarified the necessary issues, we are ready to proceed with the solution. We recall the the firss step in solving the optimal regulation problem will be to croate

$$
\begin{equation*}
D_{u}\left[\frac{d}{d t} v(x, t)+L(x, u, t)\right](\Delta u)=0 . \tag{3.27}
\end{equation*}
$$

It is necessary to consider what happerıs whenever equation (3.26) is partially differentiated with respect to the control variable $u$. So that we may differentiate term-by-term, we shall first list a few of the initial terms in (3.26):

$$
\begin{gather*}
\frac{d}{d t} v(x, t)+L(x, u, t)=\dot{V}_{2} x^{2}+V_{2}\left\{\left(A_{10} \otimes A_{10}\right) x^{2}+\left[\left(A_{01} \otimes I_{x}\right) S_{11}^{1}+\left(I_{x} \otimes A_{01}\right)\right]\right. \\
x \otimes u+\left[\left(A_{11} \otimes I_{x}\right) S_{21}^{I}+\left(I_{x} \otimes A_{11}\right)\right] x^{2} u+\left[\left(A_{02} \otimes I_{x}\right) S_{12}^{1}+\left(I_{x} \otimes A_{02}\right)\right] \\
\left.x \otimes u^{2}+\left[\left(A_{20} \otimes I_{x}\right)+\left(1_{x} \otimes A_{20}\right)\right] x^{3}+\ldots\right\}+\dot{V}_{3} x^{3}+V_{3}\left\{A_{10} \oplus A_{10} \oplus A_{10}\right) x^{3}+ \\
{\left[\left(A_{01} \otimes 1_{x}^{2}\right) S_{2 I}^{2}+\left(1_{x} \otimes A_{01} \otimes I_{x}\right) S_{21}^{1}+\left(1_{x}^{2} \otimes A_{01}\right)\right] x^{2} \otimes u+} \\
\left.\left[\left(A_{11} \otimes 1_{x}^{2}\right) S_{31}^{2}+\left(I_{x} \otimes A_{11} \otimes 1_{x}\right) s_{31}^{I}+\left(1_{x}^{2} \otimes A_{11}\right)\right] x^{3} \otimes u+\ldots\right\}+\ldots \\
+Q_{02} u^{2}+Q_{20} x^{2}+Q_{11} x \otimes u+\ldots \tag{3.28}
\end{gather*}
$$

In listing these terms, we have used the Kronecker summation that was previously defined in Section II that is,

$$
A \oplus B \triangleq A \otimes I_{m}+I_{\ell} \otimes B
$$

where $A$ is $\ell \times \ell$ and $B$ is $m \times m$. This sum is well-defined because $A \otimes 1_{m}$ is an $\ell m \times \ell m$ matrix as well as $1_{\ell} \otimes B$. By using this definition, we can write, for $C \mathrm{n} \times \mathrm{n}$,

$$
\begin{gathered}
A \otimes I_{m} \otimes 1_{n}+1_{\ell} \otimes B \otimes I_{n}+1_{\ell} \otimes I_{m} \otimes C \\
=\left(A \otimes 1_{m}+I_{\ell} \otimes B\right) \otimes 1_{n}+I_{\ell} \otimes I_{m} \otimes C \\
=(A \oplus B) \otimes I_{n}+\left(1_{\ell} \otimes I_{n}\right) \otimes C \\
=A \oplus B \oplus C .
\end{gathered}
$$

This is usually called the multiple Kronecker sumation [1] and can be viewed as an extension of the normal Kronecker sum.

If we recall the process of partially differentiating linear map-
pings operating on rensor products that was outined in Section 2,4 , we can differentiate (3.28) term by term:

$$
\begin{gathered}
D_{u}\left\{V_{2}\left[\left(A_{01} \otimes 1_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right] x \otimes u\right\}(\Delta u) \\
=\left[\left(A_{01} \otimes 1_{x}\right) s_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right] x \otimes A u \\
D_{u}\left[Q_{11} x \otimes u\right](\Delta u)=Q_{11} x \otimes \Delta u
\end{gathered}
$$

and

$$
\begin{aligned}
& D_{u}\left[Q_{02} u^{2}\right](\Delta u) \\
& =Q_{02} D\left(u^{2}\right)(\Delta u) \\
& =2 Q_{02} \pi_{s}(u \otimes \Delta u)
\end{aligned}
$$

If similar calculations are carried out for the remaining terms in (3.28), we may list the result as follows:

$$
\begin{gather*}
D_{u}\left[\frac{d}{d t} V(x, t)+L(x, u, t)\right](\Delta u)=\left\{2 Q_{02} \pi_{s}\left(K_{1} \otimes I_{u}\right)+Q_{11}+\right. \\
\left.V_{2}\left[\left(A_{01} \otimes I_{x}\right) s_{11}^{1}+\left(I_{x} \otimes A_{01}\right)\right]\right\} x \otimes \Delta u+\left\{2 Q_{02} \pi_{s}\left(K_{2} \otimes I_{u}\right)\right. \\
+3 Q_{03} \pi_{s}\left(K_{1} \otimes K_{1} \otimes I_{u}\right)+2 Q_{12}\left[I_{x} \otimes \pi_{s}\left(K_{1} \otimes 1_{u}\right)\right]+Q_{21}+ \\
V_{2}\left[\left(A_{11} \otimes I_{x}\right) s_{21}^{I}+\left(I_{x} \otimes A_{11}\right)\right]+2 I_{2}\left[\left(A_{02} \otimes I_{x}\right) s_{12}^{1}+\left(I_{x} \otimes A_{02}\right)\right] \\
{\left[I_{x} \otimes \pi_{s}\left(K_{1} \otimes I_{u}\right)\right]+V_{3}\left[\left(A_{01} \otimes I_{x}^{2}\right) s_{21}^{2}+\left(I_{x} \otimes A_{01} \otimes I_{x}\right) s_{21}^{1}+\right.} \\
\left.\left.\left(I_{x}^{2} \otimes A_{01}\right)\right]\right\} x^{2} \otimes \Delta u+\ldots=0 \tag{3.29}
\end{gather*}
$$

In order to clarify the origins of the terms listed in equation (3.29), refer to Figures 3.1 and 3.2 , which show the original terms of equation (3.28) and their values after differentiation.

The HJB equation thus far has been solved for the optimal control, which can be expressed as a function of $x$ and $t$. We may write

$$
\begin{equation*}
u^{*}(x, t)=\sum_{j} K_{j}^{*}(t) x^{j}, j=1,2,3, \ldots \tag{3.30}
\end{equation*}
$$

where $u^{*}(x, t)$ is the optimal control. If this substitution is made,

Figure 3.1

$$
\begin{aligned}
& Q_{11} x \otimes \Delta u \\
& 3 Q_{03} \pi_{S}\left(u^{2} \otimes \Delta u\right) \\
& 2 Q_{12} x \otimes \pi_{s}(u \otimes \Delta u) \\
& Q_{21} x^{2} \otimes \Delta u
\end{aligned}
$$

Original term


| $\frac{\text { Original term }}{\frac{\mathrm{V}_{2} x^{2}}{}}$ | After partial differentation | First order terms (those ihat multiply $x \otimes \Delta u$ ) | Second order terms <br> (those that multiply $x^{2} \otimes \Delta u$ ) |
| :---: | :---: | :---: | :---: |
| $\begin{array}{r} \mathrm{V}_{2}\left[\left(\mathrm{~A}_{01} \otimes 1_{x}\right) \mathrm{S}_{11}^{1}\right. \\ \left.+\left(1_{x}^{\otimes A} 01\right)\right] x^{\otimes} \\ \hline \end{array}$ | $v_{2}\left[\left(A_{01} 1_{x}\right) S_{11}^{1}+\left(1_{x}{ }^{\otimes A} 01\right)\right]$ <br> $x \otimes \Delta u$ | $\mathrm{V}_{2}\left[\left(A_{01} \otimes 1_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right]$ | . . . . . . . . . . . . . . . . . . . |
| $\mathrm{V}_{2}\left(\mathrm{~A}_{10}{ }^{\oplus \mathrm{A}} 10\right)^{2}$ | - ............................ | ............................. | ............................. |
| $\begin{aligned} & \mathrm{V}_{2}\left[\left(\mathrm{~A}_{11} \otimes 1_{\mathrm{x}}\right) \mathrm{S}_{21}^{1}\right. \\ & +\left(1_{\mathrm{x}}^{\left.\left.\otimes \mathrm{A}_{11}\right)\right] \mathrm{x}^{2} \otimes \mathrm{u}}\right. \end{aligned}$ | $\begin{aligned} & \mathrm{V}_{2}\left[\left(\mathrm{~A}_{11}{ }^{\otimes 1} \mathrm{x}_{\mathrm{x}}\right) \mathrm{S}_{21}^{1}+\left(1_{\mathrm{x}}^{\left.\left.\otimes \mathrm{A}_{11}\right)\right]}\right.\right. \\ & \mathrm{x}^{2} \otimes \Delta \mathrm{u} \end{aligned}$ | ............................ | $\mathrm{V}_{2}\left[\left(\mathrm{~A}_{11} \mathrm{I}_{\mathrm{x}}\right) \mathrm{S}_{21}^{1}+\left(1_{x} \otimes \mathrm{~A}_{11}\right)\right]$ |
| $\begin{aligned} & V_{2}\left[\left(A_{02} \otimes 1_{x}\right) S_{12}^{1}\right. \\ & \left.+\left(1_{x}^{\otimes A} 02\right)\right] x \otimes u^{2} \end{aligned}$ | $\begin{aligned} & 2 V_{2}\left[\left(A_{02} \otimes 1_{x}\right) S_{12}^{1}+\left(1_{x} \otimes A_{02}\right)\right] \\ & x \otimes \pi_{s}(u \otimes \Delta u) \end{aligned}$ | ............................. | $\begin{aligned} & 2 \mathrm{v}_{2}\left[\left(\mathrm{~A}_{02}{ }^{\otimes 1} \mathrm{x}\right) \mathrm{S}_{12}^{1}+\left(1_{\mathrm{x}}^{\left.\left.\otimes \mathrm{A}_{02}\right)\right]}\right.\right. \\ & {\left[1_{\mathrm{x}}^{\otimes \pi_{\mathrm{s}}}\left(\mathrm{~K}_{1} \otimes 1_{u}\right)\right]} \end{aligned}$ |
| $\begin{aligned} & \mathrm{V}_{2}\left[\left(\mathrm{~A}_{20} \otimes \mathrm{l}_{\mathrm{x}}\right)+\right. \\ & \left.\left(1_{\mathrm{x}}^{\otimes \mathrm{A}} 20\right)\right] \mathrm{x}^{3} \end{aligned}$ | -............................ | ............................. | ............................ |
| • • | $\stackrel{-}{\cdot}$ | $\stackrel{\rightharpoonup}{\cdot}$ | $\stackrel{\rightharpoonup}{*}$ |
| $\dot{V}_{3} \mathrm{x}^{3}$ | -........................... | ........... | -........................... |
| $\begin{aligned} & \mathrm{v}_{3}\left[\left(\mathrm{~A}_{01} \otimes 1_{\mathrm{x}}^{2}\right)\right. \\ & \mathrm{s}_{21}^{2}+\left(1_{\mathrm{x}}^{\left.\otimes A_{01} \otimes 1_{x}\right)}\right. \\ & \left.\mathrm{s}_{21}^{1}+\left(1_{\mathrm{x}}^{2} \otimes \mathrm{~A}_{01}\right)\right] \\ & \mathrm{x}^{2} \otimes_{\mathrm{u}} \end{aligned}$ | $\begin{aligned} & V_{3}\left[\left(A_{01} \otimes 1_{x}^{2}\right) S_{21}^{2}+\left(1_{x}^{\otimes A_{01}}{ }^{\otimes 1}\right)\right. \\ & \left.\mathrm{s}_{21}^{1}+\left(1_{x}^{2} \otimes A_{01}\right)\right] x^{2} \otimes \Delta u \end{aligned}$ | -........................... | $\begin{aligned} & \mathrm{v}_{3}\left[\left(\mathrm{~A}_{01}{ }^{\otimes 1}{ }_{x}^{2}\right) \mathrm{s}_{21}^{2}+\left(1_{\mathrm{x}}^{\left.\otimes \mathrm{A}_{01} 1_{x}\right)}\right.\right. \\ & \left.\mathrm{s}_{21}^{1}+\left(1_{\mathrm{x}}^{2}{ }^{\otimes A_{01}}\right)\right] \end{aligned}$ |

the resulting equation is (3.29). We will suppress the asterisk notation and simply note the optimal gain matrices as $K_{j}(t)$. A few comments are in order concerning the multiple tensor product of the control vector when the substitution (3.30) is made. We will first consider the product $u \otimes u$.

$$
\begin{aligned}
u \otimes u & =\left(\sum_{j} K_{j}(t) x^{+}\right) \otimes\left(\sum_{k} K_{k}(t) x^{k}\right) \\
& =\sum_{j, k}\left(K_{j}(t) \otimes K_{k}(t)\right) x^{j+k}
\end{aligned}
$$

Likewise, the general form is therefore

$$
\begin{equation*}
u^{p}=\sum_{j_{1}, j_{2}, \ldots, j_{p}}\left(k_{j_{1}}(t) \otimes k_{j_{2}}(t) \otimes \ldots \otimes k_{j_{p}}(t)\right) x^{j_{1}+j_{2}+\ldots+j_{p}} \tag{3.31}
\end{equation*}
$$

By using these techniques and substitutions, it is possible to obtain equation (3.29).

The factored form of equation (3.29) presents a possible method of solution. We desire that this entire expression be identically zero for all values of $\Delta u$. We can express the tensor products $x \otimes \Delta u$ and $x^{2} \otimes \Delta u$ in matrix form as

$$
x_{1} \Delta u \quad, \quad x_{2} \Delta u
$$

For the case where $\operatorname{dim} U=\operatorname{dim} X=2$,

$$
x_{1}=\left[\begin{array}{ll}
x_{1} & 0 \\
0 & x_{1} \\
x_{2} & 0 \\
0 & x_{2}
\end{array}\right]
$$

$$
x_{2}=\left[\begin{array}{ll}
x_{1}^{2} & 0 \\
0 & x_{1}^{2} \\
x_{1} x_{2} & 0 \\
0 & x_{1} x_{2} \\
x_{2} x_{1} & 0 \\
0 & x_{2} x_{1} \\
x_{2}^{2} & 0 \\
0 & x_{2}^{2}
\end{array}\right],
$$
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and

$$
\Delta u=\left[\begin{array}{l}
\Delta u_{1} \\
\Delta u_{2}
\end{array}\right]
$$

Therefore, for an identically zero result, one of the requirements is that
$\left\{2 Q_{02} \pi_{s}\left(K_{1} \otimes I_{u}\right)+Q_{11}+V_{2}\left[\left(A_{01} \otimes I_{x}\right) S_{11}^{1}+\left(I_{x} \otimes A_{01}\right)\right]\right\} X_{1}=0 .(3.32)$
Since the above quantity that multiplies $X_{1}$ is a row vector with four components, the general form is

$$
\left[\begin{array}{lll}
A_{1} & A_{2} & A_{3}
\end{array} A_{4}\right]\left[\begin{array}{ll}
x_{1} & 0 \\
0 & x_{1} \\
x_{2} & 0 \\
0 & x_{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0
\end{array}\right]
$$

or

$$
\left[\begin{array}{ll}
A_{1} & A_{3} \\
A_{2} & A_{4}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

which implies that

$$
A_{1}=A_{2}=A_{3}=A_{4}=0,
$$

since $A_{i}$ is independent of $x$. This means that our requirement reduces to

$$
\begin{equation*}
2 Q_{02} \pi_{s}\left(K_{1} \otimes 1_{u}\right)+Q_{11}+V_{2}\left[\left(A_{01} \otimes 1_{x}\right) s_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right]=0 . \tag{3.33}
\end{equation*}
$$

It is possible to extend this reasoning to include terms of higher order. We can express the tensor product $x^{2} \otimes \Delta u$ in matrix form as $x_{2} \Delta u$.

This means that we must require

$$
\begin{gather*}
{\left[2 Q_{02} \pi_{s}\left(K_{2} \otimes 1_{u}\right)+3 Q_{03} \pi_{s}\left(K_{1} \otimes K_{1} \otimes 1_{u}\right)+2 Q_{3 \cap}\left[I_{x} \otimes \pi_{s}\left(K_{1} \otimes I_{u}\right)\right]+\right.} \\
Q_{21}+V_{2}\left[\left(A_{11} \otimes I_{x}\right) S_{21}^{1}+\left(I_{x} \otimes A_{11}\right)\right]+ \\
\quad 2 v_{2}\left[\left(A_{02} \otimes 1_{x}\right) S_{12}^{1}+\left(I_{x} \otimes A_{02}\right)\right]\left[1_{x} \otimes \pi_{s}\left(K_{1} \otimes I_{u}\right)\right]+ \\
V_{3}\left[\left(A_{01} \otimes I_{x}^{2}\right) s_{21}^{2}+\left(I_{x} \otimes A_{01} \otimes I_{x}\right) s_{21}^{1}+\left(I_{x}^{2} \otimes A_{01}\right)\right] x_{2}=0 . \tag{3.34}
\end{gather*}
$$

The above quantity that multiplies $X_{2}$ is a row vector with eight components, which can be represented as

$$
\left[\begin{array}{lllllll}
B_{1} & B_{2} & B_{3} & B_{4} & B_{5} & B_{6} & B_{7} \\
B_{8}
\end{array}\right]\left[\begin{array}{ll}
x_{1}{ }^{2} & 0 \\
0 & x_{1}{ }^{2} \\
x_{1} x_{2} & 0 \\
0 & x_{1} x_{2} \\
x_{2} x_{1} & 0 \\
0 & x_{2} x_{1} \\
x_{2}{ }^{2} & 0 \\
0 & x_{2}{ }^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0
\end{array}\right] .
$$

Equivalently, we may write

$$
\left[\begin{array}{llll}
\mathrm{B}_{1} & \mathrm{~B}_{3} & \mathrm{~B}_{5} & \mathrm{~B}_{7} \\
\mathrm{~B}_{2} & \mathrm{~B}_{4} & \mathrm{~B}_{6} & \mathrm{~B}_{8}
\end{array}\right]\left[\begin{array}{l}
\mathrm{x}_{1}^{2} \\
\mathrm{x}_{1} \mathrm{x}_{2} \\
\mathrm{x}_{2} \mathrm{x}_{1} \\
\mathrm{x}_{2}^{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right],
$$

which implies a sufficient condition of

$$
B_{i}=0, \text { for } i=1,2, \ldots, 8
$$

In order to show that the above condition is also necessary, we would need to answer questions regarding symmetry and the image of a bilinear function. Although the $S_{i}$ components above are independent of $x$, we cannot argue that it is necessary that they be zero because $x \otimes x$ cannot be made arbitrary. Therefore, we will proceed on the basis of a sufficiency condition, as proving that the condition is necessary is beyond the scope of this work. Since one solution is for $B_{i}=0$, we have

$$
\begin{gather*}
2 Q_{02} \pi_{s}\left(K_{2} \otimes I_{u}\right)+3 Q_{03} \pi_{s}\left(K_{1} \otimes K_{1} \otimes I_{u}\right)+2 Q_{12}\left[1_{x} \otimes \pi_{s}\left(K_{1} \otimes I_{u}\right)\right]+ \\
Q_{21}+V_{2}\left[\left(A_{11} \otimes I_{x}\right) S_{21}^{I}+\left(I_{x} \otimes A_{11}\right)\right]+2 V_{2}\left[\left(A_{02} \otimes I_{x}\right) S_{12}^{1}+\left(I_{x} \otimes A_{02}\right)\right] \\
{\left[I_{x} \otimes \pi_{s}\left(K_{1} \otimes I_{u}\right)\right]+V_{3}\left[\left(A_{01} \otimes 1_{x}^{2}\right) s_{21}^{2}+\left(I_{x} \otimes A_{01} \otimes I_{x}\right) S_{21}^{1}+\right.} \\
\left.\left(1_{x}^{2} \otimes A_{01}\right)\right]=0 . \tag{3.35}
\end{gather*}
$$

It is possible to make similar arguments for the remainder of the coefficient terms that multiply $x^{m} \otimes \Delta u, m=3,4, \ldots$, if the tensor product is expressed in matrix form as was done for $m=1,2$ here. For higher order cases, it is only possible at the present time to show tne sufficiency condition.

Thus far, we have only considered the partial derivative equation of the optimal control $u^{*}(x, t)$. We also must require that [20]

$$
\begin{equation*}
\frac{d}{d t} V(x, t)+L\left(x, u^{*}(x, t), t\right)=0 \tag{3.36}
\end{equation*}
$$

along the optimal trajectory. If we collect terms that multiply like tensor powers of $x$ in equation (3.36), we obtain the following expression:
$\left\{\dot{V}_{2}+V_{2}\left\{\left(A_{10} \oplus A_{10}\right)+\left[\left(A_{01} \otimes I_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right]\left(1_{x} \otimes K_{1}\right)\right\}+Q_{02}\left(K_{1} \otimes K_{1}\right)+\right.$ $\left.Q_{11}\left(I_{x} \otimes K_{1}\right)+Q_{20}\right\} x^{2}+\left\{\dot{V}_{3}+V_{3}\left\{\left[\left(A_{01} \otimes I_{x}^{2}\right) S_{21}^{2}+\left(1_{x} \otimes A_{01} \otimes i_{x}\right) S_{21}^{1}+\right.\right.\right.$ $\left.\left.\left(I_{x}^{2} \otimes A_{01}\right)\right]\left(I_{x}^{2} \otimes K_{1}\right)+\left(A_{10} \oplus A_{10} \oplus A_{10}\right)\right\}+V_{2}\left\{\left[\left(A_{01} \otimes I_{x}\right) S_{11}^{1}+\left(I_{x} \odot A_{01}\right)\right]\right.$ $\left(1_{x} \otimes K_{2}\right)+\left[\left(A_{11} \otimes 1_{x}\right) s_{21}^{1}+\left(1_{x} \otimes A_{11}\right)\right]\left(1_{x}^{2} \otimes K_{1}\right)+\left[\left(A_{02} \otimes 1_{x}\right) s_{12}^{1}+\left(I_{x} \otimes A_{02}\right)\right]$ $\left.\left(I_{x} \otimes K_{1} \otimes K_{1}\right)+\left[\left(A_{20} \otimes I_{x}\right)+\left(I_{x} \otimes A_{20}\right)\right]\right\}+Q_{02}\left[\left(K_{1} \otimes K_{2}\right)+\left(K_{2} \otimes K_{1}\right)\right]+$ $Q_{11}\left(I_{x} \otimes K_{2}\right)+Q_{03}\left(K_{1} \otimes K_{1} \otimes K_{1}\right)+Q_{12}\left(I_{x} \otimes K_{1} \otimes K_{1}\right)+Q_{21}\left(I_{x}{ }^{2} \otimes K_{1}\right)$

$$
\begin{equation*}
\left.+Q_{30}\right\} x^{3}+\ldots=0 \tag{3.37}
\end{equation*}
$$

Figures 3.3 and 3.4 provide a summary of the origins of the terms that comprise equation (3.37). We observe that there are no coefficient terms that multiply the first power of $x$, hence we begin with the second tensor power. The reader will note that we have collected all of the coeffient terms that multiply like tensor powers of $x$. In order for the expression (3.37) to be identically zero, it is a sufficient condition that all of the coefficient terms that multiply like tensor powers of $x$ must vanish. The condition has not been shown to be a necessary one because of the fact that the product

$$
x \otimes x
$$

does not span the space

$$
X \otimes X
$$

Again, the proof of this being a necessary condition will not be consid-

| $\begin{array}{c}\text { Third order terms } \\ \text { (those that are multiplied by } x^{3} \text { ) }\end{array}$ |
| :--- |
| $\left.Q_{02}\left[\left(\mathrm{~K}_{1} * \mathrm{~K}_{2}\right)+\mathrm{K}_{2} \otimes \mathrm{~K}_{1}\right)\right]$ |
| $\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots$ |
| $Q_{11}\left(1_{x} \otimes \mathrm{~K}_{2}\right)$ |
| $Q_{03}\left(\mathrm{~K}_{1} \otimes \mathrm{~K}_{1} \otimes \mathrm{~K}_{1}\right)$ |
| $Q_{12}\left(1_{\mathrm{x}} \otimes \mathrm{K}_{1} \otimes \mathrm{~K}_{1}\right)$ |
| $Q_{21}\left(1_{\mathrm{x}} \otimes 1_{\mathrm{x}} \otimes \mathrm{K}_{1}\right)$ |
| $Q_{30}$ |



Figure 3.3
$\frac{\text { Original term }}{}$
$Q_{02} u^{2}$
$Q_{20} x^{2}$
$Q_{11} x \otimes u$
$Q_{03} u^{3}$
$Q_{12} x \otimes u^{2}$
$Q_{21} x^{2} \otimes u$
$Q_{30} x^{3}$

| $\dot{\mathrm{V}}_{2} \mathrm{x}^{2} \quad \text { Original term }$ | $\begin{aligned} & \begin{array}{c} \text { Second order terms } \\ \text { (those that multiply } \mathrm{x}^{2} \text { ) } \end{array} \\ & \dot{\mathrm{v}}_{2} \end{aligned}$ | Third order terms (those that multiply $x^{3}$ ) |
| :---: | :---: | :---: |
| $\begin{aligned} & V_{2}\left[\left(A_{01} \otimes 1_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right] \\ & x \otimes u \end{aligned}$ | $\begin{aligned} & V_{2}\left[\left(A_{01} \otimes 1_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right]\left(1_{x}\right. \\ & \left.\otimes K_{1}\right) \end{aligned}$ | $\begin{aligned} & V_{2}\left[\left(A_{01} \otimes 1_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right]\left(1_{x}\right. \\ & \left.\otimes K_{2}\right) \end{aligned}$ |
| $\mathrm{V}_{2}\left(\mathrm{~A}_{10} \oplus \mathrm{~A}_{10}\right) \mathrm{x}^{2}$ | $\mathrm{V}_{2}\left(\mathrm{~A}_{10}{ }^{\oplus} \mathrm{A}_{10}\right)$ | ................................... |
| $\begin{aligned} & \mathrm{V}_{2}\left[\left(\mathrm{~A}_{11} \otimes 1_{x}\right) \mathrm{s}_{21}^{1}+\left(1_{x} \otimes A_{11}\right)\right] \\ & x^{2} \otimes u \end{aligned}$ |  | $\begin{aligned} & v_{2}\left[\left(A_{11} \otimes 1_{x}\right) S_{21}^{1}+\left(1_{x} \otimes A_{11}\right)\right]\left(1_{x}^{2}\right. \\ & \left.\otimes K_{1}\right) \end{aligned}$ |
| $\begin{aligned} & V_{2}\left[\left(A_{02} \otimes 1_{x}\right) S_{12}^{1}+\left(1_{x} \otimes A_{02}\right)\right] \\ & x \otimes u^{2} \end{aligned}$ |  | $\begin{aligned} & V_{2}\left[\left(A_{02} \otimes l_{x}\right) S_{12}^{1}+\left(1_{x} \otimes A_{02}\right)\right]\left(l_{x}\right. \\ & \left.\otimes K_{1} \otimes K_{1}\right) \end{aligned}$ |
| $\mathrm{v}_{2}\left[\left(\mathrm{~A}_{20} \otimes 1_{x}\right)+\left(1_{x} \otimes A_{20}\right)\right]$ |  | $\mathrm{V}_{2}\left[\left(\mathrm{~A}_{20} \otimes \mathrm{l}_{x}\right)+\left(1_{x} \otimes \mathrm{~A}_{20}\right)\right]$ |
| - | $\cdot$ | $\stackrel{\square}{\bullet}$ |
| $\dot{V}_{3} x^{3}$ |  | $\mathrm{V}_{3}$ |
| $\begin{aligned} & V_{3}\left[\left(A_{01} \otimes 1_{x}^{2}\right) S_{21}^{2}+\left(1_{x} \otimes A_{01}\right.\right. \\ & \left.\left.\otimes 1_{x}\right) S_{21}^{1}+\left(1_{x}^{2} \otimes A_{01}\right)\right] x^{2} \otimes u \end{aligned}$ | ....................................... | $\begin{aligned} & v_{3}\left[\left(A_{01} \otimes 1_{x}^{2}\right) S_{21}^{2}+\left(1_{x} \otimes A_{01} \otimes l_{x}\right)\right. \\ & \left.s_{21}^{1}+\left(1_{x}^{2} \otimes A_{01}\right)\right]\left(1_{x}^{2} \otimes K_{1}\right) \end{aligned}$ |
| $\mathrm{V}_{3}\left(\mathrm{~A}_{10} \oplus \mathrm{~A}_{10} \oplus \mathrm{~A}_{10}\right) \mathrm{x}^{3}$ |  | $\mathrm{V}_{3}\left(\mathrm{~A}_{10}{ }^{\oplus} \mathrm{A}_{10}{ }^{\oplus} \mathrm{A}_{10}\right)$ |

Figure 3.4
ered here due to the scope of the work. This is basically the same question that was found to exist when we collected terms that multiplied $x^{m}$ (8) $\Delta u, m \geq 2$. At the moment, it is believed that the use of the symmetric tensor algebra will address adequately this issue. Proceeding, then, on the sufficiency criterion, this requirement provides the following conditions:

$$
\begin{gather*}
\dot{V}_{2}+V_{2}\left\{\left(A_{10}\right)+\left[\left(A_{01} \otimes 1_{x}\right) s_{11}^{1}+\left(1_{x} \otimes A_{02}\right)\right]\left(1_{x} \otimes K_{1}\right)\right\}+ \\
Q_{02}\left(K_{1} \otimes K_{1}\right)+Q_{11}\left(1_{x} \otimes K_{1}\right)+Q_{20}=0 \tag{3.38}
\end{gather*}
$$

and

$$
\begin{align*}
& \dot{V}_{3}+V_{3}\left\{\left[\left(A_{01} \otimes 1_{x}^{2}\right) S_{21}^{2}+\left(1_{y} \otimes A_{01} \otimes I_{x}\right) S_{21}^{1}+\left(1_{x}^{2} \otimes A_{01}\right)\right]\left(1_{x}^{2} \otimes K_{1}\right)+\right. \\
& \left.\left(A_{10} \oplus A_{10} \oplus A_{10}\right)\right\}+V_{2}\left[\left(A_{01} \otimes I_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right]\left(1_{x} \otimes K_{2}\right)+ \\
& {\left[\left(A_{11} \otimes I_{x}\right) S_{21}^{1}+\left(I_{x} \otimes A_{11}\right)\right]\left(1_{x}^{2} \otimes K_{1}\right)+\left[\left(A_{02} \otimes 1_{x}\right) S_{12}^{1}+\left(I_{x} \otimes A_{02}\right)\right]} \\
& \left.\left(I_{x} \otimes K_{1} \otimes K_{1}\right)+\left[\left(A_{20} \otimes I_{x}\right)+\left(1_{x} \otimes A_{20}\right)\right]\right\}+Q_{02}\left[\left(K_{1} \otimes K_{2}\right)+\left(K_{2} \otimes K_{1}\right)\right]+ \\
& Q_{11}\left(I_{x} \otimes K_{2}\right)+Q_{03}\left(K_{1} \otimes K_{1} \otimes K_{1}\right)+Q_{12}\left(1_{x} \otimes K_{1} \otimes K_{1}\right)+Q_{21}\left(1_{x}^{2} \otimes K_{1}\right) \\
& +Q_{30}=0 . \tag{3.39}
\end{align*}
$$

By considering the previous conditions shown in (3.33) and (3.35) together with the above requirements, it is possible to observe the recursive nature of the problem. The objective is, of course, to solve for the optimal controller gains $K_{j}(t), j=1,2,3, \ldots$ We can solve (3.33) for $K_{1}(t)$ in terms of $V_{2}(t)$, and substitute this expression Into equation (3.38), yielding a differential equation that can be solved for $V_{2}(t)$ wi.th boundary condition $V_{2}\left(t_{1}\right)=M_{2}$, since $V_{2}(t)$ will be the only unknown. After $V_{2}(t)$ has been obtained, we can easily obtain the expression for $K_{1}(t)$, A similar procedure can be employed for the paired terus of $V_{3}(t)$ and $K_{2}(t)$, namely, solve equation (3.35) for $K_{2}(t)$ in terms of $V_{3}(t)$ and substitute this expression into (3.39),
yielding a differential equation that can be solved for $V_{3}(t)$ with boundary conditions $V_{3}\left(t_{1}\right)=M_{3}$. The controller term $K_{2}(t)$ can then easily be obtained. This procedure can sontinue until a sufficient number of controller terms are obtained. For the purposes of the example problem that will be considered in the following section, we shall assume that we are only interested in calculating $K_{1}(t)$ and $K_{2}(t)$ although the procedure could be extended to yield higher order terms if necessary. The recursive nature of this problem is evident whenever we consider the various term dependencies. It can be concluded from the algorithm that the term $\mathrm{V}_{\mathrm{k}+1}(\mathrm{t})$ can be determined by knowing only the terms

$$
K_{1}(t), K_{2}(t), \ldots, K_{k-1}(t) \text { and } v_{2}(t), v_{3}(t), \ldots, V_{k}(t)
$$

and the system description, which means that the controller term $K_{k}(t)$ can be obtained by knowing only

$$
K_{1}(t), K_{2}(t), \ldots, K_{k-1}(t) \text { and } v_{2}(t), v_{3}(t), \ldots, v_{k+1}(t) .
$$

This result was presented in [1]. In the next section of this chapter we show that the LQ problem which has been extensively studied in optimal regulation theory is equivalent to the first set of solutions obtained with the methods presented here, that is, the set of equations tha: provide $V_{2}(t)$ and $K_{1}(t)$.

### 3.3 The LQ Froblem

In this section, we wish to show that the LQ problem is obtained from our results as a special case, namely the case that results from the truncation of the system description to linear terms and the performance index to quadratic terms. This result will verify the equation that
was derived in the previous section, which is the equation that expresses the relationship between $K_{1}(t)$ and $V_{2}(t)$ (3.33).

The normai formulation of the LQ problem has a linear system description

$$
\dot{x}(t)=A(t) \cdot x(t)+B(t) u(t)
$$

and a quadratic $L(x, u, t)$ in the performance index

$$
J=\frac{1}{2} M\left(x\left(t_{1}\right)\right) \div \frac{1}{2} \int_{t_{0}}^{t_{1}} L(x, u, t) d t
$$

where

$$
L(x ; u, t)=x^{T} Q x+u^{T} R u+x^{T} U u, M\left(x_{f}\right)=x^{T}\left(t_{1}\right) M x\left(t_{1}\right)
$$

The reader will note the inciusion of the cross term $x^{T} C u$. Although not usually considered in the classical literature, our methods will treat this term as being quadratic as well. It can be shown by using the classical approach to optimization problems that the unique optimal control $u(t)$ can be expressed as

$$
u(t)=K_{1}(t) x(t),
$$

where

$$
\begin{equation*}
K_{1}(t)=-R^{-1}\left(B^{T} V(t)+\frac{1}{2} C^{T}\right) \tag{3.40}
\end{equation*}
$$

The matrix $V(t)$ is known to satisfy the differential equation

$$
\begin{gather*}
\dot{V}+V\left(A-\frac{1}{2} B R^{-1} C^{T}\right)+\left(A^{T}-\frac{1}{2} C R^{-1} B^{T}\right) V- \\
V B R^{-1} B^{T} V+0-\frac{1}{4} C R^{-1} C^{T}=0, V\left(t_{J}\right)=M \tag{3.41}
\end{gather*}
$$

If we were to assume that $C=0$, which is typical for most practical problems, we obtain the usual matrix form of the Riccatl equation, which is

$$
\begin{equation*}
\dot{V}+V A+A^{T} V-V B R^{-1} B^{T} V+Q=0 \tag{3.42}
\end{equation*}
$$

Our objective in this section will be to demonstrate that the equations produced by the expressions previously derived yield the identical equations produced by the LQ problem as considered here, namely equations (3.33) and (3.38). We begin with our expression relating $K_{1}$ and $V_{2}$, which is

$$
\begin{equation*}
v_{2}\left[\left(A_{01} \otimes 1_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right)\right]+Q_{11}+2 Q_{02} \pi_{s}\left(K_{1} \otimes I_{u}\right)=0 \tag{3.43}
\end{equation*}
$$

We shall assume that, for $\operatorname{dim} U=\operatorname{dim} X=2$,

$$
A_{01}=\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right]
$$

and

$$
K_{1}=\left[\begin{array}{ll}
E_{11} & E_{12} \\
E_{21} & E_{22}
\end{array}\right]
$$

If

$$
R=\left[\begin{array}{ll}
r_{1} & r_{2} \\
r_{2} & r_{3}
\end{array}\right]
$$

this implies that

$$
Q_{02}=\left[\begin{array}{llll}
r_{1} & r_{2} & r_{2} & r_{3}
\end{array}\right] .
$$

Likewise, if

$$
C=\left[\begin{array}{ll}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{array}\right]
$$

this implies that

$$
Q_{11}=\left[\begin{array}{llll}
c_{11} & c_{12} & c_{21} & c_{22}
\end{array}\right]
$$

Also, if

$$
v=\left[\begin{array}{ll}
v_{21} & v_{22} \\
v_{22} & v_{24}
\end{array}\right]
$$

this implies that

$$
V_{2}=\left[\begin{array}{llll}
V_{21} & v_{22} & v_{22} & v_{24}
\end{array}\right]
$$

It is easily verified that the expression (3.43) produces the following set of equations, assuming that the $V$ matrix is symmetric, which follows from the quadratic nature of the solution $x^{T} V x$. We have

$$
\begin{aligned}
& 2 r_{1} E_{11}+2 r_{2} E_{21}+2 b_{11} V_{21}+2 b_{21} v_{22}+c_{1}=0, \\
& 2 r_{1} E_{12}+2 r_{2} E_{22}+2 b_{11} V_{22}+2 b_{21} V_{24}+c_{3}=0, \\
& 2 r_{2} E_{11}+2 r_{3} E_{21}+2 b_{12} V_{21}+2 b_{22} V_{22}+c_{2}=0, \\
& 2 r_{2} E_{12}+2 r_{3} E_{22}+2 b_{12} V_{22}+2 b_{22} V_{24}+c_{4}=0 .
\end{aligned}
$$

If the equations produced by the classical solution (3.40) are compared with these, one would find that the equations are identical.

The other part of the LQ problem involves the verification of the Riccati equation (3.41) beginning with equation (3.38), which is

$$
\begin{gathered}
\dot{V}_{2}+V_{2}\left\{\left(A_{10} \oplus A_{10}\right)+\left[\left(A_{01} \otimes I_{x}\right) S_{11}^{1}+\left(I_{x} \otimes A_{01}\right)\right]\left(I_{x} \otimes K_{1}\right)\right\}+ \\
Q_{02}\left(K_{1} \otimes K_{1}\right)+Q_{11}\left(I_{x} \otimes K_{1}\right)+Q_{20}=0,
\end{gathered}
$$

where

$$
\mathrm{A}_{10} \triangleq \mathrm{~A}
$$

and

$$
\mathrm{A}_{01} \triangleq \mathrm{~B}
$$

As was previously discussed, the relationship between the $Q_{02}, Q_{11}$, and $Q_{20}$ vectors and the classical weighting matrices $R, C$, and $Q$ involves the assumption of an ordering convention on the various basis elements. Since we are assuming that the basis elements are to be ordered lexicographically, the $Q_{i j}$ vectors can easily be obtained from
these classical weighting matrices.

It can be observed that the expressions (3.41) and (3.38) are very similar. The proof that identical equations are produced is not difficult but is very tedious when done with the generalized matrices. Therefore, for the time being, we will assume that these two expressions provide identical equations. When the example problem is considered in the following section, we will verify that the derived expression (3.38) produces results identical to the classical Riccati equation.

### 3.4 Discussion

In this section, we have derived the necessary equations in order to calculate the first and sacond order controller gains and have presented the method by which controller gains of any desired order could be calculated. Because of the various term dependencies, we showed the recursive nature of the solution, namely the alternating solution of the terms in the expansion for the optimal value function and the terms in the controller gain expansion. The LQ problem was partially demonstrated to be a special case of the derived algorithm, namely the solution for $\mathrm{V}_{2}(\mathrm{t})$ and $K_{1}(t)$ for generalized matrices from the dimension 2 case. At this point, an example is needed to solidify the concepts presented so far and demonstrate the method of solution of the recursive expressions.

## IV. APPLICATION TO SPECIFTC EXAMPLE

In this section, we present one of the major contributions of this work - application of the concepts presented thus far to an example problem with a complete set of calculations. The particular example that will be considered was analyzed extensively in [9] with particular emphasis on system modeling and model following with a variety of excitation functions. Because the models generated were proven to closely approximate the true solution, these models will be well-suited for our purposes. We will present the ideas and techniques for constructing a nonlinear control for this particular example based on the expressions derived in the previous sections. Basically, we will calculate both a first order and a second order control and present an analysis of the resulting equations for each case.

### 4.1 Prob1em Requirements and Formulation

Before we begin the process of specifying an example and choosing appropriate weighting matrices that appear in the cost functional, it will be advisable to consider the requirements that we wish to meet in formulating a meaningful example problem. We will list some of the criteria which we have considered in this choice.
(1) The eigenvalues of $A_{10}$ should be in the left half plane (that is, they should have real parts less than zero); the idea here is that gas turbine engine models are typically stable.
(2) The choice $(x(t), u(t)) \equiv 0$ is a solution to the differential equation.
(3) The $Q_{20}$ and. $M_{2}$ terms are not zero simultaneously.
(4) the composite matrix

is positive definite.

In order to clarify the controllability issues, we must first assume that the time interval is some finite time $t_{1}$. 'The optimal feedback system will turn out to be time varying as long as the control interval is finite. This will turn out to be the case even when the system and cost functionals are time-invariant, which shall be assumed for the example system. The engineering construction of these time-varying functions can easily be done on the digital computer using standard integration techniques. It can be shown $[1,22]$ that if we let $t_{1} \rightarrow \infty$, then we obtain a time-invariant controller for a time-invariant system. Basically, controllability is required here in order to ensure that the cost is finite. Using a finite interval, there are several examples noted in [22] where an optimal control is obtained for an uncontrollable system. The requirement that the $Q_{20}$ and $M_{2}$ terms are not zero simultanecisly excludes the trivial case that would produce the optimal control $u(t) \equiv 0$, although these terms could be zero individually.

Now that the example requirements have been formulated, we are ready to choose an example system and demonstrate how the gain matrices may be calculated for the first and second order cases. The particular example that we will choose was effectively studied and analyzed in [9] with par-
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ticular emphasis on nonhomogeneous model following. We consider the system

$$
\begin{aligned}
& f_{1}(x, u)=\dot{x}_{1}=u_{2} \cosh \left(x_{1} x_{2}\right)-e^{2 u_{1}} \sinh \left(2 x_{1}\right)-3 \sinh \left(x_{2}\right), \\
& f_{2}(x, u)=\dot{x}_{2}=e^{u_{1}} \sinh \left(x_{1}\right)-e^{u_{1}} \cosh \left(x_{1}^{2}\right)+\sinh \left(x_{2}\right)
\end{aligned}
$$

and a performance index

$$
J=\frac{1}{2} M\left(x\left(t_{1}\right)\right)+\frac{1}{2} \int_{t_{0}}^{t_{1}} L(x, u, t) d t
$$

where we choose the following values for the weighting terms $Q_{i j}$ and $M_{j}$ :

$$
\begin{aligned}
Q_{20} & =\left[\begin{array}{llll}
2 & 0 & 0 & 2
\end{array}\right], \\
Q_{02} & =\left[\begin{array}{llll}
5 & 0 & 0 & 5
\end{array}\right], \\
Q_{11} & =\left[\begin{array}{llll}
6 & 0 & 0 & 6
\end{array}\right], \\
\mathrm{M}_{2} & =\left[\begin{array}{llll}
1 & 0 & 0 & 2
\end{array}\right], \\
\mathrm{M}_{3} & =\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
\end{aligned}
$$

We note that the $Q_{i j}$ terms were chosen such that the requirement (4) is satisfied, which is necessary for a meaningful example problem. Also, we are assuming that the penalty term

$$
M\left(x\left(t_{1}\right)\right)=M\left(x_{f}\right)
$$

is required to be a convex nonnegative function which means that $M\left(x_{f}\right)$ is specified in terms of even powers of $x_{f}$ [1].

Since the $A_{p q}$ operators are not directly available, we must use the concepts presented in Section 3.1 where these operators were observed to be related to various partial derivative matrices, namely

$$
A_{10}=\left.\left[\begin{array}{ll}
\frac{\partial f_{1}}{\partial x_{1}} & \frac{\partial f_{1}}{\partial x_{2}} \\
\frac{\partial f_{2}}{\partial x_{1}} & \frac{\partial f_{2}}{\partial x_{2}}
\end{array}\right]\right|_{\begin{array}{l}
u=(0,0) \\
u=(0,0)
\end{array}}
$$

$$
=\left[\begin{array}{cc}
-2 & -3 \\
1 & 1
\end{array}\right]
$$

and

$$
\begin{aligned}
A_{01} & =\left.\left[\begin{array}{ll}
\frac{\partial f_{1}}{\partial u_{1}} & \frac{\partial f_{1}}{\partial u_{2}} \\
\frac{\partial f_{2}}{\partial u_{1}} & \frac{\partial f_{2}}{\partial u_{2}}
\end{array}\right]\right|_{\substack{u \\
u=(0,0) \\
(0,0)}} \\
& =\left[\begin{array}{ll}
0 & 1 \\
-1 & 0
\end{array}\right] .
\end{aligned}
$$

We can easily observe that the requirements (1) and (2) have been satisfied; the origin in $X \times U$ defines a solution, since

$$
f_{i}(0,0)=0,
$$

for $i=1,2$, and $A_{10}$ has eigenvalues with negative real parts, which assures local stability when $u$ is zero. The remainder of the system matrices can be similarly calculated as was done for $A_{10}$ and $A_{01}$, as follows:

$$
\begin{gathered}
A_{11}=\left.\left[\begin{array}{cccc}
\frac{\partial f_{1}^{2}}{\partial x_{1} \partial u_{1}} & \frac{\partial f_{1}^{2}}{\partial x_{1} \partial u_{2}} & \frac{\partial f_{1}^{2}}{\partial x_{2} \partial u_{1}} & \frac{\partial f_{1}^{2}}{\partial x_{2} \partial u_{2}} \\
\frac{\partial f_{2}^{2}}{\partial x_{1} \partial u_{1}} & \frac{\partial f_{2}^{2}}{\partial x_{1} \partial u_{2}} & \frac{\partial f_{2}^{2}}{\partial x_{2} \partial u_{1}} & \frac{\partial f_{2}^{2}}{\partial x_{2} \partial u_{2}}
\end{array}\right]\right|_{u=(0,0)} \\
=\left[\begin{array}{llll}
-4 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
\end{gathered}
$$

$$
\begin{gathered}
A_{20}=\left.\frac{1}{2}\left[\begin{array}{cccc}
\frac{\partial f_{1}^{2}}{\partial x_{1}^{2}} & \frac{\partial f_{1}^{2}}{\partial x_{1} \partial x_{2}} & \frac{\partial f_{1}^{2}}{\partial x_{2} \partial x_{1}} & \frac{\partial f_{1}^{2}}{\partial x_{2}^{2}} \\
\frac{\partial f_{2}^{2}}{\partial x_{1}^{2}} & \frac{\partial f_{2}^{2}}{\partial x_{1} \partial x_{2}} & \frac{\partial f_{2}^{2}}{\partial x_{2} \partial x_{1}} & \frac{\partial f_{2}^{2}}{\partial x_{2}^{2}}
\end{array}\right]\right|_{x=(0,0)} \\
=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
\end{gathered}
$$

and

$$
\begin{aligned}
& A_{02}=\left.\frac{1}{2}\left[\begin{array}{cccc}
\frac{\partial f_{1}{ }^{2}}{\partial u_{1}{ }^{2}} & \frac{\partial f_{1}{ }^{2}}{\partial u_{1} \partial u_{2}} & \frac{\partial f_{1}{ }^{2}}{\partial u_{2} \partial u_{1}} & \frac{\partial f_{1}{ }^{2}}{\partial u_{2}{ }^{2}} \\
\frac{\partial f_{2}{ }^{2}}{\partial u_{1}{ }^{2}} & \frac{\partial f_{2}{ }^{2}}{\partial u_{1} \partial u_{2}} & \frac{\partial f_{2}{ }^{2}}{\partial u_{2} \partial u_{1}} & \frac{\partial f_{2}{ }^{2}}{\partial u_{2}{ }^{2}}
\end{array}\right]\right|_{x=(0,0)} \\
& \mathrm{u}=(0,0) \\
& =\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right] .
\end{aligned}
$$

These methods provide only the nominal or analytical values of the
$A_{p q}$ some - the higher order terms. A more accurate method employs the least-squares minimization technique using the Singular Value Decomposition, which is extensively discussed in [9]. Basically, the results obtained for the system matrices via least squares minimization provided much more accurate responses than those obtained with the standard linear approximation and provided a very close match to the "true" solution. In order to test and verify this model, various input signals were employed with different frequencies and amplitudes. In all of these cases, it was found that the model performed remarkably well, and should be well-
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suited for the generation of the various controller gains which we will accomplish in the next section. For the particular example that we have chosen, it is discussed in [9] that a degree-2 model (that is, a model that is generated by the methods of identification and contains only the system matrices $A_{10}, A_{01}, A_{20}, A_{11}$, and $A_{02}$ ) is adequate to effectively describe the system as noted above. The identification and verification of a degree-3 model involved more effort and programming time and was found to only slightly outperform the degree- 2 models, and then only for a fraction of the test points. Using the least squares identification methods, the following matrices were obtained as the degree-2 model for the example system:

$$
\begin{gathered}
A_{10}=\left[\begin{array}{rrr}
-2.001 & -3.009 \\
1.006 & 1.011
\end{array}\right], \\
A_{01}=\left[\begin{array}{rrr}
0.002 & 0.997 \\
-1.000 & 0.000
\end{array}\right], \\
A_{11}=\left[\begin{array}{lrrr}
-4.150 & -0.074 & -0.048 & -0.176 \\
-0.007 & 0.083 & 0.008 & 0.102
\end{array}\right], \\
A_{20}=\left[\begin{array}{lrrr}
0.239 & -0.0725 & -0.0725 & -0.720 \\
-0.323 & -0.064 & -0.064 & 0.359
\end{array}\right], \\
A_{02}=\left[\begin{array}{lrrr}
-0.105 & 0.0135 & 0.0135 & 0.012 \\
-0.982 & 0.0075 & 0.0075 & -0.013
\end{array}\right] .
\end{gathered}
$$

We observe that the $A_{10}$ and $A_{01}$ operators closely approximate the nominal values obtained by partial differentiation. By using these values, we can begin to calculate the required terms in the expansion for the nonlinear controller.

### 4.2 Calculation of Controller Terms

In this section, we show how to calculate the terms of the nonlinear controller expansion. For the sake of simplicity, we will only demonstrate the methods to obtain the gain matrices $K_{1}(t)$ and $K_{2}(t)$, along with the optimal value expansion terms $V_{2}(t)$ and $V_{3}(t)$. As previously mentioned, equations for the calculation of higher order terms could be developed using the same methods that provided the equations for $K_{1}(t)$ and $K_{2}(t)$ if these terms were desired. The first step in the procedure is the solution of equation (3.33) for $K_{1}$ in terms of $V_{2}$. We have

$$
2 Q_{02} \pi_{s}\left(K_{1} \otimes I_{u}\right)+Q_{11}+v_{2}\left[\left(A_{01} \otimes I_{x}\right) S_{11}^{1}+\left(I_{x} \otimes A_{01}\right)\right]=0
$$

If we make the necessary substitutions, that is, assume that

$$
\begin{gathered}
Q_{02}=\left[\begin{array}{llll}
5 & 0 & 0 & 5
\end{array}\right], \\
\pi_{s}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 / 2 & 1 / 2 & 0 \\
0 & 1 / 2 & 1 / 2 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \\
K_{1}=\left[\begin{array}{ll}
E_{11} & E_{12} \\
E_{21} & E_{22}
\end{array}\right], \\
Q_{11}=\left[\begin{array}{lll}
6 & 0 & 0
\end{array}\right],
\end{gathered}
$$

$$
S_{11}^{1}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$
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and use the previously noted values for the $A_{01}$ system matrix, we find that we can express the components of $\mathrm{K}_{\mathrm{I}}$ by the following expression:

$$
\left[\begin{array}{l}
E_{11}  \tag{4.1}\\
E_{12} \\
E_{21} \\
E_{22}
\end{array}\right]=\left[\begin{array}{ccc}
-.0004 & .2 & 0 \\
-.0004 & 0 & .2 \\
-.1994 & 0 & 0 \\
0 & -.1994 & 0
\end{array}\right]\left[\begin{array}{l}
\mathrm{v}_{21} \\
\mathrm{~V}_{22} \\
\mathrm{~V}_{24}
\end{array}\right]+\left[\begin{array}{r}
-.6 \\
0 \\
0 \\
-.6
\end{array}\right] .
$$

In obtaining this equation, we have assumed that $V_{22}=V_{23}$, which corresponds to assuming that the $V$ matrix from classical optimal control theory is symmetric. A quick comparison to the equation (3.40) reveals that our results are indeed correct.

The next step in the algorithm is the substitution of equation (4.J.) into the equation that was obtained by collecting terms that multiply $x^{2}$ when the HJB equation is evaluated along the optimal trajectory. This result is equation (3.38), which is

$$
\begin{gathered}
\dot{V}_{2}+V_{2}\left\{\left(A_{10} \oplus A_{10}\right)+\left[\left(A_{01} \otimes I_{x}\right) S_{11}^{I}+\left(I_{x} \otimes A_{01}\right)\right]\left(I_{x} \otimes K_{1}\right)\right\}+ \\
Q_{02}\left(K_{1} \otimes K_{1}\right)+Q_{11}\left(I_{x} \otimes K_{1}\right)+Q_{20}=0 .
\end{gathered}
$$

If we make this substitution for $K_{1}$ and use our assumed values for the system and performance index matrices, we can obtain the following set of coupled differential equations which can be solved for $V_{2}$ using numerical methods.
$\dot{\mathrm{v}}_{21}-4.044 \mathrm{v}_{21}+3.212 \mathrm{v}_{22}+.1988 \mathrm{v}_{21}^{2}-.0008 \mathrm{v}_{21} \mathrm{v}_{22}+.2 \mathrm{v}_{22}^{2}+.2=0$,

$$
\begin{gather*}
\dot{\mathrm{V}}_{22}-3.6072 \mathrm{~V}_{21}-1.011 \mathrm{v}_{22}+1.606 \mathrm{v}_{24}+.1988 \mathrm{v}_{21} \mathrm{~V}_{22}- \\
.0004 \mathrm{v}_{22}^{2}-.0004 \mathrm{v}_{21} \mathrm{~V}_{24}+.2 \mathrm{~V}_{21} \mathrm{~V}_{24}=0, \\
\dot{\mathrm{~V}}_{24}-7.2144 \mathrm{v}_{22}+2.022 \mathrm{v}_{24}+.1988 \mathrm{v}_{22}^{2}-.0008 \mathrm{v}_{22} \mathrm{v}_{24}+ \\
.2 \mathrm{v}_{24}^{2}+.2=0 . \tag{4.2}
\end{gather*}
$$

As a check on the validity of these equations, we will compare the equaltions listed in (4.2) to those obtained by the Riccati equation, which was described in (3.41) as

$$
\begin{gathered}
\dot{V}+V\left(A-\frac{1}{2} B R^{-1} C^{T}\right)+\left(A-\frac{1}{2} B R^{-1} C^{T}\right)^{T} V- \\
V B R^{-1} B^{T} V+Q-\frac{1}{4} C R^{-1} C^{T}=0
\end{gathered}
$$

After substituting the appropriate values for the known quantities, we obtain the following set of differential equations for $V(t)$.

$$
\begin{gathered}
\dot{\mathrm{v}}_{21}-4.044 \mathrm{v}_{21}+3.212 \mathrm{v}_{22}+.1988 \mathrm{v}_{21}^{2}-.0008 \mathrm{v}_{21} \mathrm{v}_{22}+.2 \mathrm{v}_{22}^{2}+.2=0, \\
\dot{\mathrm{~V}}_{22}-3.6072 \mathrm{v}_{21}-1.011 \mathrm{v}_{22}+1.606 \mathrm{v}_{24}+.1988 \mathrm{v}_{21} \mathrm{v}_{22}-.0004 \mathrm{v}_{22}^{2}- \\
.0004 \mathrm{v}_{21} \mathrm{v}_{24}+.2 \mathrm{v}_{21} \mathrm{v}_{24}=0, \\
\dot{\mathrm{v}}_{24}-7.2144 \mathrm{v}_{22}+2.022 \mathrm{v}_{24}+.1988 \mathrm{v}_{22}^{2}-.0008 \mathrm{v}_{22} \mathrm{v}_{24}+.2 \mathrm{v}_{24}^{2}+ \\
.2=0 .
\end{gathered}
$$

These differential equations are to be solved with the boundary conditions

$$
\begin{aligned}
& v_{21}\left(t_{1}\right)=1, \\
& \ddots_{22}\left(t_{1}\right)=0,
\end{aligned}
$$

and

$$
V_{24}\left(t_{1}\right)=2
$$

Since the differential equations presented in (4.2) agree with the classical Riccati solutions in (4.3), we may conclude that our results are indeed correct.

$$
c-2
$$

The solution of the first order control problem involves two basic steps. In the first step, $t$ e set of $\in$ quations (4.3) are solved for $V_{2}(t)$ and subsequently $K_{1}(t)$ by using numerical integration from the final value of $V_{2}(t)$. The second part of the procedure involves calculations for the control matrix $K_{1}(t)$, which then follows from the known matrix values of $V_{2}(t)$, on the interval of solution. For this first step of the calculations, two approaches may be taken, either a solution in terms of tensor quantities, or a solution taking advantage of the well known procedures for Riccati equations. Since we have previously shown that our first order results are identical to those produced by the classical Riccati equation, it is used in the first order analysis program, which is called FIRORDA [23,24]. This program is lirted fon Appendix $G$ of this report. Numerical values for $K_{1}$ and $V_{2}$ appear also in this appendix, dencted by $K A$ and $V A$.

In order to test briefly the behavior of the software for the first order feedback, the values of the weighting matrices that comprise the performance index were changed to five items their assumed values, and these results compared to those produced with the example values assumed for these matrices. As the values for these matrices were increased, we found that the solution $V_{2}(t)$ of the Riccati equation became more of a time varying gain, with greater initial values than those provided by the example problem case. This comparison can be mede by referring to Figures 4.I and 4.2. In obtaining these arrays, we have somewhat arbitrarily assumed an interval of $t=0$ to $t=5$ seconds, with arn integration stepsize of 0.1 seconds. These results generally agree with the results presented in [22]. Note in these two figures that $V_{2}$ is denoted by VA.

| VA | (A EL EY 5 ANFAY) |  |  | OF POOR QUA |
| :---: | :---: | :---: | :---: | :---: |
| 0 | .10131 | . 16595 | . 16595 | -524d4 |
| - 1 | . 18193 | . 166 | . 166 | . 52432 |
| . 2 | . 1828 | . 16638 | . 16639 | -5242 |
| . 3 | . 183899 | . 1672 | . 1672 | -5245 |
| . 4 | . 18513 | . 16847 | . 168347 | - 52545 |
| . 5 | -13643 | . 17017 | . 17017 | - 5272\% |
| . 6 | . 188765 | . 17217 | . 17219 | . 53005 |
| .7 | . 18867 | . 17436 | . 17436 | . 53381 |
| - 8 | . 18935 | . 17643 | .17643 | . 53839 |
| . 9 | . 18962 | . 17812 | . 17812 | - 54549 |
| 1 | -18947 | . 17916 | . 17915 | . 54887 |
| 1.1. | . 18898 | . 17932 | . 17932 | . 55334 |
| 1.2 | . 19829 | . 17854 | . 17854 | . 55709 |
| 1.3 | . 19773 | . 17687 | . 17687 | -5593 |
| 1.4 | . 183767 | . 17462 | . 17462 | . 55476 |
| 1.5 | . 1 E65 | . 17226 | . 17226 | . 55851 |
| 1.6 | .1906. | .17049 | . 17049 | .556 |
| 1.7 | . 19428 | . 17009 | .17009 | . 553.1 |
| 1.8 | . 19965 | . 17185 | . 17185 | . 55104 |
| 1.9 | . 2066 | . 17642 | . 17642 | . 55154 |
| 2 | .21477 | . 18417 | . 18417 | . 5561 |
| 2.1 | . 223E1 | . 19504 | . 19504 | . 56527 |
| $\therefore .2$ | . 23198 | . 20845 | . 20845 | . 58307 |
| 2.3 | . 23921 | . 22328 | . 2232 c | . 6068 ! |
| $\because .4$ | . 24428 | . 23792 | . 23782 | . $636 \%$ |
| 2.5 | . 2465 | . 25043 | . 25043 | . 67123 |
| 2.6 | . 24550 | . 2588 | . 2588 | . 70720 |
| 2.7 | . $2 \times 14$ | . 26127 | . 26128 | . 7418 |
| 2.8 | -23625 | . 25680 | . 25688 | . 76 \%\% |
| $\because 9$ | $\therefore \therefore$ | - 24.36 F | . 24561 | . 78680 |
| 3 | . 22781 | . 22090 | . 220988 | . 7914 |
| $\because 1$ | .23038 | . 21013 | .21013 | . 7832 |
| 3.2 | . 24145 | . 19367 | .19367 | . 16363 |
| 3.3 | . 26352 | . 18535 | . 18535 | . 73812 |
| 3.4 | . 29902 | . 19126 | . 19126 | . 71541 |
| 3.5 | . 34482 | . 21.687 | . 21687 | . 70679 |
| 3.6 | . 40.192 | . 26597 | . 26597 | . 72480 |
| 3.7 | . 46546 | . 33968 | . 33968 | . 78238 |
| $3 \cdot 3$ | - 52991 | . 4353 | . 4353 | . 88946 |
| 3.9 | - 5886 | . 54037 | . 54837 | 1.0524 |
| 4 | . 63446 | . 66767 | . 68767 | 1.2739 |
| 4.1 | . 660087 | . 7805 | . 78051 | 1.5467 |
| 4.2 | . 66284 | . 87086 | . 37085 | $1.85 \%$ |
| 4.3 | . 63642 | . 92107 | .92107 | 2.18 .4 |
| 4.4 | . 67058 | . 91.414 | . 91414 | 2.485\% |
| 4.5 | - 52945 | . 03734 | .83734 | 2.7343 |
| 4.6 | . 47416 | . 69783 | . 63783 | 2.873 |
| 4.7 | . 45545 | . 47976 | . 47976 | 2.6652 |
| 4.3 | . 5106 | . 25071 | . 25071 | 2.6929 |
| 4.9 | . 68065 | . 063532 | .063532. | 2.3781 |
| 5 | 1 | 0 | 0 | 2 |


|  |  |
| :---: | :---: |
| 0 | ． 1968 |
| .1 | －$\therefore$ 为曲 |
| ＋ | － $69 \%$ |
| ． |  |
| ． 4 | ソ0゙）＋ |
| \％ | \％$\%$ \％ |
| － | ． 0.93 |
| ，$\because$ | －93\％ |
| ． 0 | $\therefore$ ¢\％\％ |
| ． 9 | － 00. |
| ； | ． 20136 |
| 1.1 | －600 |
| 1．＂ | －ivsh． |
| 1.3 | ． $0950 \%$ |
| 1．9 | － 89.06 |
| 1． 0 | $10 \% 16 \%$ |
| $\therefore$ | ．99\％06 |
| $\therefore \therefore$ | 9604 |
| 1．， 8 | ． 2000 |
| 1.8 | 1144 |
|  | － 211 |
| $\because$ | ，\％ |
| … | － 3 |
| $\cdots$ | －$\because 20$ |
| －！ | 96．46 |
| 1.6 | $14 \%$ |
| $\therefore \%$ | －．．．＂ |
| ． 7 | ．． 0 |
| $\therefore \%$ | － |
| $\because \because$ | －$\because 6$ |
| $\therefore$ | －\％rom |
| $\therefore 1$ | －65\％98 |
| S．$\%$ | － 16423 |
| $\therefore .3$ |  |
| 3.4 | －$\% 4 \%$ |
| S． 5 | ． 046 |
| 3.0 | 1．0430 |
| 3，\％ | 1． 11.5 |
| 3.0 | 1． 163 |
| 3.9 | 1．20\％ |
| 4 | － C ． 38 |
| 1．1 | －\％ O |
| ； 2 | ：＂＂＊ |
| 1．3） |  |
| $4 \cdot 1$ | $\checkmark$－ 6 |
| 1.7 | － 90.8 |
| 4.6 | ．67：83 |
| 1.7 | －w6\％ |
| 9.9 | ＂＇＂！ |
| 1.7 | －1．＂． |
| 5 | 1. |


| －ars | ．62． | 2．0：${ }^{\text {a }}$ |
| :---: | :---: | :---: |
| ． 0.30 | ．82240 | 矣。＂：\％ |
| －\％\％\％ | ．82276 | $2.97 \%$ |
| ，82． 7 | ． 8237 | 2.511 |
| ． $9 \cdot 2 \times 8$ | －8533\％ |  |
| －62．69 | － 22 yc | 2.893 |
| － $3 \mathrm{3} \times \mathrm{\square}$ | ．63023 | 2－6\％ot |
| ，0x：8080 | ． 33296 | 2． 6 cs |
| － 3.430 | ． 83.330 |  |
| － 5.2 | ． $8364 \%$ |  |
| －83\％ | ．837\％ | 2．0．7年 |
| ． $6 \% \times 7$ | ． 0368 | 2，c？${ }^{\text {a }}$ |
| ．E\％is\％ | ． 0.505 | S． 0.8 |
| ． 20.5 | ， 620 B | ＂．02\％ |
| ．82．0\％ | ．8206\％ | 2．0．64 |
| ．816：\％ | － 81687 | 2.5108 |
| －81．04 | ． 91204 | 2.690 |
| －80．14 | ． 809944 | \％ 5.9 .9 |
| ． 0187 | ． 01027 | $2.380 \%$ |
|  | ．01849 | $2 \cdot 643$ |
| ，02ticil | ．$\%$ あ\％ | 二，为 |
| ，8． | －BA | \％：＂${ }^{\prime}$ |
| ． | ． 6.77 | シ・年： |
| －6ヵッ\％ | － $076 \%$ | $2 \therefore$ |
| ． 064 | ． $89 \times 0 \mathrm{C}$ | $2 \cdots$ |
| －90．9．7 | ． 9064. | 2．．＂吅7 |
| －91． 6 | ． 71075 | $\therefore$ ○：$: ~ 4$ |
| （只） |  | $\because \cdot \%$ |
| －Sun？ | －68＂\％\％ | 2－ |
| －8\％－3 | ． 8562 | 2， |
| －816．2． | ． $31.81 \%$ |  |
| ． 77685 | ． 77695 | 2.788 |
| －740\％ | ． 7402 | 2．6．16 |
| ． 7 l ¢ d | ． 71661 | 2． |
| ． 71.4 | ． 71495 | 2.60 .3 |
| －74\％43 | ． 74243 | 2.4491 |
| － 0.01 | ．8030．． | 2.4597 |
| ． 8956 | ．89668 | 2．4：72 |
| 1．0．sis | 1． 0.144 | $2 \mathrm{me46}$ |
| 1． 1.46 | A． 1.45 | $2.760 \%$ |
| 1．2．93 | 1． 2 y | 2．\％\％ |
| 1．933 | 1．371， | 3.293 |
| 1．10．9 | \＆． 119 | 3.603 |
| 1．3\％ 3 |  | 3.7493 |
| 1．2506 | 1． 2 のow | \％．9611． |
| 1.2806 | 1．096\％ | $3.9 \% 3$ |
| －630． | ． 83691 | 3.0614 |
| － 68.5 | ． 5396 | 3． 50.5 |
| －n00． | ．258\％ | 3.098 |
| －3．．．2 | －Oworas | $\therefore+6+1 \%$ |
| 0 | 0 | 2 |

A similar procedure is used for the second order analysis of the example problem as was used for the first order analysis. Namely, since the values for $K_{1}(t)$ and $V_{2}(t)$ are known from the first order analysis problem, equation (3.34) can be solved for $k_{2}(t)$ in terms of $V_{3}(t)$. This equation is

$$
\begin{align*}
& 2 Q_{02} \pi_{s}\left(K_{2} \otimes 1_{u}\right)+V_{2}\left[\left(A_{11} \otimes 1_{x}\right) s_{21}^{1}+\left(1_{x} \otimes A_{11}\right)\right]+ \\
& 2 V_{2}\left[\left(A_{02} \otimes 1_{x}\right) s_{12}^{1}+\left(1_{x} \otimes A_{02}\right)\right]\left[1_{x} \otimes \pi_{s}\left(K_{1} \otimes 1_{u}\right)\right]+ \\
& v_{3}\left[\left(A_{01} \odot 1_{x}^{2}\right) s_{21}^{2}+\left(1_{x} \otimes A_{01} \otimes 1_{x}\right) s_{21}^{I}+\left(1_{x}^{2} \otimes A_{01}\right)\right]=0 . \tag{4.4}
\end{align*}
$$

We note that we have assumed $Q_{03}=Q_{12}=Q_{21}=0$ for the purpose of the example problem, that is, higher order than quadratic terms in the expansion for $L(x, u, t)$ are zero. Since equation (4.4) cannot be solved directly for $K_{2}(t)$ in terms of $V_{3}(t)$, we must multiply the first term in the expansion.

It should be pointed out that the manner in which $\mathrm{K}_{2}$ is intertwined into (4.4) is one of the most interesting features of the derivation in this report, which avoids as much as feasible the use of symmetric algebra and dual spaces. In future work, we hope to return to this point.

Another interesting feature of (4.4) can be seen in more than one place, but perhaps especially in the coefficient of $V_{3}$ on the third line. Notice that this coefficient consists of three terms, each in essence a rearrangement of $A_{01}$ and two copies of $I_{x}$. Symmetric algebra would simplify such sums.

Returning to the first term in (4.4), we have
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$$
2 Q_{02} \pi_{s}\left(K_{2} \otimes I_{u}\right)=
$$

$2\left[\begin{array}{llll}r_{1} & r_{2} & r_{2} & r_{3}\end{array}\right]\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & \frac{1}{2} & \frac{1}{2} & 0 \\ 0 & \frac{1}{2} & \frac{1}{2} & 0 \\ 0 & 0 & 0 & 1\end{array}\right]\left[\begin{array}{cccccccc}F_{11} & 0 & F_{12} & 0 & F_{13} & 0 & F_{14} & 0 \\ 0 & F_{11} & 0 & F_{12} & 0 & F_{13} & 0 & F_{14} \\ F_{21} & 0 & F_{22} & 0 & F_{23} & 0 & F_{24} & 0 \\ 0 & F_{21} & 0 & F_{22} & 0 & F_{23} & 0 & F_{24}\end{array}\right]$
for

$$
K_{2}=\left[\begin{array}{llll}
F_{11} & F_{12} & F_{13} & F_{14} \\
F_{21} & F_{22} & F_{23} & F_{24}
\end{array}\right] .
$$

Multiplying these expressions, we have

$$
\begin{aligned}
& 2 Q_{02} \pi_{s}\left(K_{2} \otimes 1_{u}\right)=\left[2 r_{1} F_{11}+2 r_{2} F_{21}, 2 r_{2}{ }^{F_{11}}+2 r_{3} F_{21}, 2 r_{1} F_{12}+2 r_{2} F_{22}\right. \text {, } \\
& 2 \mathrm{r}_{2} \mathrm{~F}_{12}+2 \mathrm{r}_{3} \mathrm{~F}_{22}, 2 \mathrm{r}_{1} \mathrm{~F}_{13}+2 \mathrm{r}_{2} \mathrm{~F}_{23}, 2 \mathrm{r}_{2} \mathrm{~F}_{13}+2 \mathrm{r}_{3} \mathrm{~F}_{23}, 2 \mathrm{r}_{1} \mathrm{~F}_{14}+2 \mathrm{r}_{2} \mathrm{~F}_{24} \text {, } \\
& 2 \mathrm{r}_{2} \mathrm{~F}_{14}+2 \mathrm{r}_{3} \mathrm{~F}_{24}{ }^{\mathrm{J}} \\
& =\left[\begin{array}{llllll}
F_{11} & F_{12} & F_{13} & F_{14} & F_{21} & F_{22} \\
F_{23} & F_{24}
\end{array}\right]\left[\begin{array}{cccccccc}
2 r_{1} & 2 r_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 r_{1} & 2 r_{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 r_{1} & 2 r_{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 r_{1} & 22_{2} \\
2 r_{2} & 2 r_{3} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 r_{2} & 2 r_{3} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 r_{2} & 2 r_{3} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 r_{2} & 2 r_{3}
\end{array}\right] \\
& =\hat{K}_{2} G \text {, }
\end{aligned}
$$

where $\hat{K}_{2}$ denotes the values of $K_{2}$ rearranged into an 8-vector and $G$ is the $8 \times 8$ matrix above. Using this notation, we can solve for $\hat{\mathrm{K}}_{2}$ in terms of $V_{3}$ in equation (4.3) as

$$
\begin{gather*}
\hat{\mathrm{K}}_{2}=-\left\{V_{2}\left[\left(A_{11} \otimes I_{x}\right) s_{21}^{I}+\left(I_{x} \otimes A_{11}\right)\right]+2 V_{2}\left[\left(A_{02} \otimes I_{x}\right) S_{12}^{1}+\right.\right. \\
\left.\left(I_{x} \otimes A_{02}\right)\right]\left[I_{x} \otimes \pi_{s}\left(K_{1} \otimes I_{u}\right)\right]+V_{3}\left[\left(A_{01} \otimes I_{x}^{2}\right) s_{21}^{2}+\right. \\
\left.\left.\left(I_{x} \otimes A_{01} \otimes I_{x}\right) S_{21}^{1}+\left(I_{x}^{2} \otimes A_{01}\right)\right]\right\} G^{-1} \tag{4.5}
\end{gather*}
$$

The second order solution can be obtained by substituting from equation (4.5) into the equation

$$
\begin{gathered}
V_{3}+V_{3}\left\{\left[\left(A_{01} \otimes I_{x}^{2}\right) s_{21}^{2}+\left(I_{x} \otimes A_{01} \otimes 1_{x}\right) s_{21}^{1}+\left(I_{x}^{2} \otimes A_{01}\right)\right]\left(1_{x}^{2} \otimes K_{1}\right)\right. \\
\left.+\left(A_{10} \oplus A_{10} \oplus A_{10}\right)\right\}+V_{2}\left\{\left[\left(A_{01} \otimes 1_{x}\right) S_{11}^{1}+\left(I_{x} \otimes A_{01}\right)\right]\left(1_{x} \otimes K_{2}\right)+\right. \\
{\left[\left(A_{11} \otimes I_{x}\right) S_{21}^{1}+\left(I_{x} \otimes A_{11}\right)\right]\left(1_{x}^{2} \otimes K_{1}\right)+\left[\left(A_{02} \otimes 1_{x}\right) s_{12}^{1}+\left(1_{x} \otimes A_{02}\right)\right]} \\
\left(I_{x} \otimes K_{1} \otimes K_{1}\right)+\left[\left(A_{20} \otimes 1_{x}\right)+\left(I_{x} \otimes A_{20}\right]\right\}+Q_{02}\left[\left(K_{1} \otimes K_{2}\right)+\right. \\
\left.\left(K_{2} \otimes K_{1}\right)\right]+Q_{11}\left(I_{x} \otimes K_{2}\right)=0,
\end{gathered}
$$

which is equation (3.39) with the third and higher order terms in the expansion for $L(x, u, t)$ equated to zero. The method of solution of the second order control problem is slightly more complicated than the first order solution, but employs the same basic steps.

### 4.3 Discussion

In this section, we have examined in terms of an explicit example the computational requirements associated with the computation of higher order nonlinear feedback control terms based upon the use of tensor descriptions. Preliminary experience with such computations has been encouraging. Appendix $G$ contains a listing of SECORDA, the program for $K_{2}$ and $V_{3}$, whose values appear there also, as K2A and V3A.

A major purpose of this example study has been to assess the merits of using the symmetric tensor algebra and the concepts of dual spaces in the calculation of conlinear feedback tensor gains. To this end, we have enployed such ideas as infrequently as possible. The results have been revealing. For the most part, one can bypass the ideas in question and substitute matrix algebra notions such as tra..spose, Interestingly enough, however, there are perhaps two or three instances, one in (4.4), where one is strongly inclined to consider the insertion of more technicality.

With this observation in mind, we are making a study of the computational requirements involved in [1], where symmetry and duals a: both used, in order to determine traceoffs with the current study.

## V. CONCLUSIONS

In the three sections preceding, we have carefully examined the computational implications of [1], for the case of an example system which had received a rather thorough study in a prior grant year. Here we have to point out that [1] makes use of technical tensor machinery involving mixed tensors on spaces and their duals, the theory of contractions, and the formal use of symmetric tensor algebra. The formal purpose of this study has been to assess the computational implications of such nonlinear feedback control theory, and in particular to examine the possibility of suppressing the explicit use of dual spaces and contractions. One benefit, for example, of such a suppression would be an avoidance of the distinction between tensors and vector-valued tensors. It has been numerically clear for a long time, as explained in earlier reports, that the implicit use of symmetry was going to be a certainty. A question, however, was whether the explicit use of symmetry in the algebraic derivations would rea」ly be necessary.

Having been as careful as we could to carry out the derivation of this report while using such concepts as little as possible, we have made some important conclusions. First, we had to dip into formal symmetric notation for a brief segment of our derivation, in connection with certain differentiations. Whether this was an absolute necessity or not tends to be outweighed by the fact that a great deal of effort would be required in order to circumvent it. We conclude that the formal use of symmetry should be pursued. While this does result in another level of equivalence relations, the terminology and symbolism can be iaduced
without a new order of magnitude of difficilty. It tends to be more a question of replacing one tensor language with another tensor language. Second, we have encountered steps in the equations where duality may be a great help in unraveling a complicated twist of symbols. At this point, we assess this ability as important, so that we are initiating a careful look at the way in which these computations would change if we made use of contractions. Should this work out with the expected benefits, it may serve as a very motivating engineering example of the practical importance of duality. While the role of duality in general optimization theory has been known for many years, there are many common instances in which it can be finessed by standard matrix terminology. Such an examp.ee could be, therefore, very compelling.

In addition to the work presented in the body of this report, the appendices contain a number of items which we also believe to be milestones. Appendices $B$ and $E$ deal with ongoing progress in the computer software required for tensor modeling and simulation. This developlng package is the outgrowth of years of work and for the first time makes it possible to do examples on a reasonable time scale. In particular, plans are underway to use this new capability to enhance litefforts on tensor model identification ard order reduction. We expect to make a more complete report on this package within the next six months. Appendix $C$ introduces a new mathematical viewpoint on the nonlinear feedback control synthesis problem. Basically, the idea is to redefine the vector space structures for the inputs and outputs of nonlinear systems. For important cases, this can be done in such a way that the nonlinear system becomes a linear
system with respect to the new spaces. We have this idea under study; and have already shown that it greatly expands the possibilities for defining comparison sensitivity functions on nonlinear cases. We envision the use of such sensitivity functions to aid in characterizing the quality of order reductions and model identifications. In Appendix $D$ we continue our investigation into the role of tensors in controller scheduling. We expect that the procedures of scheduling may contain one of the keys in resolving the tradeoff questions involving nonlinear model dynamical quality versus useful region. Finally, in Appendix $F$, we present a recent compilation of referc*-ces on design by total synthesis, a sequence of studies which trace some of their roots back to the first years of this grant.
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ABSTRACT
The deaign of nonilnear control syatems for gas tarbine engines frequenciy invulves a combinatlon of feedforward scheduling and local. dynamic feedback regulation on the desired final responses. Scheduling the feedback dynamics, or adding dynamical tuning to the feedforward schedules, creates a class of noninear dimamical controliers which is often classical in nacure, as for example the first few tems in a series expansion. Tensor alanbra provides a universal setting within which to parameterize such representations. Moreover, if such models are available for the engine itself, then there exist feedback control theories based upon them. In this paper, a modol of tensor type is computed and tested iocally on a digital simulacion of the QCSE gas curbine engine.

INTRODUCTION
The use of local, linear dynamical models in concrol of gas turbine engiass has received a great deal of attention in the last ten years. While the lion's shate of control action for such engines tends to be the result of feedforward schedules, the local feedback applied to reach desired response points along these schedides is of great importance. In particular, careful choice of the local controller dynamics can achieve quick, smooch settilng, without undesirable overshoots in crucial variables, as for example temperatures in the vicinity of turbines.

Such local dynamics are frequently scheduled also, as a function of a smoochly changing physical variable, such as a speed. When this is accomplished, the local controi dynamics become nonlinear in nature; and key examples can be viewed in cerms of vector fields creaced by polynomic functions of state and control, or, more generally, in terms of power series. Tensor algebra provides a universal parameterization within which to represent such schemes. Moreover, there exist feedback theories degigned to accomodate plant model.s based upon such representations.

Accordingly, there is interest in application gtudies of tensor models. In this paper, we provide one such study, on a QCSE engine simulator.

For background, we corsider briefly some tensor ideas and issues associaced with nonilnear modeling, A short description of the QCSE engine itself is given, and then the application is discussed in detail.

## TENSOR IDEAS

We begin our discussion with a brief description of the cools to be employed in che nonlinear model formulation. Let $V$ and $W$ be real vector spaces and let ( $\otimes V, Q F$ ) be a tensor product for $r$ coples of $V$, where each integer $r$ is two or greater. For convenience we define $l^{1}=V$ and $=$. Then by the unique factorization propercy of the tensor product [1], for every r-innear mapping

$$
\begin{equation*}
\psi: V^{r} \rightarrow W \tag{I}
\end{equation*}
$$

there exists a unique linear mapping

[^0]
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$$
\begin{equation*}
\lambda: \theta^{r} v \rightarrow W \tag{2}
\end{equation*}
$$

 real vector space of r-iinear mappings from $V^{r}$ to $W$, and $L\left(e^{F} V, W\right)$ denotes the real vector space of linear mappinga from or to W , the implicution ia that

$$
\begin{equation*}
L\left(\theta^{r} v, w\right)-L\left(v^{r} ; w\right) \tag{3}
\end{equation*}
$$

La a vector space famorphism.
These notions may be tied to the discusaion of abstract derivatives and che calculus on normed vector epaces. ds an introduction, equip $V$ and $W$ with noras and les $z$ be open in V. Suppose that the mapping $f: Z \rightarrow W$ is differentiabla at a point $p$ in 2 , in the usual sanse (see, for example, $(2,3)$ ). We denote the derivaty $e$ of $f: z-W$ at $p$ by

$$
\begin{equation*}
(D f)(p): V \rightarrow W, \tag{4}
\end{equation*}
$$

and noce that

$$
\begin{equation*}
D f: 2 \rightarrow L(V, W) ; \tag{5}
\end{equation*}
$$

that is, the derivacive mapping (4) is a linear mapping, an element of $L(V, W)$. The notion extends for higher derivatives, defined in a recursive iashion as

$$
\begin{equation*}
\left.\left(D^{5} f\right)(p)=\left(D()^{r-1} f\right)\right)(p) \tag{6}
\end{equation*}
$$

provided the (r-1)at derivative is differettiable, since

$$
\begin{align*}
& D^{2} f(p) \in L(V, L(V, W)), \\
& D^{3} f(p) \in L(V, L(V, L(V, W))), \tag{7}
\end{align*}
$$

and so on. It can be shown that chere exist isomorphisms

$$
\begin{align*}
& L\left(V^{2} ; W\right)+L(V, L(V, W)) \\
& L\left(V^{3} ; W\right) \rightarrow L(V, L(V, L(V, W))) \tag{8}
\end{align*}
$$

so that $D^{r} f(p)$ can be regarded as an r-1inear mapping $v^{r}-W$, up to isomorphism. We suppress chis isomorphism and think of $\mathrm{Dr}^{\boldsymbol{f}}(\mathrm{p})$ as just such a mapping.

It is now straightforward to establish a connection with the tensor idess expressed above. The $r$-linesr mapping ( 1 ), for our purposes given by $D^{r} f(p): V^{5} \rightarrow W$, can be comporiu frotu
 This connection, facilitated by the isomorphisms (3) and (8), is explored in the section following for the case of dynamical system representation.

MODEL STRUCTURE
Suppose that the dyamical system which we wish to model is described by the nonlinear ordinary differential equacion

$$
\begin{equation*}
\dot{x}=f(x, u) \tag{9}
\end{equation*}
$$

for $f: X \times U \rightarrow X$, where $X$ and $U$ are normed real vector spaces of states and controls, respectively. Uaing the notation of the preceding section, lec ( $\bar{x}, \bar{u}$ ) be a iixed point in $Z$ open in $X \times U$, and suppose that $E: X \times U \rightarrow X$ is of suffictonc smoochness on $Z$. Then, formally,

$$
\begin{equation*}
f\left(\bar{x}+x_{1} \bar{u}+u\right)=\sum_{k=0}^{\infty} \frac{1}{k!}\left(D^{k} f\right)(\bar{x}, \bar{u})(x, u)^{(k)} \tag{10}
\end{equation*}
$$

where $(x, u)^{(k)},((x, u),(x, u), \ldots,(x, u)) \quad k$ Eimes. We note chat the series in ( 10 ) could be represented by a finite number of cerms together with a remainder term in a standard ap. plication of Taylor's fomula. Indeed, for practical applications, such as the present paper, a truncation approximation of (10) is considered. Unfortunately, ifmitations of space forbid discussions concerning such issues as exiscence oí solutions to ( 9 ) or questions related to the convergence of (10).
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We now make use of the fact that $\left(D^{k} f\right)(\vec{x}, \vec{u})$ in (10) is a $k-1 i n e a r$ mapping, which suggesta a aeana of applying cansor produce ideas, Lee ( $\left.\theta^{k}(X \times U), a^{k}\right)$ be a censor product fot $k$ coples of $X \times U$. Then we may gake the inique factorizacion

$$
\begin{equation*}
D^{k} f(\bar{x}, \bar{u})=L_{k}(\bar{x}, \bar{u}) \cdot{ }^{k} \tag{11}
\end{equation*}
$$

where $L_{k}(\bar{x}, \bar{u}): Q^{k}(X \times U)-X$ Ls a linear mapping. Now let the nocacion $(x, u)^{k}$ denote the $k$-fold tensor product of ( $x, u$ ) with itself. Then upon subseitution of (ill) into (10) we have

$$
\begin{equation*}
t(\bar{x}+x, \bar{u}+u)-\sum_{k=0}^{\infty} \frac{1}{k!} L_{k}(\bar{x}, \bar{u})(x, u)^{k} \tag{12}
\end{equation*}
$$

It is shown in (4) that tha individual terms of (12) may be rewritten as, for exampla.

$$
\begin{equation*}
\frac{1}{2!} L_{2}(\bar{x}, \stackrel{\rightharpoonup}{u})(x, u)^{2}-L_{20}(\bar{x}, \bar{u}) x \otimes x+L_{11}(\bar{x}, \ddot{u}) x \notin u+L_{02}(\bar{x}, \ddot{u}) u \otimes u \tag{13}
\end{equation*}
$$

ls chis way the formal expansion (10) becomes

$$
\begin{equation*}
t(\bar{x}+x, \bar{u}+u)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} L_{i j}(\bar{x}, \bar{u}) x^{1} u^{1} \tag{14}
\end{equation*}
$$

which torms the structure for the nonlinear model.
As alluded to earlier, in practice the series (14) way be cruncated in an approximation of (9). The task in the model building scheme, shen, is to identify the parameters contained In matrix represeatseions of the $L_{i}(x, u)$, once ordered bases for the spaces in question are chosen. For more discusaion of the dotalls Involved in such an oxercise, the readar may wish co consule $(5,6)$.

## qCse encine

The incenc of chis section is to supply a brief incroduction to NASA's QCSEE (" Quixie ")--gulet, Elean, Shorthaul Experimental Enginem-prior to discussing an applicicion of the medeling merhodology described above. The QCSE engine is an advanced curbofan designed speciffeally for powered-lift, short-haul aircraft, and combines geveral innovative concepts to achleve optimal officiancy with quiat, clean operation [7,8]. The oight physical quanticies chosen as state variables for the system include two fan speeds, four pressures, and two temperatures. A digital cuntroller is incorporaced inco the overali dusign (9), and the conctol inputs are the main burner fuel flow, the fan pitch angie, and the fan nozile area.

For the modaling exe cises of this study, detailed digital simulation developed for the QCSE engine (10) is employed. The primary input variable co bo manipulated in the digical program is the percentage power demand, PWRX, for tescing performance over the encire onvolope of operation. Values of individual internal variables are axpracted and inserted at various locations wichin the program.

## APPLICATION

Atcention in the following discussion will center around the formulation of a reduced order four-state, three-control anaiytical model. The engine states chosen are the combustor discharge pressura ( $P 415 S$ ), the core nozzle cotal pressure (PSGS), and the rocor dynamics in the torm of inn speed (NL), and compressor speed (NH). All three engine concrol inputs are amployed, namely, the mafn burner fuel flow (hFM), the exhaust nozzie area (Ais) and the fan piech anglo (BETAF).

Appropriate angine operation for the model idencification involves opening the loop by deactiviting the controller and independenty inserting the individual concrol inputs. In this strategy, nonlinearicies of the plant existw -which might ocherwise be less nociceablo had the sonctoller been eresent in the loop. A further explanation of chis strategy as well as an alcernact one are presented $: \therefore$ [11], An important point to note is that, in the open ioop situacion, the choice of input control signals is cricical. This is due to the fact. that the anyine itself has cercain physieal ilmits, which in turn have been incorporated into the simulacor. In reality, axceeding these limics could cause severe damage to the engina, an axample or which ts turbine melt down.

To aid in tho seleccion of input signals, a family of parametric plocs have bean constructed using QCSEE gecady scace data from tde ( $62.5 \%$ PWRX) to maximum power ( 100 Z PWRX). Figure 1 contains an example of one such steady state plot. From these plots a set of accoptabio inpuc signals can bo selected. dcceptable state perturbations can be selected in a similar
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Gashion. Another importanc feature of theye steady tace plots is that chey suggest regions of nonlinearity. Erom Eigure 1 it appears that in the locality of $92 \%$ powar demand the engIne is nonlinear due to the abrupt changes in exhaust nozzle area and fan pitch angle. Wich this in mind, we shall escablish $92 \%$ as che operating point of the present scudy. Modal formulations at other operating points as - currently under investigation.

The following is an overview of the idencification procedure. The QCSEE simulator is run, closed loop, with a $92 \%$ power demand for ten seconds to settie all tyansienta. This produces the equilibrium value $(\bar{x}, \bar{u})$, where $\bar{x}$ ia a four-cuple and $\bar{u}$ is a three-cuple. The initial conditions thus generated form the point of expansion for the aeries truncation approximation in the model formulation. Within the digital oimulation program the controller is disconnected by secting the control derivatives to zero. From the steady stiste plots a point ( $\mathrm{K}, 0$ ) is chosen on the engine operating line at $93 \%$ power demand. The seate variables are perturbed $x$ from their equilitbrium values where

$$
x=x-\bar{x}
$$

Furthermore, the control variables are manipulated so that a cosinusoidal input of amplitude a is inserted, where a is a chrce-cuple given by the expression

$$
a=0-\overline{3} .
$$

The observed states and inputs are sampled over a six second interval; 100 samples are evenly apaced at , $n 6$ seconds, and the difference between these values and the corresponding equilibrium values, together with the ordered monomials from the tensor product terms (see (51) comprise one of two blocks of daca necessary for the identification. The second bloc of data consists of the state derivative values which are extracted directly frou the oimulator at the given sample rate. Through use of these data blocks, the parameters contained in matrix :epresentatious of the $I_{i_{j}}(x, \bar{u})$ can be identified via a least gquaree minimization technique.

Using the above procedure, two models have been identified; a sicond-degree nonlitiear model, and a ilrst-degree linear model. The linear model has been identified for ute in comparison stidies. The second-degree approximation keeps second degree tansor products witch are associated with quadracic cerms. Accordingly, such a nonlinear model is expected to oucperform cha linear model in a region about the point of expansion.

A simple error comparison criterion is used in testing the performance of the nonlinear mod: : versus that of the linear model. Let $\varepsilon_{i}^{N}$ denote the absolute maximum error in the nonlinear model solution, as compared to the true simulation solution, over the time range of simulacion for the ith gcate variable. Simiarly, we define cif for the linear model error. Then $\varepsilon_{1}$ is the comparison $\varepsilon_{i}^{\prime}-\varepsilon_{i}$. Thus, if $\varepsilon_{1}$ is negative, the nonlinear model has exhibited a smaller maximum absolute error in the ith state, and in that sense has outperformed the innear model. Table 1 contains a list of the state variables, their corresponding QCSEE variable name, their unit of measure, as well as their corresponding state notation $x_{1}$. Samples of the error comparison for various initial conditic 7 , input amplitudes and frequenctes are presented in Table 2. All input frequencies are in Hertz.

The error criterion in Table 2 clearly indicates that the nonlinear wodel outperforms the linear model in a region about the equilibrium point; however, there exists a better method for revealing model performanco, namely, trajectory comparison. Consequently, a representacive number of comparative solution plots have been included in figures 2-10. Figure 2 offerg a simulation of pressure P8CS for a step response, whereas figures $3-4$ illuscrate P8GS and $N$ respectively for the frequency set $0(.25,0 ., .5)$. A simulation of P4GS is showa in figure 5 for an excursion away from the cypical engine line of operation, and likewiee Figure 6 depicts NH . Eigures $7-8$ illustrate the speeds NL and NH for a $1 \%$ ampiltude control signal, and finally PAGS and NL are seen in Figures $9-10$ with initial conditions of approximately 1\%.

## COMPUTING ENVIROMMENT

The software package, developed using the extensive capabilities of the IBM and DEC Comand Procedure Languages and the strengths of FORTRAN and SPEAKEZY, is divided into two segments and tailored 1.0 utilize effectively existent computer hardware. The interactive nonlinear mudel generation sagment is implemented on a Time Sharing Option (TSO) of the IBM 370-168 computer system, where the memory dependent, and highiy computational routines of the package can benefic from wie of the virtual memory and floating point hardware.

Once a nonlinear model is identified on the IBM 370-168, it is transierred to a DEC PDP 11/ 60, where, in an interative environment, it can be analyzed and compared to a linear model and the true solution. This is accomplished through use of the nonlinear simulation segment
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of the package. In this manner, the routines can use both the graphics capablifeles of a Tektronix 4025 video terminal, and a Versatec electrostatic printer/ploterer for the display of data and comparativg trajectories.

## CONCLUSIONS

This paper has presunted an application illustration of tensor modeling to a digital simulacion of the QCSE engine. For plant modeling prior to teedback control, or for representing scheduled controllers over an operating line, the tensor algebra offers a universal parameterization which is halpful in conceprualizacion ond identificacion. The case studied in this paper offers stipport to these conclusions. Further work is in progress.
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| O: True Engine | e $1:$ Line | Response * : | near Motel Response |
| :---: | :---: | :---: | :---: |
| $x_{1}: ~ P 4 G S ~(p B i) ~$ <br> $x_{2}:$ | $\mathrm{x}_{3}: \mathrm{NL}$ (rpm) $\mathrm{x}_{4}: \mathrm{NH}$ (rpm) | $\begin{aligned} & u_{1}: \text { WFM }\left(1 b_{1} i \mathrm{hr}\right) \\ & \mathrm{u}_{2}: \text { a18 }\left(\mathrm{Tn}^{2}\right) \end{aligned}$ | $u_{3}:$ BETAF (degrees) |


| TABLE 2 Comparison Studies |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial State Conditions |  |  |  | Input Amplitudes |  |  | Inpur Freq. |  | Error |  |  |  |
| ${ }^{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $\mathrm{x}_{4}$ | ${ }_{1}$ | $a_{2}$ | $\mathrm{a}_{3}$ |  | $\$_{2} \quad \$_{3}$ | $\varepsilon_{1}$ | $\varepsilon_{2}$ | $\varepsilon_{3}$ | $\varepsilon$ |
| 0.000 | 0.000 | 0.000 | 0.000 | 18.92 | 0.000 | -0.111 | 0.0 | 0.00 .0 | -1.040 | -0.018 | -10.40 | -14.00 |
| 0.000 | 0.000 | 0.000 | 0.000 | 18.92 | 0.000 | -0.111 | 0.3 | 0.00 .5 | -0.668 | -0.012 | - 7.04 | -8.49 |
| 0.000 | 0.000 | 0.000 | 0.000 | 74.29 | -21.20 | -0.239 | 1.9 | 0.91 .2 | -0.259 | -0.004 | - 4.62 | -8.11 |
| 0.010 | 0.001 | 0.010 | 0.100 | 17.00 | -2.000 | -0.050 | 0.0 | 0.00 .0 | -0.947 | -0.017 | - 7.48 | -11.50 |
| 0.010 | 0.001 | 0.010 | $\cdots 100$ | 18.92 | 0.000 | -0.111 | 0.0 | 0.00 .0 | -1.070 | -0.019 | -10.60 | -14.20 |
| 0.010 | 0.001 | 0.010 | 0.100 | 19.00 | -2.000 | -0.159 | 1.0 | 0.80 .5 | -0.198 | -0.003 | -2.49 | - 3.16 |
| 0.010 | 0.001 | 0.010 | 0.500 | 18.92 | 0.000 | -0.111 | 0.3 | 0.00 .5 | -0.642 | -0.012 | - 6.85 | -8.22 |
| 0.710 | 0.001 | -0.010 | 0.500 | 40.00 | -5.000 | -0.150 | 1.5 | 1.6 4.3 | -0.354 | -0.006 | - 1.96 | - 6.69 |
| 0.010 | -0.001 | 0.010 | -0.750 | -18.80 | 0.000 | 0.115 | 2.0 | 0.01 .5 | -0.307 | -0.005 | - 1.71 | -4.89 |
| -0.010 | -0.001 | -0.010 | -0.750 | -37.46 | 0.000 | 0.228 | 1,9 | $0.0 \times 3$ | -0. 202 | -0.004 | - 1.59 | - 3.42 |
| -0.010 | 0.001 | -0.300 | 0.750 | 74.29 | -21.20 | -0.239 | 1.9 | 2.12 .3 | -0.293 | -0,003 | - 5.89 | - 6.55 |
| 0.075 | 0.001 | 20.00 | 10.00 | -18.80 | 0.000 | 0.000 | 1.9 | 0.00 .0 | -0.343 | -0.007 | - 3.36 | - 3.43 |
| 0.110 | 0.601 | -20.00 | 12.00 | 55.78 | -14.03 | -0.198 | 1.4 | 2.11 .4 | -0.447 | -0.008 | - 4.98 | - 5.51 |
| 0.120 | 0.002 | 50.00 | 10.04 | 37.35 | -6.830 | -0.153 | J. 1 | $1.0 \quad 1.3$ | -0.435 | -0.008 | - 5.06 | - 4.91 |
| 0.100 | 0.002 | 75.00 | 5.00 | 54.00 | -12.00 | -0.300 | 2.') | 1.01 .3 | -0.401 | -0.007 | - 9.80 | - 3.80 |



Figure 1 Example Steady State Response: Parameterizacion with pirax


Figure 2 Table 2, Line:


Figure 3 Table 2, Line 7


Figure 4 Table 2, ine 7
 or prin quadity



Figure 5 off the Operating Line at $1 / 2 \pi$


Figure 7 Table 2, Line 11



Figure 9 Table 2, Line 13


# ORIEINAL PASE IS OF POOR QUALITY 

APPENDIX C
"Nonlinear Multivariable Design by Total Synthesis"
M.K. Sain
J.L. Peczkowski

Proceedings American Control Conference
Pages 252-260
June 1982

# ORIGINAL OF POOR <br> Page is <br> quality 

## NONLINEAR MULTIVARIABLE DESIGN BY TOTAL SYNTHESIS

Michael K. Sain<br>Electrical Engineering Department<br>University of Notre Dame<br>Notre Dame, Indiana 46556

Joseph L. Peczkowski<br>Energy Controls Division<br>The Bendix Corporation<br>South Bend, Indiana 46620

## Abstract

In a rece: " publication [1], Bristol has presented an application theorist's view of process control design as it really exists and has challenged others to do likewise for areas within their own purview. This paper continues just such an effort $[2,3,4]$ by the authors within the domain of nonlinear multivariabie control of gas turbine engines. Under examination is the fundamental notion that linear controller descriptions, obtained from local actions of nonlinear objects, may be recombined to produce global nonlinear control action, with sufficient integrity to effect closed loop design. Total Synthesis refers to a top-down strategy of Nominal Design and Feedback Synthesis. This paper extends the study of the Nominal Design ProbIem (NDP) to nonlinear cases, and presents a new case study of robust feedback synthesis for gas turbine control design.

## Introduction

The idea of describing families of curves by their tangents has a rich history in mathematics, in science, and in engineering. Consider, by way of example, the ubiquitous differential equarion. More generally, the notions of manifold, cangent spaces, and geometry are very much a part of modern multivariable systems research.

Not surprisingly, the same notions permeate a great deal of control design in various applications. Intuitively, one linearizes a nonlinear dynamical system at a sequence of points along lines of operation considered desirable by the plant manufacturer. A suftably rich sequence of points can lead to a correspondingly valuable sequence of linear multivariable systems describing local gains and transient behavior of the plant along these operating lines. From such a sequence of systems one may construct a sequence of controllers which effect destrable local motions along the lines. Smooth global control is then a function of appropriately scheduled feedforward and feedback requests, as well as scheduling of local controller gains and dynamics which determine the approach to such requests.

Briscol [1] believes that experience and intuition are the crucial requisites for efficacious design, and that the best of design-flavored control theories can serve only as an introduction to the path followed by engineers with experience. Accordingly, Bristol also suggests that one should seek theories which extend one's intuition and which do not presuppose its replacement.

The local control theory employed by the authors in this paper was proposed [5] in 1979 by Peczkowski, Sain, and Leake, with just such a view in mind. Conceptually, the method is founded upon the Idea of a Nominal Design Problem (NDP), which is independent of controller structure and which is ontended as the first step in a top-down design procedure. A thorough discussion is given in [6]. This paper treats an extension of NDP to the nonlinear case. Completion of step one in NDP is followed by a second step, called the Eaedback Synthesis Problem (FSP) [6]. A case study o: chis step may be found in [7], which also contains a full list of references. An alliance of NDP wilth ESP is called a Total Synthesis Problem (TSP). The case study following in this paper is part of a continuing assault of FSP for the nonlinear case, from the view of design practice in gas turatne engine control.

The section following pros des mathemati: al preliminaries which precede a aiscussion of $\mathrm{N}_{\mathrm{N}}$. for the nonlinear plant. Beyor. that, nonlinear nc. $i$ nal design is defined and characterized, after which the paper progresses to design of local cor:trollers for a turbojet case, and the scheduling or these local controls into a global control.

## Mathematical Prejiminaries

In this section, we consider a bijection $b$ : $S \rightarrow T$ from a set $S$ onto a set $T$, with $T$ admitting the structure of an F-vector space. As a result of the fact that $b$ is bijective, each vector $t$ in $T$ can be represented uniquely in the manner $b(s)$ for an $s$ in $S$; and each element $s$ in $S$ can be represented uniquely by $b^{-1}(t)$ for $a \quad t$ in $T$. Here, we have denoted che inverse of $b$ in the usual way, $b^{-1}: T \rightarrow S$.

The commtative group structure ( $T,+, 0$ ) on our F-vector space $I$ can be used, together with $b$, to induce a commutative group structure ( $\mathrm{S}, \mathrm{Z}$, e) on the set $S$. The first step in this construction is to define the binaty operation $]: S \times S$ $\rightarrow$ S. We do this as Eollows. Let $\left(s_{1}, s_{2}\right) \leq S \times S$; then

$$
s_{1} \square s_{2}=b^{-1}\left(b\left(s_{1}\right)+b\left(s_{2}\right)\right)
$$

where the binary operation + in the right member is that on $T \times T$ to $T$. Associativity of the new operation can be demonstrated. Indeed,

$$
\left(s_{1}-s_{2}\right)=s_{3}=b^{-1}\left(b \circ b^{-1}\left(b s_{1}+b s_{2}\right)+b s_{3}\right)
$$

$$
\begin{aligned}
& =b^{-1}\left(\left(b s_{1}+b s_{2}\right)+b s_{3}\right) \\
& =b^{-1}\left(b s_{1}+\left(b s_{2}+b s_{3}\right)\right) \\
& =b^{-1}\left(b s_{1}+b \circ b^{-1}\left(b s_{2}+b s_{3}\right)\right) \\
& =s_{1} \square\left(s_{2} \square s_{3}\right) .
\end{aligned}
$$

The unit $e$ can be chosen to be $b^{-1}(0)$, as is apparent from the calculation

$$
\begin{aligned}
s\left[b^{-1}(0)\right. & =b^{-1}\left(b s+b \circ b^{-1}(0)\right) \\
& =b^{-1}(b s+0) \\
& =s
\end{aligned}
$$

For commutativity of the operation, we exhibit ti:a steps

$$
\begin{aligned}
s_{1} \square s_{2} & =b^{-1}\left(b\left(s_{1}\right)+b\left(s_{2}\right)\right) \\
& =b^{-1}\left(b\left(s_{2}\right)+b\left(s_{1}\right)\right) \\
& =s_{2} \square s_{1} .
\end{aligned}
$$

Finally, for an element $s$ in $S$, we define an additive inverse $s$ in $s$ to be $b^{-1}(-b(s))$, and verify it by

$$
\begin{aligned}
s=s & =b^{-1}\left(b s+b \circ b^{-1}(-b(s))\right) \\
& =b^{-1}(0) \\
& =e
\end{aligned}
$$

as desired. Accordingly, ( $S, \square, b^{-1}(0)$ ) is a commutarive group.

Next, we can use the scalar multiplication operation $F \times T \rightarrow T$ on the $F$-vector space $T$ to induce a scalar multiplyation $F \times S \rightarrow S$. To do this, we define the scalar multiple fs of $s$ by $f$ to be

$$
f s=b^{-1}(f b(s)),
$$

for a pair ( $f, S$ ) in $F \times X$. Notice that

$$
\begin{aligned}
f\left(s_{1} \square s_{2}\right) & =b^{-1}\left(f b\left(s_{1} \sqsubset s_{2}\right)\right) \\
& =b^{-1}\left(f b \circ b^{-1}\left(b s_{1}+b s_{2}\right)\right) \\
& =b^{-1}\left(f b s_{1}+f b s_{2}\right) \\
& =b^{-1}\left(b \circ b^{-1} f b s_{1}+b \circ b^{-1} f b s_{2}\right) \\
& =b^{-1}\left(b\left(f s_{1}\right)+b\left(f s_{2}\right)\right) \\
& =\left(f s_{1}\right) \square\left(f s_{2}\right) .
\end{aligned}
$$

Moreover, we can also see that

$$
\begin{aligned}
\left(f_{1}+f_{2}\right) s & =b^{-1}\left(\left(f_{1}+f_{2}\right) b(s)\right) \\
& =b^{-1}\left(f_{1} b(s)+f_{2} b(s)\right) \\
& =b^{-1}\left(b \circ b^{-1} F_{1} b s+b \circ b^{-1} f_{2} b s\right)
\end{aligned}
$$

$=b^{-1}\left(b\left(f_{1} s\right)+b\left(f_{2} s\right)\right)$

- ( $\left.f_{1} s\right) \square\left(f_{2} s\right)$.

Next, observe the proparty

$$
\begin{aligned}
\left(f_{1} f_{2}\right) s & =b^{-1}\left(\left(f_{1} f_{2}\right) b s\right) \\
& =b^{-1}\left(f_{1}\left(f_{2} b s\right)\right) \\
& =b^{-1}\left(f_{1}\left(b \cdot b^{-1} f_{2} b s\right)\right) \\
& =b^{-1}\left(f_{1} b\left(f_{2} s\right)\right) \\
& =f_{1}\left(f_{2} s\right)
\end{aligned}
$$

Finally,

$$
\begin{aligned}
1 \mathrm{~g} & =b^{-1}(1 b(s)) \\
& =b^{-1}(b(s)) \\
& =s
\end{aligned}
$$

Thus, ( $s, \square, b^{-1}(0)$ ) has been developed into an $F$-vector space $S$. We summarize this fact as a theorem.

## Theorem 1.

Let $b: S \rightarrow T$ be a bijection onto the F-vector space $(T,+, 0)$. Then $\left(S, \square, b^{-1}(0)\right)$ is also an F-vector space, with addition

$$
s_{1} \square s_{2}=b^{-1}\left(b\left(s_{1}\right)+b\left(s_{2}\right)\right)
$$

with additive inverse

$$
b^{-1}(-b(s))
$$

for a vector $s$, and with scalar multiplication

$$
f_{s}=b^{-1}(f b(s)) .
$$

## Remark

Frequently, $S$ may be given as an F-vector space on a commutacive group $(s,+, 0)$. Though the set $S$ is common to these structures, the binary operations + and $\square$ are distinct, ea welt as the units 0 and $b^{-1}(0)$ and the scalar muitiplieations.

Relative to the induced space, the bijection and its inverse assume desirable properties.

Corollar: 2.
Regarded as a function

$$
b:\left(S, \square, b^{-1}(0)\right)+(T,+, 0),
$$

the bijection $b$ is a morphism of F-vector spaces, as is its inverse

$$
b^{-1}:(T,+, 0) \rightarrow\left(S, \beth, b^{-1}(0)\right)
$$

Proof: We have only to examine the defiring constructions

$$
\begin{aligned}
b\left(s_{1}\left[s_{2}\right)\right. & =b \circ b^{-1}\left(b\left(s_{1}\right)+b\left(s_{2}\right)\right) \\
& =b\left(s_{1}\right)+b\left(s_{2}\right) \\
b(f s) & =b \cdot b^{-1}(f b(s)) \\
& =f b(s) ;
\end{aligned}
$$

moreover, for each $t_{i}$ in $T$, we have a unique $s_{i}$ in $s$ such that $t_{i}=b\left(s_{i}\right)$; and so we have also

$$
\begin{aligned}
b^{-1}\left(t_{1}+t_{2}\right) & =b^{-1}\left(b\left(s_{1}\right)+b\left(s_{2}\right)\right) \\
& =b^{-1} \cdot b\left(s_{1} J s_{2}\right) \\
& =s_{1} \square s_{2} \\
& =\left(b^{-1}\left(t_{1}\right)\right) \square\left(b^{-1}\left(t_{2}\right)\right) ; \\
b^{-1}(f t) & =b^{-1}(f b(s)) \\
& =f s^{-1}(t) \\
& =f b^{-1}(t)
\end{aligned}
$$

## Remark

If $R$ is a ring with identity, then all the discussions above generalize to $R$-modules.

Next, denote by $S^{R}$ the set of all functions from a set $R$ to the F-vector space ( $S, \square, e$ ). Under pointwise conventions,

$$
\begin{gathered}
\left(g_{1} \square g_{2}\right)(r)=\left(g_{1}(r)\right) \square\left(g_{2}(r)\right), \\
\left(f_{g}\right)(r)=f_{g}(r),
\end{gathered}
$$

$s^{R}$ becomes an $F$-vector space also [8], as does $T^{R}$ under the corresponding operations induced from T.

The following section defines the NDP for noninnear plants, and uses the properties above to characterize its structure.

## Nonlinear NDP

The concept of a nonlinear NDP was outlined in [3] by the authors for functions on commutative groups. Here we extend the idea. Let $R, U$, and $Y$ denote $F$-vector spaces of requests to the system, controls to the plant, and responses from the plant. It is userul to visualize these, for example, as function spaces, predicated perhaps on time sets. Let $P: U \rightarrow X$ denote the plant. If the feedback action of the controller is well defined, then there will be a function $m: R \rightarrow U$ generating control actions from requests and function c : R $\rightarrow Y$ describing plant responses to requests. These three functions must then be related by the equation

$$
t=p \circ m
$$

which is presented as a commeative diagram in Figure 1 . The nomlinear Nominal Design Problem is to find pairs $(m, t)$ in $\left(U^{R}, Y^{R}\right)$ such that the diagram of Figure 1 commutes. As usual, we point out


Figure 1. Nonlinear NDP.
that NDP is not a model matching problem, in which $t$ would also be given and in which only $m$ in Figure 1 would appear on a dashed line.

$$
\text { Now consider a pair }\left(m_{i}, t_{i}\right) \text { of solutions to }
$$ NDP. Characterization of the set $\left(\left(m_{\alpha}, \dot{H}_{\alpha}\right)\right\}$ of all solutions to NDP is severely hindcred by the fact that

$$
p \circ\left(m_{1}+m_{2}\right) \notin\left(p \circ m_{1}\right)+\left(p \circ m_{2}\right)
$$

With the ideas of the section preceding, however, this difficulty can be addresced.

Let ( $\mathrm{Y},+, 0$ ) denote the $F$-vector space of plant responses, and let ( $R,+, 0$ ) denote the given $F$-vector space of requests. If $p$ is a bijection, we can develop on $U$ the $F$-vector space structure (U, $\square, \mathrm{p}^{-1}(0)$ ) of Theorem 1. Relr.tive to this structure, $P$ and $P^{-1}: Y+U$ become ${ }_{R}$ isomorphisms of $F$-vector spaces. Moreover, ( $U^{R}$, ロ, $\left.e_{U}^{R}\right)$ and $\left(T^{R},+, 0\right)$ become F-yector spaces, with

$$
e_{U^{R}}(r)=p^{-1}(0)
$$

for all $r$ in $R$; and $O(r)=0$ in $T$ for all $r$ in $R$. We can then define the $F-1 i n e a r$ map $F$ : $U^{R} \times T^{R}+T^{R}$ by setting the action

$$
F(m, t)=p \circ m-t
$$

This leads to the following result.

## Theorem 3.

Let $p: U \rightarrow Y$ be a bijection onto the F-vector space $(Y,+, 0)$. Then a pair $(m, t)$ is a solution to the noniinear Nominal Design Problem if and only if

$$
(m, t) \in \operatorname{Ker} F
$$

Proof: The assertion is immediate. It may be worthwh"le, however, to point out the F-vector product group structure on $U^{R} \times T^{R}$ defined by the operation

$$
\left(m_{1}, t_{1}\right) *\left(m_{2}, t_{2}\right)=\left(m_{1}=m_{2}, t_{1}+t_{2}\right)
$$
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## Remark

If one wished, he or she could assume vector space structure on $U$, and define a special binary operation $\square$ on $T \times T$ by $p\left(p^{-1}\left(t_{1}\right)+p^{-1}\right.$ $\left(t_{2}\right)$.

## Remark

An Inverse nonlinear MDP, denoted INDF, can be defined from the equation

$$
m=p^{-1} \circ t
$$

## Remark

Suppose that $p$ were only surfective. It follows that $p$ induces natural squivalence classes on $U$; and a projection $\pi: U \rightarrow U / \equiv$ can be defined. Then one has the undversal factordzation

$$
p=\bar{p} \circ \pi
$$

for a unique $\overline{\mathrm{p}}: \| / \equiv \rightarrow \underline{\boldsymbol{Y}}$, which is a bijection. The structure ( $U / \equiv, \square, \bar{p}^{-1}(0)$ ) can be developed, and NDP pursued again. Only equivalence classes of controls are determined.

The existence of plant inverses is of the first importance both in theory and in application design. In the next section, we examine briefly the turbojet engine model which will be used for our case study.

## Nonlinear Turbojet Model

A nonlinear model of a simple turbojet engine is shown in Figure 2. It is representative, on a small scale, of the kind of nonilnear plant with which designers of turbine engines and turbine controls deal currently in practice. In essence, it is a computer simulation, typically constructed by engine manufacturers and provided to control manufacturers. The nonlinear turbojet model consists of three integrators, nine ncalinear functions, including five bi-variant functions, nine multipliers and dividers, and nine summing junctions. The model describes nonlinear dynamical and steady state relationships between three inputs: fuel flow, $W_{f}$, exhaust nozzle area, $A_{j}$, and turbine vane position, $B$, and si.x outputs: engine speed, $N$, rurbine temperature, 74 , engine thrust, FN , tailpipe pressure, P 5 , and two other outputs. We propose to think of the nonlinear simulation model as a nonlinear function $p$ from a real vector space of control functions of time to a real vector space of flant response functions of time.

Locally, with appropriate technical assumptions, the nonlinear plant function can be approximated by a linear map $P$ : $U \rightarrow Y$, in the neighborhood of a pair $(\bar{u}, \bar{y})$ in the relation defined by $p$. When the plant function $p$ is a linear map $p$, Che transformation

$$
p^{-1}\left(P\left(u_{1}\right)+P\left(u_{2}\right)\right)=u_{1}+u_{2}
$$

For the usual vector space structure ( $\mathrm{U},+, 0$ ). Locally, then, the operation $\mathrm{J}: \mathrm{U} \times \mathrm{U} \rightarrow \mathrm{U}$ can
be replaced by $+: U \times U \rightarrow U$.
Suppose next that the plant has an internal representacion

$$
\dot{x}=f(x, u) \quad, \quad y=g(x, u),
$$

with appropriate smoothness conditions associated wich the functions $f: X \times U \rightarrow X$ and $g: X \times U$ $\rightarrow$ Y. Let $\bar{x}$ be such that

$$
f(\bar{x}, \bar{u})=0,
$$

and define

$$
\Delta y=y-g(\bar{x}, \tilde{u}) \quad, \Delta u=u-\bar{u} .
$$

Then $p$ may be assumed to have a local representation given by an impulse response operator

$$
C e^{A t_{B}}+D
$$

or by its transform, say $P(s)$, in the usual way.
The idea is to use these $P(s)$ to determine corresponding local descriptions of the parts of the controller, and then to schedule these parts together into a global whole.

## Remark

In addition to the case study which follows, an accompanying paper [ 9 ] discusses some additional conceptual issues associated with such schedules.

For the following case study, chree outputs have bean selected for control: engine speed, $N$, turbine temperature, $T 4$, and engine thrust, $F N$. The nonlinear engine model was identified locally at five conditions corresponding to $70 \%, 80 \%, 90 \%$, $100 \%$, and $110 \%$ speed levels. The engine input is given by

$$
u=\left(W_{f}, A_{j}, B\right),
$$

and the selected engine response vector is

$$
y=(N, T 4, F N) .
$$

By way of illustration, at $100 \%$ speed coaditions, the plant transfer function $P(s)$ and its inverse were found to be:

$2(s)^{-1} \cdot \frac{\left[\begin{array}{lll}.18(.23 s+1)(.01 s+1) & 1.7(.015+1)(.007 s+1) & -.083(.01 s+1 \\ -.005(-.2 s+1) & -.08(.01 s+1) & .015(.01 s+1 \\ -.0001(.7 s+1)(.01 s+1) & .0017(.01 s+1)(.013 s+1) & .00015(.01 s+1)\end{array}\right]}{(.009 s+1)}$
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Figure 2. Nonlinear Turbojet Model.

## Multivariable Design

A noniinear multiveriable design method, based on Total Synthesis ideas, is described and illustrated. Features of the design method include:

1. an input-output viewpoint;
2. design for desired response performance; control performance, and sensitivity;
3. a relatively general system structure;
4. a systematic way to synthesize the nonlinear controller.

Starting point for the design procedure is a nonlinear plant model or simulation such as the turbojet engine model shown in Figure 2 . First, it is necessary to establish the desired steady state operating conditions of the plant and determine available plant inputs and plant outputs. Identification of the nonlinear plant along selected operating lines then can provide local plant dynamics and a set of plant transfer function mairices $P(s)$ relating inputs and outputs.

Possibilities for control of plant outputs using available inputs can be checked by choosing subsets of square matrices of the plant transfer function matrix and determining the existence and condition of the corresponding plant inverse matrises. Existence of the plant inverse with good condition is necessary and vital to obtain reliable, independent control of selected outputs with available inputs [10-15].

## Linear Design

A general innear system structure which combines TSP ideas with the idea of Comparison Sensitivity was presented and discussed in $[4]$ and is shown in Figure 3. This system structure provides coordinated feedforward inputs $u_{r}$ and loop command req:3sts yre


Figure 3. Robust Controller Structure.
to a elosed loop control system. The feed-
forward elements coordinate request comands $y_{r}$; the closed loop assures steady state tracking and robustness of the outputs, $y$. The desired overall system response is designated by $T$. The chosen response of the loop is denoted by $T_{L}$.

Important controller elements of the structure are $G, H$, and $M$, which must be designed in an acceptable way so as to produce $T$ and $T_{L}$ within specifications. It turns out that three key equations govern local design:

$$
\begin{align*}
M & =P^{-1} T  \tag{I}\\
G & =P^{-1} S_{L}^{-1} T_{L}  \tag{II}\\
H & =T_{L}^{-1}\left(1-S_{L}\right) \tag{III}
\end{align*}
$$

Equation (I) i.s called the synthesis equation. It is used to display all admissible responses ( $T, M$ ) and ( $T_{L}, M_{L}$ ). Equations (II) and (III) are design equations for the forward dynamics $G$ and the feedback dynamics $H$, respectively, Note that all conrrol dynamics are defined by selection of $M, T$, $T_{L}$ and the comparison sensitivity $S_{L}$. The sensitivity $S_{L}$ is defined $[16,4]$ by $(1+P G H)^{-1}$.
These equations provide a basis to design linear control systems directly by specifying local resporse and sensitivity performance.

## Nonlinear Design

As observed in the Introduction, the idea of describing families of curves by their tangents has a rich history in mathemarics, in science, and in engineering. The method of phase plane portraits was already well developed more than two decades ago [17]. In more modern terms, we say today that
state space degcripeions, by ordinary differential equations, colncide with vector fields on manifolds [18]. Solutions on the manifold are curves tangent to the vectors of the field.

What aivout nonlinear design? The fundamental aotion used in this paper is that linear descriptions, obtained from local actions of nonlinear objects, may be combined to produce nonlinear action, with sufficient integrity to effect closed loop control. For example, if a set of local designs has given rise to a family $\{G(s)\}$ of forward dynamicb in the loop, then the goal is to link members of the family together so as to produce a nonlinear function $g$, that is $\{G\}^{-} g$. Now each $G$ may be regarded as giving a local approximation to a part of the vector field. Under reasonable conditions of smoothness, and with enough members in the farily, a careful inking could indeed lead to useful $g$, over regions of interest.

To extend this notion, one can consider choosing, along an operating line, sets of desired system responses $\{M, T\}$, loop responses $\left\{M_{L}\right.$, $\left.T_{1}\right\}$, and sensicivities $\left\{S_{1}\right\}$. From these perfozamance choices, sets of controller matrices $(M)$, $\{G\},\{H\}$, and $\{H T\}$ can be generated via equations (I), (II), and (III). All of the linear gets may be linked and scheduled as a function of piant condition to form nonlinear control elements. Thus $\{T\} \rightarrow t,\{M\} \rightarrow m,\{G\} \rightarrow g,\{H\} \rightarrow h,\{H T\} \rightarrow$ hot.

Desired steady state operating schedules, trensient concrol means and protection ifmits are also needed to provide other practical and functional features for a nonlinear turbojet engine control system. These features transform the innear system structure in Figure 3 to the nonlinear system structure shown below, in Figure 4.


Figure 4. Nonlinear Control System.
The structure embodies key relationshi.ps of the Total Synthesis viewpoint and provides other basic features needed for full range, nonlinear control. It is used in the design examples which follow.

## Design Examples

In this section we illustrate the foregoing synthesis ideas by designing a control system for the nonlinear turbojet engine described in Figure 2. Recall that the turbojet has three inputs: fuel flow, $W_{E}$, nozzle area, $A_{j}$, and turbine vane angle $B$; therefore, three ourputs: engine speed, N, turbine temperature, $T 4$, and engine thrust, $F N$ were selected for control. We want to execute designs to achicve specific, beneficial output response strategies and show the effect that sensi-
tivity specifications have in resisting plant parameter variations. Results are illustraced by time response traces ior small step commands and by full range acceleracion and deceleration transients.

## Performance Speciffeations

Design a multivariable control system for full range acceleration and deceleration capability along the steady state schedules so that complete transients are completed in less than three seconds. Small signal responses of the system are desired to produce: 1) fast thrust response; 2) smooth, gentle temperature response; and 3) convenient speed response. All should take place without overshoot and without steady state erroz.

These requifements translate into the following kinds of response and sensitivity specifications:

1. Trar! output schedules with zero steady state error.
2. Accelerate or decelerace from $70 \%$ to $100 \%$ speed levels in less than 3 seconds.
3. Local System Responses (T) - Decoupled

Speed - . 5 second lag @ $70 \%$ speed

- . 2 second lag @ $100 \%$ speed

Temp. -. 5 second lag - constant
Thrust - 2 second lag - constant.
4. Local Closed Loop Response ( $T_{L}$ ) - Decoupler!
.2 second lag constant for all outputs.
5. Local Sensitivity $\left(S_{L}\right)$
a) Untry feedback: $S_{L}=\left(I-T_{L}\right)$;
b) Ten times better than unity feedback

The following response and sensitivity matrices at $100 \%$ speed condition were obtalned:


The forward control dynamics $\rho_{2}(s)$ at $100 \%$ speed condition with unity feedback are:

$$
G(s)=\frac{\left[\begin{array}{ccc}
.90(.23 s+1) & 8.5(.01 s+1) & -.42(.01 s+1) \\
-.025(-.2 s+1) & -.40(.01 s+1) & .075(.01 s+1) \\
-.0005(.74 s+1) & .0085(.013 s+1) & .0008(.01 s+1)
\end{array}\right]}{s(.01 s+1)}
$$

Contru.Ler elements $M, G, \dot{H}$ and $H T$ were calculated at five engine speed conditions. These sets were scheduled as a function of engine speed

$$
\begin{aligned}
& \text { ROWAL PMGE IS } \\
& \therefore \text { POOR QUALITY }
\end{aligned}
$$

to form nonlinear control system elements m, 8 , h and $h$ - $t$. For example, the form of the nonilnear controller $g$ so constructed is shown in Figure 5 below.


Eigure 5. Nonlinear $g$.

## Simulation Results

Small step transients of the nominal engine with sensitivity feedback system are shown in Figure 6. The output responses verify desired small signal performance: thrust response is fast (. 2 second lag) ; temperature response is smooth (. 5 second lag), and speed response varies from . 5 second lag at $70 \%$ to .2 second lag at $100 \%$ speed condition. Corresponding input responses are shown in Figure 7.

Full range acceleration and deceleration transfents of the nominal engine with sensitivity feedback system are shown in Figure 8 . The outruts track the requests without overshoot and the translent time is less than three seconds. Corresponding input responses are shown in Figure 9. All imputs are within desired limits.

To show the effect of sensitivity specificarion on plant parameter variations, the time constants of the engine affecting speed, temperature


Figure 6. Outputs. Nominal Engine; Sensitivity F/B.

INPUTS
nom. engine sensitivity f/b


Figure 7. Inputs. Nominal Engine; Sensitivity F/B.
and tall pipe pressure response were all doubled. This produced a nonnominal engine.

Small step responses of a nominal and nonnominal engine with unity feedback control are pictured in Figure 10. Deviations from desired output responses are caused by che engine parameter variations.

Imposing a sensitivity specification which is effectively ten times better than the unity Eeedback design produced feedback dynamics $H=$ diag $((.2 s+1) /(.02 s+1))$. Step responses for the sensi-

OUTPUTS


Figure 8. Outputs.
Nominal Engine ; Sensitivity F/B.

INPUTS
nom. endine sensitivity f/b


Figure 9. Inputs. Nominal Engine: Sensitivity F/B.
tivity feedback design with boch the nominal and nonnominal engines are shown in Figure 11. Deviations due to engine parameter variations are virtually eliminated.

Full range acceleration and deceleration transients of the sensitivity feedback controller with both nominal and nonnominal engines are shown in Figure 12. The sensitivity design feedback controller maintains full range output transients essentially at nominal conditions, successfully handing plant parameter variations.

OUTPUTS


Figure 10. Outputs; Unity F/B.
Nominal and Nonnominal Engines.


Figure 11. Outputs; Sensitivity $\mathrm{F} / \mathrm{B}$. Nominal and Nonnominal Engines.

## Summary Remarks

A nonlinear control synthesis method based on TSP viewpoint was discussed and illustrated. A three input/three output turbojet engine example demonstrated a feasibility to achieve desired system response and sensitivity specifications.

A concept of the nonlinear Nominal Design Problem (NDP) was presented and discussed, extending and building on earlier Total Synthesis Problem (TSP) cheory and ideas. Additive structure was ob-
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Figure 12. Outputs: Sensitivity F/B. Nominal and Nonnominal Engines.
cained by a process of in iteing a special binary operation on the control input spaze. Though not a now mathematical idea [18], chis concept seems to fit constructively into carrent design developments in nonlinear control.

Research to develop nonlinear control synthosis mechods is needed. It is felt chat the inputoutput TSP viewpoint offers possibilities to develop useful, systematic and straightforward methods for nonlinear multivariable control synthesis.
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CONTROLLER SCHEDULING: A EOSSIBLE ALGEBRAIC VIEWPOINT

Michael Sain and Stephen Yurkovich<br>Department of Electrical Engineering<br>University of Notre Dame<br>Notre Dame, Indiana 46556

## Abstract

In the applications, one common way to design a control system for a nonlinear plant is to localize its behavior along lines of operation specified by the plint manufacturer, to develop linear multivariadle controls for these localizations, and to schedule those controls with key plant variables which vary smoothly along operating lines. An important part of practical design lore, the art of controller scheduling has received little modern attention from the conceptual point of view. This paper describes four basic types of scheduling questions and outlines some of the theoretical fosues associated with chem. Schedules are corsiderec in terms of scate equations; however, some relations with the input/output description are discussed, together with an analysis of the effects on the overall configuration of approximations made to the individual subsystems.

## Introduction

Bristol [1,2] has 1ikened the process of control design to the use of idioms in a language. At least three types of $1 \mathrm{i} . . \mathrm{ms}$ can be identified. First, there are idioms which have been with mankind for such a length of time that they seem universal to the human psyche. In some sense, feedback itself is an example of such an idiom, inasmuch as it may be traced at least back to ancient Arabian water clocks. Second, there are idioms which are the characteristic of certain authors. Several classic examples are the Nichols chart, the Bode plot, the Evans loci, and the Nyquist plot. And third, there are idioms which are typical of certain types of control applications. An example is that of gas turbine control systems [3].

Beculuse of the idioms of type three, any application of control design has idiomatic features. In a sense, the task of the control designer is to blend the idioms of che application with unfversal idioms, with idioms of classical and modern authors, and with his or her own idioms, so as to produce a melodinus and effective composition.

It goes without saying that sone idioms do not play well together. In some areas of application, this may account for the famous theory/application gap.

One universal - $\mathrm{N}_{\mathrm{i}} \mathrm{m}$ is to attack the overall system design by breaking it down into manageable pleces. An important case of chis type of thinking arises in the design of certain classes of nonlinear systems. Examples in point may be found in the area of gas turbine control. For discussion of
sime of the ideas involved, as well as additional references, see the companion paper [4]. In brief, the nonlinear engine is linearized locally along ines of operation agreed upon by the manufacturer and the control contractor. These linear multivariable localizations are used to develop a family of local controllers, which are then sewn together by scheduling concrol gains and dynamics with some engine variable, as for example speed, which varies smoothly along operating lines.

As pointed out by Bristol [1], the idioms have to blend together. In the case of scheduling, the methods used for design of the local, linear multivarlable controllers have to be amenable to a common thread of smooth scheduling, else a global whole is not obtained, but only a sum of parts.

The goal of this paper is to examine in an introductory way certain of the conceptual questions assoclated with scheduling. In particular, we would like to detemine something about the structures of common scheduled systems, their approximations, and how they are affected by interconnections one with the other.

What follows should be regarded as exploratory in nature. Though we will do some things in considerable detail, it nonetheless remains true that we will be answering only a portion of the questions which we raise.

## Simple Example <br> Consider the elementary dynamical system

$$
\begin{equation*}
\dot{x}=-a x+b u . \tag{1}
\end{equation*}
$$

The transfer function associated with (1) is of course

$$
\begin{equation*}
\frac{b}{s+a} \tag{2}
\end{equation*}
$$

Rewritten in terms of gain and tame constant, (2) becomes

$$
\begin{equation*}
\frac{k}{\tau s+1} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
k=b / a, \quad \tau=1 / a \tag{4}
\end{equation*}
$$

Suppose that we wanted to schedule the gain $k$ as a function of the input $u$, say
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$$
\begin{equation*}
k(u)-\alpha_{1}+\beta_{1} u+\gamma_{1} u^{2} \tag{5}
\end{equation*}
$$

Then the scheduled system would look like

$$
\begin{equation*}
\therefore-a x+a a_{1} u+a \beta_{1} u^{2}+a \gamma_{1} u^{3} \tag{0}
\end{equation*}
$$

Alternatively, we might schedule the cime constant $\tau$ as such a function, for example

$$
\begin{equation*}
r(u)=a_{2}+\beta_{2} u+\gamma_{2} u^{2} \tag{7}
\end{equation*}
$$

in which case we would have

$$
\begin{align*}
a & =1 /\left(\alpha_{2}+\beta_{2} u+\gamma_{2} u^{2}\right) \\
& =\alpha_{2}^{-1}-\beta_{2} \alpha_{2}^{-2} u+\ldots \tag{8}
\end{align*}
$$

so that

$$
\begin{equation*}
\dot{x}=-\alpha_{2}^{-1} x+\beta_{2} \alpha_{2}^{-2} u x+b u+\ldots \tag{9}
\end{equation*}
$$

on out to a denumerably infinite number of terms. Next suppose that we wanted to schedule the gain $k$ or the time constant $\tau$ as a function not of $u$ but of $x$, in the manner

$$
\begin{align*}
& k(x)=\alpha_{3}+\beta_{3} x+\gamma_{3} x^{2}  \tag{10}\\
& \tau(x)=\alpha_{4}+\beta_{4} x+\gamma_{4} x^{2} \tag{11}
\end{align*}
$$

Then the scheduled systems would be

$$
\begin{align*}
& \dot{x}=-a x+a a_{3} u+a \beta_{3} x u+a \gamma_{j} \dot{x}^{2} u  \tag{12}\\
& \dot{x}=-a_{4}^{-1} x+b_{4} x_{4}^{-2} x^{2}+b u+\ldots \tag{13}
\end{align*}
$$

again with a denumerably infinite number of terms. Generally speaking, the polynomic scheduling concept cendr to convert the system (1) into a system of tine form

$$
\begin{equation*}
\dot{x}=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} r_{i f} x^{i} u^{j} \tag{14}
\end{equation*}
$$

Indeed, if the original system (1) were of the more general form

$$
\begin{equation*}
\dot{x}=\sum_{k=0}^{\infty} \sum_{m=0}^{\infty} a_{k m} x^{k} u^{m}, \tag{15}
\end{equation*}
$$

and if the parameters we scheduled in an analogous way, such as

$$
\begin{equation*}
a_{k m}=\sum_{p=0}^{\infty} \sum_{q=0}^{\infty} a_{k m p q} x^{p} u^{q} \tag{16}
\end{equation*}
$$

then (15) becomes

$$
\begin{equation*}
\dot{x}=\sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \sum_{p=0}^{\infty} \sum_{q=0}^{\infty} a_{k m p q} x^{k+p_{u} m+q}, \tag{17}
\end{equation*}
$$

which can be formally rearranged in the same form as (15). In broad terms, then, (15) is closed
under formal power series scheduling.
Because of this closure feature, we find intarest in systams of this type. The next section giver a brief, multivariable motivation.

## Multivariable Motivation

When a nonlinear plant has been linearized in the neighborhood of a point on the desired operating line, the resulting, local, incar multivariable control problem must be resolved by some chosen procedure. Moreover, associated with this chosen method will. be various related and compatible theoretical viewpoints. It is not the purpose of this paper to argue the merits of one or more of these theories. Instead, we wish to select a way of thinking which is comprehensive enough to embrace the thoughts of numerous approaches to such conceptualization. In this way, the scheduling classes which we introduce will, hopefully, be broad and representative of those which arise in a varlety of schemes. of course, not every class would be natural to every theory; and not every possible scheduling class can be encompassed by any one viewpoint. The idea, nonetheless, is to generate, as it were, some of the characteristic features encountered in scheduling.

For the above mentioned, illustrative, purposes, then, we select the Total Synthesis Problem (TSP) structure proposed by Peczkowski, Saiñ, and Leake [5] in 1979. In the TSP idea, both the com-mand/output-response, represented say by a matrix [T(s)], and the command/control-response, represented say by a matrix $[M(s)]$, are to be simultaneously synthesized subject to the constraint imposed by a plant, which could be represented by a matrix $[P(s)]$. Fundamental to TSP is the Nominal Design Equation (NDE)

$$
[T(s)]=[P(s)][M(s)],
$$

which must be satisfied no matter what controller structure might be selected. For a full discussion of NDE, see [6]. Once NDE is solved, one can make use of any of the multitudinous struecural synthesis methods of modern theory or modern practice to develop a feedback controller. Feedback synthesis generates a number of interesting questions of theory. For examples of these and for additional references, see [7]. It also generates very important questions of practice. Examples of these have been given in $[8,9,10]$. In [ 8$]$, the structure of Figure 1 was employed on a turbojet


Figure 1. Sample Controller Structure.
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example. Subsequently, [9] and [10] considered particularizations of [8], especially insofar as $L$ and $K$ are concerned.

The structure [8] of Figure 1, however, is adequate for purposes of subsequent discussion. Let farailies $\{L, K, G, H\}$ have been determined by a technique of the reader's choice, in correspondence to a family $\{P\}$ developed along desired operating Ines of the plant. From a more global point of view, the plant may be regarded as a general, not necessarily inear, function $P: U \rightarrow Y$ for appropriate control and response spaces $U$ and $Y$. We are interested in considering four cases of scheduling:

| (I) | $L$ | arc | $K$ | as a function of $r$; |
| ---: | :--- | :--- | :--- | :--- |
| (II) | L | and | K | as a function of their output; |
| (III) | G | and | G | as a function of $\mathrm{Lr} ;$ |
| (IV) | G | and | H | as a function of y. |

Notice that, in $I$ and II, we may as well choose either $L$ or $K$, because the issues are the same.

## Abstract Derivatives

As indicated in the Simple Example Section above, the idea of polynomic scheduling, of gains or time constants, suggests a state description in terms of series. Because we wish to use operator theoretic methods to some extent, it is convenient here to make a few introductory remarks about derivatives in such a context.

Let $V$ and $W$ be normed real vector spaces, with $Z$ open in $V$. A function $f: Z \rightarrow W$ is differentiabie at a point $p$ in $z$ if there exists a continuous linear map $F: V \rightarrow W$ such that, for $(p+h)$ in $Z$ and $h$ in $V$,

If $F$ exists, then it is unique and is called the derivative of $f$ at $p$, and is denoted by

$$
(D f)(p): V \rightarrow W .
$$

In case $f$ is differentiable on $Z$, then we have a construction

$$
D f: Z \rightarrow L(V, W)
$$

where $L(V, W)$ denotes the real vector space of $\mathbb{R}$ linear maps $V \rightarrow W$. Higher order derivatives are defined in 3 recursive fashion,

$$
\left(D^{r} f\right)(p)=\left(D\left(D^{r-1} E\right)\right)(p),
$$

with $r$ a positive integer, provided that the indicated limit exists. For more discussion of these notions, the reader may wish to consult [11, 12,13].

An important connection exists between the calculus on normed vector spaces and the tensor algebra. Indeed,

$$
\begin{gathered}
D^{2} f(p) \in L(V, L(V, W)) \\
D^{3} f(p) \in L(V, L(V, L(V, H))) \\
\cdot \\
\cdot
\end{gathered}
$$

whenever the linits exist. Let us denote by

$$
L\left(V_{1}, V_{2}, \ldots, V_{n}, W\right)
$$

the real vector space of n-linear functions

$$
v_{1}: v_{2} \times \ldots \times v_{n}+W,
$$

an n-ilnear function being one which is linear in its remaining argument whenever $(n-1)$ of its arguments are fixed. It can be shown that there exist isomorphisms

$$
\begin{aligned}
& L\left(V_{1}, V_{2}, W\right) \quad-L\left(V_{1}, L\left(V_{2}, W\right)\right), \\
& I\left(V_{1}, V_{2}, V_{3}, W\right)+L\left(V_{1}, L\left(V_{2}, L\left(V_{3}, W\right)\right)\right),
\end{aligned}
$$

so that $\left(D^{5} E\right)(p)$ can be regarded as an r-ifnear map $V^{r}+W$, up to isomorphism. We suppress this isomorphism and think of ( $D^{r}$ ) ( $p$ ) as just such a map.

It is now straightforward to establish a connection with the tensor algebra, and we do so in the section following. The importance of the connection lies in its parametric possibilities: Every r-ilnear map can be composed from a linear map and a universal r-linear constiution called tensor product. In a sense, the IInear map embodies the parameters which are avallable for scheduling; and we pursue this view in a late: section.

## Tensor Algebra

In this section, we develop some of the structures with which we can subsequently discuss scheduling questions I-IV. Let $V$ be a real vector space. For each integer $r$ which is two or greater, let

$$
\left(\theta^{r} v, \theta^{r}\right)
$$

be a tensor product for $r$ copies of $V$. The notion extends to 1 and 0 by the definitions

$$
\theta^{1} V=V \quad, \quad \theta^{0} V=R
$$

The sequence $\theta^{r} v, r=0,1,2, \ldots$, can be developed into a biproduct, and the images of $\theta^{5} V$ under insertion can be given the same notation. Then the tensorial powers $\theta^{n} V$ can be developed into an assoctative algebra by defining the internal direct sum

$$
O V=\sum_{n=0}^{\infty} \theta^{n} V,
$$
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and by equipping $\otimes V$ with the bilinear mapping $(\alpha, \beta) \rightarrow \alpha \beta$ for $\alpha, \beta, \alpha \beta \in \vee V$ whose result is defined by

$$
\alpha B=\sum_{n, m} a_{n} \otimes \beta_{m},
$$

where $\alpha=\sum_{n} a_{n}, \dot{\beta}=\sum_{m} \beta_{m}$ for $\alpha_{n} \in \sigma^{n} v$ and $\beta_{m}$ $\epsilon \otimes^{\text {mbV }}$. With this multiplication, $Q V$ becoraes the graded tensor algebra over $V$ with element:3 ( $\mathcal{W}_{0}$, ' 1 '....), which are sequences of the tensors $a_{1} \in$ $\varnothing^{1} v, 1=0,1, \ldots$, and $k i t h$ unit element $(1,0, \ldots)$. We emphasiza the fact that multiplication in the tensor algebra is not a tensor product.

Now let $\otimes V$ and $\otimes W$ be tensor algebras as defined above, over $V$ and $W$ respectively. For every pair $n, \mathbb{R} \geq 1$, let $\theta_{m}^{n}(V, W)$ be a tensor product of $\theta^{n} V$ and $\theta^{m} W$, that is,

$$
\theta_{m}^{n}(V, W)=\left(\theta^{n} V\right) \otimes\left(\theta^{m} W\right)
$$

We set $\theta_{0}^{n}(V, W)=\theta^{n} V$ and $\theta_{m}^{0}(V, W)=8^{n n} W$. In a manner similar to that preceding,

$$
\Theta_{m}^{n}(V, W) \quad, \quad n=0,1,2, \ldots, m=0,1,2, \ldots
$$

can also be developed inco a biproduct; and the images of each of these spaces under natural insertion into the hiproduct can again be given the same symbolic representation. Again, then, we construct the internal direct sum

$$
\theta(V, W)=\sum_{n, m \geq 0}^{\infty} \theta_{m}^{n}(V, W)
$$

with

$$
\theta(V, W)=\sum_{k=0}^{\infty}\left[\sum_{n+m=k} \otimes_{m}^{n}(V, W)\right]
$$

functioning as the induced gradation on $\otimes(V, W)$.
Now consider two spaces $\otimes_{m}^{n}(V, W)$ and ${\underset{S}{r}}_{T}(V, W)$. There exists a unique bilinear mapping

$$
\mu: \otimes_{m}^{n}(V, W) \times \otimes_{s}^{r}(V, W)+\otimes_{m+s}^{n+r}(V, W)
$$

with action

$$
\mu\left(\alpha_{n} \otimes \beta_{m}, \alpha_{r} \otimes \beta_{s}\right)=\left(\alpha_{n} \otimes \alpha_{r}\right) \otimes\left(\beta_{m} \otimes \beta_{s}\right),
$$

where $\alpha_{n} \leqslant \theta^{n} V, \alpha_{r} \in \otimes^{r} V, B_{m} \in \otimes^{m} W, B_{s} \in \otimes^{s} W$. The pair $\left(\theta_{m+s}^{n+r}(V, N), \mu\right)$ is a tensor product, or

$$
\theta_{u+s}^{n+r}(V, W)=\theta_{m}^{n}(V, W) \theta \theta_{s}^{r}(V, W)
$$

and

$$
\left(\alpha_{n} \otimes \alpha_{r}\right) \otimes_{1}\left(\beta_{m} \otimes \beta_{s}\right)=\left(\alpha_{n} \otimes \beta_{m}\right) \otimes_{2}\left(\alpha_{r} \otimes \beta_{s}\right)
$$

We have subsrripted the product symbol $\otimes$ in this equation in order to emphasize the fact that the defining product $\theta_{1}$, on the left is between an ( $n+r$ )-tensor and an $(m+s)$-tensor, while the defined
product $\otimes_{2}$ on the right is between an ( $n+m$ )-tensor and an ( $r+s$ )-censor.

An algebra structure may be placed on $O(V, W)$ by defining a multipilcation operation. To this end, let $\alpha_{m}^{n} \in \Theta_{m}^{n}(V, W)$ and $B_{s}^{r} \in \theta_{s}^{r}(V, W)$ so that the tensors

$$
\alpha=\sum_{n, m} \alpha_{m}^{n}, \beta=\sum_{r, s} \beta_{s}^{r}
$$

are elements of $\Theta(V, W)$. Then the product of two such tensors is given by

$$
\alpha \beta=\sum_{\substack{n, m \\ r, s}}\left(\alpha_{m}^{n} \otimes 3_{s}^{r}\right),
$$

where the symbol $\otimes$ is the same as $\theta_{2}$ above. Notice that the multiplication rule implies

$$
\begin{aligned}
\left(\alpha_{n} \otimes \beta_{m}\right)\left(\alpha_{r} \otimes \beta_{s}\right) & =\left(\alpha_{n} \otimes \beta_{m}\right) \theta_{2}\left(\alpha_{r} \otimes \beta_{s}\right) \\
& =\left(\alpha_{n} \otimes \alpha_{r}\right) \theta_{1}\left(\beta_{m} \otimes \beta_{s}\right) \\
& =\left(\alpha_{n} \alpha_{r}\right) \otimes\left(\beta_{m} \beta_{s}\right) .
\end{aligned}
$$

This relation shows that the algebra $\Theta(V, W)$ is the canonical tensor product of the subalgebras OV and MW, or

$$
\otimes(V, W)=(\otimes V) \otimes(\otimes W)
$$

The results in this section are adjustments of those which may be found in [14]. Our motivation is, of course, the expansion of functions $E: X \times U \rightarrow X$, for $X$ a real vector space of states and $U$ a real vector space of controls.

## Formal State Descriptions

Consider a nonlinear state description of the general form

$$
\dot{x}=f(x, u)
$$

for

$$
E: X \times U \rightarrow X
$$

with $X$ and U_real vector spaces, equipped with norm. Let $(\bar{x}, \bar{u})$ be a point in $X \times U$, and suppose that

$$
D^{\Sigma} f: Z \rightarrow L(X \times U, \ldots, X \times U, X)
$$

is available for $r=0,1,2, \ldots$, with $Z$ open in $X \times U$ and $(\bar{x}, \bar{u})$ is $Z$. Then, formally,

$$
f(\bar{x}+x, \bar{u}+u)=\sum_{k=0}^{\infty} \frac{1}{k!}\left(D^{k} f\right)(\bar{x}, \bar{u})(x, u)^{(k)}
$$

where $(x, u)^{(k)}=((x, u),(x, u), \ldots,(x, u))$, the right member having $(x, u)$ $k$ times. It should be recognized that this sertes could be replaced by a finite number of terms together with a remainder. However, the above representation is adequate for
brief llatustative purposes. Space does not permit a discussion of whether, or how, the series acceptably describes the function. Along the same lines, we pass ovar the related question of how it affects the vector field associated with the differential equation, and therefore its solutions. Instead, we remind the reader that $\left(D^{k_{f}}\right)(\bar{x}, \bar{u})$ is a $k$-linear function on $(X \times U)^{k}$ to $X$; and this suggests that we can use tensor algebra to parameterize it. Indeed, denote by $(x, u)^{k}$ the $k$-fold tensor product $\partial f(x, u)$ with itself. Then the $k$-linear function ( $\mathrm{D}_{\mathrm{f}}$ ) $(\bar{x}, \bar{u})$ can be factored uniquely in the manner

$$
L_{k}(\bar{x}, \bar{u}) \cdot \theta^{k},
$$

where

$$
\left(\theta^{k}(X \times U), \theta^{k}\right)
$$

is a tensor product for $k$ copies of $X \times U$, or what is sometimes called a kth tensorial power for $X \times U$. In this case, the kth parameter map operates in the manner

$$
L_{k}(\bar{x}, \bar{u}): \theta^{k}(X \times U)+X
$$

We have, therefore, tinat

$$
\begin{aligned}
f(\bar{x}+x, \bar{u}+u) & =\sum_{k=0}^{\infty} \frac{1}{k!} L_{k}(\bar{x}, \bar{u}) \circ \otimes^{k}(x, u)^{(k)} \\
& =\sum_{k=0}^{\infty} \frac{1}{k!} L_{k}(\bar{x}, \bar{u})(x, u)^{k} .
\end{aligned}
$$

Next consider the rearrangement of a term of type

$$
L_{k}(\bar{x}, \stackrel{u}{u})(x, u)^{k} .
$$

Consider, for example, the case $k=2$, namely

$$
(x, u)^{2}=(x, u) \otimes(x, u)
$$

Such a form does not relate directly to the structure of the section jreceding, which would involve terms of type $x^{j} \geqslant u^{\text {mil }}$. However, there is a natural way to convert to that structure. Define projections

$$
\pi_{U}: X \times U \rightarrow U ; \pi_{X}: X \times U-X ;
$$

and injections

$$
\begin{aligned}
& i_{u U}: U \otimes U \rightarrow S ; i_{U X}: U \otimes X \rightarrow S ; \\
& i_{X u}: X \otimes U \rightarrow S ;
\end{aligned} i_{X X}: X \otimes X \rightarrow S ;
$$

for

$$
S=(U \otimes U) \times(U \otimes X) \times(X \otimes U) \times(X \otimes X)
$$

Then we can write

$$
\begin{aligned}
(x, u) \otimes(x, u) & =1_{x x}\left(\pi_{x}(x, u) \otimes \pi_{x}(x, u)\right) \\
& +1_{x u}\left(\pi_{x}(x, u) \otimes \pi_{u}(x, u)\right) \\
& +1_{u x}\left(\pi_{u}(x, u) \otimes \pi_{x}(x, u)\right) \\
& +i_{u u}\left(\pi_{u}(x, u) \otimes \pi_{u}(x, u)\right)
\end{aligned}
$$

If we ilientify images of the injections with their dcmains, as for example

$$
1_{u u}(U \otimes U)=U \otimes U
$$

then we can write

$$
(x, u) \otimes(x, u) \otimes x \otimes x+x \otimes u+u \otimes x+u \otimes u
$$

According to the conventions of $\otimes(X, U)$, however, discussed in the section preceding, we agree to write

$$
u \otimes x=T_{u x, x u} x \otimes u
$$

for an appropriate isomorphism $T_{u x, x u}$. In that way, we can proceed to

$$
\begin{aligned}
L_{2}(\bar{x}, \bar{u})(x, u)^{2} & =L_{2}(\bar{x}, \bar{u}) x^{2} \\
& +L_{2}(\bar{x}, \bar{u}) x \otimes u \\
& +L_{2}(\bar{x}, \bar{u}) T_{u x}, x u x \otimes u \\
& +L_{2}(\bar{x}, \bar{u}) u^{2}
\end{aligned}
$$

which we re-notate to (with factorials included)

$$
L_{20}(\bar{x}, \bar{u}) x^{2}+L_{11}(\bar{x}, \bar{u}) x \otimes u+L_{02}(\bar{x}, \bar{u}) u^{2}
$$

In this way, the formal expansion becomes

$$
f(\bar{x}+x, \bar{u}+u)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} L_{i j}(\bar{x}, \bar{u}) x^{i} \otimes u^{j}
$$

from which point we can exanine the scheduling questions previously raised.

## Internal Scheduling

In the section on Multivariable Motivation, we brought attention to four cases of scheduling. With the aid of the ideas foregoing, we would now like to comment on each of these. We shall see that the scheduling idea of our Simple Example Section, while motivating in nature, is not rich enough to embody the complete idea in question. In particular, we nave primary interest in the scheduling of parameters as a function of $(\bar{x}, \bar{u})$ and not $(x, u)$. Though such issues would have encumbered the Simple Example, we have estublished now enough background to make the consideration.

## Case I

It is sufficient to consider $K$ as a function of $r$. Notice that $r$ is effectively $u$ for this
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case. Accordingly, we have $L_{i j}$ as a mapping

$$
L_{i f}: U+L\left(\Theta_{j}^{1}(X, U), X\right)
$$

and we may write

$$
f(\bar{x} \cdot x, \bar{u}+u)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} L_{i j}(\bar{u}) x^{i} \odot u^{j} .
$$

The constraint imposed by Case $I$ is thus a domain restriction on $L_{i f}$, in the form that the action of $I_{1 f}$ depends only upon $\bar{u}$ and not upon $\bar{x}$. If we make the formal expansion

$$
L_{i j}(\bar{u})=\sum_{k=0}^{\infty} L_{i j k} \bar{u}^{-k},
$$

In a manner analogous to the steps taken sbove for $f: X \times U \rightarrow X$, then

$$
f(\bar{x}+x, \bar{u}+u)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} L_{i j k} \bar{u}^{-k}\left(x^{1} \otimes u^{j}\right)
$$

Assuming distribution, we find that the structure of interest is engendered by

$$
L_{i j k} u^{-k}\left(x^{1} \odot u^{j}\right)
$$

This raises the forms

$$
\bar{u}^{k} \otimes x^{1} \otimes u^{j}
$$

which can be referred, by isomorphism, to the previously described tensor algebra by

$$
x^{i} \otimes u^{-k} \otimes u^{j}
$$

## Case II

We shall assume, for simplicity, that $y$ is equal to $x$. Again, it is sufficient to consider just une, say $K$, of the two mappings. In a manner similar to Case $I$, it can be shown that

$$
f(\bar{x}+x, \bar{u}+u)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} L_{i j k} \bar{x}^{-k}\left(x^{1} \otimes u^{j}\right)
$$

with the corresponding underlying construction

$$
\bar{x}^{k} \otimes x^{i} \otimes u^{j} .
$$

## Remark

Although it has not bean stated as one of our cases, the generalization of Cases I and II clearly leads to

$$
\bar{x}^{k} \otimes x^{k} \otimes u^{-k} \otimes u^{k}
$$

Case III
This case is quite a bit more complicated than the previous two cases. For simplicity, take $L$ to be the identity and $K$ to be zero. In consideration of $G$, we note that its input, say $u$, is a sum of $r$ with a function of the plant output,

Suppose, for purposes of $G$, that $H$ is an identity and that plant output is its state. What we can do is to examine the series combination of $P$ and $G$, with state

$$
z=\left(x_{G}, x_{P}\right) \in X_{G} \times X_{P} .
$$

If we take $u$ as the input to $G$, then

$$
\dot{z}=f(z, u)
$$

with $f: X_{G} \times X_{P} \times U+X_{G} \times X_{P}$ and with

$$
\mathrm{u}=r-\pi_{x_{p}} z
$$

for $\pi_{X_{P}}: X_{G} \times X_{P}+X_{P}$ an appropriate projection.
Again, we have the basic expansion

$$
f(\bar{z}+z, \bar{u}+u)=\sum_{1=0}^{\infty} \sum_{j=0}^{\infty} L_{i j}(\bar{z}, \bar{u}) z^{1} \otimes u^{j},
$$

and we wish to schedule with

$$
\bar{r}=\bar{u}+\pi_{x_{P}} \bar{z}
$$

We can reduce this situation to one which is close to that of Case II. Write

$$
\begin{aligned}
L_{i j}(\bar{z}, \bar{u}) & =L_{i j}\left(\bar{z}, \bar{r}-\pi_{x_{p}} \bar{z}\right) \\
& =\tilde{L}_{i j}(\bar{z}, \bar{r}) \\
& =\sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \tilde{L}_{1 j k m} \bar{z}^{k} \otimes \bar{r}^{m} .
\end{aligned}
$$

Then the basic issues involve

$$
\bar{r}^{m} \otimes \bar{z}^{-k} \otimes z^{1} \otimes u^{j}
$$

The remaining part of this case has to do with $H$. A similar approach can be applied, if we assume $G$ to be an identity. Here

$$
2=\left(x_{P}, x_{H}\right),
$$

and

$$
u=r-\pi_{x_{\mathcal{H}}} z ;
$$

the results vary essentially only in the meaning of $z$.

## Remark

Assumptions on $L, K, G$, and $H$ are for convenfence only. They can be removed easily by expanding $z$ and the definition of input.

## Case IV

Notice that the question of $H$ scheduled on $y$ is the same as $H$ scheduled on its input; and this reduces to Case I. Moreover, the question of $G$ scheduled on $y$ is essentially that of $G$
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scheduled on a projection of the sum state $\left(X_{G}, X_{H}\right.$, $x_{p}$ ), which in turn is a question of the composite loop system scheduled on its state, which in turn reduces to a version of Case Ii.

These are a few of the basic concepts which arise in nonlinear scheduling of state equations. We have introduced a viewpoint which seems broad enough to permit discusuion. We have not used this framework to solve any new problems, however, but only examined its possibilities for providing frames of reference.

Once internal scheduling has been carried out In an acceptable way, one comes next to the related input/output functions. This is also a large subject, and we give only a sample survey of the $1 s$ sues in the next section.

## The Input/Output Connection

In this section we briefly highlight some general results from the literature relating the internal and external constructions for nonlinear dynamical systems. Such results suggest just a few of the approaches to the mathematical bridge necessary for the scheduling discussions of the present paper.

We consider a nonifnear control system

$$
\begin{aligned}
& \dot{x}=f(x, u) \\
& y=h(x)
\end{aligned}
$$

where $f: X \times U \rightarrow X, h: X \rightarrow Y$, for $X, U$ and $Y$ the state, input and output spaces, respectively. With appropriately defined conditions, there is associated with such a system an input-output map from $U$ to $Y$. Moreover, if we assume a sufficient degree of smoothness for $f$ and $h$, this input-output map may tare on a functional expansion representation commonly known as a Volcerra series, first considered by Vol ierra [15] as early as 1890, and studied later: in depth by Weiner.

An important subclass of such systems is that of bilinear systems, which in recenc years has itself motivated the study of Volterra series. In [16] the construction of, and realization from, Volterra series representations for tilinear syscems is outlined, where it is shown that a necessary and sufficient condition for the existence of bilinear realizations corresponds to that of factorizability of the kernels which characterize the Volterra series expansion. In light of Krener's result [17] for the bilinearization of a rather general class of nonlinear systems, such realization studies rake on considerable utility. This latter result is based on a linearization technique used by Brockett [18], introduced first by Carleman [19] in 1932, and used later for similar applications by Bellman and Richardson [20] in 1963. We note here that it is a straigitforward exercise to develop this technique analogously in terms of the tensor algebra and corresponding products.

Brockett [21] has expanded these ideas to a more general class of systems for which

$$
\begin{gathered}
\dot{x}=g_{1}(x)+\sum_{1} u_{1} g_{2}(x) \\
y=h(x),
\end{gathered}
$$

where $g_{1}, g_{2}: X \rightarrow X$ and $h: X+Y$ are analytic, and the $u_{i}$ are components of the vector $u$ $\epsilon U$. Such systems are termed linear analytic and are closed under composition and feedback. It is shown in [21] tinat the solutions can be expanded in A Volterra ser, ies provided that there is no finite escape time. Furthermore, necessary and sufficient conditions fur a Voltarra series to be realizable as a Innear analytic system are given. For a finite Volterra series representation, this will be the case if and only if the kernels are separable.

In [22], Gilbert develops similar resules for the general system and for the innear analytic system. The approach is an alternative to the Carleman technique, and uses Frechet power series in the functional expansion. Convergence results of Brockect [21] are utilized for truncated Volterra series.

Yet another approach to these results is introduced in [23] where standard tools from calculus and 'ialysis are employed in studying the existence and uniqueness of Volterra series represencations for nonlinear systems. In their existence proof for the Volterra expansion of the class of inear analytic systems, Lesiak and Krener exhibit a procedure for constructing the kernels of the expansion. This construction may be applied to more general systems, where the input enters nonifnearly, by first approximacing the system by a bilinear system, using the result in [17]. In the work of Crouch [24], the rich mathematical structures of Lie groups and differential mandisids are explored in relation to the realizalions of finite Volterra series for linear analytic systems. A coordinate free development is presented as an extension to the results of [21] and [23].

## Truacation

The preceding remarks have made use of series representations for intemal models and have discussed relations between internal and input/output models. It is, however, unlikeiv that one would schedule an entire series in practice, unless chat series were simply an alternate form for a function which could be parameterized in finite terms. Thus, although the series format permits a rapid introduction to certain of the underlying structures involved in scheduling, we wish to mention some issues which arise when the series are truncated, or when they had a finite number of terms from the outset.

A principal feature of truncation in an internal or state model is the resulting approximation which occurs in the input/output model. On appropriate normed real vector spaces $U$ and $Y$ of controls and responses, respectively, one might express the input/output function by

$$
P: U \rightarrow Y
$$

and, formally at least, its series expansion by

$$
p(\bar{u}+u)=\int_{k=0}^{\infty} \frac{1}{k!} p^{k} p(\bar{u}) u^{(k)}
$$

The algebra of inpur/output mappings, under compo-
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to be done in such a dialog, we have found these ideas ugeful in thinking about the joint theory/ application issues which are involved.
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## A COMPUTER-AIDED DESIGN PACRAGE for nonlinear model applications*

T.A. Klingler, S. Yurkovich, and M.K. Sain

Department of Elecerical Engineering, University of Notre Dame, Notre Dame, Indiana 46556

Abstract. An important aspect of multivariable control system design involves the formulation of reliable mathematical models. Gas turbine engine control systems, with their inherent nonlinearities, provide common practical examples of the need for nonlinear models. In this paper we discusa a computer-aided design package for generation of such nonilnear models, using an approach involving notions of power series and algeoraic tensors. Two independent computing systems are employed interactively in the overall process of model formulation, identification, and validation. The package is sufficiencly generalized to accomodate any particuler nonlinear modeling problem when formulated within the framework of the algebraic rensor scheme.

Keywords. Computer-aided system design; multivariable control systems; modelling; censor algebra; nonlinear systems; algebraic system theury.

## INTRODUCTION

Models have always been an important aspect of applicacions engineering in the area of multivariable concrol system design. See for example the work of Kreindler and Rothchild (1976). Practical and Induscrial examples of the use of models are provided by gas turbine engine control systems, which commonly use models to generatc control and response trajectories for various power demands. These models, when scheduled over the operating envelope, can reduce the compensation normally required of the controller, and thus provide the feedback loop with an opportunity to achieve better accuracy in the presence of noise and parametric uncertainties.

The scheduling of feedforward models and Eeedback compensation typically produces nonlinearities, even if the local models are linear. Accordingly, there is basic interest in fundamental approaches which incorporate nonlinearity at che outset. Such approaches should (1) reduce to the earlier linear schemes for varlables with small excursions, (2) be amenable to scheduling, and (3) offer opportunities for determination of paramerers from simulation data.

One such approach, investigated by Yurkovich and Sain (1980) and Klingler, Yurkovich, and Sain (1982), uses che notions of power serles and algebraic censors (Sain, 1976) to generate a class of nonlinear models. The important teature of the algebraic censor is that it provides an organized way of de-

[^1]scribing the power series expansion formula, lending itself with relative ease to progranming on a digital computer. Furthermore, its use allows for the implementation of linear parameter identification techniques.

This paper reports on the develonment of an interactive computer-aided design package for the formulation, identification, and validation of one particular model structure which uses the above-mentioned tensor approach. The software package, developed using the extensive capabilities or che IBM and DEC Command Procedure Languages with the screngths of FORTRAN and SPEAKEASY, is divided into two segments and tallored to utilize existing computer hardware effectively, as well as to provide the fastest fossible user turnaround time. The interactive nonlinesr model generation segment is inalemented on a Time Sharing Opeion (TSO) of the IBM 370-168 computer system, where the memory dependent and highly compucational routines of the package can benefit from use of the virtual memory and floating point hardware. Once a structured nonInear model is identified, it is then cransiered to the DEC FDP $11 / 60$, where in an inceractive enviromment it can be analyzied and compared to a linear model as well as the true system. In this manner, the user has at his disposal both the graphics capabilities of the video terminal and an electrostatic printer/plocter for the immediate display of data and comparative trajectories.

The remainder of che paper is outlined as follows. Eirst, we briefly discuss notions from analysis and algebra which form the foundation for the censor approach used in the model formulation. A detailed discission of the interactive design package is
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then given, followed by a brief discussion of the computacional aspects regarding floating point operations in the model simulation phase. We close with an example problem from a turbofan jet engine simulacion.

## NONLINEAR MODEL FORMULATION

Prior to proceeding to the description of the computer-aided design procedure in the modeling scheme, we outilne here some of the prerequisite mathematical issues in a coordinare-free development. Since the Ereatment is brief, the reader may wish to constit Dieudonne (1960) and Greub (1967) for complece expositions of the copics discussed herein.

## Tensor Ideas

We begin with a discussion of abstract derivatives and the calculus of normed vector spaces. Let $V$ and $W$ be normed vector spaces and let $Z$ be open in $V$. Suppose chat $f: Z \rightarrow W$ is differentiable at a fixed point $p$ in $Z$. Then the derivative of $f: Z \rightarrow H$ at $p$ is a mapping

$$
\begin{equation*}
(D f)(p): V-W \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\text { Df : } Z \rightarrow L(V, W) ; \tag{2}
\end{equation*}
$$

that is, the derivative mapping in Eq. (1) is an element of che real vector space of inear mappings Erom $V$ to $W$. Higher order derivatives are defined recursively as

$$
\begin{equation*}
\left(D^{r^{f}}\right)(p)=\left(D\left(D^{r-1} f\right)\right)(p), \tag{3}
\end{equation*}
$$

for the posicive integer $r$, provided that the $(x-1)$ st derivative is differentiable. Moreover, higher order derivatives are themselves linear mappings according to

$$
\begin{align*}
& D^{2} f(p) \in L(V, L(V, W)) \\
& D^{3} f(p) \in L(V, L(V, L(V, W))) \tag{4}
\end{align*}
$$

If $L\left(V^{r} ; W\right)$ denoces the real vector space of r-1inear mappings from $V^{T}$ to $W$, it can be shown that there exist isomorphisms

$$
\begin{align*}
& L\left(V^{2} ; W\right)+L(V, L(V, W)) \\
& L\left(V^{3} ; W\right)-L(V, L(V, L(V, W))) \tag{5}
\end{align*}
$$

so that the rth derivative of $E$ at $p$ can be regarded as a mapping from $V^{r}$ to $W$. We suppress this isomorphism and consider $D^{\Sigma} \dot{E}(p)$ as an element of $L\left(V^{r} ; N\right)$.

We now use this multillnearity of the derivative mapoing to make a connection with notions from algebralc tensors. Let ( $0^{r} V, \partial^{r}$ ) be a tensor product for $r$ copies of $V$.

Recall that by the unique factorization property of the censor product, for every mapping $\psi: V^{x} \rightarrow W$ in $L\left(V^{r} ; W\right)$ there exists a mapping $\lambda: \theta^{r} V \rightarrow W$ in $L\left(\Phi^{r} V, W\right)$ such chat $\psi-\lambda$ o for $\sigma^{r}: V^{r} \rightarrow V^{r} v$ in $L\left(V^{r} ; \theta^{r} V\right)$. Furthermore, the inplication of the unique factorization property is that

$$
\begin{equation*}
L\left(\varkappa^{r} v, W\right) \rightarrow L\left(V^{r} ; W\right) \tag{6}
\end{equation*}
$$

is a vector space isomorphism. Thus, via the isomorphisms of Eqs. (5) and (6), the r-innear capping $D^{r} f(p): V^{r} \rightarrow W$ can be composed from a linear mapping or $\mathcal{V} \rightarrow W$ and the universal r-innear censor product mapping $V^{r}: V^{r}+\theta^{r}$.

## State Description

The ideas discussed above are now used to formulate the model structure for a given nonlinear system. We consider systems whose states and inputs are elements of the normed real vector spaces $X$ and $U$, respectively, and which may be described by the nonilnear ordinary differential equation

$$
\begin{equation*}
\dot{x}=f(x, u) \tag{7}
\end{equation*}
$$

for $f: X \times U \rightarrow X$. Let $(\bar{x}, \bar{u})$ be a fixed point in $Z$ open in $X \times U$, and suppose that $f: X \times U \rightarrow X$ is of sufficient smoothness on 2 . Formally,

$$
\left.f(\bar{x}+x, \vec{u}+u)=\sum_{k=0}^{\infty} \frac{1}{k!}\left(D^{k} f\right)(\bar{x}, \bar{u})(x \cdot 1)^{(k)}, \hat{s}\right)
$$

where $(x, u)^{(k)}=((x, u),(x, u), \ldots,(x, u) ; i$ times. Due to space limitations we cannot address existence or convergence questiong relative to Eq. (8). We noce, however, that this series could be replaced by a Einite number of terms together with a remainder term in a standard applicarion of Taylor's formula.

According to thal preceding discussions we now make the uninue factorization

$$
\begin{equation*}
D^{k} E(\bar{x}, \bar{u})=i_{k}(\bar{x}, \bar{u}) \quad \Theta^{k} \tag{9}
\end{equation*}
$$

where $L_{k}(\bar{x}, \bar{u}): \theta^{k}(X \times U)-X$ is Linear. Denote the $k$-fold tensor product of ( $x, u$ ) with itself by $(x, u)^{K}$ so that, with Eq. (9), we have

$$
\begin{equation*}
f(\bar{x}+x, \bar{u}+u)=\sum_{k=0}^{\infty} \frac{1}{k!} L_{k}(\bar{x}, \bar{u})(x, u)^{k} \tag{10}
\end{equation*}
$$

Sain and Yurkovich (1982) have shown that the individual terms in the series of Eq . (10) may be rewritten as, for example in the case of $k=2$,

$$
\begin{gather*}
\frac{1}{2!} L_{2}(\bar{x}, \bar{u})(x, u)^{2}=L_{20} \times \theta x+ \\
L_{11} x \theta u+L_{02} u \otimes u, \tag{11}
\end{gather*}
$$

Where we have suppressed the nocation of $(\bar{x}, \bar{u})$ on the right side of $E q$. ( $\because 1$. In chis way Eq. (8) becomes

$$
\begin{equation*}
f(\ddot{x}+x, \bar{u}+u)=\int_{i=0}^{\infty} \int_{j=0}^{\infty} L_{1 j} x^{i} \otimes u^{j} \tag{12}
\end{equation*}
$$

formang the structure for the nondinar mod01.

## Application

In practical applicacions a trumcation approximation of cho sorias in Eq. (12) is considered. In torms of computing, then, the task in the rodol building seheme is to Identlly the paramecers contálned in matrix representactions of the $\mathrm{L}_{1}$. Ordered bases in $X, U, X \in X, X \oplus U$, and so $\operatorname{sn}$, aro chosen a priori to bo used '.. anacruceing a Iinsar least squares iter': cion problem. The crdering algort . . . arkovich, 1981) which facilitates this procedure. usod in the tateractive software packago deacribed horein, is aasily implamented on a digical computar.

In practice, a differential oquation doscription of the nonlinear system may or mav not bo avallabla. Ia afther case, tho basic stracagy involves inicial condicion and concrol signal doaign so that, through data sampling and derivativo eatimation, a modal of the original syatem of Eq. (7) may bo identified. The nomlinear model ta requirad not undy to outperiorm a acandard llnear modal locally aboue an axpanston poine, bue to astablish a iarger region of model valIdicy as well.

## catnap

The intent of this section is to present a decalled discuasion of the Computar-illded Eensor Nonlinear Modoling dpplications packago (CatNap) curroncly used as a dovelopmenc tool in the formulation, identification, and validation of nonlinear models of the typu mentioned above. The structure of catnap is based upon Ideas from distributed procussing and local necworking (Tanenbaum, 1981) In which computations are spread over mulciple mach hes. More specifically calwar Is dividad into two segments, each of which is implamented on an indeparident computing system. Theso segments are enticied ienerate and stmulate. genfrate is tmplamented on a Time Sharing urcion ([BM, 1975) of tho IBM 370-108 mainframe computer and is used to formulate and identity models, whereas smulate is implamented on the DEC PDP 11; oo computer system and is used to study modol validity and performance. Furchermore, buch of these sagments are highly incoractive and concain straightionward inpuc prompts as well as informative arror messages.

## GE.SERUTE

The uenerate sogment si carnap ia primarify made up of throe routines governed by a highar level supervisur. Figure 1 concains a block diagram depiecing tho structure of generbte.
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GENERATE Suporvisoly. This suporvisory lovel is wricten using tho command procodure language CLIST (IBM, 1976) and porforms tho following main functions in aequance:
(1) prompta the usor for the name of the desired loadar routine co be axacuted:
(2) passes control to the loador routing dafinad in (1);
(3) passos control to Identify; and,
(i) upon user raquase, pasaea control to transfer.

In adshion to these main tunctions, cortadn masutonanco rolos such as flla eraation, sllocation and delection ara handlod by chis supervisor.


Fig. 1. Block diagram for the Catnap sogmant GENERITE.

Loadar Routine. Associatod with oach nonLinear syatem co be modelad, chare exises a loader routino which performs the modal formulation cask. lhosu routses are geored in a library and are typisally written in doubla procision FORTRAN.

Tho purposa of any loader routing is to oxcita cha given nonlinear sustem via initial condition and control input perturbacions and to sample the atates, Inputs and derivative astimatos ovar $h$ saloctad pointe in cimu. The systam is then represented by the macrix equation

(13)

The first $n+m$ rows of the matrix $X_{T}$ are formed from the sampled values oi $x$ and $u_{i}$ the remaining $p-(n+m)$ rows are formed according to the ordering algorithm previously mentioned, which minimizes the number of computations. $X$ iff formed by loading derivative estimates for $\dot{x}_{1}, \dot{x}_{2}, \ldots, \dot{x}_{n}$ at the $h$ time points. The number $p$ depends on $n$ and $m$, and the degree of the truncation approximation. All this daca is then stored in TEMPFILE for later use.

Using this approach, CATNAP can accommodate any particular nonlinear modeling problem since the problem spenifics are transparent to the remainder of the package. The only requirement is that TEMPFILE contains the appropriate data.

IDENTIFY. After the completion of any chosen loader routine, the program IDENTIFY is experuted. IDENTIFY reads the interim data from TEMPFILE and forms a least squares minimization problem which is solved for the partitioned matrix containing the desired $L_{i j}$ parameters. These $L_{i j}$ parameters are recorded at the terminal as well as entered into the MODEL data file.

It should be noted here that IDENTIFY is writren in the high level language SPEAKEASY, which is based on the concepts of arrays and matrices and processes these as entities. This results in the elimination of the many loops necessary in other programing languages. See the work of Cohen and Pieper (1979). The main reason for employing SPEAKEASY here is that the highly efficient routine SIMEQUAT can be easily used to solve the least squares problem via singular value decomposition, thus reducing the apparent complexity of the problem to a minimum.

TRANSFER. Upon a yes response to a supervisory prompt, the program TRANSFER is submitted batch to the IBM 370-168. TRANSFER is merely a Job Control Language (JCL) deck which sends a copy of the file MODEL, containing the $L_{1}$ parameters, to the DEC PDP 11/60 computing system by the way of a Remote Job Entry port, and stores it in the nonlinear model library. An excellent account of JCL can be found in Brown (1977).

## STMULATE

Shifting our concern away from the discussien of generate, we now focus our attention on the SIMULATE segment of CATNAP. Basically, two routines plus a supervisor comprise the structure of SIMULATE. Figure 2 offers an fllustration of this structure to supplement the following presentation.

SIMULATE Supervisory. Written in the form of an Indirect Command File (DEC, 1979), this supervisor allows the user to:
(1) creace new simulator routines;
(2) execute existing simulator routines; and,
(3) execute VERSATEC which produces hardcopy plots.

As earlier, this supervisor performs a number of file maintenance duties in addition to the above functions.


Fig. 2. Block diagram for the CATNAP segment SIMULATE.

Simulator Routine. A FORTRAN simulator routine usually exiscs for each nonlinear modeling problem studied; however, only one subroutine in that program is altered among versions, and that is the application subroutine TRUES. The remainder of the program stays unchanged. TRUES contains the true system representation of the nonlinear system being modeled, and is used extensively in comparison studzes. Because of the number of TRUES subroutines that exist, a library has been created to store the various simulator routines.

The execution of a particular simulator routine can be divided into three steps: (1) problem configuration; (2) systems integration; and (3) solution display.

The first of these steps requires the user to decide which of the available systems, true solution, linear model and/or nonlinear model, should be included in the session configuration. When a model is chosen, the user is asked to enter the name of the desired model. That model is then read into the simulator from the appropriate library. The linear models used in CATNAP are generally identified by standard techniques and are available for use in comparison studies.

Next, the user is prompted for various integration parameters such as stepsize and upper time limit as well as initial condi-
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tions, input amplitudes and frequencies. The confjgured systems are then integrated and the solutions are sampled at 100 points, evenly spaced in time.

Finally, to assist in the data analysis, a number of options are available to the user. They include:
(1) printing the solutions on the Versatec;
(2) displaying the comparative trajectories on the Tektronix graphics terminal:
(3) writing the trajectory solutions to SPOOL for hardcopy plotting at a later cime; and,
(4) solving the configuration for another set of initial conditions and control inputs.

The use of these options provides a powerful yet flexible capability for the study of model performance and validity. Furthermore, when all three systerir ese included in the configuration, an additional error criterion is generated and used in testing the performance of the nonlinear model versus that of the linear model.

Let $\varepsilon_{1}^{N}$ denote the absolute maximum error in the nonlinear model solution, as compared to the true simulation solution, over the time range of simulation for the ith state variable. Similarly, we define stif for the linear model error. Then $\varepsilon_{1}$ is the comparison $\varepsilon_{i}-\varepsilon_{i}$. Thus, if $\varepsilon_{i}$ is negative, the nonlinear model has exhibited a smaller maximum absolute error in the 1 th state, and In that sense has outperformed the linear model.

VERSATEC. The routine VERSATEC, wetteen in FORTRAN, reads the trajectory solutions from SPCOL and records at the Versacec printer/ plotter, a data sheet corresponding to each plot set which follows. The comparative trajectories themselves are then plotred.

## model simulation

In this section we comment on the efficiency of the model structure discussed above by studying the number of floating point operations ( FLOPs ) necessary in typical simulations. It is common practice in computer architecture to design processors which require no extra time for floating point additions calculated simultaneously with mulciplicacions. Thus, we concern ourselves primarily with the latser, and by FLOPs we will mean multiplies. Since the largest burden of the computer in the simulation process is the actual numerical integration of model differential equacions, we will analyze only that portion of the simulation.

The system to be considered takes the form of Eq. (13), or
$\dot{x}=\mathrm{Lz}$,
where $x$ is the $n$-vector of states, $L$ the parameter matrix, and $z$ the p-vector of ordered monomial terms derived from the various symmetric products of $x$ and $u$, the m-vector of inputs (Yurkovich and Sain, 1980). The least number of nultiplications required to construct $z$ is merely $p-a+m$, or the cotal number of terms which nvolve products. This number is given by

$$
\begin{aligned}
& p-(n+m)= \sum_{1=2}^{d}\left\{\begin{array}{c}
n+1-1 \\
1
\end{array}\right)+\binom{m+1-1}{1} \\
&+\left[\sum_{j=1}^{i-1}\left(\begin{array}{c}
n+(i-j)-1 \\
(i-j)
\end{array}\binom{m+j-1}{j}\right],\right.
\end{aligned}
$$

where $d$ is the model degree.
Assuming the use of a fourth-order integration routine, the number of FLOPs necessary to formulate and integrate the system as embodied by the model, across one integration time step, is $4(n)(p)$. As an illustration consider a four-stare, three-input model. ${ }^{1}$ Suppose, for simplicity, that 100 integration time steps is the equivalent of one second in real time. This translates roughly to 0.25 million FLOPs per second for a degree-3 model (an approximation which retains terms up to and including the thind degree). While there are many other obvious considerations involved in real time simulation, this number is well within the bounds dictated by state-of-che-art computation speeds of ten million FLOPs per secont.

## EXAMPLE

In the example to follow attention will cencer around NASA's QCSEE ("Quixie") ---Quiet, Clean, Shorthaul Experimental Engine. Wise (1974) provides an excellenc overview of the QCSE engine program. OCSEE is designed specifically for powerec-lift, short-haul aircrafe, and incorporates several new concepts not all currently used on turbofans to achieve operational efficiency in a quiet, clean manner.

## QCSEE APPLICATION

For this nonlinear modeling problem, a complex eight-state, three-control digital simulation of the QCSE engine is employed (Mihaloew, 1981). Using this digital deck as the system representation, a loader routine, QCSELOAD, is constructed to formulate a reduced order four-state, three-concrol analytical model. The engine states chosen are the combustor discharge pressure (P4GS), the core nozzle pressure (P8GS), the fan speed (NL), and the compressor speed (NH). The control inputs used are the fuel flow

[^2](WFM), the exhaust nozzle area (A18) and the fan pitch angle (BETAF). In a similar way, the simulator routine QIXSIM is builc using QCSEE as the true system in the subroutine TRUES.

For the results presented herein, two models have been formulated using QCSELOAD at $92 \%$ power demand: a second-degree nonlinear model, and a first-degree linear model. Both formulations are made using $1 \%$ steady state perturbations in the state and control variables. Furthermore, the control inputs are manipulated so that cosinusoidal signals are inserted. The observed states and inputs are sampled over a six second interval, and the difference between these values and the corresponding equilibrium values, together with the ordered tensor product terms and state derivative values comprise the data necessary for the identification. The model parameters are easiiy computed from IDENTIFY and then sent to the PDP 11/60 via TRANSFER.

Using the capabilities of QIXSIM and VERSATEC, several validation gtudies have been completed to date, all yielding satisfactory results. Figures $3-7$ contain a representative plot set from VERSATEC illustrating the model performance for a particular input set, as well as the graphical capabilities of CatNAP. Table 1 contains a variable ledger for Figures 3-7.

## CONCLUSION

The importance of nonlinear modeling in multivariable control systems could hardly be overemphasized. And the applications side of the problem has benefited greatly with the advent or expanded and more versarile computing environments.

Rarely does it happen, though, that one computing system can accommodate all requirements placed on it, particularly when plagued by multiple users demanding unimited access. It often happens, however, chat the capabilities of several computing systems are at ones disposal, each with various features to offer. In this case schemes employing the notions of distributed processing and local networking become extremely usefiul.

We have presented one such scheme in the form of an interactive compurer-aided design package for a specific nonlinear modeling problem. The software package facilitates the analysis of complex problems, with relative ease to the user, from the initial model formulation and identifisation stage through to the model cesting and validation studies. Series ideas and algebraic tensors are the main vehicles in the model formulation. The importance of the tensor approach lies in its parametric possibilities, and ongoing research is currentiy underway to exploit further the richness of such structures.
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TABLE 1 Variable Ledger for Figures 3-7

| 0 | : True Engine Response |
| :---: | :--- | :--- |
| $\Delta$ | : Inear Model Response |
| $*$ | : Nonlinear Model Response |
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```
************** PROBLEM SUMMARY ********************************)
    CONFIGURATION: TRUE, LINEAR & NOIILIMEAR
    NUMBER OF STATES: &
    NUMBER OF STATESI * 
    NUMBER OF CONTROLS: 3 VECTOR: 3
    LENGTH OF TENSOR TERM VECTOR: 3 
    OEGREE OF APPROXIMATION: }
```

golution parameters:


TNTEGRATION STEPSIZE: O. OIg
JPPER TIME LIMIT OF INTEGRATION: 2.JGE
NUMBER OF PLOT POINTS: IAO
SPACING BETWEEN PLOT POINTS: g.82g



Fig. 3. Sample data sheet for the OCSEE example



Fig. 5. Comparative solutions: Fig. 3, state 2.


Fig. 6. Comparative solutions: Fig. 3, state 3.


Fig. 7. Comparative solutions: Fig. 3, state 4.
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## APPENDIX G

SOFTWARE DESCRIPTION FOR SECTION IV

In this appendix, we provide the necessary documentation of the software that was used for both the first and second order controller problems. The computer programs are written in the high-level language SPEAKEZY [23] for use on the IBM 370/168 at the University of Notre Dame. The first program is FIRORDA, which provides the first order analysis of the example problem. This procedure, as was demonstrated, is identical to the solution of the Riccati equation in matrix form and substitution of the optimal control into the system equations. The program first integrates the Riccati equation using the modified Euler method described in [28]. This provides the solution for the optimal value term $V_{2}(t)$ and subsequently the first term in the controller expansion $K_{1}(t)$. A fourth-order Runge-Kutta integration routine then solves for the state variable $x(t)$ after appropriate substitutions have been made for the controller term. The final part of the program provides for the reduction of the array size (if necessary) and the plotting of both the regulated state variables and also the control variables.

The second order analysis of the example problem required two programs. The first program, called COMATRCS, provided for the calculation of the coefficient matrices that appeared in equations (4.4) and (4.5). In particular, the program calculated those cuefficient matrices that remain constant over the integration interval. These matrices may be listed as follows:

$$
\begin{aligned}
& C M 1=\left(A_{11} \otimes I_{x}\right) S_{21}^{1}+\left(1_{x} \otimes A_{11}\right) \\
& C M 2=\left(A_{02} \otimes 1_{x}\right) S_{12}^{1}+\left(1_{x} \otimes A_{02}\right) \\
& C M 3=\left(A_{01} \otimes 1_{x}^{2}\right) S_{21}^{2}+\left(1_{x} \otimes A_{01} \otimes 1_{x}\right) S_{21}^{1}+\left(1_{x}^{2} \otimes A_{01}\right) \\
& C M 4=A_{10} \oplus A_{10} \oplus A_{10}, \\
& C M 5=\left(A_{01} \otimes 1_{x}\right) S_{11}^{1}+\left(1_{x} \otimes A_{01}\right) \\
& C M 6=\left(A_{20} \otimes 1_{x}\right)+\left(1_{x} \otimes A_{20}\right)
\end{aligned}
$$

The program that actually does the second order analysis is called SECORDA. This routine integrates to get $V_{3}(t)$, again using the modified Euler method, and subsequentily calculates $K_{2}(t)$. Using the results from the FIRORDA program, the second order controller may be generated. The system is then integrated to yield the state variables by using a fourth order Runge-Kutta integration routine. The results are then plotted in the final section of the program. In the solution of equation (4.4) for $K_{2}(t)$ in terms of $V_{3}(t)$, we define

$$
\mathrm{VM1}=1_{\mathrm{x}} \otimes \pi_{\mathrm{s}}\left(\mathrm{~K}_{1} \otimes 1_{\mathrm{u}}\right),
$$

which needs to be updated as $K_{1}(t)$ varies. Also needed are the Kronecker product matrices

$$
\begin{aligned}
& E 1=I_{x}^{2} \otimes K_{1}, \\
& E 2=I_{x} \otimes K_{2}, \\
& E 3=I_{x} \otimes K_{1} \otimes K_{1}, \\
& E 4=K_{1} \otimes K_{2}, \\
& E 5=K_{2} \otimes K_{1} .
\end{aligned}
$$

Like the VMI term, these matrices also must be updated at each integration step.
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The final section of this appendix lists the time-varying control gains and the optimal vnlue expression terms. In each case, the thy -essions are listed as functions of time, which appears in the first column. The array $K A$ lists $K_{1}(t)$; the array $K 2 A$ lists $K_{2}(t)$; the array $V A$ lists $V_{2}(t)$; and the array V3A lists $V_{3}(t)$. In all cases, we have assumed an integration interval of 0 to 5 seconds and a stepsize of 0.05 seconds.
EDITING FIRORDA PROGRAM

| 3 | \＄THIS PROGRAM PROUIDES THE FIRST ORDER ANALYSIS OF THE EXAMPLE |
| :---: | :---: |
| 4 | \＄PROBLEM，THAT IS，THE CALCULATION OF UZ（T）AND K1（T）THE |
| 5 | SINTERUAL IS ASSLMED TO BE FROM T＝0 TO T＝T1，UITH INCREMENTS DT． |
| 6 | \＄INTEGRATION PROCEEDS BACKWARDS FROM AN INITIAL UALUE OF U（T1）＝ |
| 7 | \＄MC UNTIL A FINAL UALUE OF U（O），UHICH IS FREE．THIS RESULT IS |
| 8 | \＄IDENTICAL TO THE RICCATI EQUATIOT FOR THE LINEAR－QUADRATIC CASE， |
| 9 | SEXCEPT THAT WE ASSUME THE EY STENEE OF THE C MATRIX，WHICH WEIGHTS |
| 10 | STHE（1，1）TERM OF THE L（X，U，JEXPANSION．ONCE THE UALUES OF THE |
| 11 | \＄TIME UARYING K1 MATRIX HAUE BEEN CALCULATED．THEY ARE STORED IN |
| 12 | \＄AN ARRAY KA，WHICH ALSO CONTAINS THE TIME UARIABLE．THESE GAINS |
| 13 | \＄WILL BE USED IN THE NEXT PART OF THE PROGRAM TO CALCULATE THE |
| 14 | \＄TERMS OF THE FIRST ORDER CONTROLLER． |
| 15 | \＄ |
| 16 | \＄RETRIEUE DATA FILES，INITIALIEE MATRICES AND LOAD |
| 17 | \＄ |
| 18 | GET A01MAT，GET A10MAT，GET MEUEC |
| 19 | GET RMAT，GET GMAT ；GET CMAT |
| 20 |  |
| 21 | R＝MAT（2，己；）C＝MAT（2，2：），Q＝MAT（2，己； |
| 22 | LOADDATA（A01，A01MAT）：LOADDATA（A10，A10MAT） |
| 23 | LOADDATA（R，RMAT），LOADDATA（C，CMAT），LOADDATA（Q，QMAT） |
| 24 | LOADDATA（ME，MEUEC） |
| 25 | REQUEST T1，DT |
| 26 | $S=(T 1 /(-D T))+1$ |
| 27 | X＝ARRAY（2，），U＝ARRAY（2．），KA＝ARRAY（S．5：）」 UA＝ARRAY（5，5：） |
| 28 | U＝M2 |
| 29 | $A M=A 10-.5 * A 01 *(1 / R) * T R A N S P(C)$ |
| 桃 | R1－5 |

31 FOR T=TI. $\partial, D T$
円
61 KPART OF THE PROGRAM PRODUCES THE ARRAYS XIA AND XZA, WHICH GONTABA品

| $92$ $93$ | CALCULATE RUNGE KUTTA COEFFICIENTS |
| :---: | :---: |
| 94 | RKC1 (COUNT) -F1*H; RKCe (COUNT) =Fe*H |
| G5 | IF (COUNT.EQ.4) GO TO L4 |
| 96 | \$ |
| 97 | \$UPDATE PROUISIONAL $\times$ FOR NEXT COEFFICIENT |
| 98 | \$ |
| 95 | XP(1)=X(1)+.5*RKC1 (COUNT) |
| $10 \%$ | XP(2) $=\times(2)+5$ RRKC2(COUNT) |
| 151 | COUNT $=$ COUNT +1 |
| 102 | IF (COUNT.EQ 4) GO TO L3 |
| 103 | GO TO L己 |
| 104 | L3. $\mathrm{XP}(1)=\mathrm{X}(1)+\mathrm{RKC1}$ (3) |
| 105 | XP(2)-x(2)+RKC2(3) |
| 106 | GO TO Le |
| 107 | \$ |
| 108 | sCalculate delta X |
| 109 | \$ |
| 110 |  |
| 111 | RKCE(5)=(RKC2(1)+2*RKC2(2)+2*RKC2(3)+RKC2(4))/6 |
| 112 | \$ |
| 113 | SUPDATE FUNCTION ARRAYS U1A, U2A, X1A, AND Xi.A |
| 114 |  |
| 115 | X1A(MCT) $=\times(1)$, XEA (MCT ) - X(2) |
| 116 | U1A(MCT)=KA(MCT, 2) *X(1)+KA(MCT, 3$) * \times(2)$ |
| 117 | UEA(MCT) -KA (MCT, 4 )*X(1)+KA(MCT,5)*X(2) |
| 118 | TA(MCT)=T |
| 119 |  |
| 128 | BUPDATE PERFORMANCE INDEX |

\$U=UECTOR(E:U1A (MCT), UEA (MCT)) ; XU=UFAM(X)
UU=UECTOR(2:U1A (MCT), UEA (MCT) ) $\quad X U=U F A M(X)$
PERINDX=PERINDX+(XU*Q*XU+UU*R*UU+XU*C*UU)
\$UPDATE STATE UARIABLES FOR NEXT GO AROUND

$$
\pm+2+0+0
$$

X(1) $=X(1)+R K C 1(5)$
\$UPDATE MCT, TIME FOR NEXT GO AROUND

- त1 m 世 uncous
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INDX=1
REDUCED SIZE ARRAYS FOR PLOTTING

## 0) $F U=(S+1)-S E L$

## Z

 N

ORIGINAL PAGE IS
TF POOR QUALITY
TIME
$\stackrel{(1)}{\square}$
UARIABLE UE

 $\sum_{H=1}^{E}$
COPY
ITLE
HIUEA
COPY
LS
PRIN
PRIN


 $\infty \infty \infty \infty \infty \infty \infty$
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EDITING COMATRCS




CRIGINAL PAGE IS
TF POOR QUALITY

$P G(5,5)=T$ $=T 1$
S121
7.2
j $=A 01$
PG $(1,1)=$
P10 $\mathrm{P} 9 * \mathrm{~S}$
FOR $J=1$,
P11(J, $j)$
ENDLOOP
CM3-P8+P
KEEP CM3


A
$\stackrel{Q}{\square}$
ARRAY AND


U2(3)=UA(R1,4): U2(4)=UA(R1,5)
$\$ 1$
$\$$
$\$$
$\$$
$\$$
$B(1)=,K A(R 1,2), 0, K A(R 1,3), 0$
$B(2)=,.5 * K A(R 1,4), 5 * K A(R 1,2), .5 * K A(R 1,53, .5 * K A(R 1,3)$
$B(3)=,B(2$,
$B(4)=0,, K A(R 1,4), 0, K A(R 1,5)$
$U M 1(1,1)=B, U M 1(5,5)=B$
$\$$
$\$ C A L C U L A T E K 2, F O R M$ MATRICES, LOAD ARRAYS
K2=-(U2* (CM1+2*CM2*UM1) +U3*CM3)*(1/G)
U3A(R1, 1) $=T ; \operatorname{U3A}(R 1,2)=U 3 A R Y$
$K 1 M=M A T(2,2, K A(R 1,2), K A(R 1,3), K A(R 1,4), K A(R 1,5))$
$K 2 M=M A T(2,4$,
$K 2 M(1)=,K 2(1), K 2(2), K \Xi(3), K 2(4)$
$K 2 M(2)=,K 2(5), K 2(6), K 2(7), K 2(8)$



MELD(J3.J4)
ME:LD (J1, J2)
FOR $I=1,4$

U3




## INTEGRATIONS

INTO THE
D IS A
SHIS
CONTAIH N'S
AND WHACH CONTAIN
ZA, WHICH THESE ARF URA, TIME. THESE ARRAYS PLOTS.
RINT "OPTIMAL UALUE INTEGRATION COMPLETE"

$$
\begin{aligned}
& T A=X 1 A \\
& X(1)=X 10, X(2)=X 20, T=0
\end{aligned}
$$

> COEFFICIENT ARRAYS UIA, URA, AND TIME




[^3]
IF (MCT.NE.S+1) GO TO LS
PERINDX= 5* (XU*M2*XU+PERTNDX)
PERINDXの. S* (XU*M2*XU+PERTNDX)
PRINT PERINDX

\[

$$
\begin{aligned}
& \begin{array}{l}
\text { GRONLY: REQUEST SEL } \\
\text { FU=1+(SEL) *INTPART (S/SEL) } \\
\text { TAPL=ARRAY(1:) }
\end{array} \\
& \text { X1APL=TAPL, XZAPL=TAPL, U1APL=TAPL; UZAPL=TAPL } \\
& \text { INDX=1 } \\
& \text { \$FORM REDUCED SIZE ARRAYS FOR PLOTTING } \\
& \begin{array}{l}
\text { SLI } \\
\text { TEL } \\
=\times 1 A \\
=\times 2 A \\
=U 1 A \\
=U 2 A
\end{array}
\end{aligned}
$$
\]




$$
\begin{aligned}
& O_{R / G / N_{A L}} \\
& O_{F} P_{\text {POOR }} \\
& { }_{\text {CUALITY }}
\end{aligned}
$$



$$
\begin{aligned}
& \text { ORIGINAL PAS } \\
& \text { OF POOR QUAE IS } \\
& \text { QUALTY }
\end{aligned}
$$
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|  |
| :---: |
|  |
|  <br>  |
|  |
|  |
|  |
|  |
|  |




$$
\begin{aligned}
& \text { ORIGINAL PAGE IS } \\
& \text { OF POOR OUALITY }
\end{aligned}
$$
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