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## ABSTRACT

A method for calculating the effect of viscosity on low-density flow through a nozzle is described, and details of a computer program for applying the method are presented. The analysis is based on the slenderchannel equations, with slip boundary conditions at the walls. The solution is started upstream of the throat, using asymptotic results for slow viscous flow in a converging cone. An implicit finite-difference scheme is then used to calculate the pressure, and profiles of velocity and enthalpy at successive stations along the channel.

The cases presented show the effects of the nozzle geometry, the Reynolds number, and the thermal condition of the nozzle wall. The results show that specific impulse is improved by a throat whose longitudinal radius of curvature is small, and that exit-area ratios as low as ten can be used without serious loss of performance.

It is shown that, at sufficiently low Reynolds numbers and low exitcone angles, there is no solution of the slender-channel equations in which the flow can expand to supersonic conditions. Instead, the boundary layer closes, and the solution resembles a viscous subsonic pipe flow. The implications of this finding on the upstream influence of the exit-plane conditions and on the limits of validity of the slender-channel equations are discussed.

Readers desiring to make calculations can proceed directly to Appendix A, which is a user's manual for the computer program. This program has been deposited at the COSMIC Computer Center, University of Georgia, Athens, Georgia, 30601.
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## LIST OF SYMBOLS

| $a$ | speed of sound |
| :---: | :---: |
| A | $\dot{m} / 2 \pi \rho_{0} \sqrt{2 H_{0}} r_{*}^{2}$ |
| $A / A_{*}$ | geometric area ratio |
| B | $\rho_{0} \sqrt{2 H_{0}} r_{*} / \mu_{0}$ |
| D | $p / \rho_{0}$ |
| $F$ | thrust |
| $\bar{F}$ | $F / p_{0} \pi r_{*}^{2}$ |
| $h$ | static enthalpy |
| H | total enthalpy |
| $k$ | thermal conductivity |
| $L$ | nozzle length |
| $\dot{m}$ | mass flow rate |
| M | Mach number |
| $m$ | molecular weight |
| $p$ | pressure |
| $P$ | $p / p_{0}$ |
| er | Prandtl number |
| $r, z$ | cylindrical coordinates |
| $r_{1}$ | longitudinal radius of curvature of the nozzle wall, at the throat |
| $R$ | universal gas constant : |
| $R(z)$ | transverse radius of nozzle wall |
| $R_{1}$ | $r_{1} / r_{*}$ |
| $T$ | temperature |
| $u, v$ | axial and radial velocity components |

## LIST OF SYMBOLS (Cont)

$$
\begin{array}{ll}
U, V & u / \sqrt{2 H_{0}}, v / \sqrt{2 H_{0}} \\
W & V-U \eta d \sigma_{w} / d x \\
x, \sigma & z / r_{*}, r / r_{*} \\
\alpha_{u}, \alpha_{T} & \text { accommodation coefficients for velocity and temperature } \\
\gamma & \text { specific-heat ratio } \\
\delta & r / L \\
\delta_{1} & \text { displacement thickness } \\
\eta & \sigma / \sigma_{w} \\
\theta & \text { wall angle } \\
\theta, \theta & \text { entrance and exit-cone angles } \\
\Theta & \begin{array}{l}
\text { viscosity } \\
\mu
\end{array} \\
\begin{array}{ll}
\text { density } \\
\sigma & r / r_{*} \\
\omega & \text { exponent in viscosity, enthalpy relation } \\
()_{e} & \text { denotes conditions at nozzle-exit plane } \\
()_{0} & \text { denotes conditions in reservoir } \\
( \rangle_{w} & \text { denotes conditions at the wall } \\
()_{\&} & \text { denotes conditions on the axis } \\
()_{*} & \text { denotes conditions at the geometric throat }
\end{array} \\
\hline
\end{array}
$$

## 1. INTRODUCTION

The rocket engines that are used for satellite attitude control are often required to produce a thrust less than one pound force, extending in some instances to values as low as $10^{-6} \mathrm{lbf} .^{1}$ Such low values of the thrust dictate the use of low reservoir pressures and small nozzle scale; the result is that the flow takes place at very low Reynolds numbers, where viscous effects are felt all across the nozzle cross-section. Thus, it is not possible to calculate the performance of these devices by the usual inviscid, one-dimensional flow approximation, with a small correction due to a thin boundary layer.

The studies described in this report have led to a method of predicting nozzle performance in most of the Reynolds number range appropriate to mic rothrust rockets. These predictions show good agreement with experiment. The method is a numerical one, and a relatively simple computer program has been developed for applying the method. The only inputs required for a calculation are the reservoir conditions, the nozzle geometry, the gas properties (such as the specific heat ratio), and (if heat transfer is allowed) the distribution of wall temperature. The program determines the mass flow, and then prints the pressure, thrust coefficient, and profiles of velocity, density, and static enthalpy at selected stations along the nozzle.

A search of the literature was made at the beginning of this program. The major results of that search are presented in Section 2. It was decided, on the basis of this search, that the theoretical approach which offered the greatest potential was a numerical solution of the slenderchannel equations with slip boundary conditions. These equations are derived in Section 3, and a few details of the finite-difference method are given in Section 4. Prior to the present study, no one had demonstrated a routine numerical method of solving these equations for arbitrary nozzle geometry and reservoir conditions. The key to the successful development done in this study was to apply, to internal flows, certain advances that have been made in recent years in the calculation of viscous axisymmetric wakes. In particular, use has been made of implicit finite differences, and
inversion of the large matrices which these differences lead to has been done by taking advantage of the tridiagonal nature of these matrices. Perhaps most important of all, the existence of a singular point in the slenderchannel equations has been recognized by analogy with the wake problem, and analogous means of passing smoothly through the singularity have been developed.

The approximation inherent in the slender-channel equations is essentially the same as that made when one assumes that the flow has a thick boundary layer, with an inviscid core. The mathematical approach commonly used in this approximation is to solve by an iteration process, in which the first iteration assumes a purely inviscid flow. The pressure distribution of this inviscid flow is then used to calculate a boundary layer, whose displacement thickness is subtracted from the geometric cross sectional area, to provide the basis for the next iteration on the inviscid core. This iteration method often fails to converge under low-density conditions, where an inviscid flow is a very poor first approximation.

In the present approach, this iteration method is not used; instead, the pressure distribution is found by satisfying, at each step along the channel, an equation which contains information about the singular point. By proceeding in this manner, it has been possible to find solutions at lower densities than those of previous solutions, and in fact it has been pos sible to identify the density level at which the boundary layer closes and the inviscid core disappears.

The initial profiles that are used to start the solution at nearreservoir conditions are described in Section 5. Results from a variety of cases are discussed in Section 6. Comparisons with experimental data are given first, as a means of validating the theory. These are followed by a set of parametric studies, which show that the maximum thrust is achieved at lower and lower exit-area ratios as the Reynolds number is decreased, and that for sufficiently low Reynolds number the core of the flow cannot expand to supersonic conditions in the diverging part of the nozzle. The influence of heat transfer is found to be significant, and thrust improvements
found with a heated wall suggest that engines from which heat is rejected (as for example when a catalyst bed is used) would have better performance if the rejected heat were introduced into the divergent walls of the nozzle.

The present method has application to the design of low-density wind tunnels. The computer program described here has in fact been used for this purpose at several laboratories in the United States.

Under continuing support from NASA, an experimental follow-on program is being pursued, in which profiles of density in a low-density nozzle will be measured by an electron-beam fluorescence probe. This work, which is being done by Dr. Dietmar E. Rothe, will provide a very significant check on predictions of the theory described here. In addition, it can be expected to yield important data on the structure of the flow field at the very low-density levels where no supersonic core is predicted by the present model.

## 2. LITERATURE SEARCH

At the beginning of this program, a thorough literature search was made. Approximately two hundred references were studied, some of which were provided by automated information - retrieval systems. ${ }^{2,3}$ The most valuable groups of papers were those which presented analytical methods of predicting viscous flow, ${ }^{4-47}$ experimental measurements of nozzle performance, 48-68 and general reviews of the problem. ${ }^{1,}$ 69-72 Two other groups worthy of mention were those describing thrust transients 73-79, 24 and experimental techniques for measuring low thrust levels. 80-86

The thrust range of interest in the present investigation was that between approximately $10^{-6}$ and 1.0 lbf. Except perhaps for the lowest decade, most of this range lies in the transitional region between continuum and free-molecular flow (see, for example, Ref. 1, p. 1160). Consequently, in carrying out the literature search, primary attention was directed toward analytical methods based on a continuum model. The analytical methods were essentially of two types: those based on conventional thin-boundary-layer theory, and those based on the slender-channel equations.

In the first type of approach, it is assumed that the flow has an inviscid core that can be treated as an isentropic, one-dimensional channel flow. The boundary layer that forms on the walls is treated in a variety of ways (e. g., by integral methods or by local application of similarity solutions), and its growth rate is usually coupled to the rate of expansion of the inviscid core. In developing this approach, various authors have used a number of further approximations; important among these are the degree to which transverse curvature is accounted for, and the manner of specifying the initial state of the boundary layer. Many of these treatments have been developed to the point of presenting a working computer program, some of which (see, for example, Ref. 33) are very well documented. The major shortcomings of these methods, when applied to the mic rothrust rocket problem, is that the boundary layer is usually assumed to have zero thickness at the throat, that slip boundary conditions are generally not used, and
that the rate of convergence of the iterations between the boundary-layer and core flows becomes slower as the boundary layer thickens.

The slender-channel equations, on which the second type of approach is based, were first proposed by Williams, ${ }^{43,44}$ who simplified the Navier-Stokes equations on the basis that the nozzle walls diverge very slowly. These equations are formally identical with the boundary-layer equations, including the full effect of transverse curvature. They differ only in being written in cylindrical coordinates aligned with the nozzle axis, rather than in surface coordinates. In this approximation the pressure is constant across the channel, varying only with distance along the channel. Thus, except for the boundary conditions, the slender-channel equations are the same as those often used in studies of the laminar axisymmetric wake.

Most of the existing solutions of the slender-channel equations are those of the self-similar variety, done by Williams ${ }^{43-46}$ and by Adams. ${ }^{42}$ These solutions have given important qualitative information about lowdensity nozzle flow fields. However, they are of limited value when applied to the direct problem, since the conditions for self-similarity require nozzles whose shape changes when the Reynolds number is changed.

In recent years, many nonsimilar boundary-layer problems have been treated successfully by numerical methods (see, for example, Refs. 87 and 88). Numerical solutions of the slender-channel equations have in fact been presented by Milligan ${ }^{38}$ and by Myers; ${ }^{39}$ only a few such results are available, however, due primarily to limitations in computational facilities. In addition, finite-difference solutions of the laminar axisymmetric wake problem have been presented by several groups. 89-92

In the light of these observations, it appeared that the approach most likely to produce useful engineering results was to develop a finitedifference solution of the slender-channel equations, starting with a given nozzle geometry, and given reservoir conditions. It was decided to follow this approach, using slip boundary conditions at the wall, since many studies have shown (see, for example, Ref. 93) that these conditions, with the Navier-Stokes equations, lead to valid results well down into the transitionflow regime.

## 3. BASIC EQUATIONS

The starting point for the derivation of the slender-channel qualions is the Navier-Stokes equations. In cylindrical coordinates, for steady, axisymmetric flow, with zero bulk viscosity, these are:

Continuity:

$$
\begin{equation*}
\frac{\partial}{\partial z}(\rho u)+\frac{\partial}{\partial r}(\rho v)+\frac{\rho v}{r}=0 \tag{3-1}
\end{equation*}
$$

Axial momentum:

$$
\begin{align*}
& \rho u \frac{\partial u}{\partial z}+\rho v \frac{\partial u}{\partial r}=-\frac{\partial p}{\partial z} \\
& +\frac{\partial}{\partial z}\left[\mu\left(2 \frac{\partial u}{\partial z}-\frac{2}{3}\left\{\frac{1}{r} \frac{\partial}{\partial r}(r v)+\frac{\partial u}{\partial z}\right\}\right)\right]  \tag{3-2}\\
& \quad+\frac{1}{r} \frac{\partial}{\partial r}\left[\mu r\left(\frac{\partial v}{\partial z}+\frac{\partial u}{\partial r}\right)\right]
\end{align*}
$$

Radial momentum:

$$
\begin{align*}
& \rho u \frac{\partial v}{\partial z}+\rho v \frac{\partial v}{\partial r}=-\frac{\partial p}{\partial r} \\
& +\frac{\partial}{\partial r}\left[\mu\left(2 \frac{\partial v}{\partial r}-\frac{2}{3}\left\{\frac{1}{r} \frac{\partial}{\partial r}(r v)+\frac{\partial u}{\partial z}\right\}\right)\right]  \tag{3-3}\\
& +\frac{\partial}{\partial z}\left[\mu\left(\frac{\partial v}{\partial z}+\frac{\partial u}{\partial r}\right)\right]+\frac{2 \mu}{r}\left(\frac{\partial v}{\partial r}-\frac{v}{r}\right)
\end{align*}
$$

## Energy:

$$
\begin{align*}
& \rho u \frac{\partial h}{\partial z}+\rho v \frac{\partial h}{\partial r}-u \frac{\partial p}{\partial z}-v \frac{\partial p}{\partial r}= \\
& \frac{1}{r} \frac{\partial}{\partial r}\left(r k \frac{\partial T}{\partial r}\right)+\frac{\partial}{\partial z}\left(k \frac{\partial T}{\partial z}\right) \\
& +\mu\left[2\left\{\left(\frac{\partial u}{\partial z}\right)^{2}+\left(\frac{\partial v}{\partial r}\right)^{2}+\left(\frac{v}{r}\right)^{2}\right\}+\left(\frac{\partial v}{\partial z}+\frac{\partial u}{\partial r}\right)^{2}\right]  \tag{3-4}\\
& -\frac{2}{3} \mu\left(\frac{\partial v}{\partial r}+\frac{v}{r}+\frac{\partial u}{\partial z}\right)^{2}
\end{align*}
$$

Williams simplified these equations by assuming that the ratio of radial to axial velocity components, and the ratio of axial to radial gradients were each of the order of the slenderness ratio of the nozzle, i. e.

$$
\begin{aligned}
O(v / u)= & O\left(\frac{\partial / \partial z}{\partial / \partial r}\right)=O(\delta) \\
& \delta \equiv r / L
\end{aligned}
$$

This assumption appears to be suitable for flows in which shear stresses produced by transverse gradients are much larger than those produced by axial gradients. The only region that might appear to be excluded from this rule is that near the throat, where the axial acceleration is greatest, and where boundary layers are generally thinnest. Even in this region, however, the ordering used by Williams is acceptable, as can be seen from the following argument: the axial velocity increases from the value $a_{*}$ at the throat to about $2 a_{*}$ at the point where $A / A_{*} \approx 5$, according to inviscid, one-dimensional theory. ${ }^{94}$ Thus an upper limit for the order of $\partial u / \partial z$ can be taken as

$$
\frac{\Delta u}{\Delta z} \sim \frac{\Delta u}{\Delta\left(A / A_{*}\right)} \cdot \frac{d\left(A / A_{*}\right)}{d z} \sim \frac{a_{*}}{5} \frac{d\left(A / A_{*}\right)}{d z}
$$

-But for a slender nozzle, the area ratio is a function of $z \tan \theta / r_{*}$; thus $d\left(A / A_{*}\right) / d z \sim O\left(\theta / r_{*}\right)$ and

$$
\frac{\partial u}{\partial z} \sim O\left(a_{*} \frac{d\left(A / A_{*}\right)}{d z}\right) \sim O\left(\frac{a_{*} \theta}{r_{*}}\right)
$$

If in addition it is assumed that $\quad \partial u / \partial r \sim O\left(a_{*} / r_{*}\right)$ one is led to
Williams' ordering, namely that

$$
\frac{\partial / \partial z}{\partial / \partial r}=O(\theta)
$$

If these approximations, including the assumption that $v / u \sim O(\theta)$, are now used in Eqs. (3-1) - (3-4), the leading terms are

$$
\begin{equation*}
\frac{\partial}{\partial z}(\rho u)+\frac{\partial}{\partial r}(\rho v)+\frac{\rho v}{r}=0 \tag{3-5}
\end{equation*}
$$

$$
\begin{equation*}
\rho u \frac{\partial u}{\partial z}+\rho v \frac{\partial u}{\partial r}=-\frac{d p}{d z}+\frac{1}{r} \frac{\partial}{\partial r}\left(\mu r \frac{\partial u}{\partial r}\right) \tag{3-6}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial p}{\partial r}=0 \tag{3-7}
\end{equation*}
$$

$$
\begin{align*}
& \rho u \frac{\partial h}{\partial z}+\rho v \frac{\partial h}{\partial r}-u \frac{d p}{d z}= \\
& \frac{1}{r} \frac{\partial}{\partial r}\left(\frac{r \mu}{R} \frac{\partial h}{\partial r}\right)+\mu\left(\frac{\partial u}{\partial r}\right)^{2} \tag{3-8}
\end{align*}
$$

These equations are formally identical with the boundary-layer equations, including the radial dependences that account for transverse curvature.

The boundary conditions applied at the walls are those corresponding to first-order velocity slip and temperature jump. The first of these relates the velocity component along the wall to its gradient normal to the wall. When this component is expressed as a linear combination of $U$ and $\mathcal{v}$ and is then simplified according to the slender-channel ordering, the result is

$$
\begin{equation*}
-u_{w}=\frac{2-\alpha_{u}}{\alpha_{u}} \sqrt{\frac{\pi}{2}} \frac{\mu}{p} \sqrt{\frac{R T}{m}} \cos \theta\left(\frac{\partial u}{\partial r}\right)_{w} \tag{3-9}
\end{equation*}
$$

The corresponding condition for the temperature becomes

$$
\begin{align*}
T & -T_{w}= \\
& =-\frac{2-\alpha_{T}}{\alpha_{T}} \sqrt{\frac{\pi}{2}} \frac{2 \gamma}{R(\gamma+1)} \frac{\mu}{\rho} \sqrt{\frac{R T}{m}} \cos \theta\left(\frac{\partial T}{\partial r}\right)_{w} \tag{3-10}
\end{align*}
$$

In all of the results presented here, the gas has been assumed to follow the perfect-gas law, with constant Prandtl number, constant specificheat ratio, and with viscosity proportional to a power of the temperature:

$$
\begin{gather*}
p=\frac{\gamma-1}{\gamma} \rho h ; \quad e_{2}=\text { const. } \\
\frac{\mu}{\mu_{0}}=\left(\frac{h}{H_{0}}\right)^{\omega} \tag{3-11}
\end{gather*}
$$

Dimensionless Forms
The coordinates are made dimensionless by the nozzle throat radius:

$$
\begin{equation*}
x=z / r_{*} \quad, \quad \sigma=r / r_{*} \tag{3-12}
\end{equation*}
$$

and the dependent variables are made dimensionless with respect to restervair conditions:

$$
\begin{array}{r}
U=u / \sqrt{2 H_{0}}, \quad V=v / \sqrt{2 H_{0}} \\
P=p / p_{0}, \quad D=\rho / \rho_{0}, \quad \Theta=h / H_{0} \tag{3-13}
\end{array}
$$

In addition, it is useful to normalize the radial coordinate by its wall value at each station

$$
\begin{equation*}
\eta=\sigma / \sigma_{w}(x) \tag{3-14}
\end{equation*}
$$

In terms of these variables, the equations of motion become
Continuity:

$$
\begin{equation*}
P \frac{\partial}{\partial \eta}\left(\frac{\eta w}{\Theta}\right)+\sigma_{w} \eta \frac{\partial}{\partial x}\left(\frac{P U}{\Theta}\right)+2 \sigma_{w}^{\prime} \frac{P \eta U}{\Theta}=0 \tag{3-15}
\end{equation*}
$$

Momentum:

$$
\begin{align*}
\frac{P}{\Theta}\left(u \frac{\partial u}{\partial x}\right. & \left.+\frac{w}{\sigma_{w}} \frac{\partial u}{\partial \eta}\right)=-\frac{\gamma-1}{2 \gamma} \frac{d P}{d x}  \tag{3-16}\\
& +\frac{1}{B \eta \sigma_{w}^{2}} \frac{\partial}{\partial \eta}\left(\eta \Theta^{\omega} \frac{\partial u}{\partial \eta}\right)
\end{align*}
$$

Energy:

$$
\begin{align*}
& \frac{P}{\theta}\left(u \frac{\partial \Theta}{\partial x}+\frac{w}{\sigma_{w}} \frac{\partial \Theta}{\partial \eta}\right)=\frac{\gamma-1}{\gamma} \backsim \frac{d P}{d x} \\
& +\frac{1}{B \eta \sigma_{w}^{2}} \frac{\partial}{\partial \eta}\left(\frac{n}{R_{2}} \Theta^{\omega} \frac{\partial \Theta}{\partial \eta}\right)  \tag{3-17}\\
& \quad+\frac{2 \Theta^{\omega}}{B \sigma_{w}^{2}}\left(\frac{\partial U}{\partial \eta}\right)^{2}
\end{align*}
$$

In these equations, the density has been eliminated by use of the equation of state:

$$
\begin{equation*}
P=D \Theta \tag{3-18}
\end{equation*}
$$

The transformed radial velocity $W$ that appears in these equations is

$$
\begin{equation*}
w=V-U \eta \frac{d \sigma_{w}}{d x} \tag{3-19}
\end{equation*}
$$

Note that $W$ is zero both at the wall and on the axis, and that if $W$ is zero elsewhere, it implies that the local streamline deflection is equal to the wall slope, multiplied by the fractional distance to the wall.

The only parameter that appears in these equations (in addition to $\gamma, P_{2}, \omega$, and $\sigma_{\omega}(x)$ ) is a Reynolds number based on reservoir conditions and the throat radius:

$$
\begin{equation*}
B=\frac{\rho_{0} \sqrt{2 H_{0}} r_{*}}{\mu_{0}} \tag{3-20}
\end{equation*}
$$

This parameter is convenient to use, since it involves only conditions that are known in advance and are accessible to the designer.

The boundary conditions in the $(x, \eta)$ coordinate system are:

$$
\begin{aligned}
& U)_{\eta \rightarrow 1}= \\
& -\frac{2-\alpha_{u}}{\alpha_{u}} \sqrt{\frac{2 \gamma}{\gamma-1} \frac{\pi}{2}} \frac{\cos \theta_{w}}{B P \sigma_{w}}\left(\Theta_{\eta \rightarrow 1}\right)^{\omega+\frac{1}{2}}\left(\frac{\partial u}{\partial \eta}\right)_{n \rightarrow 1}
\end{aligned}
$$

If the wall temperature is prescribed, the thermal boundary condition is

$$
\begin{align*}
& \theta)_{n \rightarrow 1}-\Theta_{w}(x)=  \tag{3-22}\\
& -\frac{2-\alpha_{T}}{\alpha_{T}} \frac{2 \gamma}{R(\gamma+1)} \sqrt{\frac{2 \gamma \cdot \pi}{(\gamma-1) \cdot 2}} \frac{\cos \theta_{w}}{B P_{W}}\left(\theta_{n \rightarrow 1}\right)^{\omega+\frac{1}{2}}\left(\frac{\partial \Theta}{\partial \eta}\right)_{n \rightarrow 1}
\end{align*}
$$

If the wall is taken to be adiabatic, this second boundary condition is replaced by (see Eq. (3-31)):

$$
\begin{equation*}
\frac{\partial}{\partial \eta}\left(\frac{\Theta}{E}+u^{2}\right)_{\eta \rightarrow 1}=0 \tag{3-23}
\end{equation*}
$$

On the axis, symmetry requires that

$$
\begin{equation*}
\left.\left.\frac{\partial \pi}{\partial \eta}\right)_{\eta=0}=\frac{\partial \Theta}{\partial \eta}\right)_{n=0}=0 \tag{3-24}
\end{equation*}
$$

## Conservation Relations

The relations that express the global conservation of mass, momentum, and energy can be written down either from a direct transform dion of the integral forms of the conservation laws, or by manipulation of Eqs. (3-15) - (3-17). * The continuity equation, when integrated from zero to $\eta$, becomes an expression for $W$ :

$$
\begin{equation*}
\frac{\eta w}{\sigma_{w} \Theta \int_{0}^{\eta} \frac{\eta u d \eta}{\Theta}}+\frac{d}{d x} \ln \left[P \sigma_{w}^{2} \int_{0}^{\eta} \frac{u_{\eta} d \eta}{\Theta}\right] \tag{3-25}
\end{equation*}
$$

In particular, if the upper limit is set equal to one (where $W=0$ ), this becomes an expression for the total mass flow:

$$
\begin{equation*}
P \sigma_{w}^{2} \int_{0}^{1} \frac{U_{n} d \eta}{\theta}=A \equiv \frac{\dot{m}}{2 \pi \rho_{0} r_{*}^{2} \sqrt{2 H_{0}}} \tag{3-26}
\end{equation*}
$$

The parameter $A$ is proportional to the discharge coefficient of the nozzle:

$$
\begin{align*}
C_{D} & =\frac{\dot{m}_{\text {ACTUAL }}}{\dot{m} \text { ISENTROPIC, ONE -DIMENSIONAL }} \\
& =2 A\left(\frac{\gamma+1}{2}\right)^{1 /(\gamma-1)} \sqrt{\frac{\gamma+1}{\gamma-1}} \tag{3-27}
\end{align*}
$$

The constant of proportionality between $A$ and $C_{D}$ is:

| $\gamma=$ | 1.1 | 1.2 | 1.3 | 1.4 | 1.667 |
| :---: | :--- | :--- | :--- | :--- | :--- |
| $A / C_{D}=$ | 0.06698 | 0.09361 | 0.1133 | 0.1294 | 0.1624 |

[^0]A convenient definition of the stream function is

$$
\begin{equation*}
\psi=\frac{\int_{0}^{\eta} \frac{u_{\eta} d \eta}{\Theta}}{\int_{0}^{1} \frac{u \eta d \eta}{\Theta}} \tag{3-28}
\end{equation*}
$$

Integration of the momentum equation leads to an expression for the variation of the thrust coefficient:

$$
\begin{equation*}
\left.\frac{d \bar{F}}{d x}=P \frac{d}{d x}\left(\sigma_{w}^{2}\right)+\frac{4 \gamma}{B(\gamma-1)}[\Theta(1)]^{\omega} \frac{\partial U}{\partial \eta}\right)_{\eta=1} \tag{3-29}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{F} \equiv \frac{F}{p_{0} \pi r_{*}^{2}}=P \sigma_{w}^{2}\left\{1+\frac{4 \gamma}{\gamma-1} \int_{0}^{1} \frac{u^{2} \eta d \eta}{\theta}\right\} \tag{3-30}
\end{equation*}
$$

Equation (3-29) states that the maximum thrust occurs at the point where the contribution from the pressure forces acting on the wall is balanced by the viscous shear stress at the wall, an observation that has been made by many authors (see, for example, Ref. 56).

If the momentum equation is multiplied by $2 \mathbb{U}$, integrated, and added to the integrated energy equation, the result is a statement that the flux of total enthalpy is changed only by heat transfer at the wall:

$$
\begin{align*}
& \frac{d}{d x}\left\{\sigma_{w}^{2} \int_{0}^{1} \eta D U\left(\Theta+\sigma^{2}\right) \cdot d \eta\right\}= \\
& =\frac{1}{B}\left[\Theta^{\omega} \frac{\partial}{\partial \eta}\left(\frac{\theta}{P_{n}}+U^{2}\right)\right]_{\eta=1} \tag{3-31}
\end{align*}
$$

The adiabatic wall boundary condition, cited above as Eq. (3-23), is found by setting the right-hand side of this expression equal to zero.

## Streamtube Relation

In the study of isentropic, one-dimensional channel flows, a very important equation is the one that relates the pressure gradient to the rate of change of cross-sectional area. 94

$$
\gamma d \ln \left(A / A_{*}\right)=\frac{1-M^{2}}{M^{2}} d \ln \left(p / p_{0}\right)
$$

For the present problem, this expression can be generalized to include the effects of viscosity. The generalization to viscous, two-dimensional flows was given by Weinbaum and Garvine; ${ }^{95}$ the further generalization to the case of axisymmetric flows is given below. *

The equation of state is first used to eliminate the density from the continuity equation; in the resulting expression, the momentum and energy equations are used to replace $\partial u / \partial z$ and $\partial h / \partial z$ in favor of $d p / d z$. The result is:

$$
\begin{align*}
& \frac{\partial}{\partial r}\left(r \frac{v}{u}\right)=-\frac{r}{\gamma p} \frac{M^{2}-1}{M^{2}} \frac{d p}{d z} \\
&-\frac{1}{\gamma p M^{2}} \frac{\partial}{\partial r}\left(\mu r \frac{\partial u}{\partial r}\right)+\frac{\gamma-1}{\gamma u p} \frac{\partial}{\partial r}\left(\frac{\mu r}{\rho} \frac{\partial h}{\partial r}\right)  \tag{3-32}\\
&+\frac{\gamma-1}{\gamma} \frac{\mu r}{u p}\left(\frac{\partial u}{\partial r}\right)^{2}
\end{align*}
$$

[^1]The left-hand side of this expression is proportional to the radial gradient of the streamline direction, and hence to the axial rate of change of cross sectional area of the streamtube. If the streamtube area is taken as $2 \pi r \Delta r \quad$, it can be shown that

$$
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{v}{u}\right)=\frac{1}{2 \pi r \Delta r} \frac{d}{d x}(2 \pi r \Delta r)
$$

Thus, the first two terms in Eq. (3-32) are exactly the same as those familiar from the case of isentropic, one-dimensional channel flows. The additional terms represent the contributions to the area change that come from shear, net heat conduction to the streamtube, and heat generation within the streamtube due to the conversion of kinetic to thermal energy. These terms can be checked against the equivalent expressions derived from first principles by Shapiro. 97

In terms of the dimensionless variables, the streamtube relation is

$$
\begin{align*}
& \frac{\partial}{\partial \eta}\left(\eta \frac{V}{U}\right)=\frac{1-M^{2}}{\gamma P M^{2}} \eta \sigma_{w} \frac{d P}{d x} \\
& -\frac{2}{(\gamma-1) B \sigma_{w} P M^{2}}\left\{\frac{\partial}{\partial \eta}\left(\eta \Theta^{\omega} \frac{\partial u}{\partial \eta}\right)\right.  \tag{3-33}\\
& \left.\quad-\frac{U}{\Theta}\left[\frac{\partial}{\partial \eta}\left(\frac{\eta \Theta^{\omega}}{R} \frac{\partial \Theta}{\partial \eta}\right)+2 \eta \Theta^{\omega}\left(\frac{\partial u}{\partial \eta}\right)^{2}\right]\right\}
\end{align*}
$$

If this expression is now integrated across the channel, it becomes a relation between the rate of change of the total channel cross-sectional area, and the integrated effects of pressure gradient, shear, heat conduction, and heat generation. It is useful to solve the resulting expression for the pressure gradient:

$$
\begin{align*}
& \frac{d P}{d x}=\left\{\gamma P \sigma_{w}^{\prime}+\frac{2 \gamma}{(\gamma-1) B \sigma_{w}} \cdot\right. \\
&\left.\int_{0}^{1} \frac{\frac{\partial}{\partial \eta}\left(\eta \Theta^{\omega} \frac{\partial u}{\partial \eta}\right)-\frac{u}{\Theta}\left[\frac{\partial}{\partial \eta}\left(\frac{\eta \Theta^{\omega}}{R^{\prime}} \frac{\partial \Theta}{\partial \eta}\right)+2 \eta \Theta^{\omega}\left(\frac{\partial U}{\partial \eta}\right)^{2}\right]}{M^{2}} d \eta\right\} \\
& \div\left\{\sigma_{w} \int_{0}^{1} \frac{1-M^{2}}{M^{2}} \eta d \eta\right\} \tag{3-34}
\end{align*}
$$

In the limit of infinite Reynolds numbers, this expression reduces to the familiar inviscid, one-dimensional channel-flow result. At large finite Reynolds numbers, the general character of the solutions for various mass flows is qualitatively the same as that of the inviscid limit, namely: at sufficiently low mass flows, the pressure decreases along the converging part. of the channel, reaches a minimum at or slightly beyond the throat, and then rises. For somewhat higher mass flows, the denominator of Eq. (3-34) changes sign upstream of the throat. Thus the pressure gradient becomes infinite, indicating that the flow has choked. At some intermediate mass flow, it is possible to find a saddle point, where the numerator and denominator of Eq. (3-34) vanish simultaneously. This intermediate mass flow is the only one that allows an expansion to conditions that are "supersonic", in the sense that

$$
\int_{0}^{1} \frac{1-M^{2}}{M^{2}} \eta d \eta<0
$$

Thus for high Reynolds numbers there is a critical mass flow, which allows a supersonic flow. Greater mass flows lead to choking, while lower ones yield a subsonic flow in which the pressure reaches a minimum near the
throat and then rises.* The results given in Section 6 illustrate these types of behavior.

However, the results also show that the saddle point moves farther downstream as the Reynolds number is lowered, and that at low enough Reynolds numbers it does not occur at all within the range of exit-area ratios normally of interest in rocket design. For these cases, there is no mass flow that leads to supersonic conditions in the average sense indicated above. There is a certain mass flow for which choking occurs at the exit plane. For higher mass flows, choking occurs within the nozzle; for lower mass flows, the pressure may either reach a minimum and then rise, or it may decrease monotonically to the exit plane if the pressure drop due to friction is great enough to overcome the effect of nozzle expansion.

It should be noted that in cases where the no-slip condition is applied to the velocity at the wall, the integrals in Eq. (3-34) diverge. In order to obtain a determinate result, some account must be taken of the fact that in Eq. (3-33) the pressure gradient and shear-stress terms, as well as the heat-conduction and heat-generation terms, cancel in pairs in a region near the wall. Thus the simplification employed by Lighthill ${ }^{98}$ might be used, in which the integration is stopped short of the wall. In the present paper, all of the cases studied allow slip at the walls, and the integrals can be carried out to $\eta=1$ without complications.

[^2]
## 4. NUMERICAL METHOD

## Difference Equations

There are many ways of representing the present set of nonlinear partial differential equations by an equivalent set of difference equations. The choices made here were patterned after those that have been successful in earlier boundary-layer work.

The coordinates are expressed as

$$
x=x_{0}+(K-1) \Delta x ; \eta=(L-1) \Delta \eta, L=1,2, \cdots, L_{\max }
$$

For all the calculations reported here, $L_{\text {max }}$ was taken as 101, and that constant is built into the computer program described in Appendix A. Values of the dependent variables at a grid point are represented by the notation:

$$
U(x, \eta)=U_{k}^{L}
$$

Crank -Nicholson implicit differences were used, to rewrite the momentum and energy equations in the following form

$$
\begin{align*}
& \frac{\eta \bar{P}}{\Theta_{K}^{L}}\left[U_{K}^{L} \frac{u_{K+1}^{L}-U_{K}^{L}}{\Delta x}+\frac{w_{K}^{L}}{\bar{\sigma}_{w}} \frac{u_{K}^{L+1}-u_{K}^{L-1}+U_{K+1}^{L+1}-u_{K+1}^{L-1}}{4 \Delta \eta}\right]= \\
= & -\frac{\gamma-1}{2 \gamma} \eta \frac{d P}{d x}+\frac{\left(\Theta_{K}^{L}\right)^{L}}{B \bar{\sigma}_{w}^{2}}\left[\frac{U_{K}^{L+1}-U_{K}^{L-1}+U_{K+1}^{L+1}-U_{K+1}^{L-1}}{4 \Delta \eta}\right. \\
+ & \frac{\omega \eta}{\Theta_{K}^{L}} \frac{\left(U_{K}^{L+1}-U_{K}^{L-1}\right)\left(\Theta_{K+1}^{L+1}-\Theta_{K+1}^{L-1}\right)+\left(U_{K+1}^{L+1}-U_{K+1}^{L-1}\right)\left(\Theta_{K}^{L+1}-\Theta_{K}^{L-1}\right)}{8(\Delta n)^{2}}  \tag{4-1}\\
+ & \left.\eta \frac{U_{K}^{L+1}-2 U_{K}^{L}+U_{K}^{L-1}+U_{K+1}^{L+1}-2 U_{K+1}^{L}+u_{K+1}^{L-1}}{2(\Delta n)^{2}}\right]
\end{align*}
$$

$$
\begin{align*}
& \frac{\eta \bar{P}}{\Theta_{K}^{L}}\left[U_{K}^{L} \frac{\Theta_{K+1}^{L}-\Theta_{K}^{L}}{\Delta x}+\frac{W_{K}^{L}}{\bar{\sigma}_{w}} \frac{\Theta_{K}^{L+1}-\Theta_{K}^{L-1}+\Theta_{K+1}^{L+1}-\Theta_{K+1}^{L-1}}{4 \Delta \eta}\right]= \\
= & \frac{\gamma-1}{\gamma} \eta U_{K}^{L} \frac{d P}{d x}+\frac{\left(\Theta_{K}^{L}\right)^{\omega}}{B \bar{\sigma}_{w}^{2} R_{L}}\left[\frac{\Theta_{K}^{L+1}-\Theta_{K}^{L-1}+\Theta_{K+1}^{L+1}-\Theta_{K+1}^{L-1}}{4 \Delta \eta}\right. \\
& +\frac{\omega \eta}{\Theta_{K}^{L}} \frac{\left(\Theta_{K}^{L+1}-\Theta_{K}^{L-1}\right)\left(\Theta_{K+1}^{L+1}-\Theta_{K+1}^{L-1}\right)}{4(\Delta \eta)^{2}}  \tag{4-2}\\
+ & \eta \frac{\Theta_{K}^{L+1}-2 \Theta_{K}^{L}+\Theta_{K}^{L-1}+\Theta_{K+1}^{L+1}-2 \Theta_{K+1}^{L}+\Theta_{K+1}^{L-1}}{2(\Delta \eta)^{2}} \\
+ & \left.2 P_{L} \eta \frac{\left(U_{K}^{L+1}-u_{K}^{L-1}\right)\left(U_{K+1}^{L+1}-\pi_{K+1}^{L-1}\right)}{4(\Delta \eta)^{2}}\right]
\end{align*}
$$

Note that the wall radius and pressure appearing here are evaluated at a point halfway across the step:

$$
\bar{\sigma}_{w}=\sigma_{w}\left(\left(k+\frac{1}{2}\right) \Delta x\right) \quad, \quad \bar{P}=P_{k}+\frac{\Delta x}{2} \frac{d P}{d x}
$$

The velocity boundary condition at the wall is represented by:

$$
\left.\begin{array}{rl}
U_{K+1}^{L_{\text {max }}}= & \frac{-\sqrt{\frac{2 \gamma}{\gamma-1} \cdot \frac{\pi}{2}} \frac{2-\alpha_{u}}{\alpha_{u}} \cos \theta_{w}\left(\Theta_{K}^{L_{\text {max }}}\right)^{\omega+\frac{1}{2}}}{B P_{E N D} \sigma_{\omega, K+1}}
\end{array}\right] .
$$

For an adiabatic wall, the thermal boundary condition is taken as

$$
\begin{align*}
& -2 \operatorname{Br}_{K}^{L_{\text {max }}}\left\{\frac{U_{K}^{L_{\text {max }}}-U_{K}^{L_{\text {max }}-1}+U_{K+1}^{L_{\text {max }}}-U_{K+1}^{L_{\text {max }}-1}}{2 \Delta \eta}\right\}= \\
& =\frac{\Theta_{K}^{L_{\text {max }}}-\Theta_{K}^{L_{\text {max }}-1}+\Theta_{K+1}^{L_{\text {max }}}-\Theta_{K+1}^{L_{\text {max }-1}}}{2 \Delta \eta} \tag{4-4}
\end{align*}
$$

For the case where heat transfer is allowed, this is replaced by

$$
\begin{align*}
& \theta_{K+1}^{L_{\text {max }}}-\Theta_{W}\left(x_{K+1}\right)= \\
& =\frac{\sqrt{\frac{2 \gamma}{\gamma-1} \cdot \frac{\pi}{2}} \frac{2-\alpha_{T}}{\alpha_{T}} \frac{2 \gamma}{P_{\Omega}(\gamma+1)} \cos \theta_{W}\left(\Theta_{K}^{L_{\text {max }}}\right)^{\omega+1 / 2}}{B P_{E_{N D}} \sigma_{W, K+1}}  \tag{4-5}\\
& \quad \cdot\left\{\frac{\Theta_{K}^{L_{\text {max }}}-\Theta_{K}^{L_{\text {max }}-1}+\Theta_{K+1}^{L_{\text {max }}}-\Theta_{K+1}^{L_{\text {max }}-1}}{2 \Delta \eta}\right.
\end{align*}
$$

Note that in these boundary conditions the pressure and wall radius have been determined at the end of the step:

$$
\begin{aligned}
& \sigma_{W, K+1}=\sigma_{W}((K+1) \Delta x) \\
& P_{E N D}=P_{K}+\Delta x \cdot \frac{d P}{d x}
\end{aligned}
$$

## Solution of the Difference Equations

The solution of the finite-difference equations can be determined recursively, following the method outlined by Richtmeyer and Morton 99 (see especially Sec. 11.5). This solution presumes that the profiles at the beginning of the step, and a value of $d P / d x$, are known.

The momentum and energy equations are rewritten in the form:

$$
-\left(\begin{array}{ll}
a_{11}^{L} & a_{12}^{L}  \tag{4-6}\\
a_{21}^{L} & a_{22}^{L}
\end{array}\right)\binom{u_{K+1}^{L+1}}{\Theta_{K+1}^{L+1}}+\left(\begin{array}{ll}
b_{11}^{L} & b_{12}^{L} \\
b_{21}^{L} & b_{22}^{L}
\end{array}\right)\binom{u_{K+1}^{L}}{\Theta_{K+1}^{L}}-\left(\begin{array}{cc}
c_{11}^{L} & c_{12}^{L} \\
c_{21}^{L} & c_{22}^{L}
\end{array}\right)\binom{u_{K+1}^{L-1}}{\Theta_{K+1}^{L-1}}=
$$

$$
=\binom{d_{1}^{L}}{d_{2}^{L}} \quad, L=2,3,4, \ldots, L_{\max }-1
$$

where the matrix coefficients (given in detail in Appendix C) depend only on known conditions at $K$. Richtmeyer and Morton show that the solution of these equations can be found if it is assumed that the solution follows the recursion

$$
\binom{U_{K+1}^{L}}{\Theta_{K+1}^{L}}=\left(\begin{array}{ll}
E_{11}^{L} & E_{12}^{L}  \tag{4-7}\\
E_{21}^{L} & E_{22}^{L}
\end{array}\right)\binom{U_{K+1}^{L+1}}{\Theta_{K+1}^{L+1}}+\binom{f_{1}^{L}}{f_{2}^{L}}
$$

Values of the $E$ and $f$ matrices on the axis are found by rewriting the symmetry conditions there as:

$$
\begin{equation*}
U_{K+1}^{1}=U_{K+1}^{2} \quad, \Theta_{K+1}^{\prime}=\Theta_{K+1}^{2} \tag{4-8}
\end{equation*}
$$

This requires that

$$
\begin{equation*}
E_{11}^{\prime}=E_{22}^{\prime}=1 ; E_{12}^{\prime}=E_{21}^{\prime}=f_{1}^{\prime}=f_{2}^{\prime}=0 \tag{4-9}
\end{equation*}
$$

Values of the $E$ and $f$ matrices at points off the axis can now be found, in the following way: Eq. (4-7), with $L$ replaced by $L-1$, is used to eliminate $\widetilde{U}_{K+1}^{L-1}$ and $\Theta_{K+1}^{L-1}$ from Eq. (4-6), and the result is compared with the original form of Eq. (4-7). The result is the recursion formula (here the exponent -1 denotes matrix inversion):

$$
\begin{align*}
& \left(E_{i j}^{L}\right)=\left(\left(b_{i j}^{L}\right)-\left(c_{i j}^{L}\right)\left(E_{i j}^{L-1}\right)^{-1}\left(a_{i j}\right)\right.  \tag{4-10}\\
& \left(f_{i}^{L}\right)=\left(\left(b_{i j}^{L}\right)-\left(c_{i j}^{L}\right)\left(E_{i j}^{L-1}\right)\right)^{-1}\left(\left(c_{i j}^{L}\right)\left(f_{j}^{L-1}\right)+\left(d_{j}^{L}\right)\right)
\end{align*}
$$

The explicit formula for the inverse matrix used here is

$$
\begin{align*}
& \left(\left(b_{i j}^{L}\right)-\left(C_{i j}^{L}\right)\left(E_{i j}^{L-1}\right)\right)^{-1}= \\
& \left(\begin{array}{cc}
b_{22}^{L}-c_{21}^{L} E_{12}^{L-1}-c_{22}^{L} E_{22}^{L-1} & -b_{12}^{L}+c_{11}^{L} E_{12}^{L-1}+c_{12}^{L} E_{22}^{L-1} \\
-b_{21}^{L}+c_{21}^{L} E_{11}^{L-1}+c_{22}^{L} E_{21}^{L-1} & b_{11}^{L}-c_{11}^{L} E_{11}^{L-1}-c_{12}^{L} E_{21}^{L-1}
\end{array}\right)  \tag{4-11}\\
& \left\{\left[b_{11}^{L}-c_{11}^{L} E_{11}^{L-1}-C_{12}^{L} E_{21}^{L-1}\right]\left[b_{22}^{L}-C_{21}^{L} E_{12}^{L-1}-C_{22}^{L} E_{22}^{L-1}\right]\right. \\
& \left.-\left[b_{21}^{L}-c_{21}^{L} E_{11}^{L-1}-c_{22}^{L} E_{21}^{L-1}\right]\left[b_{12}^{L}-c_{11}^{L} E_{12}^{L-1}-c_{12}^{L} E_{22}^{L-1}\right]\right\}
\end{align*}
$$

Once the matrix coefficients are known for $L=1,2, \ldots, L_{\text {max }}-1$, the solution for $U_{K+1}^{L}$ and $\Theta_{K+1}^{L}$ can be found from Eq. (4-7) by starting with their known wall values and working down to $L=1$. The wall values are found by writing the boundary conditions (Eqs. (4-3) - (4-5) ) as

$$
\binom{U_{K+1}^{L_{\text {max }}-1}}{\Theta_{K+1}^{L \text { max }-1}}=\left(\begin{array}{cc}
M_{11} & M_{12} \\
& \\
M_{21} & M_{22}
\end{array}\right)\binom{U_{K+1}^{L \text { max }}}{Q_{K+1}}+\left(\begin{array}{l}
n_{1} \\
n_{2} \\
n_{2}
\end{array}\right)
$$

where

$$
\begin{gather*}
M_{11}=\frac{2}{K_{1}}+1, M_{12}=0 \\
n_{1}=U_{k}^{L_{\max }}-U_{K}^{L_{\max }-1}  \tag{4-13}\\
K_{1}=\frac{\sqrt{\frac{2 \gamma}{\gamma-1} \cdot \frac{\pi}{2}} \frac{2-\alpha u}{\alpha_{u}} \cos \theta_{w}\left(\Theta_{K}^{L \max }\right)^{w+\frac{1}{2}}}{B P_{E N D} \sigma_{w, K+1} \Delta \eta}
\end{gather*}
$$

and where, for an adiabatic wall,

$$
\begin{align*}
M_{21} & =-\frac{4 R^{\prime}}{K_{1}} U_{K}^{L_{\text {max }}}, M_{22}=1  \tag{4-14}\\
n_{2} & =\Theta_{K}^{L_{\text {max }}}-\Theta_{K}^{L_{\text {max }}-1}
\end{align*}
$$

When heat transfer is allowed, these are replaced by

$$
\begin{gathered}
M_{21}=0, M_{22}=\frac{2}{K_{2}}+1 \\
M_{2}=-\frac{2}{K_{2}} \Theta_{W}\left(x_{K+1}\right)+\Theta_{K}^{L_{\text {max }}}-\Theta_{K}^{L_{\max }-1} \\
K_{2}=\frac{\sqrt{\frac{2 \gamma}{\gamma-1} \cdot \frac{\pi}{2}} \frac{2-\alpha_{T}}{\alpha_{T}} \frac{2 \gamma}{R_{2}(\gamma+1)} \cos \theta_{W}\left(\Theta_{K}^{\left.L_{\max }\right)} \omega+\frac{1}{2}\right.}{B P_{E N D} \sigma_{W, K+1} \Delta \eta}
\end{gathered}
$$

Eq. (4-12) is now equated to Eq. (4-7), evaluated at $L=L_{\text {max }}-1$; the solution is

$$
\binom{U_{K+1}^{L_{\text {max }}}}{\Theta_{K+1}^{L_{\text {max }}}}=\left(\begin{array}{l}
{\left[E M_{22} F N_{1}-E M_{12} F N_{2}\right] /\left[E M_{11} E M_{22}-E M_{21} E M_{12}\right]}  \tag{4-16}\\
{\left[-E M_{21} F N_{1}+E M_{11} F N_{2}\right] /\left[E M_{11} E M_{22}-E M_{21} E M_{12}\right]}
\end{array}\right.
$$

where the EM and FN matrices are defined as

$$
\begin{align*}
&(E M)=\left(\begin{array}{cc}
E_{11}^{L_{\max }-1}-M_{11} & E_{12}^{L_{\max }-1}-M_{12} \\
E_{21}^{L_{\max }-1}-M_{21} & E_{22}^{L_{\max }-1}-M_{22}
\end{array}\right) \\
&(F N)=\left(\begin{array}{l}
\left.n_{1}-f_{1}^{L} \begin{array}{l}
L_{\max }-1 \\
n_{2}-f_{2}^{L} L_{\max }-1
\end{array}\right)
\end{array},\right. \tag{4-17}
\end{align*}
$$

Iteration Methods for Finding $d P / d x$
This completes the formulas required to calculate the profiles at the end of the step, for a given value of $d P / d x$. This parameter must be chosen so as to satisfy the three global conservation relations given above, as well as the integrated streamtube-area relation. Since the two difference equations being used are local expressions for the conservation of momentum and energy, it might be expected that the best choice would be to use the value of $d P / d x$ that satisfies either the total mass conservation or the integrated streamtube-area relation. The computer program uses both of these options; it has been found that solutions determined with either option also satisfy the total momentum and energy conservation. Furthermore,
except in the near vicinity of the saddle point, solutions found with either option also satisfy the other option. Near the saddle point, it is more accurate to use the streamtube relation; in most of the solutions described here, the pressure gradient has been determined in such a way as to enforce mass conservation up to the saddle point, and such as to satisfy the streamtube relation downstream of the saddle point. The choice of which formula to use for $d P / d x$ is made by selecting the input parameter XIPG. The mass-conservation formula is used (IPG $=4$ ) for $X<X I P G$, and the streamtube relation (IPG = 1) for $X>X I P G$. Downstream of the saddle point, the streamtube relation is used.

The specific procedure used in enforcing mass conservation is as follows: a value of $d P / d x$ is chosen, and the difference equations are solved for the profiles of $U$ and $\Theta$ at station $K+1$. These profiles are then used in Eq. $(3-26)$ to calculate the pressure at the end of the step:

$$
\begin{equation*}
P N E W=\left(\frac{A}{\sigma_{w}^{2} \int_{0}^{1} \frac{U n d n}{\Theta}}\right)_{k+1} \tag{4-18}
\end{equation*}
$$

where the integration is done by Simpson's rule. This pressure is compared with the value that would be found by extrapolating from the beginning of the step:

$$
\begin{equation*}
P \times T R A P=P_{K}+\frac{d P}{d x} \Delta x \tag{4-19}
\end{equation*}
$$

and the value of $d P / d x$ is adjusted until these two pressures are equal. The adjustment of $d P / d x$ is accomplished by an iteration process: at the beginning of the step, an iteration counter called ITER is set equal to 1 , a first trial value of $d P / d x$, called PGl, is used, and the difference between PNEW and PXTRAP is calculated. A second trial value of $d P / d x$, called PG2 and equal to 1.01 PGl , is then used, with ITER $=2$, and again the difference between the two pressures is calculated. A straight-line extrapolation is then used to determine a next guess at $d P / d x$, called PG, that should make the pressure difference zero:

where PN1 and PN2 are the values of PNEW corresponding to the first and second iterations. A third calculation is then made, with $d P / d x$ equal to $P G$, and ITER = 3 . The results of this third iteration are checked to determine whether the absolute value of PNEW - PXTRAP is less than $10^{-3}$ of the pressure at the beginning of the step. If it is not, the iteration counter is increased by 1 , and a new trial value PG is calculated, using as base points for the straight line the iteration just completed, and the prior iteration that came closest to zeroing the quantity DLP . A maximum of ten iterations is allowed; convergence is usually attained on the third or fourth iteration.

The same procedure is followed when $d P / d x$ is chosen so as to satisfy the streamtube-area relation. On the first two iterations, $d P / d x$ is set equal to PGl and PG2, the right-hand side of Eq. (3-34) is calculated, and called PGNPI :

$$
\begin{equation*}
P G N P I=\text { DPNUM } /(\text { AMM2AV }-0.5) \bar{\sigma}_{w} \tag{4-21}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\sigma}_{w}=\left.\sigma_{w}\right|_{x=x_{k}+\frac{\Delta x}{2}} \tag{4-22}
\end{equation*}
$$

$$
\begin{equation*}
\text { AMM2AV }=\frac{1}{2}\left\{\left(\int_{0}^{1} \frac{x d x}{M^{2}}\right)_{K}+\left(\int_{0}^{1} \frac{x d x}{M^{2}}\right)_{K+1}\right\} \tag{4-23}
\end{equation*}
$$

$$
\begin{equation*}
\text { DPNUM }=A R C H I-\text { SHERI - CONDI - GENRI } \tag{4-24}
\end{equation*}
$$

$$
\begin{equation*}
A R G H I=\left.\gamma\left(P_{k}+\frac{\Delta x}{2} \cdot \frac{d P}{d x}\right) \cdot \frac{d \sigma_{w}}{d x}\right|_{x=x_{k}+\frac{\Delta x}{2}} \tag{4-25}
\end{equation*}
$$

$$
S H E R I=\frac{-2 \gamma}{(\gamma-1) B \bar{\sigma}_{w}} \int_{0}^{1} \frac{\Theta_{k+1} \frac{\partial u}{\partial \eta}+\eta \omega\left(\Theta_{K+1}\right)^{\omega-1} \frac{\partial \theta}{\partial \eta}+\eta\left(\Theta_{K+1}\right)^{\omega} \frac{\partial^{2} \omega}{\partial \eta^{2}}}{\left(\frac{M_{K}+M_{K+1}}{2}\right)^{2}} d \eta
$$

$$
\operatorname{coNDI}=\frac{2 \gamma}{(\gamma-1) B \bar{r}_{w} Q_{h}} \int_{0}^{1} \frac{\frac{u_{k+1}}{\Theta_{k+1}}\left\{\theta_{k+1} \frac{\partial \theta}{\partial \eta}+\eta \omega\left(\theta_{k+1}\right)^{\omega-1} \frac{\partial \theta}{\partial \eta}+\eta\left(\theta_{k+1}\right)^{\nu} \frac{\partial^{2} \theta}{\partial \eta}\right.}{\left(\frac{M_{k}+M_{k+1}}{2}\right)^{2}} d \eta
$$

- GENRE $=\frac{2 \gamma}{(\gamma-1) B \bar{\sigma}_{w}} \int_{0}^{1} \frac{2 \eta u_{K+1}\left(\Theta_{k+1}\right)^{\omega-1}\left(\frac{\partial u}{\partial x}\right)^{2}}{\left(\frac{M_{k}+M_{k+1}}{2}\right)^{2}} d x$

In these formulas, Simpson's rule was used, and derivatives were calculated by the formulas

$$
\begin{aligned}
& \frac{\partial()}{\partial \eta}=\frac{()_{K}^{L+1}-()_{K}^{L-1}+()_{K+1}^{L+1}-()_{K+1}^{L-1}}{4 \Delta \eta} \\
& \left.\frac{\partial^{2}()}{\partial \eta^{2}}=\frac{(4-29)}{2(\Delta x)_{K}^{L+1}-2()_{K}^{L}+()_{K}^{L-1}+()_{K+1}^{L+1}-2()_{K+1}^{L}+()_{K+1}^{L-1}} \underset{(4-30)}{2(\Delta n}\right)
\end{aligned}
$$

The integrands for Simpson's rule were calculated as shown in the above formulas, except for the shear and conduction integral at the wall, where special formulas derived from the differential equations of motion were used, namely:

$$
\begin{aligned}
\left.\frac{\partial}{\partial \eta}\left(\eta \Theta^{\nu} \frac{\partial u}{\partial \eta}\right)\right|_{\eta=1} & = \\
& B\left(\sigma_{w, k+1}\right)^{2}\left\{\frac{r-1}{2 r} \frac{d p}{d x}+\frac{P_{k}+\frac{\Delta x}{2} \frac{d p}{d x}}{\Theta_{k}^{101}} u_{k}^{101} \frac{u_{k+1}^{101}-u_{k}^{101}}{\Delta x}\right\}
\end{aligned}
$$

$$
\left.\frac{\partial}{\partial \eta}\left(\frac{\eta \theta^{\omega}}{R_{2}} \frac{\partial \theta}{\partial \eta}\right)\right|_{n=1}=
$$

$$
\begin{aligned}
& B\left(\sigma_{\omega, k+1}\right)^{2}\left\{-\frac{\gamma-1}{\gamma} u_{k}^{101} \frac{d P}{d x}+\frac{P_{k}+\frac{\Delta x}{2} \frac{d P}{d x}}{\Theta_{k}^{101}} u_{k}^{101} \frac{\Theta_{k+1}^{101}-\Theta_{K}^{101}}{\Delta x}\right\} \\
& -2\left(\Theta_{k}^{101}\right)^{\omega}\left\{\frac{u_{k}^{101}-U_{K}^{100}+u_{k+1}^{101}-u_{k+1}^{100}}{2 \Delta \eta}\right\}^{2}
\end{aligned}
$$

It is clear that the averaging done in the above formulas could have been carried out in many other ways. No attempt has been made to determine the optimum choices.

After PGNPI has been determined, the difference between PGNPI and the value of $d P / d x$ used in calculating it is found, and the results of the first two calculations are used as the basis for a straight-line estimate for the next iteration:


$$
\begin{equation*}
P G=\frac{P G 1 \cdot D P G Z-P G Z \cdot D P G I}{D P G Z-D P G 1} \tag{4-31}
\end{equation*}
$$

The solution for this third iteration is checked to determine whether DPG is less than $10^{-3}$ times the value of $d P / d x$ at the previous step. If it is not, the iteration counter is increased by one, the formula above is used to calculate a new trial value of PG , using as base points the trial just completed and the prior iteration with the least absolute value of DPG . A maximum of ten iterations is allowed.

In general, the values of $d P / d x$ that zero the quantities DLP and DPG are different. When using either of the formulas, the mismatch in the other quantity ( $D L P / P_{K}$ or $D P G /(d P / d x)_{K}$ ) is typically the order of one percent, for values of $\Delta x=0.1$.

## $\underline{\text { Radial Velocity Calculation }}$

During each iteration, with either of the pressure-gradient algorithms, the radial velocity is calculated by the finite-difference approximation of Eq. (3-25):

$$
\begin{align*}
& \frac{\eta w_{k+1}^{L}}{\sigma_{w, k+1} \Theta_{k+1}^{L}\left(\int_{0}^{\eta} \frac{u_{\eta} d n}{\Theta}\right)_{K+1}}=  \tag{4-32}\\
& =\frac{1}{\Delta x} \ln \frac{\left(P \sigma_{w}^{2} \int_{0}^{\eta} \frac{u_{n} d \eta}{\Theta}\right)_{K}}{\left(P \sigma_{w}^{2} \int_{0}^{\eta} \frac{U_{\eta} d n}{\Theta}\right)_{K+1}}
\end{align*}
$$

The actual values of $W$ used in advancing the solution from one step to the next were taken as the average of these values and those of the previous station:

$$
\begin{equation*}
w(L)=\frac{1}{2}\left(w_{k}^{L}+w_{k+1}^{L}\right) \tag{4-33}
\end{equation*}
$$

Until the iteration on $d P / d x$ is completed, these values are temporarily stored in the El2 array. This averaging was done in an effort to be consistent with the Crank-Nicholson averaging used in finding $U$; an earlier version of the computer program which did not use this averaging for $W$ sometimes developed divergent oscillations in $d P / d x$ for mass flows near the critical value.

At the beginning of the iterations at each step, the initial guess (PG1) used for $d P / d x$ was taken as the previous value of $d P / d x$, multiplied by the ratio of the two previous values:

$$
\text { PGI }=\text { DPLAST P PGRT }
$$

$$
\begin{equation*}
\left.D P L A S T=\frac{d P}{d x}\right)_{x_{k-1}<x<x_{k}} \quad, P G R T=\frac{\left(\frac{d P}{d x}\right)_{x_{k-1}<x<x_{k}}}{\left(\frac{d P}{d x}\right)_{x_{k-2}}<x<x_{k-1}} \tag{4-34}
\end{equation*}
$$

The pressure-gradient ratio $P G R T$ is set equal to $l$ at the initial station.

## Determination of the Mass Flow

Once conditions at the initial station are provided, the procedure described above can be used to find the solution for a given mass flow, given Reynolds number, given nozzle geometry and wall-temperature distribution, and given gas properties. As the solution proceeds toward the throat, $d P / d x$ becomes more and more negative; usually it reaches a minimum value very near to the throat, and subsequently increases (i.e., becomes less negative) downstream of the throat. Following this, either of two types of behavior is usually observed: in the first, $d P / d x$ continues to increase, and eventually passes through zero, denoting a minimum in the
pressure. This corresponds to a change of sign of the numerator of Eq. (3-34), and indicates that the mass flow being used is less than critical i. e., it is associated with a generally subsonic flow.

In the second type of solution, which occurs at higher mass flows, $d P / d x$ begins to become more and negative, until a station is reached at which there is no solution that will match PNEW and PXTRAP or the left and right sides of Eq. (3-34). This condition corresponds to a change of sign of the denominator of Eq. (3-34), and indicates that the flow has choked - i. e., the negative pressure gradient required for the specified mass flow is essentially infinite.

In general, it would be expected that some intermediate mass flow could be found, for which the numerator and denominator change sign at the same point. Of course, it is extremely unlikely that the numerical solution would pass smoothly through this saddle point, and it is necessary to force the solution through, once the mass flow has been found to a suitable accuracy. The means of carrying the solution through the saddle point is described later; for the moment, it remains to describe the logic used in determining the critical mass flow.

For this purpose, an iteration on the value of $A$ is performed; an upper and lower bound for the mass flow (called $A I$ and $A O$ respectively) are specified as input data, and the first solution is calculated for a value of $A$ halfway between these bounds. When this solution displays one of the two types of behavior described above - i. e., when its mass flow has been identified as either subcritical or supercritical, then its value of $A$ is used as a new lower or upper bound, and a new solution is calculated for a value of $A$ halfway between the (updated) lower and upper bound. This iteration process is continued until the difference between the lower and upper bounds is less than an input value called ATEST. When this condition is met, the indicator IGOTA is set equal to 1 , and a final solution pass is calculated.

The symptoms that are used to detect whether a given mass flow is subcritical or supercritical are as follows: The mass flow is declared to
be subcritical if $d P / d x$ becomes positive, and supercritical if any of these four conditions occur

1. more than ten iterations are used in finding $d P / d x$
2. the integral $\int_{0}^{1} \frac{\eta d \eta}{M^{2}}$ falls below 0.5
3. if $d P / d x$, having passed its first minimum near the throat, turns more negative for 3 consecutive steps
4. if $P$ falls below 0.1 upstream of the minimum in $d P / d x$

The third and fourth of these conditions involve the indicator IXSTAR ; which is equal to 1 upstream of the minimum in $d P / d x$, and is set equal to 2 downstream of this minimum. The test to determine whether IXSTAR should be changed from 1 to 2 is not applied until after 5 steps have been taken, since occasionally some slight oscillations in $. d P / d x$ occur near the initial station.

In cases where ten iterations on $d P / d x$ are exceeded, it usually happens that the curve of DLP versus $\mathcal{L P} / d x$ has no zero:


In such cases, the trial values assigned by Eq. (4-20) for some of the iterations may become large positive numbers, as indicated in the sketch above. But large positive values of $d P / d x$ can produce reverse flow near the wall, which cannot be allowed, by the parabolic nature of the slenderchannel equations. To avoid this possibility, the pressure gradient is restricted to values less than +1 . If any of the trial values exceed this limit, they are reduced by a factor $10^{-3}$, and are simply allowed to count as another iteration.

## Passage through the Saddle Point

The procedures described above are used repetitively, until the mass-flow parameter $A$ has been determined to within the preassigned accuracy ATEST. The indicator IGOTA is then set equal to 1 , and a final pass is made. This integration is interrupted slightly upstream of the saddle point, and the pressure-gradient distribution is then chosen so as to force the solution to lie along a straight line through the saddle point, in the plane of the numerator and denominator of Eq. (3-34). As soon as this fitted portion of the solution passes through the saddle point, the iterative solution for $d P / d x$ (satisfying the streamtube relation) is resumed.

The point at which the solution is interrupted is determined in the following way: if the solutions for various mass flows are plotted in the plane of DPNUM vs AMM2 (except for a factor $\bar{\sigma}_{w}$, this is essentially the plane of the numerator and denominator of the streamtube relation, and is referred to hereafter as 'the saddle-point plane'), their behavior is DPNUM


The solution for the final value of $A$ will be one or the other of these two types. If it is supercritical, it should be interrupted at or near the point where supercritical behavior was detected on the previous pass that set the upper bound Al. This is accomplished by the quantity XCUT. Whenever supercritical behavior is found, XCUT is set equal to the value of $X$ one step upstream. On the final solution, the straight-line passage through the saddle point is initiated as soon as $X$ passes XCUT.

If the final solution is of the subcritical type, it should be interrupted when the quantity AMM2 reaches its minimum. It bas been observed on runs with wall cooling (in particular, case 12 of Section 6) that local minima can occur far upstream of the saddle point. To discriminate against this possibility, the program as presently written will interpret a minimum in AMM2 as indicative of nearness to the saddle point only if it occurs for $x>-0.5$.

When either of these conditions is met, the indicator IPG is set equal to 2, and a straight line is fitted between the point just calculated (AMM21, DPNMI) and the saddle point ( $0.5,0$ )


At a given value of $X$, it is true to a good approximation that DPNUM and AMM2 are linear functions of the trial values of $d P / d x$, and hence of each other. If point $A$ locates the coordinates of the first iteration (DPDX $=$ PGI) and point $B$ the second (DPDX $=P G 2$ ), then a straight line connecting these points is

$$
\begin{equation*}
\frac{\text { DPNUM - DPNUMA }}{\text { DPNUMB - DPNUMA }}=\frac{A M M Z-A M M Z A}{A M M Z B-A M M Z A} \tag{4-36}
\end{equation*}
$$

The intersection of this line with the straight line through the saddle point occurs at point $C$, where the value of $A M M 2$ is

AMM2C=

$$
D P N M 1-D P N U M A+\frac{\text { DPNMI AMM } 21}{0.5-A M M 21}+\frac{(D P N U M B-D P N U M A) \cdot A M M 2 A}{A M M 2 B-A M M 2 A}(4-37)
$$

$=$

$$
\frac{\text { DPNUMB - DPNUMA }}{A M M Z B-A M M Z A}+\frac{D P N M 1}{0.5-A M M Z 1}
$$

To the extent that these quantities are linear with $d P / d x$, the value of $d P / d x \quad$ associated with point $c$ would be

$$
\begin{equation*}
D P D X C=\frac{P G 1 \cdot(A M M Z B-A M M 2 C)+P G 2 \cdot(A M M Z C-A M M Z A)}{A M M Z B-A M M Z A} \tag{4-38}
\end{equation*}
$$

This value is used for the third iteration, and it has been found that the resulting solution lies sufficiently close to the straight line through the saddle point that no further iterations are necessary.

This three-step placement of the solution is continued until it passes through the saddle point, after which an iterative solution of the streamtube relation is resumed. This could be accomplished by setting IPG equal to 3; however, it has been found that the rate of convergence of the iterations at this first station downstream of the saddle point is improved if the following procedure is followed: the indicator ISW is set equal to 2 , and the first two iterations (points $A$ and $B$ ) are calculated. Then IPG is set equal to 3, and the value of $d P / d x$ to be used on the third iteration is found by solving the quadratic equation that follows from the (roughly) linear dependence of $A M M 2$ and DPNUM on $d P / d x-i . e$. , since

$$
\begin{equation*}
D P N U M=B R_{11} \cdot D P D X+B R_{12} \tag{4-39}
\end{equation*}
$$

and

$$
A M M 2=B R 21 \cdot D P D X+B R 22
$$

where

$$
B R\left\|=\frac{D P N U M B-D P N U M A}{P G Z-P G 1}, B R\right\|=-B R \| \cdot P G 1+D P N U M A
$$

$$
\begin{equation*}
B R 21=\frac{A M M Z B-A M M Z A}{P G Z-P G 1}, B R 2 Z=-B R 21 \cdot P G 1+A M M Z A \tag{4-40}
\end{equation*}
$$

it follows that the streamtube relation can be approximated by

$$
\frac{d P}{d x}=\frac{B R 11 \cdot \frac{d P}{d x}+B R 12}{\bar{\sigma}_{w}\left[\frac{A M 2 L S T}{2}+\frac{B R 21}{2} \frac{d P}{d x}+\frac{B R 22}{2}-\frac{1}{2}\right]}
$$

The solution of this equation is

$$
\begin{equation*}
\frac{d P}{d x}=\frac{-B R B-\sqrt{(B R B)^{2}+8 \cdot B R 21 \cdot B R 12 \cdot \bar{\sigma}_{w}}}{2 \bar{\sigma}_{w} \cdot B R 21} \tag{4-41}
\end{equation*}
$$

where

$$
\begin{equation*}
B R B=\bar{\sigma}_{W}(A M Z \angle S T+B R 22-1)-2 B R 11 \tag{4-42}
\end{equation*}
$$

This quadratic solution could in fact be used throughout the program, in place of the straight-line extrapolation presently incorporated. It is not clear how much of a saving in time could be achieved by doing so; however, at the first station downstream of the saddle point, there are instances where ten iterations would not be enough for convergence of the solution if the more nearly correct location of the solution were not determined by the quadratic formula very early in the iterations.

Once the solution has converged downstream of the saddle point, the integration continues until the maximum $\quad X$-location (XMAX) is passed.

## 5. INITIAL CONDITIONS

In order to start the calculation method described in the previous section, it is necessary to specify a value of $P$, and profiles of $U$ and $\Theta$, at some initial station. In applications of thin-boundary-layer theory to the present problem, this initial station is usually taken at the geometric throat of the nozzle; there the boundary layer is assumed to have zero thickness, and the pressure, velocity, and enthalpy are assumed equal to the values they would have in an isentropic, inviscid, one-dimensional channel flow.

In the present study, where results are sought at very low Reynolds numbers, this approximation is not acceptable; instead, the solution must be started far upstream of the throat. Asymptotic solutions of the slenderchannel equations for slow flow in a converging cone were derived for this purpose. Analogous solutions of the Navier-Stokes equations for incompressible flow have been presented by Ackerberg. 100

The initial solution was derived by expanding all of the dependent variables in inverse powers of the nozzle radius:

$$
\begin{array}{ll}
P=1+\sum_{N=3} \frac{\pi_{N}}{\sigma_{W}^{N}} & , \Theta=1+\sum_{N=4} \frac{T_{N}(\eta)}{\sigma_{W}^{N}} \\
T=\sum_{N=2} \frac{U_{N}(\eta)}{\nabla_{W}^{N}} & , W=\sum_{N=3} \frac{W_{N}(\eta)}{\sigma_{N}^{N}}
\end{array}
$$

The expansion for $\mathcal{U}$ begins with $N=2$, since any contributions from lower values of $N$ would not satisfy mass conservation (see Eq. (3-26)). If this term is then substituted into the continuity and momentum equations, it is found that the first nonzero coefficients in the expansions of $P$ and $W$ are $\pi_{3}$ and $W_{3}(\eta)$. The fact that $W_{2}(\eta)=0$ implies that the flow resembles a conical sink flow in the leading approximation:

$$
\frac{V_{2}(\eta)}{u_{2}(x)}=\eta \frac{d \sigma_{w}}{d x}+O\left(\sigma_{w}^{-3}\right)
$$

Finally, substitution of these expressions into the energy equation reveals that $T_{4}(\eta)$ is the first nonzero coefficient in the enthalpy expansion.

When the boundary conditions are expanded in powers of $\sigma_{w}{ }^{-1}$, the first few velocity terms are found to satisfy:

$$
U_{2}(1)=0, \quad U_{N+1}(1)=-K_{U} U_{N}^{\prime}(1), N=2,3,4
$$

where

$$
\begin{equation*}
K_{u}=\sqrt{\frac{2 \gamma}{\gamma-1} \cdot \frac{\pi}{2}} \frac{2-\alpha_{u}}{\alpha_{u}} \frac{\cos \theta_{w}}{B} \tag{5-2}
\end{equation*}
$$

The first term in the expansion of the enthalpy profile must satisfy either $T_{4}(1)=0$ if heat transfer is allowed, or $T_{4}^{\prime}(1)=0$ if there is no heat transfer.

The ordinary differential equations for $U_{N}(\eta)$ and $T_{N}(\eta)$ can be integrated explicitly.* The resulting expressions contain as parameters the coefficients $\pi_{N}$; these latter quantities are found in terms of the given mass flow from the expansion of Eq. (3-26), i. e.:

$$
\begin{align*}
& A\left(1-\frac{\pi_{3}}{\sigma_{w}^{3}}+\cdots\right)=  \tag{5-3}\\
&=\sigma_{w}^{2} \cdot \int_{0}^{1}\left(\frac{u_{2}}{\sigma_{w}^{2}}+\frac{u_{3}}{\sigma_{w}^{3}}+\cdots\right) \eta d \eta
\end{align*}
$$

[^3]or
\[

$$
\begin{array}{ll}
\int_{0}^{1} u_{2} \eta d \eta=A & , \int_{0}^{1} u_{3} \eta d \eta=0 \\
\int_{0}^{1} u_{4} \eta d \eta=0 & , \int_{0}^{1} u_{5} \eta d \eta=-A \pi_{3}
\end{array}
$$
\]

The results for the first few terms are

$$
\begin{gather*}
U_{2}(\eta)=4 A\left(1-\eta^{2}\right) \\
U_{3}(\eta)=A^{2} B \tan \theta_{w}\left[4\left(\eta^{4}-\eta^{2}\right)+\frac{8}{9}\left(1-\eta^{6}\right)\right] \\
+8 A K_{u}\left(2 \eta^{2}-1\right) \\
W_{3}(\eta)=  \tag{5-4}\\
A^{2} B \tan ^{2} \theta_{w}\left[\frac{4}{9} \eta-\eta^{3}+\frac{2}{3} \eta^{5}-\frac{\eta^{7}}{9}\right] \\
\\
+4 A \tan \theta_{w} K_{u}\left(\eta^{3}-\eta\right) \\
T_{4}(\eta)=-16 A^{2} R\left(1-\eta^{2}\right)^{2} \\
\\
\pi_{3}=\frac{32 \gamma}{3(\gamma-1)} \cdot \frac{A}{B \tan \theta_{w}} \\
\pi_{4}=
\end{gather*}
$$

Further terms are given in Appendix D. The above result for $T_{4}(\eta)$ is valid for either thermal condition of the wall.

## Simplified Initial Conditions

It is desirable to specify the initial conditions to a level of accuracy that is commensurate with the accuracy of the finite-difference scheme. From an inspection of Eq. (5-3), the indication is that mass conservation requires the $\mathbb{U}$-profile to be specified through order $\sigma_{w}^{-5}$ and the pressure through order $\sigma_{w}{ }^{-3}$. When this was done in an early version of the computer program, however, it was found that the higher-order contributions were masked by the truncation error in the finite-difference results - i. e., if $d P / d x$ is specified through order $\sigma_{w}{ }^{-3}$, a Simpson's-rule integration of the resulting $U$-profile at $x+\Delta x$ is in general different from the right side of Eq. (5-3) by an amount of order greater than $\sigma_{w}^{-5}$. For this reason, the iterative method of finding $d P / d x$, described in Section 4, was chosen. This has the effect of doing numerically to $d P / d x$ what the series coefficients $\pi_{N}$ would do analytically. In this method, the series solution is used only to give the starting profiles, and an initial guess at $d P / d x$.

To be consistent with this procedure, the starting conditions were simplified to

$$
\begin{gather*}
u=\frac{\tau_{2}(n)}{\sigma_{w}^{2}}+\frac{U_{3}(1)}{\sigma_{w}^{3}}=\frac{4 A\left(1-\eta^{2}\right)}{\sigma_{w}^{2}}+\frac{8 A K_{u}}{\sigma_{w}^{3}} \\
\Theta=1+\frac{T_{4}(n)}{\sigma_{w}^{4}}, P=\frac{1}{1-\frac{\pi_{3}}{\sigma_{w}^{3}}}  \tag{5-5}\\
\frac{d P}{d x}=-\frac{3 \pi_{3} \sigma_{w}^{\prime}}{\sigma_{w}^{4}}
\end{gather*}
$$

This approximate velocity profile fails to conserve mass at the initial station; the error introduced is typically less than one percent.

For all of the solutions presented in this paper, the initial station was chosen as $X_{0}=-5$.

## 6. RESULTS

In the subsections that follow, the nozzle geometry used is described first; following this, the general features of the flow fields found by changing various parameters are described. Results that relate specifically to performance characteristics (mass flow, thrust, specific impulse) are deferred to the end of this section.

## Geometry

The particular geometrical configuration used in the present study consisted of a convergent cone and a divergent cone, connected by a constant radius-of-curvature-section:


The coordinates are given by

$$
\begin{aligned}
& x \leqslant R_{1} \sin \theta_{1}: \\
& \sigma_{w}=x \tan \theta_{1}+1+R_{1}\left(1-\cos \theta_{1}-\sin \theta_{1} \tan \theta_{1}\right) \\
& \sigma_{w}^{\prime}=\tan \theta_{1}
\end{aligned}
$$

$$
\begin{align*}
& R_{1} \sin \theta_{1} \leqslant x \leqslant R_{1} \sin \theta_{2}: \\
& \sigma_{w}=1+R_{1}-\sqrt{R_{1}^{2}-x^{2}} \\
& \sigma_{w}^{\prime}=x / \sqrt{R_{1}^{2}-x^{2}}  \tag{6-1}\\
& x \geqslant R_{1} \sin \theta_{2}: \\
& \sigma_{w}=x \tan \theta_{2}+1+R_{1}\left(1-\cos \theta_{2}-\sin \theta_{2} \tan \theta_{2}\right) \\
& \sigma_{w}^{\prime}=\tan \theta_{2}
\end{align*}
$$

where

$$
R_{1} \equiv r_{1} / r_{*}
$$

This geometry is built into the program as a subroutine. Other geometrical configurations could be studied without difficulty.

## Cases Studied

The computer program described earlier has been used to investigate the effects of varying some of the parameters of the problem. Table 1 lists the values used for the various parameters. For all cases, the values $\gamma=1.4, P_{\Omega}=0.75, \omega=0.9, \alpha_{u}=\alpha_{T}=1.0$ were used. In general, a step size of $\Delta X=0.1$ was used; however, for runs with the sharp throat $\left(R_{1}=0.5\right)$, it was reduced to $\Delta x=0.01$ in the region $-0.3 \leqslant x \leqslant+0.3$. The calculations were performed on an IBM 360, Model 65, in double precision. The program listed below is written in single precision, and check runs have shown that the results are essentially unchanged. A typical case, where the mass flow is unknown to plus or minus

20 percent (i.e., $\Delta A$ originally is the order of 0.04 ) takes between 5 and 10 minutes, depending on the step size and the amount of output desired.

## Comparison with Experiment

Case 1 provides a direct comparison with the experimental data reported by Yevseyev, ${ }^{68}$ who carried out a very detailed probing of the lowdensity flow in a conical nozzle. Results for the centerline Mach number (taken from Yevseyev's Fig. 8) are presented in Fig. 1; the present calculation is 6 percent high at $X=6$, and about 3 percent low at $X=15$. A more stringent test of the calculational method is shown in Fig. 2 where the measured and calculated velocity profiles at $X=11.1$ (see Yevseyev's Fig. 7) show excellent agreement.

It should be emphasized that the calculations shown contain no approximations beyond those implicit in the use of the slender-channel equations; they constitute the solution of the direct problem, for a specified nozzle geometry and a specified set of reservoir conditions. No attempt has been made to improve the agreement by varying the gas-property parameters. Effects of Upstream Geometry

Cases 2 and 3 are identical except for the value of the inlet angle; the results of these two runs are indistinguishable for $x \geqslant 0$, and were taken as evidence that the upstream geometry has little effect on the flow. Obviously, much more evidence is needed before the quantitative limitations of this statement are clear, but it was felt that exploration of this effect could be deferred until after the variation of other parameters had been studied; all of the other cases described here used $\theta_{1}=-20^{\circ}$.

## Effect of Reynolds Number

Cases 2, 4, and 5 show the effect of the Reynolds number. Before discussing this effect specifically, it is well to examine how the iteration process led to determination of the eigensolution. For case 2, Fig. 3 shows the variation of $P$ with $X$ at various values of the mass flow; these exhibit the two types of behavior described earlier. This behavior is shown more clearly in Fig. 4, which is the saddle-point plane. After the iterations
shown had been completed, the value $A=0.121$ was selected as the eigenvalue of $A$, and this solution was interrupted at $X=0$; it was then placed on a straight line through the saddle point, as shown in Fig. 4. The result of this fitting is shown in the $P, x$ plane in Fig. 3. Note that the saddle point is crossed about one radius downstream of the throat; thereafter, the iterative method of finding $d P / d x$ is resumed, and continues to run stably.

An isometric view of the velocity and enthalpy profiles at various positions along the nozzle is shown in Fig. 5.

Lowering the Reynolds number $B$ to 800 has the effect of moving the saddle point slightly farther downstream (case 4), and a further reduction to $B=400$ moves it out beyond twenty radii (case 5). For this case, the solution in the plane of Fig. 4 moves along the straight-line segment toward the saddle point, but never reaches it.

## Effect of Exit-Cone Angle

Cases $4,6,7,8$, and 9 show the effect of changing the angle $\theta_{2}$, at a constant Reynolds number $B=800$. Reducing this angle inhibits the expansion to supersonic conditions, and so has the same effect as lowering $B$. As $\theta_{2}$ becomes smaller, the saddle point moves farther down the nozzle, passing beyond twenty radii for $\theta_{2} \leqslant 18^{\circ}$. There is obviously a range of expansion angles and Reynolds numbers for which there is no unique supersonic solution of the problem determined by passage through the singular point.

## Extended Study of the Nonsingular-Solution Region

The conditions of case 10 lie well within the region where there is no saddle point. A large number of computer runs was made for this case, and the resulting pressure distributions along the nozzle are shown in Fig. 6. At the lowest value of the mass flow $(A=0.04), d P / d x$ is negative out to forty radii; at somewhat higher mass flows, the pressure reaches a minimum, and then rises slightly as the flow continues to decelerate. Ultimately a pressure maximum is reached, and the final state of the flow
is a Poiseuille velocity profile, with the static enthalpy uniformly equal to its wall value.

For sufficiently high mass flows, a choking condition is encountered; however, in contrast to the higher Reynolds number, higher $\theta_{2}$ cases, the locus of zero pressure gradients does not intersect with the locus of infinite pressure gradients. The solution for $A=0.08764252$ extends all the way to forty radii with $d P / d x$ negative. Figure 6 shows this solution passing between the loci of the zero- and infinite-slope points.

For values of $A$ greater than about 0.086 , these solutions exhibit a zone of supersonic flow near the axis, and slightly downstream of the throat. Contours of constant Mach number are shown in Fig. 7 for the case $A=0.08764252$. A smooth transition from supersonic back to subsonic conditions is predicted. This type of transition is possible within the framework of the slender-channel equations, where the axial gradients in the stress tensor (which could give rise to a shock-wave type of transition) have been neglected in comparison with transverse shear stresses. The Mach number distribution along these streamlines is analogous to that of a streamline entering the boundary layer on a flat plate in a supersonic flow; the Mach number decays below one as the streamline is carried deeper into the slower part of the boundary layer.

Figure 7 also shows the locus where the axial velocity reaches 99 percent of its centerline value. This locus shows how the boundary layer essentially closes on this flow. In all of these flows, the decreasing pres sure generates two opposing effects: the first, appearing in the inviscid terms of the streamtube relation, is to accelerate the flow to a supersonic state. The opposing effect, appearing in the viscous terms, is to thicken the boundary layer. The conditions of case 10 lie in a region where the latter effect dominates the former; no acceleration to a permanent super sonic state is possible within the framework of the slender-channnel equations, and the flow undergoes a transition back to subsonic conditions.

Whether a smooth transition of this type is realized experimentally is, to the author's knowledge, an open question. Measurements aimed at
resolving this problem are needed; in addition, further analysis in which the longitudinal stress contributions are retained would be very useful.

The precise boundary above which a unique supersonic solution can be found has not yet been adequately determined; the present results auggest that this will be the state of the flow if $B$ is greater than 800 and $\theta_{2}$ is greater than about $20^{\circ}$. This value of $B$ corresponds to a throat Reynolds number around 300; using Sutherland and Mas' rule of thumb (see Ref. 1, p. 1160), this corresponds to a thrust level in the vicinity of $10^{-4} \mathrm{lbf}$ for a typical nozzle size.

It is interesting to note that the range of $B$ below which no supersonic solution was found corresponds roughly with Smetana's estimate ${ }^{20}$ of the Reynolds number at which the boundary layer fills the throat. Assuming that the displacement thickness is 0.27 times the velocity boundarylayer thickness when this occurs, Smetana derives the following formula for the Reynolds number at which the boundary layer closes

$$
\frac{\rho_{*} u_{*} \cdot 2 r_{*}}{\mu_{0}}=\left(B_{s M} \frac{0.65}{0.35}\right)^{2}
$$

For the constant $B_{S M}$, he recommends a value on the order of 4. In the present notation, his result is

$$
\frac{\rho_{0} \sqrt{2 H_{0}} r_{*}}{\mu_{0}}=\frac{\rho_{0}}{\rho_{*}} \cdot \frac{\sqrt{2 H_{0}}}{u_{*}} \cdot \frac{1}{2}\left(B_{S M} \frac{0.65}{0.35}\right)^{2}
$$

Approximating the density and velocity ratios by their isentropic -flow values for $\gamma=1.4$, this becomes

$$
\frac{\rho_{0} \sqrt{2 H_{0}} r_{*}}{\mu_{0}}=\frac{1}{0.634} \cdot \frac{1}{0.408} \cdot \frac{1}{2}\left(B_{\sin } \frac{0.65}{0.35}\right)^{2}=6.67 B_{s M}^{2}
$$

Smetana's value of $B_{S M}=4$ corresponds to $B \approx 110$, while a value $B_{S M} \approx 9$ would recover the present result $B \approx 600$. A larger value of $B_{S M}$ is probably more correct for the present configuration, which has a longer entrance than the one used in Smetana's analysis.

Even if these predictions of an imbedded supersonic zone are accepted as having physical significance, there still remains a problem of predicting nozzle performance when the pressure imposed at the exit plane is extremely low. Figure 8 shows the slender-channel prediction of mass flow as a function of exit-plane pressure, if the nozzle is cut off at $x=40$. The point to be noted is that no solutions were found for which $p_{e} / p_{0}$ was less than around 0.09. It seems probable that for values of $A$ between 0.08764252 and 0.08764343 , solutions could be found in which choking occurs arbitrarily far downstream. However, it may be that some mechanisms which are not included in the slender-channel equations must be invoked in order to predict how the flow adjusts to the exit conditions encountered in the space environment.

## Effect of Exit-Plane Pre'ssure

The fact that large subsonic regions are predicted suggests that a strong upstream influence of the exit-plane conditions may exist under certain conditions. In an earlier publication of the present results, ${ }^{101}$ the speculation was advanced that this mechanism might explain the anomalous effect of the exit-plane pressure reported by several authors. Further evidence has since suggested that this mechanism does not explain the observations when the flow has a supersonic core; whether it plays a role at the lower Reynolds numbers, where the slender-channel equations have no solutions with a supersonic core, remains to be determined.

The principal item of new evidence is the observation, by the group at AVCO, * that experimental arrangements in the test cell can affect the measured thrust if the cell pressure is greater than $10^{-4}$ torr. Values in

[^4]this range have previously been recommended as the maximum desirable cell pressure in all three of the references cited above; the more recent AVCO observations appear to be the first in which it is clearly shown that different arrangements of the same equipment will indicate different thrust levels at cell pressures in excess of $10^{-4}$ torr.

A second item of new evidence is that calculations made with the present computer program for one of the experiments reported in Ref. 102 show good agreement with the measured performance at low cell pressure. The calculations were done for the parameter values listed in Table las case 13, and were intended to duplicate the conditions of Fig. 9 of Ref. 102. The mass-flow result $A=0.118$ corresponds to $1.577 \times 10^{-5} \mathrm{lbm} / \mathrm{sec}$. The thrust coefficient (with no correction due to ambient pressure) was calculated as 1.437 at $X=11.0\left(A / A_{*}=34.10\right)$. This corresponds to a thrust level of $11.12 \times 10^{-3} \mathrm{lbf}$, and a specific impulse of 705 sec . The latter result agrees quite well with the line marked "theoretical performance" in Fig. 9 of Ref. 102. Apparently, this performance prediction is based on experimental data, and includes the effect of viscosity.

## Effects of Heat Transfer and Variable Wall Temperature

Operation of a rocket device at low density implies that the thermal condition of the wall can exert a strong influence. Two cases were run in order to explore the effect of heat transfer on the flow. In the first of these (case ll) the wall temperature was equal to the reservoir temperature all along the nozzle. In the second (case l2), the wall temperature was dropped from $T_{0}$ to $T_{0} / 5$ between -4 and -2 radii, and was held con stant thereafter:

$$
\begin{array}{rlrl}
\Theta_{w} & =1.0 & ,-5 \leqslant x \leqslant-4 \\
& =0.6+0.4 \cos \left[(x+4) \frac{\pi}{2}\right] & ,-4 \leqslant x \leqslant-2 \\
& =0.2 & & , x \geqslant-2
\end{array}
$$

This latter case was an attempt to simulate the thermal environment that might be encountered when gas flows out of a hot reservoir and into a relatively cold channel. Cases 11 and 12 were the same as case 2 in all other respects.

The wall-temperature and heat-transfer distributions, and the variations of the total-enthalpy flux (which are related by Eq. (3-31)) are shown in Fig. 9, and typical profiles are given in Fig. 10. Profiles for the hot-wall case are practically identical to those of the adiabatic-wall case, but the cold-wall case shows marked differences. In particular, in the cold-wall case, about 20 percent of the enthalpy flux is lost in heat transfer to the wall. Also, the discharge coefficient is greater than one--the nozzle can pass more mass flow than an isentropic, one-dimensional nozzle would, due to the elevated density level near the walls. The enthalpy profile in Fig. 10d has a slight bulge near the wall, typically of what happens in high Mach number flows due to viscous heating.

The computer program described in Appendix A permits a more general wall-temperature variation of this type, where the end-points of the cosine variation and the lower temperature level can be specified as inputs:

$$
\begin{align*}
\Theta_{w} & =1, x \leqslant x T w 1 \\
& =\frac{1+T w 2}{2}+\frac{1-T w 2}{2} \cos \left(\pi \cdot \frac{x-x T w 1}{x T w 2-x T w 1}\right), x T w 1 \leqslant x \leqslant x T w 2 \\
& =T w 2, \quad x \geqslant x T w 2 \tag{6-2}
\end{align*}
$$

A noticeable thinning of the boundary layer is apparent with the cold wall. Figure 11 shows the variation of the displacement thickness with distance along the nozzle, compared to the constant-wall-temperature case. The displacement thickness used here is defined by

$$
\int_{0}^{R} p u r d r=\rho_{k} u_{\&} \int_{0}^{R-\delta_{1}} r d r
$$

or

$$
\begin{equation*}
\frac{\delta_{1}}{r_{*}}=\sigma_{w}\left[1-\sqrt{2 \int_{0}^{1} \frac{D U}{(D U)_{k}} \eta d \eta}\right] \tag{6-3}
\end{equation*}
$$

Conditions on the axis can be calculated with an error of a few percent, by using the isentropic, one-dimensional flow results at an effective area ratio found by subtracting the displacement thickness:

$$
\begin{equation*}
\frac{A_{E F F}}{A_{*}}=\left(\sigma_{w}-\frac{\delta_{1}}{r_{*}}\right)^{2} \tag{6-4}
\end{equation*}
$$

Thus the present results provide a corroboration, without a priori assumptions, that the displacement thickness is indeed the correct scale to use in making boundary-layer corrections to the core flow.

## Performance Characteristics

The thrust coefficients obtained from these calculations are shown in Fig. 12, as a function of geometric area ratio. (No correction has been made for any effects that might accompany the transition from conditions at the given area ratio to zero-pressure ambient conditions.) For comparison, the ideal value at the same area ratio is shown. These were calculated without any correction for divergence loss (see, for example, Ref. 103, p. 446):

$$
\begin{equation*}
\bar{F}=\left\{\frac{2 \gamma^{2}}{\gamma-1}\left(\frac{2}{\gamma+1}\right)^{\frac{\gamma+1}{\gamma-1}}(1-P)^{\frac{\gamma-1}{\gamma}}\right\}^{1 / 2}+P \sigma_{w}^{2} \tag{6-5}
\end{equation*}
$$

The effect of increasing Reynolds number is to increase the thrust coefficient, as might be expected (cases 2 and 4). Increasing $\boldsymbol{\theta}_{2}$ produced a slight increase in $F$ (cases 4,6 , and 7 ), indicating that thrust losses due to divergence were not yet dominant in the range shown here. Decreas ing the longitudinal radius of curvature of the throat (cases 1 and 2) and cooling the wall (cases 12,1 and 2 ) both increased the thrust markedly.

One interesting feature of the sharp-throat results is the rapid rise toward the maximum. For these configurations, the nozzle can be cut off at 5 radii with less than a five percent loss in thrust. These results illustrate the importance, in these calculations, of establishing the correct initial state of the flow at the throat.

In Fig. 12, the higher thrust coefficients are obtained at the expense of higher mass flows. The quantity $\bar{F} / A$ is shown in Fig. 13. This quantity is proportional to the specific impulse:

$$
\frac{F}{\dot{m}}=\frac{\gamma-1}{4 \gamma} \sqrt{2 H_{0}} \frac{F}{A}
$$

If $F / \dot{m}$ is expressed in $1 \mathrm{bf} / \mathrm{lbm} / \mathrm{sec}$, and $\sqrt{2 H_{0}}$ in $\mathrm{ft} / \mathrm{sec}$, this becomes (for $\gamma=1.4$ ):

$$
\frac{F}{\dot{m}}[\text { SECONDS }]=0.0222 \frac{F}{A} \cdot \sqrt{2 H_{0}}[F T / S E C]
$$

The results in Fig. 13 indicate that the specific impulse is a relatively weak function of Reynolds number and nozzle geometry, for the range investigated here. The strongest influence was that associated with strong cooling of the nozzle walls.

One indication for design practice is that performance is increased by using a sharp throat, and by cutting the nozzle off at a rather modest exit-area ratio. This indication must be used with some caution, however, until more extensive calculations and further comparisons with experiment are made.

## 7. CONCLUDING REMARKS

The net result of the studies reported here is a computational method for finding a solution of the direct problem of low-density flow from given reservoir conditions through a nozzle of given shape. Results found by this method show good agreement with experiment. The equations used become identical with the thin-boundary-layer approximation at high Reynolds number, and can be used well down into the lower Reynolds number region where the importance of the state of the flow at the throat makes the conventional thin-boundary-layer model of limited value.

Within the limits of the calculations made, it appears that sharp throats lead to better performance, and that exit area ratios as low as 10 can be employed without serious loss in specific impulse.

At sufficiently low Reynolds number and small divergence angles, the slender-channel equations do not have a solution in which the flow expands to supersonic conditions. Instead, the boundary layer completely fills the channel, and the solution takes on the character of a viscous, subsonic pipe flow. One implication of this result is that a relatively strong upstream effect of the exit-plane conditions is likely to be felt in these flows. Further clarification of this regime awaits experimental probing of the flow structure and the application of more complex analyses which retain some of the effects discarded in the slender-channel approximation.
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APPENDIX A

## COMPUTER PROGRAM DETAILS

The program was coded in FORTRAN IV, and the G compiler was used. Execution was done on an IBM 360/65, Release 14. The amount of core used is approximately 45 K bytes. A typical run may take between two and ten minutes, depending on how good the initial guesses at the mass flow are, how many axial stations are specified, and how much output is specified.

The required input data are described in comment cards in the listing (Appendix E). Most of these need no further explanation, but some of the restrictions on their magnitudes are given below:

IBC: If this is read in as 2 , then XTWl must be greater than XTW2. IETAPR: The value 2 gives a convenient one-page output, with enough detail (5l values) to adequately define the profiles.

R1, THETA1, THETA2: The only nozzle geometry that can be handled by the present version is a converging cone joined to a diverging cone by a constant-radius-of-curvature section. The angles must be read in degrees, and should be restricted to values small enough for the slender-channel equations to apply. Angles up to 30 degrees have been used, but the magnitude of the error made is unknown at present.

TW2: For cases where heat transfer is allowed (IBC =1), the walltemperature distribution must be specified. The only distribution allowed in the present program consists of two constant values connected by a cosine variation:


The second level TW2 can be greater or less than one.
B: This is a Reynolds number based on reservoir conditions and the throat radius. It can be expressed in the alternate forms:

$$
\begin{equation*}
B=\frac{\rho_{0} \sqrt{2 H_{0}} r_{*}}{\mu_{0}}=\sqrt{\frac{2 \gamma}{\gamma-1} \frac{m m}{R}} \frac{p_{0} r_{*}}{\mu_{0} \sqrt{T_{0}}} \tag{A-1}
\end{equation*}
$$

Consistent units for the latter form are

| $p_{0}$ | $r_{*}$ | $\mu_{0}$ | $T_{0}$ | $R$ |
| :---: | :---: | :---: | :---: | :---: |
| $1 \mathrm{bf} / \mathrm{ft}^{2}$ | ft | $\mathrm{slug} / \mathrm{ft}-\mathrm{sec}$ | ${ }^{\circ} \mathrm{R}$ | $4.97 \times 10^{4} \mathrm{ft}-\mathrm{lbf} / \mathrm{slug}{ }^{\circ} \mathrm{R}$ |
| $\mathrm{nt} / \mathrm{m}^{2}$ | m | $\mathrm{~kg} / \mathrm{m}-\mathrm{sec}^{*}$ | ${ }^{\circ} \mathrm{K}$ | $8.32 \times 10^{3} \mathrm{~m}^{2} / \mathrm{sec}^{2}-{ }^{\circ} \mathrm{K}$ |

* l poise $=1 \mathrm{gm} / \mathrm{cm}-\mathrm{sec}=10^{-1} \mathrm{~kg} / \mathrm{m}-\mathrm{sec}$

If the value of $B$ is less than about 600, it is probable that no solution with a supersonic core will be found. There is also an upper limit beyond which accuracy is lost, but its value is unknown at present. Runs have been made with $B$ as large as 3000, and it is probable that values at least to 10,000 can be used. The loss in accuracy occurs for two reasons: first, as the boundary layer thins, it is described by fewer of the 101 equally spaced radial grid points. Secondly, the slip velocity at the wall decreases, and the integrals which are inversely proportional to this velocity are not calculated accurately by Simpson's rule over the equally spaced grid.

Actually, for values of $B$ greater than 10,000, a more conventional thin-boundary-layer program with no slip at the walls may be a preferable calculational method.

XIPG: It is recommended that XIPG be greater than XMAX , so that mass conservation is enforced up to the saddle point.

ATEST: Present experience suggests that three significant figures are adequate; this means ATEST $=10^{-4}$ for $\gamma \leqslant 1.3,10^{-3}$ for $\gamma \geqslant 1.4$, and perhaps $3 \times 10^{-4}$ for $1.3 \leqslant \gamma \leqslant 1.4$. If the mass flow is known exactly, in advance of the run, set $A T E S T=1.0$, and A0 $=A 1$.

A0, Al: If the discharge coefficient is known, Eq. (3-27) can be used to make these initial guesses. If it is not, it is usually safe to assume $C_{D}=0.5$ for a lower bound. The upper bound can be taken as $C_{D}=1.0$ for an adiabatic wall or a heated wall (TW2 $>1$ ) and should be set at $C_{D}=1.2$ for a cooled wall (TW2<1). The corresponding values of A can be quickly estimated from the table following Eq. (3-27). If the mass flow is known exactly, set AO = Al, and ATEST $=1.0$. Then the program will proceed immediately to the final solution, with no iteration on $A$.

XCUT: An input is required here if the mass flow is known in advance, i. e., if $\mathrm{A} 0=\mathrm{Al}$; set $\mathrm{XCUT}=0$ unless some previous runs have shown that it would be preferable to start the extrapolation through the saddle point at some other location.

XPRINT: Subtract. 001 from the desired print interval -- i. e., if profile output is desired at intervals of 0.5 in $\Delta x$, read this number in as 0.499.

DELX: The value 0.1 has been found acceptable. It is not known how much larger this can be without loss of accuracy; smaller values can be used at the expense of longer calculation times.

X0: A value of -5 is recommended, although smaller values can perhaps be used for $B<10^{3}$.

X1, X2: If the throat is very sharp (i.e., if Rl < l), the transition from entrance to exit cones occurs over an axial distance equal to approximately one throat radius. In such cases, it is well to set Xl and X2 equal to about -.5 and +.5 , in order to follow some of the rapid changes that occur in this region. If Rl is greater than about 1.0 , set $\mathrm{Xl}>\mathrm{X} 2$, and the small step-size region is omitted.

XMAX: This choice is dictated by the desired exit-area ratio. The present program has been run successfully at exit-area ratios up to 150. In some cases, an oscillation in $d P / d x$ may occur at $X>10$. Even when this does occur, however, the integrated quantities (such as the thrust coefficient) appear to be relatively unaffected.

ALPHU, ALPHT: Set these equal to one for perfect accommodation.
XTW1, XTW2: These are the stations that enclose the cosine variation in wall-to-stagnation temperature ratio. XTWl must be greater than X0 (preferably no less than $\mathrm{X} 0+1$, so that the initial profiles have time to stabilize). XTW2 can be either greater or less than zero. No computational difficulties were encountered when the difference XTW2-XTWl was made as small as 1.0 , with a temperature change $\Delta \Theta_{w}=0.5$ in that distance.

The output begins with a printing of all the input values. Following this, the iterations on $A$ begin. For each value of $A$, for each $x$, and for each of the iterations on $d P / d x$, a large number of quantities are printed. These quantities serve a dual purpose: some of the information they contain (such as the displacement-thickness variation) is often desired at more stations than those at which the profiles are printed, and, in addition, this output is useful as a diagnostic when the case fails to run to completion. Many users may wish to omit this output when making routine runs. A definition of all the program variables is given in Appendix F. This output is continued for each of the iterations on $A$, until has been determined to the prescribed accuracy, ATEST. The final solution is then calculated; on this pass, the output is augmented by a listing of the profiles at intervals of XPRINT .

Some excerpts from the output of a sample case are given in Table 2. The first two pages of the output are shown, giving the input data, and the iterations used on the first two steps with the first $A$-value. Next is shown the page at which this first $A$-pass was terminated. The second A -value, 0.095, was found to have too little mass flow, and the page of
output showing this determination is shown. The subsequent values of used were

$$
\begin{aligned}
A= & 0.1025 \\
& 0.10625 \\
& 0.108125 \\
& 0.1090625 \\
& 0.10859375
\end{aligned}
$$

The last of these values is the one used for the final solution. Its first output page is shown, giving the initial profiles. The next page shown is that giving the iterations at $X=-.10$. The indicator IPG is set equal to 2 , beginning with $X=.0$, since $X C U T$ had been set equal to -.10 on the $A$-pass with $A=0.1090625$. The next page shown is that beginning with $X=1.0$. The saddle point is crossed between $X=1.0$ and 1.1 , and six iterations are required to converge to the solution at $x=1.2$. Finally, the profiles at $x=2$ are shown.

The quantities appearing in the columns of profile output are $n$, $U, \Theta, W, V, D, \psi, M$, and the five terms that enter the differential form of the streamtube-area relation, written in the form:


The last four terms should add up to a number equal to the first; these quantities are useful for studying the relative contributions that these different effects make along the various streamtubes.

APPENDIX B
DERIVATION OF THE GLOBAL CONSERVATION RELATIONS

Continuity:
Equation (3-15) is divided by $P$, and the result is integrated from zero to $\eta$ :

$$
\frac{\eta w}{\Theta}+\frac{\sigma_{w}}{P} \int_{0}^{\eta} \eta \frac{\partial}{\partial x}\left(\frac{P U}{\Theta}\right) d \eta+2 \sigma_{w}^{\prime} \int_{0}^{\eta} \frac{\eta u}{\Theta} d \eta=0(B-1)
$$

The middle term is then expanded, noting that $P=P(x)$

$$
\begin{aligned}
\frac{\eta w}{\Theta}+\frac{\sigma_{w}}{P}\left\{\frac{d P}{d x} \int_{0}^{\eta} \frac{\eta u d \eta}{\Theta}\right. & \left.+P \frac{\partial}{\partial x} \int_{0}^{\eta} \frac{\eta u}{\Theta} d \eta\right\} \\
& +2 \sigma_{w}^{\prime} \int_{0}^{\eta} \frac{\eta u}{\Theta} d \eta=0
\end{aligned}
$$

(B-2)

Division by $\sigma_{w} \int_{0}^{\eta} \frac{\eta u}{\Theta} d \eta$ then gives the result shown in Eq. (3-25).
Momentum:
In deriving this integral, it is simpler to replace $P / \Theta$ by $D$. Integrating the momentum equation from zero to one gives:

$$
\begin{align*}
\int_{0}^{1} \eta D\left[u \frac{\partial u}{\partial x}\right. & \left.+\frac{w}{\sigma_{w}} \frac{\partial u}{\partial \eta}\right] d \eta \tag{B-3}
\end{align*}=1 .
$$

The left side of this expression can be recast, as follows: note that

$$
d \equiv \frac{\partial}{\partial x} \int_{0}^{1} \eta D U^{2} d \eta=\int_{0}^{1} \eta D U \frac{\partial U}{\partial x} d \eta+\int_{0}^{1} \eta U \frac{\partial}{\partial x}(D U) d \eta(B-4)
$$

Use continuity to rewrite the last term:

$$
d=\int_{0}^{1} \eta D U \frac{\partial U}{\partial x} d \eta+\int_{0}^{1} \eta U\left\{-\frac{\sigma_{w}^{\prime}}{\sigma_{w}} \eta \frac{\partial}{\partial \eta}(D U)-\frac{1}{\eta \sigma_{w}} \frac{\partial}{\partial \eta}(D V \eta)\right\} d \eta
$$

Integrate by parts:

$$
\begin{aligned}
d=\int_{0}^{1} \eta D u \frac{\partial u}{\partial x} d \eta & +\frac{\sigma_{w}^{\prime}}{\sigma_{w}}\left\{\left[u \eta^{2} D u\right]_{0}^{1}-\int_{0}^{1} D u \frac{\partial}{\partial \eta}\left(\eta^{2} u\right) d \eta\right\} \\
& -\frac{1}{\sigma_{w}}\left\{[u D V \eta]_{0}^{1}-\int_{0}^{1} D V \eta \frac{\partial u}{\partial \eta} d \eta\right\}
\end{aligned}
$$

Expand these terms, and collect:

$$
\begin{align*}
d & =\int_{0}^{1} \eta D\left[u \frac{\partial u}{\partial x}+\frac{v}{\sigma_{w}} \frac{\partial u}{\partial \eta}-\frac{\sigma_{w}^{\prime}}{\sigma_{w}} u \eta \frac{\partial u}{\partial \eta}\right] d \eta  \tag{B-5}\\
& -2 \frac{\sigma_{w}^{\prime}}{\sigma_{w}} \int_{0}^{1} D u^{2} \eta d \eta+\frac{\left[D u\left(u \sigma_{w}^{\prime}-v\right)\right]_{\eta=1}}{\sigma_{w}}
\end{align*}
$$

The last term here is zero, with or without slip at the wall. Using this result in Eq. (B-3) gives

$$
\begin{align*}
& \frac{\partial}{\partial x} \int_{0}^{1} \eta D U^{2} d \eta+2 \frac{\sigma_{w}^{\prime}}{\sigma_{w}} \int_{0}^{1} D U^{2} \eta d \eta= \\
& =-\frac{\gamma-1}{4 \gamma} \frac{d P}{d x}+\frac{\left.[\theta(1)]^{\omega} \frac{\partial u}{\partial \eta}\right|_{\eta=1}}{B \sigma_{w}^{2}} \tag{B-6}
\end{align*}
$$

Equation $(3-29)$ is then obtained by multiplying through by $\frac{4 \gamma \sigma_{w}^{2}}{(\gamma-1)}$, and collecting terms.

Energy:
Note first that

$$
\begin{equation*}
\frac{\partial}{\partial x} \int_{0}^{1} D u \Theta \eta d \eta= \tag{B-7}
\end{equation*}
$$

$$
=\int_{0}^{1} \eta \Theta \frac{\partial}{\partial x}(D U) d \eta+\int_{0}^{1} D u \eta \frac{\partial \theta}{\partial x} d \eta
$$

As before, the continuity equation is then used to rewrite the last term, and an integration by parts is applied to the result. This leads to

$$
\begin{array}{r}
\frac{\partial}{\partial x} \int_{0}^{1} D U \eta \Theta d \eta=\int_{0}^{1} D U \eta \frac{\partial \Theta}{\partial x} d \eta+\int_{0}^{1} \frac{D w}{\sigma_{w}} \eta \frac{\partial \Theta}{\partial x} d \eta \\
-\frac{2 \sigma_{w}^{\prime}}{\sigma_{w}} \int_{0}^{1} D \Theta u \eta d \eta
\end{array}
$$

Thus the energy equation, integrated from zero to one, can be written as:

$$
\begin{align*}
& \frac{\partial}{\partial x} \int_{0}^{1} D U \Theta \eta d \eta+\frac{2 \sigma_{w}^{\prime}}{\sigma_{w}} \int_{0}^{1} D u \Theta \eta d \eta-\frac{\gamma-1}{\gamma} \cdot \frac{d P}{d x} \int_{0}^{1} \eta u d \eta= \\
& =\frac{1}{B \sigma_{w}^{2}}\left\{\frac{\Theta^{\omega}}{B N} \frac{\partial \Theta}{\partial \eta}\right\}_{\eta=1}+\frac{2}{B \sigma_{w}^{2}} \int_{0}^{1} \eta \Theta^{\omega}\left(\frac{\partial u}{\partial \eta}\right)^{2} d \eta \tag{B-9}
\end{align*}
$$

In order to obtain an expression for the total enthalpy flux, multiply the momentum equation by $U$ and integrate from zero to one:

$$
\begin{align*}
\int_{0}^{1} \eta & D u\left(U \frac{\partial u}{\partial x}+\frac{w}{\sigma_{w}} \frac{\partial u}{\partial \eta}\right) d \eta=  \tag{B-10}\\
& =-\frac{\gamma-1}{2 \gamma} \frac{d P}{d x} \int_{0}^{1} \eta u d \eta+\frac{1}{B \sigma_{w}^{2}} \int_{0}^{1} u \frac{\partial}{\partial \eta}\left(\eta \Theta^{\omega} \frac{\partial u}{\partial \eta}\right) d \eta
\end{align*}
$$

Note that

$$
\frac{\partial}{\partial x} \int_{0}^{1} \eta D u^{3} d \eta=\int_{0}^{1} \eta D u^{2} \frac{\partial u}{\partial x} d \eta+\int_{0}^{1} \eta u \frac{\partial}{\partial x}\left(D u^{2}\right) d \eta
$$

Again, the last term here is expanded, rewritten with the aid of the continuity equation, and the result is integrated by parts. This gives

$$
\begin{array}{r}
\frac{\partial}{\partial x} \int_{0}^{1} \eta D u^{3} d \eta=2 \int_{0}^{1} \eta D U\left(u \frac{\partial u}{\partial x}+\frac{w}{\sigma_{w}} \frac{\partial u}{\partial \eta}\right) d \eta \\
-2 \frac{\sigma_{w}}{\sigma_{w}} \int_{0}^{1} D U^{3} \eta d \eta
\end{array}
$$

If this is now used in Eq. ( $\mathrm{B}-10$ ) above (multiplied by 2) and the result is added to Eq. (B-9), the result is Eq. (3-31).

APPENDIX C
MATRIX - COEFFICIENT EXPRESSIONS

The matrix coefficients appearing in Eq. (4-6) are:

$$
\begin{aligned}
& a_{11}^{L}=-\frac{\eta \bar{P} w_{k}^{L}}{T_{k}^{L} \bar{\sigma}_{w} \cdot 4 \Delta \eta}+\frac{\left(T_{k}^{L}\right)^{L}}{B \bar{\sigma}_{w}^{2}}\left\{\frac{1}{4 \Delta \eta}+\frac{\omega \eta}{T_{k}^{L}} \cdot \frac{\left(T_{k}^{L+1}-T_{k}^{L-1}\right)}{8(\Delta n)^{2}}+\frac{\eta}{2(\Delta n)^{2}}\right\} \\
& a_{12}^{L}=\frac{\left(T_{k}^{L}\right)^{\omega}}{B \bar{\sigma}_{w}^{2}} \cdot \frac{\nu_{\eta}}{T_{k}^{L}} \frac{\left(U_{k}^{L+1}-U_{k}^{L-1}\right)}{8(\Delta \eta)^{2}} \\
& a_{21}^{L}=\frac{\left(T_{k}^{L}\right)^{\omega}}{B \bar{\sigma}_{w}^{2} Q_{k}} \cdot \frac{R_{n}}{2(\Delta n)^{2}}\left({\left.v_{k}^{L+1}-u_{k}^{L-1}\right)}_{a_{22}^{L}=-\frac{\eta \bar{P} w_{k}^{L}}{T_{k}^{L} \bar{\sigma}_{w} \cdot 4 \Delta \eta}+\frac{\left(T_{k}^{L}\right)^{\omega}}{B \bar{\sigma}_{w}^{2} Q_{L}}\left\{\frac{1}{4 \Delta \eta}+\frac{\omega_{\eta}}{T_{k}^{L}} \frac{\left(T_{k}^{L+1}-T_{k}^{L-1}\right)}{4(\Delta n)^{2}}+\frac{\eta}{2(\Delta n)^{2}}\right\}}^{b_{11}^{L}=\frac{\eta \bar{P}}{T_{k}^{L}} \cdot \frac{U_{k}^{L}}{\Delta x}+\frac{\left(T_{k}^{L}\right)^{\omega}}{B \bar{\sigma}_{w}^{2}} \cdot \frac{\eta}{(\Delta n)^{2}}}\right. \\
& b_{12}^{L}=0 \\
& b_{21}^{L}=0 \\
& b_{22}^{L}=\frac{\eta \bar{P}}{T_{k}^{L}} \cdot \frac{U_{k}^{L}}{\Delta x}+\frac{\left(T_{k}^{L}\right)^{\omega}}{B \bar{\sigma}_{w}^{2} P_{n}} \cdot \frac{\eta}{(\Delta n)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& -c_{11}^{L}=\frac{\eta \bar{P} W_{k}^{L}}{T_{k}^{L} \cdot \bar{\sigma}_{w} 4 \Delta \eta}-\frac{\left(T_{k}^{L}\right)^{L}}{B \bar{\sigma}_{w}^{2}}\left\{\frac{1}{4 \Delta \eta}+\frac{\omega \eta}{T_{k}^{L}} \cdot \frac{\left(T_{k}^{L+1}-T_{k}^{L-1}\right)}{8(\Delta n)^{2}}-\frac{\eta}{2(\Delta n)^{2}}\right\} \\
& C_{12}^{L}=-\frac{\left(T_{k}^{L}\right)^{\omega}}{B \bar{\sigma}_{w}^{2}}\left\{\frac{\omega_{\eta}}{T_{K}^{L}} \frac{\omega_{K}^{L+1}-\omega_{K}^{L-1}}{8(\Delta \eta)^{2}}\right\} \\
& c_{21}^{L}=-\frac{\left(T_{k}^{L}\right)^{\omega}}{B \bar{\sigma}_{w}^{2}} \cdot \frac{Q_{\eta}}{2(\Delta \eta)^{2}}\left(U_{k}^{L+1}-U_{k}^{L-1}\right) \\
& c_{22}^{L}=\frac{\eta \overline{\bar{P}} W_{k}^{L}}{T_{k}^{L} \bar{\sigma}_{w} 4 \Delta \eta}-\frac{\left(T_{k}^{L}\right)^{\nu}}{B \bar{\sigma}_{w}^{2} R}\left\{\frac{1}{4 \Delta \eta}+\frac{\omega_{\eta}}{T_{k}^{L}} \cdot \frac{\left(T_{k}^{L+1}-T_{k}^{L-1}\right)}{4(\Delta n)^{2}}-\frac{n}{2(\Delta n)^{2}}\right\} \\
& \alpha_{1}=\frac{\eta \bar{P}}{T_{k}^{L}}\left\{\frac{\left(u_{k}^{L}\right)^{2}}{\Delta x}-\frac{w_{k}^{L}}{\bar{\sigma}_{w}} \frac{\left(u_{k}^{L+1}-u_{k}^{L-1}\right)}{4 \Delta \eta}\right\}-\frac{\gamma-1}{2 \gamma} \eta \frac{d P}{d x} \\
& +\frac{\left(T_{k}^{L}\right)^{\nu}}{B \bar{\sigma}_{w}^{2}}\left\{\frac{U_{k}^{L+1}-U_{k}^{L L-1}}{4 \Delta \eta}+\frac{\eta}{2(\Delta x)^{2}}\left(U_{k}^{L+1}-2 U_{k}^{L}+U_{k}^{L-1}\right)\right\} \\
& d_{2}=\frac{\eta \bar{P}}{T_{k}^{L}}\left\{\frac{U_{k}^{L} T_{k}^{L}}{\Delta x}-\frac{W_{k}^{L}}{\bar{\sigma}_{w}} \frac{\left(T_{k}^{L+1}-T_{k}^{L-1}\right)}{4 \Delta \eta}\right\}+\frac{\gamma-1}{\gamma} \eta U_{k}^{L} \frac{d P}{d x} \\
& +\frac{\left(T_{k}^{L}\right)^{\omega}}{B \sigma_{w}^{2} R}\left\{\frac{T_{k}^{L+1}-T_{k}^{L-1}}{4 \Delta x}+\frac{\eta}{2(\Delta n)^{2}}\left(T_{k}{ }^{L+1}-2 T_{k}^{L}+T_{k}^{L-1}\right)\right\}
\end{aligned}
$$

## APPENDIX D

## SERIES EXPANSION OF THE INITIAL CONDITIONS

If the series expansions of $U, \Theta, P$, and $W$ are substituted into the partial differential equations of motion, and coefficients of like powers of $\sigma_{W}$ are equated, the results are, for the momentum equation:

$$
\begin{gathered}
\frac{\gamma-1}{2 \gamma} \sigma_{w}^{\prime} \cdot 3 \pi_{3} B \eta+\left(\eta u_{2}^{\prime}\right)^{\prime}=0 \\
\frac{\gamma-1}{2 \gamma} \sigma_{w}^{\prime} B_{\eta} \cdot 4 \pi_{4}+\left(\eta u_{3}^{\prime}\right)^{\prime}=B_{\eta}\left\{-2 \sigma_{w}^{\prime} u_{2}^{2}+w_{2} u_{2}^{\prime}\right\} \\
\frac{\gamma-1}{2 \gamma} \sigma_{w}^{\prime} B \eta \cdot 5 \pi_{5}+\left(\eta u_{4}^{\prime}\right)^{\prime}=B_{\eta}\left\{-5 \sigma_{w}^{\prime} u_{2} u_{3}+w_{2} u_{3}^{\prime}+w_{3} u_{2}^{\prime}\right\} \\
\frac{\gamma-1}{2 \gamma} \sigma_{w}^{\prime} B \eta \cdot 6 \pi_{6}+\left(\eta u_{5}^{\prime}\right)^{\prime}=B_{\eta}\left\{-\sigma_{w}^{\prime}\left(6 u_{2} u_{4}+3 u_{3}^{2}\right)\right. \\
\left.\quad+w_{2} u_{4}^{\prime}+w_{3} u_{3}^{\prime}+w_{4} u_{2}^{\prime}\right\} \\
\frac{\gamma-1}{2 \gamma} \sigma_{w}^{\prime} B_{\eta} \cdot 7 \pi_{7}+\left(\eta u_{6}^{\prime}\right)^{\prime}+\left(\eta w T_{4} u_{2}^{\prime}\right)^{\prime}= \\
=
\end{gathered}
$$

For the energy equation, only the leading term has been worked out:

$$
\begin{equation*}
-\frac{\gamma-1}{\gamma} \sigma_{w}^{\prime} B_{\eta} U_{2} \cdot 3 \pi_{3}+\frac{1}{R_{n}}\left(\eta T_{4}^{\prime}\right)^{\prime}+2 \eta\left(U_{2}^{\prime}\right)^{2} \tag{D-2}
\end{equation*}
$$

The continuity equation is used to find $W$ directly from $U, \Theta$, and $P:$

$$
\begin{align*}
& \eta w_{N}=\sigma_{w}^{\prime}(N-2) \int_{0}^{\eta} \eta U_{N} d \eta, N=2,3,4  \tag{D-3}\\
& \eta w_{5}=3 \sigma_{w}^{\prime} \int_{0}^{\eta} \eta u_{5} d \eta+3 \sigma_{w}^{\prime} \pi_{3} \int_{0}^{\eta} u_{2} \eta d \eta
\end{align*}
$$

As noted in Section 5, the coefficients $\pi_{N}$ are found by enforcing the global conservation of mass.

Results for the first few terms are given in Section 5; the remaining terms that have been worked out are

$$
\begin{aligned}
& \tau_{4}(\eta)=\left(\sigma_{w}^{\prime}\right)^{2} B^{2} A^{3}\left\{\frac{479}{135}\left(1-\eta^{2}\right)-\frac{53}{9}\left(1-\eta^{4}\right)+\frac{76}{18}\left(1-\eta^{6}\right)-\frac{13}{9}\left(1-\eta^{8}\right)+\frac{152}{900}\left(1-\eta^{10}\right)\right\} \\
& +\sigma_{w}^{\prime} A^{2} B K_{u}\left\{-\frac{8}{3}-20\left(1-\eta^{2}\right)+28\left(1-\eta^{4}\right)-8\left(1-\eta^{6}\right)\right\}+32 A K_{u}^{2}\left(1-2 \eta^{2}\right) \\
& w_{4}(\eta)=\left(\sigma_{w}^{\prime}\right)^{3} A^{3} B^{2}\left\{\frac{409}{675} \eta-\frac{479}{270} \eta^{3}+\frac{53}{27} \eta^{5}-\frac{19}{18} \eta^{7}+\frac{13}{45} \eta^{9}-\frac{152}{5400} \eta^{\prime \prime}\right\} \\
& +\left(\sigma_{w}^{\prime}\right)^{2} A^{2} B K_{u}\left\{-\frac{8}{3} \eta+10 \eta^{3}-\frac{28}{3} \eta^{5}+2 \eta^{7}\right\}+32 \sigma_{w}^{\prime} A K_{u}^{2}\left(\eta-\eta^{3}\right) \\
& \frac{\gamma-1}{2 \gamma} \pi_{5}=-\frac{1936}{2700} \sigma_{w}^{\prime} B A^{3}+16 A^{2} K_{u}+\frac{256}{5} \frac{A K_{u}^{2}}{\sigma_{w}^{\prime} B}
\end{aligned}
$$

$$
\begin{aligned}
& U_{5}(\eta)=\left(\sigma_{w}^{\prime}\right)^{3} A^{4} B^{3}\left\{\frac{2854}{675}\left(1-\eta^{2}\right)-\frac{9503}{1350}\left(1-\eta^{4}\right)+\frac{3598}{486}\left(1-\eta^{6}\right)-\frac{19}{4}\left(1-\eta^{8}\right)\right. \\
& \left.+\frac{9}{5}\left(1-\eta^{10}\right)-\frac{2948}{8100}\left(1-\eta^{12}\right)+\frac{1892}{66150}\left(1-\eta^{14}\right)\right\} \\
& +\left(\sigma_{w}^{\prime}\right)^{2} A^{3} B^{2} K_{u}\left\{-\frac{80}{3}\left(1-\eta^{2}\right)+\frac{424}{9} \cdot\left(1-\eta^{4}\right)-\frac{380}{9}\left(1-\eta^{6}\right)+\frac{52}{3}\left(1-\eta^{8}\right)-\frac{532}{225}\left(1-\eta^{10}\right)\right\} \\
& +\sigma_{w}^{\prime} A^{2} B K_{u}^{2}\left\{240\left(1-\eta^{2}\right)-168\left(1-\eta^{4}\right)+\frac{160}{3}\left(1-\eta^{6}\right)\right\} \\
& +\left(1-\eta^{2}\right)\left\{-\frac{128}{3(\gamma-1)} \frac{A^{2}}{\sigma_{w}^{\prime} B}-\frac{138159}{178605}\left(\sigma_{w}^{\prime}\right)^{3} A^{4} B^{3}+\frac{242}{45}\left(\sigma_{w}^{\prime}\right)^{2} A^{3} B^{2} K_{u}\right. \\
& \left.-144 \sigma_{w}^{\prime} A^{2} B K_{u}^{2}-256 A K_{u}^{3}\right\} \\
& -\frac{134}{135}\left(\sigma_{w}^{\prime}\right)^{2} A^{3} B^{2} K_{u}+24 \sigma_{w}^{\prime} A^{2} B K_{u}^{2}+128 A K_{u}^{3} \\
& \frac{3}{8} \frac{\gamma-1}{2 \gamma} \sigma_{w}^{\prime} B \pi_{6}=-\frac{32 \gamma}{3(\gamma-1)} \frac{A^{2}}{\sigma_{w}^{\prime} B}-\frac{138159}{714420}\left(\sigma_{w}^{\prime}\right)^{3} A^{4} B^{3} \\
& +\frac{121}{90}\left(\sigma_{w}^{\prime}\right)^{2} A^{3} B^{2} K_{u}-36 \sigma_{w}^{\prime} A^{2} B K_{u}^{2}-64 A K_{u}^{3}
\end{aligned}
$$

## APPENDIX E

## PROGRAM LISTING AND FLOW CHART

C666．． ..... 1
KEAL EAY（3）
 ..... 2
4
5
\＃ARCT1，$\triangle$ TEST，$A U, \Delta 1, A 11, A 12, \Delta<1,422$ CCMMC ..... 5
CCMNCN C，CFEÜT，CUNUI，CPKU，C11，C12，C21，C22 ..... 6
 ..... 8
 ..... 9
＊LZTLNZ，LZUDNZ，UAY ..... 10
CCNMCN EMLI，EMIL，EMLL，EN2Z̈，EITEUZ，ELLMAX ..... 11
CCNNUN FACT，FNL，FN2 ..... 12
 ..... 13
 ..... 14
GUMMON FQELX，HFLUX，HTK ..... 15
CLMMCA IEL，IETAPK，IGUTA，IPli，ISW，ITEK，ITEKA，IX，IXSTAR，IXTHW ..... 16
CLMNLA K，KI，KPI，KX，KXU，KXl ..... 17
CCHMCN LC，MUKE，NPKO，IVKUN ..... 18
CCMNCA CRNPH，CNEGA，C1，UC，C $3, \mathrm{CO}_{4}, \mathrm{OS}$ ..... 17
CUMMON R，PAKIL，PAKTL，PUA，FG，FGAP1，PGKI，PG1，PC2，PトW，PIS，PNEA，PNI， ..... 20
＊PNS，PK\＆PSCA2，PSI，PXIKAP ..... $<1$
CLMMLA G，GU11， $61<, G G 21,662<, 611,612,621, G 22$ ..... 22
CUMKLN KAUUEG\＆KIPBL，RTLGLT，KT2GMI．R1，RISII，KISTZRRIL ..... 23
CUMMGN SAME，SAI，DCI，SGDX，SHERI，SIGEAR，SIGUP，SIGMAW，SWL，SW3，SW4 ..... 24
CONMCA．IANQAR，IANTHP，TAU，TCF，TCFTCP，TFCGEF IHEI AP，IHETAN，THETA I． ..... 25
－Jhetaze，IC．MF，TUP，ITEKM，Ih2 ..... 26
CLENEA UCF，ULFTOP，UTEKM，U2ITAT，V ..... 27
 ..... 28
CLMMCN Y1，Y\＆，Y3，Y4，Yכ，YE，YT，YE，YS ..... 24
 ..... 30
＊ 24 く，＜43，25，27，28 ..... 31
 ..... 32
 ..... 33Cumecn $(101,2),(101,2)$34
CINEASICN ARCH（lU1），PUFi）（1CI），LUNC（LU1），SHER（IU1），GENR（101） ..... 35


 ..... 36
CLNMLN／ERKLIM／CHECKS（4） ..... 37
INIECER＊で CHECKS ..... 38
CHECKS（1）＝1 ..... 39
CトECKS（2）$=1$ ..... 40
CHECK $5(3)=-10$ ..... 41
CHECKS（4）＝1 ..... 42
CALL LVUCHK ..... 43
う心 CALL（LEAK（A．U（1CL，己）） ..... 44
CALL LivPL！ ..... 45
cfll lingt ..... 46
$c$ ..... 47
otGINNING UF A ITERATICA LCLP
otGINNING UF A ITERATICA LCLP
$c$ ..... 49
1 CALL STAKI
$\stackrel{C}{c}$ \＆EGINNING UF X INTEURATICN LCUP ..... 51
52
PGKT＝1．U$1 P G=4$It $(x, G J . x \mid P G)$ I $P G=1$$K \times L=C$
$1 \times S I A R=1$
IS $\mathrm{A}=1$5 UC $4 \quad L=1,101$$\begin{aligned} L(L, 1) & =L(L, 2) \\ 4 \quad I(L, 1) & =I(L, 2)\end{aligned}$$4 \quad r(L, 1)=T(L, 2)$
ITER＝1PGI＝UFUX＊PGKTb3$P G 6=1.01$PG1．55
5557
$G C$ IC（301，30SI，IXSTAR ..... 665859
IFICPCX－GI．LPLASTJ $1 \times S$ JAR $=2$ ..... 68
Cb GC IL 121，22．23．231．IXE 1
21 IFix．LT．XIJ GU JO 23 ..... 70
$1 x=2$63
$K I=K 1 \neq 10$65
OEL $X=D E L X / 1 \cup, 0$ ..... 73$241=234 *$ CELXPGRT＝PLiRJ＊＊ 0.2
GC IC 2375
76
$2 \angle$ 1F（PCDIKI．IO）．NE．O）GU TO 29
（F（X．LT．X2）GU 1023 ..... 77
$1 \mathrm{X}=3$ ..... 78
$K I=K 1 / 10$ ..... 80
UELX＝DELXS ..... 81
$241=234$ CELX ..... 82
－．－RGRI $\equiv$ PGRI\＃\＃ ..... 83
PCl＝LPUXPGKI ..... 84
$P G 2=1.01$＊PC1 ..... 85
23 ..... 87
LPLAST＝UPUX
$A$ 2LST＝ANMZ ..... 88
UPCX＝PGL ..... 89
$x=x(+$ FLUAJ（KI）＊UELX ..... 90
$K x=k x+1$ ..... 92
C HEGINNING UF P ITERATICN LOGP ..... 93
HOLLX＝0．E＊UELX
$x$ Hini $=x-$ MCEL $X$ ..... 9694
GL TC（41，42，14）1XTHW ..... 97
41 IF（X．LE，XTMI）GU TU 14 ..... 98 ..... 99
【メエトが＝2
42 If（x．CT．XTm2）GU TU 43 ..... 100

-. $\Delta 2.1=613 * G .11 / Y 2$ ..... 131
AL $=-$ G2/G3+G4*(G14+G8+G16)/Ye ..... 152
153ع $611=618 / G 17+G 13 / Y 1$ ..... 154

- ... - - El2 $=c$
- ... - - El2 $=c$ -...--212=c ..... 155
t21 $=C$ ..... 156
$B 22=G 18 / G 17+G 13 / Y 7$ ..... 157
c ..... 158
$C 11=62 / 63-64+165+68-6101 / 94$ ..... 159
$C_{1}=-412$ $C 12=-A 12$ ..... 160
ᄃ21 $=-821$ ..... 161
 ..... 162
c ..... 163
 ..... 164
 ..... 163
L2 $2=G 1 *(Y 5 \not \subset \cup(L, 1) \neq I(L, 1)-G 15 * G 7) / G 2 C+G 21 * L(L, 1) / G A M M A$ ..... 166
 ..... 167
CG11 = d22-C21*E12(i-1)-C22*E22(L-1) ..... 168
 ..... 169
$6621=-821+C<1 * E 11(L-1)+C 22 * E 21(L-1)$ ..... 170
 ..... 171
CEACM=6611*6022-QU21*QOL2 ..... 172
-11 = Will 1 DENOM ..... 173
Q12=QU12/UENOM ..... 174
$-21=C 521 / D E N O M$ ..... 175
C $22=6622 /$ CENUM ..... 176
PARIA =C $11 * F 1(L-1)+C 12 * F(1-1)+01$ ..... 177
FAGT2=C21 कF ( $(1-1)+C 22$ *F $2(L-1)+C 2$ ..... 178
 ..... 179
$E 12(L)=011 * A 12+(1) 2 * A 22$ ..... 180
 ..... 181
 ..... 182
 ..... 183
c $F(2(L)=G \angle L * P A R T L+C 2 \angle * P A R T 2$ ..... 184
CALL GEDM(X) ..... 185
Sn2=SIGMAW**2 ..... 186
 ..... 187
BUJTOM=CFBOT*(P+UPUX*DELX) \# SIGMAW ..... 188
$\angle C F=I C P$ \# UCEI CP/BCIICM ..... 189
TCF = ICP*TCFTUP/BUTTUM ..... 190
FNI=U(101, 11-U11CC , 1)-F141CC ) ..... 191
EMLI=E11(100 1-12.0 UUCF)/UCF ..... 192
EMlítdad10C l ..... 193
IF\&IEC.NE.1) Gu TU 7 ..... 194
FNZ $=-1200 \quad 1$ HETAM/TCF) $+I(101,1)-T(1 C 0,1)-F 2(1 C C \quad 1$ ..... 195
EM21=E214100 .) ..... 196
EN2二=E221100 1 -12.0 +ICFI/TCF ..... 197
GU TU 8 ..... 198
$7+N 2=1(161,1)-11100 \quad . \quad 1)-F 2410 C, \ldots)$ ..... 199
EM21=E214100 $1+4.0$ *.PR*U(101 . 1)/UCF ..... 200
EM22 $=222$ (100 1-1.0 ..... 201 ..... 202
- DEACM $=$ EM. 1 1*EM2 $2-E M 21$ EEM12
- DEACM $=$ EM. 1 1*EM2 $2-E M 21$ EEM12
 ..... 203
T(101,2 $1=(E M 11$ *FN2-EM2 1*FN1)/UENOM ..... 204
LI $=1(101-2)$ ..... 205
TI=T(101.21 ..... 206
E11:101) $=$ ULIII ..... 207
E12(101)=U1*E11(1C1) ..... 2 CB
E22(1CL)=11/U1**2 ..... 209
co $51=1,100$ ..... 210
 ..... 211
UI=U(101-1.2) ..... 212
IFILI-LE.U.O.ANC.X.GI.0.0) GC TC 8.S ..... 213
 ..... 214
II=I1101-1.2) ..... 215
Ell(ICl-I)=UI*ETA(IUl-I)/II ..... 216
E22(101-1)=ETA(101-1)*T1/L1**2 ..... 217
9 EL2(1CL-I)=U1*E1L(101-I) ..... 218
 ..... 219
$54(1)=0$ ..... 220
HFLLX $=U(2,2) *(E T A(2)+E 1212))$ \# $4: C$ ..... 221
$S 4(2)=Z 23 * 18.0$ *E11(2)-E11(3)) ..... 222
U2EIAT=4aC *E12(2) ..... 223
$0010 L=3.101$ ..... 224
SCALE $=4-2 *$ MOD $1 L, 21$ ..... 225
IFILEED. 101 | SCALE=1 ..... <26
ETTEUZ $=$ EITBU2 S SCALE*E22(L) ..... 227
UZETAT=U2ETAT+SLALE*EI2(L) ..... 228
HFLUX=HFLUX+U(L,2) *(ETASL)+E12(L))*SCALE ..... 229
LC S4(L)=54(L-2)+213*(E11(L-2)+4.0 * E11(L-1)+E11(L)) ..... 230
AMS6=243*U2EIAI ..... 231
AMML=C.5 $=27$ \#213*tIIBUR ..... 232
$A M M 2 A V=0,2 \quad *(A M M 2+A M 2 L S T)$ ..... 233
(FIIECTA.EG.O.AND.AMM2.LT. .O.5) GU TO 2C2 ..... 234
PNE $h=A /(\$ 4(101)$ ) $\$$ SW2) ..... 233
PXTKAP=P+UPDXFUELX ..... 236
AKCHI=0 ..... 237
SHERI $=0$ ..... <38
CUND $I=0$ ..... 239
GEARI=0 ..... 240
PSGM2=PNE int SW2 ..... 241
SGCX=S!GMAW/iELX ..... 242
HFLUX $=$ PSGW2*Z13*HFLUX ..... 243
 ..... 244
UTERM $=(U 1101,2)-\underline{U}(100,2)+L 1161,11-U(1 C C, 1))$ ..... 245
ITERM $=(0.5 *($ T (1U1, 2$)+\mathrm{T}(101,1 \mathrm{l})$ ) * (CMEGA ..... 246
 ..... 247
* +UJERM* (U(101,2)+U(1C1,1))1)/(8*233) ..... 248
E11(1CL. $1=P$ SGh2*S41101.) ..... 249
E12(1心1) =0 ..... 250
$E 12(1)=0$ ..... 251
UC $\& 1=2,100$ ..... 252
E1141）$=$ PSGh $2 * 54(1)$ ..... 253
 ..... 254
GAYYAP＝GAMMA＊PHW ..... 255
$+A C I=\angle 8 /(\angle 7 * B * S I G B A R)$ ..... 256
SIGOP＝S1GMAm＊DPUX ..... 257
$A K C+(1)=0$ ..... 258
$\operatorname{GONDIL}=0$ ..... 259
StER（1）＝0 ..... 260
GEAFILI＝日 ..... 261
PGRU（1）＝ 6 ..... 262
CC． $3 L=\angle, 100$ ..... 263
 ..... 264
UYCAFIE12（L＋1）－El2（L－1））／L33tTANBAKF（O．3＊（U）（L．2） ＋U（L．1） ..... 265
＊+ ETA（L）＊UUON）266
DTDN＝IT（L＋1，2）－T（L－1，2）＋J（L＋L，1）－7（L－L，1））／234 ..... 267
 ..... 268
－$-\cdots+$ VLL $\pm 1.11-2.0 * U(L, 1)+U(L-1,1) / /<42$ ..... 269
D2Junく＝1T（L＋L．く）－2．0＊T（L．2）$+J(L-1.2)$ ..... 270
 ..... 271
$\Delta H A C H=0.5$＊KI2GMI＊（U）L．2）／SGRI（T）L．2）） ..... 272
＊＋UI L，l）SQRTIT L！l！J ..... 273
$\Delta M A C+2=A M A C H * * 2$ ..... 274
 ..... 275
$V=E 12(L)+T A N J H P * E T A(L) * L(L, 2)$ ..... 276
ARCEIL）＝GAMMAP＊$\quad$（V＊（1．C－［TAIL）＊DUDN／U（L．2））＋E（A（L）＊UVDN） ..... 217
＊／L（L，2） ..... 278
 ..... 279
SHEK（L）$=-$ TUMF＊（DUUN＊SAME＋I（L，2）＊ETA（L）＊D2LDN2）／AMACH2 ..... 280
CUACILIF（TUMF＊IDTUN＊SAME4IIL，2）＊EIA（L）＊D2ICN2）＊U（L，2！ ..... 281
＊（11L．2）FPRJ）／AMACH2 ..... 282
 ..... 283
PGRD（L）$=(1 . U$－AMACH2）＊ETA（L）＊SICCP／ANACH2 ..... 284
SCALE＝4－2＊MULIL， $2 J$ ..... 285
AKCH．I＝AKCHI＋SCALE＊AKCH（L） ..... 286
SHEKI＝SHEKI＋SCALE＊SIHER（L） ..... 287
CCNCI＝CCNUI＋SCALE＊CUND（L） ..... 288
3 GEMKI＝GENRL＋SCALE＊GENR（L） ..... 289
ARCH1101 $1=0$ ..... 290
 ..... 251
＊
＋U（1C1 ，1）／SERT（TILOL，1）） ..... 292
AMACR Z $=$ AMACH＊＊ 2 ..... 293
PGRU（1U1）$=5$ IGDP＊（1．U－AMAC＋2）／AMACH2 ..... 294
ARCHL＝GAMPAP\％IANBAR ..... 295
 ..... 296
 ..... 297
 ..... 298
 ..... 299
 ..... 300
 ..... 3 Cl
GENR（101 ）＝FACI＊U（101 ，2）＊2．0＊T（1CI 21＊＊L32＊OUONSG／AMACH2 ..... 302
－－－－ShER $=213 \#$ SHER I + SHER（101 1$)$ ..... 303
CONLI $=213 *($ CLENUI + CUND（101 1$)$ ..... $3 C 4$
GEAKI＝L13＊ 1 GENKI＋GENR1 101 ） ..... 305
DPNUM＝ARCHI－SHERI－CCNUI－GENRI ..... 3 C 6
PGAFI＝DPAUML $(S I G 甘 A F \#\{A M P Z A V-C . S \quad 1)$ ..... 307
C JHE FOLLUWING STATEMENT IE LSED TC SUPPRESS DSCILLATICAS IN DPDX ..... 308
＿－ItIX．GT． 10.0$) \quad P G N P L=(P G A P L+C P L A S T) * C .5$ ..... 309
 ..... 310
CLSIH＝SIGMAW－SQRI（AEFF） ..... 311
IFIFCC（LC．48）．EG．O）WRITE\｛6，217）A ..... 312
 ..... 313
314
贵－－ AKCHI，SFERI，CLNOI，GENRI，OPNLM，AMSJ， AKCHI，SFERI，CLNOI，GENRI，OPNLM，AMSJ， ..... 315 HF LUX SIG BAR，SIGMANI IANBAK I ANTHP \＆AMM2． ..... 315
$\underline{L}=16 \div 4$U（101， 2$)$ ，TIICL，2），AEFF，LLSTR，G317
GC IC $(51,600,51,620)$ ，IPC ..... 318
60C GO TU（601，602． 19 ），ITER ..... 319
$6 \mathrm{CL} \triangle M \mathrm{H} 2 A=A M M 2$ ..... 320
UPALNA EUPNUM ..... 321
OPG1＝PGNP1－PG1 ..... 322
ITEK＝2 ..... 323
UPUX＝FG2 ..... 324
GC TC 14 ..... 325
6 C 2 ANM2甘 $=\triangle$ MML ..... 326
DPNURH＝DPNUM ..... 327
ITEF＝3 ..... 328
（FIISW．EQ．くI GC TG 599 ..... 329
$\triangle R 1=($ OPNUMB－OPNUMA）／（AMM2E－AMN2A）＋DFNML／（C．5－AMM2L） ..... 230
 ..... 331
＊AMN 2E－AMM2A） ..... 332
AME2C．$\because B R 2 / B 81$ ..... 333
OPCX $=(P G \&(A M M 2 B-A M M 2 C)+P G 2 *(A M M 2(-A M M 2 A)) /(A M M Z B-A M M 2 A)$ ..... 334
GC TC 14 ..... 335
O20 IFIIJER．GT．2）GU TO 620 ..... 336
IFIIJER．EQ．2）GU TU 025 ..... 337
ITER＝2 ..... 338
PNL＝PNEW ..... 339
$C L P I=F N L-(P+P G I \neq C E L X)$ ..... 340
UPOX＝PG2 ..... 341
GC TC 14 ..... 342
625 FA2＝FAEW ..... 343
IJEK＝？ ..... 344
$D L F 2=P N 2-(P+P G 2 * L E L X)$ ..... 345
6で七 PG＝（（PG1＊PN2－PG2＊PNL）－P＊（PG1－PGえ）） ..... 346
（（ P iv2－PN1）＋DtLX＊（PG 1－PG2）） ..... 347
IFIPC．GT．L．U I PG＝1．UE－U？P PG ..... 348
AECLPL＝ABS（ULPL） ..... 349
ABCLP2＝AOS（DLP2） ..... $3>0$
IF(AMINLAABDLPL,ABDLP2).EG.ABDLPI) GU 10627 ..... 351
CLPL=CLP2 ..... 332
- $-\cdots$. $E G 1=P G 2$ ..... 353
PN $1=$ PN2 ..... 354
$627 . E G 2=P G$ ..... 355
DPD $X=P G 2$ ..... 356
628 PN2=1 ..... 35
628 PN2 = FNEW ..... 358
DLP2 $=$ PN $2-(P+P G 2 *$ OELX $)$ ..... 354
IF( ABS(ULP2)/P.LE. 1.UE-OE) UC IC $62 S$ ..... 360
IIEK=ITER+1 ..... 301
IFIIJER.LE. IO) GU TO 626 ..... $3 \in 2$
WBIIE (0,210L ..... 363
IFIGCTAdEQ.OI GO JO 304 ..... 364
GU_LO-13 ..... 365
$6251+(x . G J . X I P G 11 P G=1$ ..... 366
GG IC 19 ..... 367
51 IF(IJER .GT. 21 GO IL 18 ..... 368
IFHIER.EA.2 G IJ 15 ..... 367
[JER=2 ..... 370
DPG1FPGNP1-PG1 ..... 371
CPCX=FG2 ..... 372
GU. 10.14 ..... 373

1) OPG2=PGNP 1-PG2 ..... 374
LIER=3 ..... 375
16 $\mathrm{PG}=(P G 1 * \cup P G 2-P G 2 * U P \mathrm{G} 1) /(D F G \angle-[P G 1)$ ..... 376
IFLPGeGI 1. 0 ) PG=1.OE-03*PG ..... 377
$\triangle$ ELPCI = ABS (OPGI) ..... 378
ABDEG 2 = ABS LDPG21 ..... 379
If IANIN14ABDPGl. ABUPG21.EE.ABUPG11 GO 1017 ..... 380
UPGL $=\mathrm{CPG} 2$ ..... 381
PG1=PG2 ..... 302
$11 . \mathrm{PG} 2=P G$ ..... 383
UPD $x=$ PG2 ..... 384
GO 1014 ..... 385
18 CPCZ $=$ FGNPI-PGZ ..... 386
IF( ABSIDPG2/DPLASTI.LE.1.OE-03) GC IC 19 ..... 387
ITEN=ITER+I ..... 388
IFJITER,LE,LOL GLIO LO ..... 389
MKIJE\{6,210) ..... 390
IFIIGCTA.EQ.OA GU IU 304 ..... 391
GC TC 13 ..... 352
1.5. P=PXTRAP ..... 393
WRITE (O. 224 ) ..... 344
EGRIELPUX/UPLAST ..... 395
( ( $A$ (NM2.LI. $A M M 2 M N) ~ A M M 2 H N=A M M 2$ ..... 396
CO $11 L=1,101$ ..... 397
H(L) =ELC(L) ..... 398
11 S3(L)=E111L) ..... 399
IF(IGOTAANE.O) GC TU 90 ..... 400

```
60 10 (91.92), IMSTAR
        _-21 IFIPAGIGM.L1 GU IG % 
        GO TC 304
    SZ IFIUPUX,GI.UPLASII GU TC S-
    IF{KX-KXI.NE.1) GO TO 303
        Kx1=kx
        IF(kk-kxci.GE.3) GO to 300
    60.IC 5..
    303 kx1=kx
        kXG=kx
            xCLJ=x
            GC IC 5
        3CC bRITE(0.<U3)
            G0 IO 304.
    30L WRITE(O.204) AMM2
    304 AL=A
        XCLT=X-1.01 *UELX
        GL IC 23
        27 AC=A
            wkITE(o,zUD)
        28 IFI AES (AO-AITLLE.ATEST) IGIJA=1
            GL IO 1
c
C END Et A ITERATION LOLP
        1% IFIMLKESNE.OI GU IJ 500
            SICP
        sc it(0PGX.GT.O.O) OG IO gs
            KTK=rIN+6*DELX
            IF(NFRO.EG.U) (ALL UUTPUT
            GO IO (53,44,58,53), IPG
    &3. LF(X,GE.XMAX) GU IU IS.
            IF(X.GE.XCUTI GC TO 93i
            IF(IAMM2-AMM2MN).GT.O.U.AND.X.GI.-0.5 ) GC IC S3I
            GC IC 5
    S31 IPG=2
    AMM21=AMMZ
            EPAMl=UPNUM
    GC IC S
        94 IFIAMMZ.LI:O.4GGYG.AND.LIPNLM.GI.C.C I GC IC 55
            Ir(X.GE.XMAXI GC TU 13
            GC IC S
    55 ISm=2
    5%GCIC.%
        555 |PG=3
            ENII=(DPNUME-UPNUMA)/(PG2-PG1)
            BRIL=-BRII*PGL + OPNUMA
    BKZ̈l = (AMM2B-AMM\angleA)/(PG2-PCL)
    BH22=-BR21*FG1+AMM2A
--...- --.-...
            BKD=SIGJAK*|AM2LSI+BK22-1.C 1-2.C #BKII
            451
            DPUX=-(EKE*SURT(BKO**2*8.0 *BK21*EKL2*SIGBAR))/(2.0 *GRZI*SIGBAR)
                    RG2=0POX.
                    GC IC 14
    GE LF(X,LTEXMAX) GC TUS
            GO 1O 13
    -99 R(IE16,2C5)
    GC TO 13
    MCCTO 13
            WKIIE(6,206) J.U(J.2j
            GG IC 13
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## APPENDIX $F$

## DEFINITION OF PROGRAM VARIABLES



| FORTRAN Symbol | Algebraic Equivalent | Definition, Use, Comments |
| :---: | :---: | :---: |
| A RCHI | - | Area-change integral see Eq. (4-25) |
| ARCH(L) | - | Area-change integrand see Eq. (4-25) |
| ATEST | - | Tolerance for A |
| A0 | - | Lower bound for A |
| Al | - | Upper bound for A |
| All, A12, A21, A22 | - | Matrix coefficients, Eq. $(4-6)$ |
| B | $\rho \sqrt{2 H_{0}} r_{*} / \mu_{0}$ | Reynolds number |
| $\begin{aligned} & \mathrm{BRB}, \mathrm{BR1,} \mathrm{BR11,} \\ & \mathrm{BR} 12, \mathrm{BR} 2, \mathrm{BR} 21, \\ & \mathrm{BR22} \end{aligned}$ | - | Coefficients in quadratic expression for $d P / d x$ see Eqs. (4-39) thru (4-42) |
| B11, B12, B21, B22 | - | Matrix coefficients, Eq. (4-6) |
| C. | $\sqrt{R_{1}^{2}-x^{2}}$ | - |
| CFBOT | $B \Delta \eta$ | - |
| CONDI | - | Heat-conduction integral see Eq. (4-27) |
| COND(L) | - - | Heat-conduction integrand see Eq. (4-27) |
| CPKU | $K_{u}$ | Eq. (5-2) |
| C11, C12, C21, C22 | - | Matrix coefficients, Eq. $(4-6)$ |
| D | $p / p_{0}$ | - |
| DELETA | $\Delta \eta$ | $\Delta n=0.01$ throughout this program |
| DELX | $\Delta x$ | - |


| FORTRAN Symbol | Algebraic Equivalent | Definition, Use, Comments |
| :---: | :---: | :---: |
| DELXS | - | "Saved" value of $\Delta x$, i. e., the value used for $x_{0} \leqslant x \leqslant x_{1}, x \geqslant x_{2}$ |
| DFBRDX | $d \bar{F} / d x$ | See Eq. (3-29) |
| DLP1, 2 | PNI, 2 - PXTRAP | - |
| DLSTR | $\delta_{1} / r_{*}$ | See Eq. (6-3) |
| DPDX | $d P / d x$ | - |
| DPG1, 2 | - | Difference between righthand side of Eq. (3-34) and the value of $\alpha P / d x$ used to find it |
| DPLAST | - | Value of DPDX at the previous station |
| DPNMI | - | See Eq. (4-35) |
| DPNUM | - | See Eq. (4-24) |
| DPNUMA, B | - | See Eq. $(4-36)$ |
| DTDN | $\partial \theta / \partial \eta$ | See Eq. (4-29) for difference formula |
| DUDN | $\partial u / \partial \eta$ | " |
| DUDNSQ | $(\partial u / \partial \eta)_{n=1}^{2}$ | $\left(\frac{u_{k}^{101}-u_{k}^{100}+u_{k}^{101}-u_{k}^{100}}{2 \Delta \eta}\right)^{2}$ |
| DVDN | $\partial v / \partial n$ | . - |
| D1, D2 | - | Matrix coefficients, Eq. $(4-6)$ |
| D2 TDN2 | $\partial^{2} \Theta / \partial \eta^{2}$ | - |
| D2UDN2 | $\partial^{2} u / \partial \eta^{2}$ | - |
| EM11, EM12, EM21, EM22 | - | Matrix coefficients, Eq. (4-17) |


| FORTRAN Symbol | Algebraic Equivalent | Definition, Use, Comments |
| :---: | :---: | :---: |
| -ETA(L) | $\eta$ | - |
| ETTBU2 | - | Used in finding $\int_{0}^{1} n \Theta d x / u^{2}$, hence AMM2 |
| $\begin{aligned} & \operatorname{E11}(\mathrm{L}), \operatorname{E12(L),} \\ & \operatorname{E21}(\mathrm{L}), \operatorname{E22(L)} \end{aligned}$ | $E_{i j}$ | Matrix coefficients, Eq. (4-7). <br> Ell(L) is also used at various times to store $u_{n} / \Theta$, and $\left(P \sigma_{w}^{2} \int_{0}^{n} \frac{u_{n} d n}{\theta}\right)_{k+1}$ <br> El2(L) stores $K^{2} n / \Theta$, and later $W_{k+1}^{L}$ E22(L) stores $n \odot / u^{2}$ and PGRD(L) <br> E2I(L) stores ARCH(L) |
| FACT | $2 \gamma /(\gamma-1) B \bar{\sigma}_{w}$ | - |
| FN1, FN2 | - | Matrix coefficients, Eq. $(4-17)$ |
| Fl(L), F2(L) | $f_{i}^{L}$ | Matrix coefficients, Eq. $(4-7)$ |
| GAMMA | $\gamma$ | - |
| GAMMAP | $\gamma\left(P+\frac{\Delta x}{2} \frac{d P}{d x}\right)$ | - |
| GENRI | - | Generation integral - Eq. (4-28) |
| GENR(L) | - | Generation integrand - Eq. $(4-28)$ |
| Gl thru G21 | - | Intermediate quantities used in determining the matrix coefficients |
| G4BGM1 | $4 \gamma /(\gamma-1)$ | - |
| HDELX | $\Delta x / 2$ | - |
| HFLUX | $\sigma_{w}^{2} \int_{0}^{1} \eta D U\left(\Theta+U^{2}\right) d \eta$ | Dimensionless enthalpy flux, see Eq. (3-31) |


| FORTRAN Symbol | Algebraic Equivalent | Definition, Use, Comments |
| :---: | :---: | :---: |
| HTR | $\int_{x_{0}}^{x} Q d x$ | - |
| IBC | - | Boundary-condition indicator |
| IETAPR | - | Print-control indicator |
| IGOTA | - | Equals 1 or 0 depending on whether A is or is not known |
| IPG | - | Indicator for pressuregradient algorithm |
| ISW | - | Used in switching from $I P G=2$ to 3 |
| ITER | - | Counter for number of iterations on $d P / d x$ |
| IX | - | Step-size indicator |
| IXSTAR | - | Equals 1 or 2 depending on whether solution is upstream or downstream of first minimum in $d P / d x$ |
| IX THW | - | Used to identify three regions of wall-temperature variation |
| KI | $x=x_{0}+K I \cdot \Delta x$ | - |
| KX | - | Counts the number of steps, regardless of step size |
| KX0, KX1 | - | Used to determine number of steps with $d P / d x$ decreasing and IXSTAR $=2$ |
| LC | - | Line counter |
| MORE | - | Indicates further cases are to be run |


| FORTRAN Symbol | Algebraic Equivalent | Definition, Use, Comments |
| :---: | :---: | :---: |
| NPRO | - | Equal to zero if profiles are desired |
| NRUN | --. | Run number |
| OMPH | $\omega+1 / 2$ | - |
| OMEGA | $\omega$ | - |
| Ol | $16 A^{2} h$ | - |
| O2 | $8 \mathrm{ku} / \sigma_{w}{ }^{3}$ | - |
| O3 | $\frac{1}{2}(1+T W 2)$ | Parameters used in wall- |
| O4 | $\frac{1}{2}(1-T W 2)$ | see Eq. $(6-2)$ |
| O5 | $\pi /(x T W Z-x T W 1)$ |  |
| P | $p, p / p_{0}$ | - |
| PDA | $P \frac{d}{d x}\left(\sigma_{w}{ }^{2}\right)$ | See Eq. (3-29) |
| PG | - | Trial value for $d P / d x$, Eq. (4-20) or (4-31) |
| PGNP1 | : - | See Eq. (4-21) |
| PGRT | - | Pressure-gradient ratio, Eq. (4-34) |
| PGl | - | Initial trial for $\alpha P / \alpha x$ |
| PG2 | - | Second trial for $d P / d x$ |
| PHW | $P_{k}+\frac{\Delta x}{2} \cdot \frac{d P}{d x}$ | - |
| PI3 | $\pi_{3}$ | - |
| PNEW | - | See Eq. (4-18) |
| PN1, PN2 | - | Values of PNEW used in extrapolating for PG see Eq. (4-20) |
| PR | P | Prandtl number |


| FORTRAN Symbol | Algebraic Equivalent | Definition, Use, Comments |
| :---: | :---: | :---: |
| PSGW2 | $P\left(\sigma_{w, k+1}\right)^{2}$ | - |
| PSI | $\psi$ | Stream function |
| PXTRAP | $P_{k}+\Delta x \cdot \frac{d P}{d x}$ | - |
| Q | $\frac{1}{B}\left[\Theta^{\omega} \frac{\partial}{\partial \eta}\left(\frac{\Theta}{k}+u^{2}\right)\right]_{n=1}$ | Local dimensionless heattransfer rate, see Eq. $(3-31)$ |
| RTPB2 | $\sqrt{\pi / 2}$ | - |
| RTZ8Z7 | $\sqrt{2 \gamma /(\gamma-1)}$ | - |
| RT2GM1 | $\sqrt{2 /(\gamma-1)}$ | - |
| R1 | $R_{1}=r_{1} / r_{*}$ | - |
| RIST1 | $R_{1} \sin \theta_{1}$ | - |
| R1ST2 | $R_{1} \sin \theta_{2}$ | $\cdots$ |
| R12 | $R_{1}^{2}$ | - |
| SAME | $\theta+\omega \eta \frac{\partial \Theta}{\partial \eta}$ | - |
| SAl | $\frac{2-\alpha_{u}}{\alpha_{u}} \sqrt{\frac{\pi}{2}}$ | - |
| SCl | $\frac{2-\alpha_{T}}{\alpha_{T}} \sqrt{\frac{\pi}{2}} \frac{2 \gamma}{(\gamma+1) R_{2}}$ | - |
| SGDX | $\sigma_{w, k+1} / \Delta x$ | - |
| SHERI | - | Shear integral, Eq. (4-26) |
| SHER(L) | - | Integrand for shear integral |
| SIGBAR | $\left.\sigma_{w}\right)_{x}=x_{k}+\Delta x / 2$ | Wall radius, halfway across the step |
| SIGDP | $\sigma_{w, k+1} \cdot \frac{d P}{d x}$ | - |
| SIGMA W | $\sigma_{w}, \sigma_{w, k+1}$ | Wall radius at the end of the step |


| FORTRAN Symbol | Algebraic Equivalent | Definition, Use, Comments |
| :---: | :---: | :---: |
| SW2 | $\sigma_{w}^{2}$ | - |
| SW3 | $\nabla_{w}{ }^{3}$ | - |
| SW4 | $\sigma_{w}{ }^{4}$ |  |
| S3(L) | $\left(P \sigma_{w}^{2} \int_{0}^{\eta} \frac{U_{\eta} d n}{\Theta}\right)_{k}$ | - |
| S4 (L) | In subroutine START: $s 4(L)=U_{n} / \Theta$ <br> In the MAIN program, through statement 10: $s 4(L)=\int_{0}^{\eta} \frac{u_{\eta} d \eta}{\theta}$ | - |
| T(L, K) | $\Theta_{k}^{L}$ | - |
| TANBAR | $\bar{\sigma}_{w}{ }^{\prime}$ | Wall slope halfway across the step |
| TANTHP | $\sigma_{w}^{\prime}$ | Wall slope at the end of the step |
| TAU | $\frac{4 \gamma}{B(\gamma-1)}\left[\Theta^{\omega} \frac{\partial u}{\partial \eta}\right]_{\eta=1}$ | See Eq. (3-29) |
| THCOEF | $\bar{F}$ | See Eq. (3-30) |
| THETAP | - | A dummy, used in subroutine GEOM for $\theta_{w}$ |
| THETAW | $\theta_{w}=\arctan d \sigma_{w} / d x$ | - |
| THETA1, 2 | $\theta_{1}, \theta_{2}$ | - |
| TOMF | $\frac{2 \gamma}{(\gamma-1) B \bar{\sigma}_{w}}\left(\Theta_{K+1}^{L}\right)^{w-1}$ | - |
| TW2 | $-$ | See Eq. (6-2) |
| U(L, K) | $u_{k}^{L}$ | - |
| U2ETAT | - | Used in finding $\int_{0}^{1} \frac{u^{2} \eta d n}{\Theta}$ |


| FORTRAN Symbol | Algebraic Equivalent | Definition, Use, Comments |
| :---: | :---: | :---: |
| V | $\checkmark$ | - |
| W(L) | W | - |
| X | $\times$ | - |
| XCUT | - | Point where extrapolation through the saddle point is started |
| XHW | $x_{k}+\frac{\Delta x}{2}$ | - |
| XIPG | - | Point where switch from $\mathrm{IPG}=4$ to $\mathrm{IPG}=1$ is made |
| XMAX | - | Point where calculation is terminated |
| XPLAST | . - | Previous print station |
| XPRINT | - | Interval between print stations |
| XTW1, XTW2 | - | See Eq. (6-2) |
| X0 | - | Initial station |
| X1, X2 | - | Boundaries of reduced step-size region |
| Y1 - Y9 |  | Dummies used in calculation of matrix coefficients |
| Z1 | $\tan \theta$ | - |
| Z2 | $\tan \theta_{2}$ | - |
| Z 5 | $\cos \theta_{1}$ | - |
| Z7 | $\gamma-1$ | - |
| Z8 | $2 \gamma$ | - |
| Z10 | $1+R_{1}\left(1-\cos \theta_{1}\right)-R_{1} \sin \theta_{1} \tan \theta_{1}$ | - |
| Z11 | $1+R_{1}$ | - |


| FORTRAN <br> Symbol | Algebraic <br> Equivalent | Definition, Use, <br> Comments |
| :--- | :---: | :---: |
| Z12 | $1+R_{1}\left(1-\cos \theta_{2}\right)-R_{1} \sin \theta_{2} \tan \theta_{2}$ | - |
| Z13 | $\Delta n / 3=0.01 / 3$ | - |
| Z15 | $\sqrt{\frac{2 \gamma}{\gamma-1}} \frac{\cos \theta_{1}}{B}$ | - |
| Z16 | $4 A$ | - |
| Z23 | $\Delta n / 12=0.01 / 12$ | - |
| Z31 | $(\Delta \eta)^{2}=0.0001$ | - |
| Z32 | $\omega-1$ | - |
| Z33 | $2 \Delta \eta=0.02$ | - |
| Z34 | $4 \Delta \eta=0.04$ | - |
| Z35 | $B(\Delta \eta)^{2}=0.0001 B$ | - |
| Z41 | $4 \Delta \eta \Delta x=0.04 \Delta x$ | - |
| Z42 | $2(\Delta n)^{2}=0.0002$ | - |
| Z43 | $2 \Delta \eta / 3(\gamma-1)=0.02 / 3(\gamma-1)$ | - |

Table l：SUMMARY OF CASES

|  |  |
| :---: | :---: |
| ¢ （1）$^{3}$ |  |
| co |  |
| 0 |  |
| 会 |  |
| ¢ |  <br>  コーゴゴコココローコ <br>  |
| 0 |  |
| $\begin{aligned} & \dot{0} \dot{0} \\ & \dot{\sim} \mathrm{Z} \\ & \hline \end{aligned}$ |  |



TABLE 2.1
$10-3915690^{\circ} \mathrm{C}$

$$
\begin{array}{r}
1.100578 E-01 \\
-1.330282 \mathrm{E}-07
\end{array}
$$ $4.534680 \mathrm{~F}-03$

1.578034 E 9. $969202 \mathrm{E}-01$ $4.636575 F-03$
$6.971675 E 94$

$9.963933 \mathrm{E}-01$
$6.995730 \mathrm{E}-03$
$2.039769 \mathrm{E}-03$
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2.007473 E 03
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$2.825413 \mathrm{~F} \quad 10$ | $9.968396 \mathrm{E}-01$ |
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| $4.973590 \mathrm{E}-03$ |
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\end{aligned}
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$-1.133024 \mathrm{E}-03$


$9.968623 E-01$
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| :--- |
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$A=\quad 9.499997 \mathrm{E}-02$

$$
\begin{aligned}
& \begin{array}{l}
.097628 E-01 \\
2.441738 F-02
\end{array} \\
& .518427 \mathrm{E}-07
\end{aligned}
$$

$9.294345 \mathrm{E}-01$
$2.135316 \mathrm{E}-01$
3.319926 E 01
$9.294332 \mathrm{E}-01$

TABLE 2.4


TABLE 2.5

| 8.717991E-01 |
| :---: |
| 4.514642F-01 |
| 2.629166 F 00 |
| 8.716188E-01 |
| 4.522722F-01 |
| 2.615202E 00 |
| Q.695741E-01 |
| 4.615404E-01 |
| 2.463564F 00 |
| A. $4277035 \mathrm{~F}-0 \mathrm{i}$ |
| 5.783643F-01 |
| 1.574304E 00 |
|  |
| 9.424163E-01 |
| 5.797729E-01 |
| 1.563920 F 00 |
| $8.500232 \mathrm{E}-0 \mathrm{i}$ |
| 5.431954F-01 |
| 1.878239E 00 |

$8.303038 \mathrm{E}-01$
$6.278846 \mathrm{E}-01$
$1.544669 E-00$

$8.300970 \mathrm{E}-01$
$6.288947 \mathrm{E}-01$
1.537172 E 00
$8.285255 \mathrm{E}-01$
$6.365957 \mathrm{E}-01$
$1.482031 \mathrm{E} \quad 00$.
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\end{aligned}
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$$
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 1. Ј9.رム $742-1$
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$-4.3541351-01$ $-3.50,364 t-j$
$1.090710 E-J$
$1.652275 E-j$ $-5.51044 \mathrm{RF}-$



TABLE 2.6
h. $4 \mathrm{R} 5605 \mathrm{E}-01$
1.57 A 427 E OO
$5.124360 \mathrm{~F}-01$ $6.483935 \mathrm{~F}-01$
1.577672 F 00
$5.107851 \mathrm{E}-01$ $6.486285 F-01$

$1.575917 E 00$ 5.131113 F | 0 | 0 |
| :--- | :--- |
| 0 | 1 |
| 0 | 0 |
| 0 | 0 |
| 0 | 0 |
| 0 | 0 |
| 0.0 |  |
| 0 | 5 |
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$4.760075 \mathrm{E}-01$
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 LA／DX
0
 つ－m
6
6
0
0


ARCHI $=4.0 \mathrm{OB}$

|  |  |  |
| :---: | :---: | :---: |
| 0.0 | 0.71532 | 0.49939 |
| 0.02 | $0.715 \mathrm{H2}$ | 3．49330－3．031t－04 |
| 0． 04 | 0.715 セ2 | 0．43139－6．164E－04 |
| 0.06 | 0.71582 | $0.49937-9.247 \mathrm{E}-04$ |
| 0.08 | 0.71581 | 0．49940－1．2135－03 |
| 0.10 | 0.71581 | 0.49941 － $1.542 \mathrm{E}-013$ |
| 0.12 | 0.71580 | 0．49941－1．850［－03 |
| 0.14 | 0.71579 | 0．49942－2．153t－03 |
| 0.16 | 0.71578 | 0．49944－2．40，7E－03 |
| 0.18 | 0.71578 | 0．49945－7．776E－C3 |
| 0.20 | 0.71577 | 0．49947－3．085E－03 |
| 0.22 | 0.71576 | 0．49949－3．3948－03 |
| 0.24 | 0.71575 | 0．499b1－3．1032 -03 |
| 0.26 | 0.71573 | 0．49053－4．013E－03 |
| 0.28 | 0.71572 | U．49755－4．322t－03 |
| 0.30 | 0.71570 | 0．49957－4．631E－03 |
| 0.32 | 0.71569 | 0．49959－4．941E－03 |
| 0.34 | 0.71560 | 0．49961－5．252 $\overline{\mathrm{E}}-03$ |
| 0.36 | 0.71504 | 0．49904－5．502t－03 |
| 0.38 | 0.71562 | 0．49966－5．973E－03 |
| 0.40 | 0.71559 | U．49064－6．155F－03 |
| $0.4 \%$ | 0.71556 | 0．49971－6．496E－03 |
| 0.44 | 0.71554 | 0．49974－6．8J7E－03 |
| 0.46 | 7．71551 | ．0．49．76－7．118E－03 |
| 0.48 | 0.71548 | 0．49979－7．430E－03 |
| 0.50 | 0.71544 | 0．49982－7．742E－03 |
| 0.52 | 0.71541. | 0．49785－8．054E－03 |
| 0.54 | 0.71538 | $0.40788=9.367 \bar{E}-33$ |
| 0.56 | 0.71514 | $0.49992-8.679 \mathrm{E}-03$ |
| 0.58 | $0.71530{ }^{\circ}$ |  |
| 0.60 | 0.71527 | 0．50003－9．303E－03 |
| 0.62 | 0.71523 | $0.50011-9.613 \mathrm{~F}-03$ |
| 0.64 | 0.71518 | 0．50023－9．972E－03 |
| 0.66 | 0.71512 | $0.50042-1.023 \mathrm{E}-\overline{02}$ |
| 0.68 | 0.71504 | 0．50071－1．052E－02 |
| 0.70 | 0.71490 | 0．50119－1．0NUE－02 |
| 0.72 | 0.71464 | 0.50197 －1．1．jtE－02 |
| 0.74 | 0.71414 | 0．50331－1．126E－02 |
| 0.76 | 0.71316 | 0．50544－1．143E－02 |
| 0.78 | 0.71128 | 0．50875－1．140E－02 |
| 0.80 | 0.70779 | 0．51363－1．143t－02 |
| 0.82 | 0.70156 | 0．52038－1．124t－02 |
| 0.84 | 0.69093 | 0．52895－1．034t－i2 |
| 0.86 | 0.67358 | 0．53879－1．055 E－02 |
| 0.88 | 0.64637 | 0．54879－1．010F－02 |
| 0.90 | 0.60524 | $0.55752-7.450 \mathrm{~F}=03$ |
| 0.92 | 0.54343 | 0．56369－8．425F－03 |
| 0.94 | 0.46245 | 0．56619－6．591 E－ 33 |
| 0.96 | 0.15338 | 0．56326－3．786E－U3 |
| 0.98 | 0.21688 | 0．55084－1．296E－03 |
| 1．00 | 0.05090 | 0.519980 .0 |

TABLE 2.8


Figure 1 DISTRIBUTION OF CENTERLINE MACH NUMBER, CASE 1


Figure 2 VELOCITY - PROFILE PREDICTION CASE 1


Figure 3 PRESSURE DISTRIBUTIONS FOR VARIOUS MASS FLOWS,(CASE 2)


Figure 4 SOLUTION CURVES FOR VARIOUS MASS FLOWS (CASE 2)


Figure 5 PROFILES OF VELOCITY AND STATIC ENTHALPY (CASE 2)


Figure 6 PRESSURE DISTRIBUTIONS FOR VARIOUS MASS FLOWS, CASE 10


Figure 7 CONTOURS OF CONSTANT MACH NUMBER CASE 10, $A=0.08764252$


Figure 8 MASS-FLOW VARIATION WITH EXIT.PLANE PRESSURE (EXIT STATION AT $X=40$ ), CASE 10


Figure 9a WALL-TEMPERATURE DISTRIBUTIONS
Figure 9b ENTHALPY-FLUX DISTRIBUTIONS


Figure 9c HEAT-TRANSFER DISTRIBUTIONS


Figure 10a VELOCITY AND ENTHALPY PROFILES CASE 11, $\mathrm{X}=0$


Figure 10b VELOCITY AND ENTHALPY PROFILES CASE 11, X = 5


Figure 10c VELOCITY AND ENTHALPY PROFILES CASE 12, $\mathrm{X}=0$


Figure 10d VELOCITY AND ENTHALPY PROFILES CASE 12, $X=5$
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[^0]:    *Detailed derivations are given in Appendix B.

[^1]:    *The axisymmetric formulas have also been presented in a recent paper by Garvine and Weinbaum. ${ }^{96}$

[^2]:    * In some cases the rate of rise is sufficient to cause reverse flow near the wall. When this happens, the solution must be terminated, since the slender-channel equations are parabolic, and cannot allow an upstream influence.

[^3]:    * These equations are presented in detail in Appendix D.

[^4]:    *Private communication from R. R. John and Walter Davis, July 8, 1969.

[^5]:    

