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ABSTRACT

The first chapter provides a brief account of thedny and significant advances in
the fields of aromaticity and magnetism. In thigoter a concise history of the origin and
advancement of research in aromaticity is given ctwhcorrelates the chronological
development of the subjects with the evolution evrmaterials. The current status of the
research in aromaticity, with special emphasis lm metal based aromatic molecules, is
provided. Magnetism is also discussed accordirtbeahronology of the advancement of the
theory and explored materials. The effect of dinmmsn the magnetic properties is also
discussed here. The emergence of new moleculesdoomagnets and the role of the
theoretical advancement in designing such matealatsdiscussed in this chapter.

The second chapter presents a concise report obdki theoretical background
related to aromaticity, magnetic exchange couptiogstant and magnetic anisotropy. The
significance of the quantification of aromaticitghbeen discussed with special emphasis on
the fundamental categories based on which the sseees$ of aromaticity is performed. A
short description of the available methods for difiaation of aromaticity, which are of
subsequent use in this work, is also presentedriéf background for the estimation of
magnetic exchange coupling constant has been mdvidwo different methods of
determination of the magnetic exchange couplingstaont () is given, namely, the broken
symmetry approach and the spin-flip DFT approadie Theoretical approach behind these
two methods are discussed elaborately. A shortuwmtcof the basic theory behind the
guantification of magnetic anisotropy is also pded here. There are two popular methods
for the quantification of magnetic anisotropy. TRederson-Khanna (PK) approach and the
Neese method for quantification of zero-field sply (ZFS) parameteD, in connection to
the magnetic anisotropy are discussed with propgyhasis on the estimation of the spin-
orbit coupling in spin-systems.

Gradual migration of Nafrom Mg:®~ brings about fascinating change in aromatic and
magnetic behavior of inorganic Md& cluster, which is addressed at the B3LYP and
QCISD levels is discussed in the third chapter.ifuthis process, Natakes away the
electron density from M@~ causing a net decrease in aromaticity. A tug-af-etween the
Pauli repulsion and the aromaticity is shown tadsponsible for the observed stability and
aromaticity trends in singlet and triplet statesplications of a spin crossover vis-a-vis a
possible superexchange are also explored.

The fourth chapter is on the magnetism in metatecdéased donor—acceptor
complexes, which stems from the donor to acceptarge transfer. Thus, to correlate the
exchange coupling constadtand the charge transfer integral, a formalism asetbped
which enables one to obtain the coupling constemrnfthe value of the charge transfer
integral and the spin topology of the system. Tlagiance in the magnetic interaction
between donor and acceptor is also investigatedgalowo perpendicular directions in the
three dimensional crystal structure of the refeeesigstem, decamethylchromocenium ethyl
tricyanoethylenecarboxylate [Cr(CpJETCE]. These donor—acceptor pairs (V-pair and H-
pair), oriented along vertical and horizontal dif@es respectively, are found to have
different extents o, which is attributed to the difference in exchargeapling mechanisms,
viz., direct exchange and super exchange. Nexii¥gnd H-pair are taken together to treat
both the intra chain and inter chain magnetic atgons, since this competition is necessary
to decipher the overall magnetic ordering in théklphase. In fact, this truncated model
produces a small positive value dafsupporting the weak ferromagnetic nature of the



complex. Lastly, a periodic condition is imposedtba system to comprehend the nature of
magnetism in the extended system. Interestinglg, fdrromagnetism, prevailing in the
aperiodic system, turns into weak antiferromagnetis the periodic environment. This is
explained through the comparison of density ofestdDOS) plots in aperiodic and periodic
systems. This DOS analysis reveals proximity ofdbeor and acceptor orbitals, facilitating
their mixing in periodic conditions. This mixing uses the antiferromagnetic interaction to
prevail over the ferromagnetic one, and impartsoarrall antiferromagnetic nature in
periodic conditions. This change over in magnetture with the imposition of periodicity
may be useful to understand the dependence of radrehavior with dimensionality in
extended systems.

Magnetic anisotropy of a set of octahedral Cr@bmplexes is the key deliberation of
chapter five. The magnetic anisotropy is quantifiedderms of zero-field splitting (ZFS)
parameteD, which appeared sensitive toward ligand substitutiThe increasea-donation
capacity of the ligand enhances the magnetic anjgpiof the complexes. The aximdonor
ligand of a complex is found to produce an easyltype D > 0) magnetic anisotropy,
while the replacement of the axial ligands witlacceptors entails the inversion of magnetic
anisotropy into the easy-axis tyge € 0). This observation enables one to fabricatmgles
molecule magnet for which easy-axis type magnetisaropy is an indispensable criterion.
The equatorial ligands are also found to play a ioltuning the magnetic anisotropy. The
magnetic anisotropy property is also correlatechwlite nonlinear optical (NLO) response.
The value of the first hyperpolarizability variesoportionately with the magnitude of the
ZFS parameter. Finally, it has also been shown ghigtional design of simple octahedral
complexes with desired anisotropy characterist&cgpassible through the proper ligand
selection.

In chapter six, the effect of an external elecfietd on the magnetic anisotropy of a
single-molecule magnet has been investigated, whi help of DFT. The magnetic
anisotropy of a pseudo-octahedral Co(Il) complexelg, [Cd' (dmphen)(NCS)], has been
investigated in connection to the tunability of theagnetic anisotropy through external
electric field. The application of an electric letan alter the magnetic anisotropy from
“easy-plane” D > 0) to “easy-axis”ID < 0) type. The alteration in the magnetic anisorisp
found due to the change in the Rashba spin-orbiplotg by the external electric field. This
variation in the Rashba spin-orbit coupling is figrt confirmed by the generation of the spin
dependent force in the molecule which is later tbtovmanifest separation @f andg- spins
in opposite ends of the molecule. The excitatioalysis performed through time-dependent
DFT also predicts that the external electric fiigldilitates metal tar-acceptor ligand charge
transfer, leading to uniaxial magnetic anisotropg aoncomitant spin Hall effect in a single
molecule.

Finally chapter seven presents a general and ctmpsese conclusion of all the
chapters.



PREFACE

Wiberg once referred aromaticity as a “large fuimll” due to the difficulty in
defining the concept precisely. Although aromayicis popularly considered to be an
important concept primarily for organic compounkst it has been extended to compounds
containing transition-metal atoms. Recent findio§gromaticity and antiaromaticity in all-
metal clusters have enthused further researctkalia earth metal clusters referring to their
chemical bonding, structures and stability. In thissis we used thearomatic alkaline earth
metal clusters and their alkali metal complexetss@a extended the concept of aromaticity.
Motivated by the transformation efaromaticity in free cyclo-[Mg>™ to z-aromaticity in the
alkali metal salts, we undertake a detailed ingasion of the MgNa, firstly, to obtain a set
of consistent structural data for the species; rsdlgo to analyze the electronic structure,
electron delocalization properties, and aromatioftthese species; and finally, to discuss the
changes in aromaticity and emergence of magnetssian fanction of the distance from the
alkali metal to the center of the Mgng.

Single molecular magnets have opened an opportdartythe study of physical
phenomena at the interface of the microscopic aquanorld and the macroscopic classical
systems. The field of molecular magnetism has ed@drwith the discovery of magnetic
guantum tunneling in Mi-acetate molecules. The cornerstone for the rispreéent day
interest in molecular magnetism owes to the crégtof molecular chemists for designing
high and low spin clusters and single chain magnitsre is the vibrant ongoing work on
some hole burning phenomenon like molecular spidsy quantum tunnelling of
magnetisation, spin Hall effect etc. The magnetbdviour in molecules and solids are
primarily controlled by exchange interaction. Vaisomicroscopic electronic Hamiltonians,
spin Hamiltonians have been introduced to solventyua many body problems and compute
magnetic exchange coupling constant. Magnetic &gy is responsible for intrinsic ‘easy’
and ‘hard’ directions of the magnetization in sofegomagnetic materials. This magnetic
anisotropy is, from both a technological and fundatal viewpoint one of the most
important properties of magnetic materials. Owingthie perspective of both fundamental
sciences and applications new materials are clyrbaing prepared, named multifunctional
molecular materials, which involve interplay or sygy between multiple physical properties
like aromaticity and magnetism.
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12.49955 -924.8553117 1.000017 -924.85531
12.74955 -924.8553097 1.000017 -924.85531
12.99955 -924.8553077 1.000017 -924.85531
13.24955 -924.8553058 1.000017 -924.85531

Table A.S3.Description of the orbital, wherefrom and to chatrgesfer occurs in N&gs with Na —
Mgs distance of 5.08 A and corresponding second @udergy as obtained from the NBO outpuit.

AE (kcal/mole)

Donor NBO with Acceptor NBO with

composition composition
Within a — spin orbitals LP* (4) Mg 1 LP* (1) Na 4 -0.12
s (0.28%) p 99.99 (99.32% s (56.69%) p 0.76 (43.30%
d 1.42 (0.40%) d 0.00 (0.01%)
Within g — spin orbitals LP* (4) Mg 1 LP* (1) Na 5 -0.12

s (0.28%) p 99.99 (99.32%)s (56.69%) p 0.76 (43.30%)
d 1.42 (0.40%) d 0.00 (0.01%)
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Figure A.S1.Plot of NICS(0) and NICS(1) in the singlet stafeNaMg; at CCSD/6-311+g(d) level
of theory
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Figure B.S1.Spin populations of the high spin states plottethintwo dimensional array (b)

V-pair and (c) H-pair of the donor-acceptor complex

Table B.S1.Energy comparison of triplet and quintet spin stateneutral [CHCp*)]

Level of Theory

Energy difference between
the quintet and triplet state

in a.u.

UBHandHLYP/6-311++G(d,p) with 0.005
LANL2DZ as extrabasis on Cr

CASSCF(6,8)/LANL2DZ 0.003

UBPW91/6-311++G(d,p) with 0.042
LANL2DZ as extrabasis on Cr

UB3LYP/6-311++G(d,p) with 0.028

LANL2DZ as extrabasis on Cr




Table B.S2.Spin populations at the vertical donor-acceptocksta different functionals
(percentage of HF exchange are given for each ifumadtin the parenthesis)

Functionals UBHandHLYP ~ UBPW91 UB3LYP UPBEPBE UTPSSH
% of Hartree-Fock Exchange 505! 0%2 208 (O 1072
-0.297 -0.250 -0.249 -0.255 -0.228

3.452 3.498 3.423 3.482 3.465

) t

-0.432 -0.385 -0.373 —-0.358 -0.381

. 0.892 0.727 0.790 0.706 -0.829
.?J- 4%-0 =

Magnetic exchange coupling 511 142 137 133 408
constants () in cm*

B1. Sorkin, A.; lIron, M. A.; Truhlar, D. GJ. Chem. Theory Compu008 4, 307 and
references therein.

B2. Kantchev, E. A. B.; Norsten, T. B.; Sullivan, M. Brg. Biomol. Chem2012 10, 6682.

B3. Pantazis, D. A.; Krewald, V.; Orio, M.; Neese[Jalton Trans, 2010 39, 4959.



Table B.S3. Variation in spin densities on the magnetic cen[Cr(Cp*),]" (D") and
[ETCE] (A") and coupling constants in thepair withnk points =0, 1, 2

Gammal) point n=1 r

l ~0.093 l —0.106 l 0.105

2 3o 3o 239

@ 13 ) T 3.142 d |36

33 33 33

l 0.158 l —0.168 l —0.1758

0.698 T 0.697 T 0.653 T
0J33‘0 Co'ﬁ‘o 9 ‘3‘0

J=-7.072 cm* J=-7.501 cm® J=-9.297cm*

Table B.S4.Estimation of magnetic exchange coupling constattt thie hybrid PBE(
functional (at PBE1PBE/LANL2DZ level) iGamma (I') point only.

Spin state Energy in a.u <52>* Jincm™
High spin (quintet) -1486.665434 6.100961 -107.24cm
Low spin (triplet) -1486.666884 3.133394

* The <82> values are obtained through unrestricted densitctianal approach. TF

unrestricted density functional calculation leaml$hie problem of spin contamination. Due

this spin cotamination, the<82> value is found to be deviated from the exact vadii

6.00084 B%

B4. (a) Bhattacharya, D.; Misre¢ A. J. Phys. Chem. 2009 113 5470; b) Shil, S.; Misra,
A. J. Phys. Chem.,201Q 114, 2022.

B5. Paul S.; Misra, AJ. Chem. Theory and Comy, 2012 8, 843.



Figure B.S2.Spin populations of the high-spin states at d#féfunctionals.




Spin populations at UBHandHLYP:

Mul i ken atom c spin densities:

1 O 3. 452088
2 C -0.075705
3 C -0.063121
4 C -0.045285
5 C -0.052738
6 C -0.060055
7 C 0. 015104
8 H -0.000610
9 H -0.000434
10 H -0.000001
11 C 0. 018556
12 H 0. 000152
13 H -0.000172
14 H -0.001848
15 C 0. 030128
16 H -0.001165
17 H -0.001640
18 H 0. 000560
19 C 0. 029040
20 H -0.002802
21 H -0.000792
22 H 0. 000371
23 C 0. 016175
24 H 0. 000376
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39 H 0. 001546
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42 H -0.001464
43 H -0.003589
44 C 0. 031833
45 H -0.000336
46 H -0.000281
47 H -0.001393
48 C 0. 012664
49 H 0. 006226
50 H -0.002422
51 H -0.001617
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Appendix C: Supplementary Information for Chapter 5

TDDFT results for d-d vertical excitation: Thed-d excitations along with their oscillator
strengths and orbital transition coefficients astetl in Tables C.S1, C.S2 and C.S3.

Table C.S1.Complex 1 TDDFT results.

Excitations Oscillator Orbital transition
Strengths (fosc) coefficient

dy; —dy.y» (HOMO —LUMO) 0.003210117 0.713318

Oxz —0x2-y2 0.002323539 0.555789

dy,; —dy 0.000075149 0.280159

Table C.S2.Complex 2 TDDFT results.

Excitations Oscillator Orbital transition
Strengths (fosc) coefficient

dy; —dy.y» (HOMO —LUMO) 0.007747317 0.838286

Oxz —0x2-y2 0.006952073 0.795980

dy, —dy 0.006828186 0.426463

Table C.S3.Complex 3 TDDFT results.

Excitations Oscillator Orbital transition
Strengths (fosc) coefficient

dy; —dy.y» (HOMO —LUMO) 0.004066582 0.953855

Oxz —0x2-y2 0.001813928 0.827064

dy,; —dy 0.001813928 0.101435
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Figure D.S1.The Density of States (DOS) plots of the compleXanthe unperturbed ste
and (b) under external electric field of magnitddex1(> a.u.



Figure D.S2.Mulliken atomic spin densities at different apgliglectric fields.

Mulliken atomic spin densities at zero applied #ledield:

Mul I'i ken atomi c spin densities:

1 Co 2.550419
2 N 0. 087736
3 C -0.014911
4 S 0. 093805
5 N 0. 086775
6 C -0.012992
7 S 0. 098080
8 N 0. 046077
9 C -0.013895
10 C 0. 003092
11 H 0. 000461
12 C -0.011425
13 H 0. 000928
14 C 0. 002097
15 C -0.007749
16 C -0.002263
17 C -0.007625
18 C 0. 002948
19 H 0. 000648
20 C -0.007810
21 H 0. 000629
22 C 0. 002016
23 C 0. 000185



24 H 0. 000166
25 C 0. 000688
26 H 0. 000203
27 C 0. 002883
28 H -0.001242
29 H -0.000366
30 H -0.000355
31 C 0. 002250
32 H -0.000836
33 H -0.000187
34 H -0.000280
35 N 0. 042802
36 N 0. 042888
37 C -0.007695
38 C 0. 003491
39 H 0. 000681
40 C -0.008314
41 H 0. 000664
42 C 0. 002415
43 C -0.002185
44 C -0.008090
45 C -0.012874
46 C 0. 003260
47 H 0. 000451
48 C -0.012207
49 H 0. 000967
50 C 0. 002339
51 C 0. 000745
52 H 0. 000199
53 C 0. 000244
54 H 0. 000166
55 C 0. 002395
56 H -0.001026
57 H -0.000174
58 H -0.000265
59 C 0. 002879
60 H -0.001096
61 H -0.000346
62 H -0.000349
63 N 0.047884

Sum of Mulliken spin densities= 3. 00000

Mulliken atomic spin densities at +0.004 a.u. aggbkelectric field:

Mul i ken atom c spin densities:

1 Co 2. 353109
2 N 0. 000980
3 C -0.043498
4 S 0. 009624
5 N 0. 171036
6 C -0.063613
7 S 0. 338287
8 N 0. 069482
9 C -0.013454



10 C 0. 006847
11 H 0. 000433
12 C -0.007254
13 H 0. 000599
14 C 0. 003165
15 C -0.000119
16 C 0. 000371
17 C -0.010109
18 C 0. 013356
19 H -0.000223
20 C 0. 002028
21 H 0. 000079
22 C 0. 001302
23 C 0. 004147
24 H 0. 000039
25 C 0. 000981
26 H 0. 000281
27 C 0. 003795
28 H -0.002503
29 H -0.000363
30 H -0.000388
31 C 0. 003022
32 H -0.000563
33 H -0.000289
34 H -0.000536
35 N 0. 093918
36 N 0. 038786
37 C -0.005155
38 C 0. 002692
39 H 0. 000760
40 C -0.004494
41 H 0. 000300
42 C 0. 000697
43 C -0.000218
44 C -0.005633
45 C -0.011723
46 C 0. 004682
47 H 0. 000534
48 C -0.010743
49 H 0. 000779
50 C 0. 002308
51 C -0.000143
52 H 0. 000252
53 C 0. 000721
54 H 0. 000152
55 C 0. 002196
56 H -0.000783
57 H -0.000179
58 H -0.000244
59 C 0. 003581
60 H -0.001746
61 H -0.000328
62 H -0.000321
63 N 0. 049300

Sum of Mulliken atomic spin densities = 3. 00000
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CHAPTER 1

Aromaticity and magnetism in metal based systems

Abstract

This chapter provides a brief account of the his@md significant advances in the
fields of aromaticity and magnetism. In this chapdeconcise history of the origin and
advancement of research in aromaticity is given ctvhcorrelates the chronological
development of the subjects with the evolution etvimaterials. The current status of the
research in aromaticity, with special emphasis lm metal based aromatic molecules, is
provided. Magnetism is also discussed accordirtggahronology of the advancement of the
theory and explored materials. The effect of dinm@msn the magnetic properties is also
discussed here. The emergence of new moleculesidoomagnets and the role of the
theoretical advancement in designing such matealatsdiscussed in this chapter.




1.1 Aromaticity

The concept of aromaticity is of central importarioethe theory and practice of
teaching and research in chemistry. The chemical taromatic” is first known to be used
by August Wilhelm Hofmann in 1855Hofmann referred to a group of acids related to
Benzoic acid as “aromatic acids” in his paper. arlye 1860 “fatty” and “aromatic”
compounds were differentiated by Kekal&he word aromatic was first chosen by Kekulé to
refer benzene derivatives richer in carbon (koht#freichere). A precise definition of
aromaticity was never given by Kekulé other thamegartial definitions in the 1865/66
papers In 1872, Kekulé described benzene as “a regulangement of the six carbon
atoms”, thus implying ®es, Symmetric structure. However, initially benzeneswdaawn with
alternating single and double bonds indicatinGsa symmetric structuré.The axiom, that
“In allen sogenannten aromatischen Substanzen leam& gemeinschaftliche Gruppe, ein
Kern, angenommen werden, der aus 6 Kohlenstoffatobesteht.” (In every so-called
aromatic substance one common group, a kernel wtookists of 6 carbon atoms, can be
assumed) was contradicted by Erlenmeyer in the chsmphthalenéby Korner® and by
Dewar for pyridin€. In 1922 Crocker noticed that “aromatic structiseobserved only in
those combinations of elements which furngh extra or aromatic electrons above those
needed to complete a single-bonded rifhgfe was thereby first to recognize the six aromatic
electrons and in this way correctly described beazeyridine, thiophene, furan, and pyrrol.
The circle, signifying the six aromatic electrom&s introduced by Armit and Robinson in
1925, but as they state that “the deletion of thetral connecting bonds is more apparent
than real” it seems that they knew already from the begintivag their representation of
polyaromatic hydrocarbons was flawed. In 1931, Hiligublished the theory of cyclic 4n+2
m-electron systems which forms the basis for Hiiskelle for aromaticity? It was not until
1959 that Clar made the refinements to the resensinactures (Figure 1.1).

Kekulé 1
1872
Armit and Robinson
1925 —
Clar 1 O N 6
1959 =

Figure 1.1.Evolution of resonance structures of benzene amgbeozenoid hydrocarbons
from Kekulé to Clar.




The concept of aromaticity is to some extent intaitAs a matter of fact the notion
of “aromaticity” is controversial, difficult to nderstand or to explain in a few words. It
implies that there is still a long way to go, amddig, before we can conclude that this
concept is of seminal value, useful in providingight for the phenomenon. The core of
aromatic nature is often defined by referring toseries of structural, energetic and
spectroscopic characteristics, of which the follogviconstitute the core: (i) a highly
symmetric, delocalized structure involving six Cb@nds of equal length, each with partial
double-bond character, (ii) enhanced thermodynataibility, and (iii) reduced reactivity as
compared to nonaromatic conjugated hydrocarbo@sher properties that have been taken
as symptoms of aromatic character are, for exanipée down-field shift in proton NMR
spectra, the exaltation of diamagnetic suscepiibiind a comparatively low reactivity.
The counterpart of benzene is the antiaromaticycBbbutadiene which, for example, shows
localized double bonds instead of a regular deipedlstructure with four C—C bonds of
equal lengtH? There are many designations for aromaticity, buizeae is considered as the
archetype of an aromatic molecule in all of theirdgbns. Soon after the designation of
benzene as aromatic molecules, many characteristibenzene were started to be used as
benchmark to determine the aromaticity in otherauoles. Often the degree of similarity of
the characteristic between the molecule under samty benzene is then considered as a
measure of Aromaticity. Aromaticity continues to &eopic in many studies associated not
only with its relevance in chemistry, biology amthnology, but also with the very concept
itself. Indeed, despite many pioneering contrigion this issue, there is still a gap in our
physical understanding of the nature of aromatiéity’*In the early twentieth century,
Pauling and Hickel were the first to quantum chaihjcaddress the issue of benzene's
structure and enhanced stability using valence b@ris) and molecular orbital (MO)
theory’® In a VB-type approach, used by both Pauling andkelj¢he circular topology of
benzene enables a resonance between the waveohsmaf two complementary sets of
localized bonds, leading to an additional stahiiora In the MO approach applied by Hickel
to the benzene problem, the enhanced stabilityenzéne compared, for example, to isolated
or linearly conjugated double bonds, is attributedn extra bonding contact (or resonance
integral or interaction matrix element) in circijaconjugated hydrocarbons with 4n+#2
electron$®™® (a generalization to other than pericyclic topoésgiwas later derived by
Goldstein and Hoffmanr¥.

1.1.1. History and key advances

Since the isolation of benzene, the number of atiencampounds has exponentially
increased (See Table 1.1 for a summary of the rmdwances in the field of aromaticity).
Before the end of the Tentury, the list was enlarged with benzene rdlatenocyclic six
membered rings. Then, the concept of aromaticitg exended to polycyclic rings such as
naphthalene, anthracene, or phenanthrene andge with heteroatoms such as thiophene
and pyrrole, and to annulenes and their ions é&gpylium cation. The work of Huckel
helped to find a rule to discern between aromatid aon-aromatic compounds. With the
concept of metalloaromaticity, aromaticity broke ttonfinements of organic chemistry. On
the other hand, Heilbroner defined Mdbius aromigtiaivhich follows exactly the opposite



behaviour of 4n+2 rule. By means of theoreticatalations, Baird described a rule of triplet
aromaticity which was experimentally validated byiner et al. in 2008 In 1978 Aihara
introduced the three-dimensional aromaticity indmoclusters. Hirsch’s rule allows one to
predict the spherical aromaticity of recently disexed fullerenes and nanotub&dsinally,
the most important recent breakthrough in the fadlédromaticity took place in 2001, when
Boldyrev, Wang et al., characterised the firstadltal aromatic cluster . The properties
of such molecules make them potentially usefultémhnical applications such as specific
and very efficient catalysts, drugs, gas storageenads and other novel materials with as yet
unimagined features. At variance with the classizamatic organic molecules that possess
only z-electron delocalization, these compounds present-, andd- (involving d-orbitals)

or eveng- (involving f-orbitals) electron delocalization, exhibiting cheteristics of what has
been called multifold aromaticity. Figures 1.2 dn8 represent graphically the chronology of
the advancement in aromaticity research.

Table 1.1. List of the key advances of the concept of arocitgtilisted in chronological
order.

Year Main Contributors Contributions

1825 Micheal Faraday Isolation of benzene

1865 August Kekuf& Cyclohexatriene benzene formula
1866 Ernlenmeyet Reactivity basis for aromaticity
1922 Crocker Aromaticity sexet

1931 Hiickef® (4n+2)t electron rule

1938 Evans, Warhurdt Transition state stabilization by aromaticity
1945 Calvin, Wilsorf® Metalloaromaticity

1959 Winsteif’ Generalization of homoaromaticity
1964 Heilbronnef’ M6bius aromaticity

1965 Breslow’ Recognition of aromaticity
1970 Osawd’ Superaromaticity

1972 Clar® Clar aromatic sextet

1972 Baird™ Triplet aromaticity

1978 Aihard’ Three-dimensional aromaticity
1979 Dewar” c-aromaticity

1979 Schleyéf Double and in plane aromaticity
1985 Shaik and Hiberty w-electron distortivity

1985 Krotg® Discovery of fullerenes

1991 lijima®’ Discovery of nanotubes

2001 Boldyrev and Warig All-metal aromaticity

2005 Schleyer® d-orbital aromaticity

2007 Boldyrev and Wag s-aromaticity

2008 Tsipis and Tsipi¥ g-aromaticity
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Figure 1.2.Most relevant advances of the concept of Aromigticom 1825 to 1970.
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Figure 1.3.Most relevant advances of the concept of Aromtgticom 1970 to 2010.



1.1.2. Aromaticity in metal based systems

The concept of aromaticity is usually associatedhwirganic compounds. The
organometallic and inorganic aromatic spetieled the way to the discovery of-
aromaticity® which was followed soon by the three dimensionanaticity in certain
spherical compoundd. The geometric, energetic and magnetic criteria lagtpful to
determine aromaticity in such species. However, diseovery of pure all-metal aromatic
systems (AMAS) has made a prospect to the theafatiemists due to the special nature of
their chemical bonding leading to the existencenoiti-fold aromaticity?> This discovery
was followed by the searching of different novdkltednsition metal aromatic as well as
antiaromatic systenf§. The presence of-, z-, and 5- or eveng-electron delocalization
together, unlike classical-electron delocalization in organic systems, emcthis special
class of compounds. Besides, few of such systesw dttention to the scientific community
due to the simultaneous presence of aromatic atidramatic ring current. The typical all-
metal aromatic cluster & was reported to be a doubly aromatic system wita t
simultaneous existence of radial- ¢;-), o-tangential- -) andz-aromaticities. A number of
metallo-aromatic compounds, e.qg.,sGU X3~ (X=Sc, Y, La)*® X5>° (X = Zn, Cd, Hg)*
Hf3:* Tas;>* AusZn*;®? CusSc, CySc’, Cu®™ and CuSc?® MyLi, (M = Cu, Ag, Au)® MyL,
and MiL™ (M = Cu, Ag, Au; L = Li, NaJ° etc. are also reported. This disparity of arooitti
in such metallo-aromatic systems, with their clessborganic analogues, asked for a new
definition which will resolve all the complexity drdiscrepancy to describe the phenomena
of aromaticity.

1.2. Magnetism: History and Key Advancements

The first use of a loadstone compass can be four€hina popular ashao shihor
tzhu shihwhich the Chinese meant loving stone more than fillennia ago. Then came
the French word'aimant, meaning attraction or friendship for magnet. Thelish word
magnetcame from the name of a region of the ancient Middhst, Magnesia, where
magnetic ores were found. The amazing natural maigmagnets was known to the priests
and people in Sumer, ancient Greece, China an@pl@mban America. Zheng Gongliang in
1064, made a significant discovery that iron coatdjuire a resultant magnetization when
guenched from red heat. Steel needles thus magdeitizthe Earth’s field were the first
artificial permanent magnets. They aligned theneselvith the field when floated or suitably
suspended. A short step led to the invention of nlgigational compass, which was
described by Shen Kua around 1088. A lodestonedsiit the shape of a Chinese spoon was
the lynchpin of an early magnetic device, the ‘®opinter’. This ‘South pointer’ (Figure
1.4) were used for geomancy in China at the beggaf our era utilizing the property of the
spoon turning on the base to align its handle wighEarth’s magnetic field. Such permanent
magnets are quite widespread in nature in the rockan magnetite, the iron oxide &, —
which were magnetized by huge electric currentgghitning strikes.
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Figure 1.4. Some early magnetic devices: the ‘South pointegdu®r orientation in China
around the beginning of the present era.

The Chinese are known to be the first to use atidbinary concepts such as yin/yang
and male/ female, as well as understanding theretmdbinary process of counting by the
presence or absence of a bead in an abacus. Bdevetdopment of a magnetic abacus, that
is, a computer with binary magnetic informationragge, took thousands more years to
achieve. These magnetic memories were tiny torofdgerrite that could be individually
magnetized by simultaneous current pulses pasBmoggh two orthogonal wires. In this era
of information technology the use of magnetic materin tapes, floppy diskettes, and hard
disks for the purpose of storing information areiratant in devices ranging from personal
computers to supercomputers.

Magnetic materials are the backbone of progressfofmation technology in current
days. Our seemingly insatiable appetite for monamater memory is satisfied by a variety
of magnetic recording technologies based on nastatiyne thin-flm media and magneto-
optic materials. Personal computers and many ofcomsumer and industrial electronics
components are now powered largely by lightweightch-mode power supplies using new
magnetic materials technology that was unavail@Blgiears ago. Magnetic materials touch
many other aspects of our lives. Each automobiletains dozens of motors, actuators,
sensors, inductors, and other electromagnetic aagneto-mechanical components using
hard (permanent) as well as soft magnetic materi@kectric power generation,
transformation, and distribution systems rely omdreds of millions of transformers and
generators that use various magnetic materialsngrigpm the standard 3% SiFe alloys to
new amorphous magnetic alloys. Tiny strips or filwis specially processed magnetic
materials store one or more bits of information wban item or about the owner of an
identification badge.

The magnetic properties of solids arise essentiatlyn the magnetic moments of
their atomic electrons. The quantum mechanics @fteins is described by Dirac equation
which speaks that electrons have an additionale#egf freedom, known as ‘spin’. The
mathematical form of a “spin” is angular momentumd &he genesis of magnetism is
considered to be inherent within the interactiorswth spins. The key advances in the field



of magnetism are given in Table 1.2. in chronolabmrder. Magnetism can be divided into
two groups. In one group, either there is no néh spoment or there is no interaction
between the individual spin magnetic moments arth @oment acts independently of the
others. Congeners belonging to these groups aeeredfto as diamagnets and paramagnets
respectively. In the other group, the individual memt couple to one another and form
magnetically ordered materials. The coupling, whighguantum mechanical in nature, is
known as the exchange interaction and is rootethenoverlap of electrons in conjunction
with Pauli's exclusion principle. Most of the weéthown magnets are based on the
compounds of iron, cobalt, nickel, gadolinium etdchich are ferromagnetic i.e. having
unpaired spins in parallel orientation in their bstate. The situation, where each spin is
aligned antiparallel to its nearest neighbors, givese to antiferromagnetism. Metal
compounds, MnO, Mnfor NiO are the archetypes of antiferromagneticemals. In case,
the numbers of antiparallel and parallel pair ahsg@re different or the antiparallelly aligned
spins are of unequal magnitude, a remnant magtietizéevelops in the material.

Table 1.2.List of the key advances in the field of magnetiarthe chronological order.

Period Dates Icon Materials
Ancient Period -2000-1500 Compass Iron, loadstone
Early modern age 1500-1820 Horseshoe magnet lbadstone
Electromagnetic age 1820-1900 Electromagnet Electrical steel
Age of understanding 1900-1935 Pauli matrices --
High-frequency age 1935-1960 Magnetic resonance Ferrites
Age of Applications 1960-1995 Electric screw drivebm-Co, Nd-Fe-B
Age of spin electronics 1995- Read head Multilayers

1.2.1. Dimensionality and magnetic properties

An important branch of the molecular magnetism sl@ath molecular systems with
bulk physical properties, such as long-range magmetiering. Molecular compounds with
spontaneous magnetization below a critical tempegawere reported during the eightiés.
These pioneering reports encouraged many reseamhpg) in organic, inorganic, or
organometallic chemistry to initiate activity onigtsubject, and many new molecule-based
magnets have been designed and characterized.t®ivenclassification can arise from the
chemical nature of the magnetic units involvedhiese materials— organic- or metal-based
systems and mixed organic—-inorganic compounds. Theld of molecular
magnetism is enriched with materials based on akfemilies of magnetic metal complexes,
such as the oxamato, oxamido, oxalato-bridged caommgi® and cyanide-bridged systems.
The most extensively used spin carriers ack t@ansition metal ions. The magnetic
interactions between these ions are now well utaletsand enable the rational synthesis of
materials. The heavier homologs from the secondthind series have been envisaged only
recently for the construction of hetero-bimetali@aterials. In 1995 Olivier Kahn wrote a
paper reviewing the magnetism of hetero-bimetaitimpounds’ An important part of this
review was devoted to finite polynuclear compoundsich can be considered as models for
the study of exchange interactions. Magnetic onderis a three dimensional property,
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however, and the design of a molecule-based maggtires control of the molecular
architecture in the three directions of space.

1.2.2. Discrete molecules

One of the first high-spin molecules was prepared988. It was a trinuclear linear
CuMn2 species synthesized by using [Cu(pba$ the core and [Mn(Md14]ane-N)]** as
a peripheral comple3 However, no single crystal was obtained, and amycture in
agreement with the magnetic properties was propfisethis species. The compound shows
ferrimagnetic behavior with an irregular spin stagtructure resulting from the
antiferromagnetic interaction between the periphekn ions Guwn = 52) and
the middle Cu ion%, = 1/2). The low-temperature magnetic behavior is theratteristic of
a high-spin ground state equal $= 92. Efforts were later made to obtain structural
information for such speciéS.In this context it can be mentioned that Liao’s ugro
succeeded in isolating crystals of binuclear aimittear compounds with the 'Nion Sy =
1).%% These compounds were obtained by the reactioruaf QL = pba, pbaOH and opba)
with NiL**, L being tetraamine ligands, final compounds hgviormula (L Ni)CuL or (L
Ni),CuL**. These compounds have been magnetically chazetierand is confirmed that
they possess the expected ferrimagnetic behavitbr aviS = 3/2 ground state with a zero-
field splitting. Another interesting example thancbe cited here is by Ouahab and Kahn
with the opbaGl ligand and its Cli complex®! The reaction of the Cuprecursor with
ethylenediamine, en, and Mrin the solvent DMSO led to an unprecedented tiearc
species MHCu'Mn"'.

1.2.3. The importance of spin-nano magnets

The data storage industry is fast approachingithi¢ of the traditional bulk magnets
used in computer hard drives. The ferromagnets tizate been employed since IBM
introduced the technology in 1953 are fundamentaitjted, since the data becomes more
volatile as the bit is made smaller. This has begmed the super-paramagnetic liffjit.
Increasingly sophisticated methods are being usetbtge this limit, such as perpendicular
storag€® or using different substrates in disk constructibine issue is that as the domain of
these bulk ferromagnets decreases, the potential sfpontaneous demagnetisation
(randomisation of spin orientation) becomes gredaBenrently the bulk magnetic domain
(which is made out of many small magnetic graissiriound the order of 100 rfthinstead
of continuing to evade this limit, it is possibke teke a “bottom up” chemical approach for
the construction of the magnetic bit. The ultimgteal of the nano-magnet is to create a
molecule that is stable at room temperature, tbt@ins its spin orientation for long periods
and that can be easily read or manipulated. If¢darsbe achieved then a new age of quantum
storage is possible.



1.2.4. The single molecule magnet and the potentiad quantum storage

The single molecule magnet (SMM) is one approactréate a molecular Bit.Each
individual molecule is used to store data as thentation of its electronic spin. The critical
eqguation that governs the eligibility of an SMM ¢akthe form

E =|D|S’ (1.1)

wherekE is the energy of the spin reversal barriis the total spin of the system aldds the
large component of the magnetic anisotropy. Theggnbarrier dictates the temperature up
to which the spin retains its stability and thusitcols the magnetic half-life of a nano-
magnet. The issue of constructing large energyidraris a chemical problem with two
avenues to exploit; either the total spin of thetem be large or the magnetic anisotropy
could be increased. The current experimental tisntb construct ever larger clusters of
inorganic molecules that contains multiple spinaired electron&® To create a molecule
with a large paramagnetic ground state there aeetimain options, namely— (i) the use a
hetero-metallic system where the metal spins abalanced, (ii) a homo-metallic system that
contains an odd number of metal centres or (ispm frustrated system. There is on-going
research into the applicability &block elemenf¥ to attain ever higher ground state spins. A
limitation of this approach is becoming appareth@igh the energy barrier scales3sthe

D tensor tends to scale &sand thus renders the barrier increasing with spihe order of
S.%8 A second factor in the construction of an SMM timatst be considered is the magnetic
anisotropyD, which determines the spacing between the vaspirsstates along the energy
barrier.

M,=0
% o 7T o VA
\ 5D / /3 o, 3\ 5D /
7D / 7D

4 4

Energy

Figure 1.5.Diagram of the SMM energy barrier for an S = 4eys

Here in Figure 1.5Ms is the projection of spin in th&, direction (the spin
guantization axis). To create an SMBI,must be negative as this guarantees a ground state
where the spin is all aligned alofgand thus has a defined orientation for maniputatis
the molecule is excited and accesses higher lgstates, the spin is less orientated al§ng
until it reaches the top of the energy barrier vetdg = 0 and is no longer orientated along
that axis, at this point data would be lost. Naweldss, a discussion of the quantum
tunnelling mechanism is outside the work of thissik.D is a difficult parameter to control
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chemically as in inorganic systems it is dominabgdspin-orbit coupling (SOC) and is
extremely sensitive to ligand effects.

1.2.5. The role of theory in developing new magnetmolecules

Theoretical chemistry has some clear advantagesduicidating what is needed to
create largeD values. We are able to bredk into its component factors of spin-spin
interaction and spin-orbit coupling. Then, we do&edo break down the spin-orbit coupling
further and analyze the way its components infleeite magnitude. Being able to calculate
large SMMs is however out of the reach of pure wlawvetion methods due to their high
computational cost; instead we must turn to deffsitgtional theory (DFT), which has a
much better scaling factor. Recently, Neese deeeloew methods of calculating the ZFS in
a DFT framework; however it remains unclear if DIRTits current form is able to accurately
model the coupling of the excited spin states ngddecalculateD. Some analogy can be
made to the electronic g-factor which is now readtldied in theory with a good degree of
accuracy’’ However, this is where the current limit of thearak chemistry lies as the g-
value only involves the coupling of electronic dgafations of the same spin and tbe
value requires the coupling of excited states ¢hatvary from the state of interest 8y1. It
is not clear that DFT is able to accurately modeited states of this nature as it is a theory
of the ground state density. DFT studies so fanshaalitative agreement with experiméfit.
The historic calculations of ZFS were done withritio methods’*

1.3. Objectives of the Thesis

The objective of the present thesis is to studyatfeenaticity of novel metal based system
and the magnetic properties of metallo-organic dergs. The precise objectives of this
thesis are defined in the following:

1. To study the aromaticity in metal based systemmogide an insight about the onset
of magnetism at the expense of aromaticity in |ystems.

2. To study the effect of dimensionality on the magnekchange interaction of charge
transfer transition metal complexes.

3. To study the effect of ligand-field on the magnetiasotropy of the transition metal
complexes.

4. To study the effect of external electric field iming the magnetic anisotropy of the
metal base complexes.

Every chapter in this thesis is complete by its#ift is, it contains its own introduction,
complete list of references, figures, tables, auerim conclusions etc.
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CHAPTER 2

Theoretical methods to quantify aromaticity and nragfism

Abstract

The present chapter presents a brief account ofb#sec theoretical information
related to aromaticity, magnetic exchange couptiogstant and magnetic anisotropy. The
significance of the quantification of aromaticitghbeen discussed with special emphasis on
the fundamental categories based on which the staees$ of aromaticity is performed. A
short description of the available methods for ¢ifiaation of aromaticity, which are of
subsequent use in this work, is also presentedriéf background for the estimation of
magnetic exchange coupling constant has been mavidwo different methods of
determination of the magnetic exchange couplingstaont () is given, namely, the broken
symmetry approach and the spin-flip DFT approadie Theoretical approach behind these
two methods are discussed elaborately. A shortumtcof the basic theory behind the
guantification of magnetic anisotropy is also pd®ed here. There are two popular methods
for the quantification of magnetic anisotropy. TRederson-Khanna (PK) approach and the
Neese method for quantification of zero-field sply (ZFS) parameteD, in connection to
the magnetic anisotropy are discussed with propgyhasis on the estimation of the spin-
orbit coupling in spin-systems.




2.1 Quantification of Aromaticity

Aromaticity is one of the most pervasive conceptliemistry' Although initially
well defined in terms of cyclic electron delocatipa in benzene and similar benzenoid
rings? the concept of aromaticity has been extended fomyndlifferent classes of molecules,
making it ambiguous over time. One can come to kmadwut eight different classes of
molecules that manifest aromatic property as ddfibg Minkin et al? in their book
“Aromaticity and Antiaromaticity, Electronic an 8ttural Aspects”, namely, (i) Aromaticity,
(i) Antiaromaticity, (iii) Heteroaromaticity, (ivHomoaromaticity, (vp-aromaticity, (vi) In-
plane aromaticity, (vii) Three-dimensional aromiggicand (viii) Spherical aromaticity.
Although there are different classes of moleculest tmanifest aromaticity, there is no
definite observable based on which one can classifyolecule as aromatic. The qualitative
distinction of cyclic compounds into aromatic, nmmaatic, and antiaromatic (Scheme 2.1),
is quite clear. However, it is also well documentieat aromaticity is a qualitative as well as
a quantitative conceft.

Scheme 2.1 Kamples of Aromatic, Nonaromatic and Antiaromabepounds

PDASRS

R

Aromatic Compounds

Nonaromatic Compounds

O -9

Antiaromatic Compounds
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The features that distinguish an aromatic compduomeh a nonaromatic compound
have been comprehended for a long time as —(1jccgompound with a large resonance
energy (RE); (2) tendency to react by substitutiaiimer than addition; (3) aromatic sextet
and related Huckel rule of (4n +m2glectrons; (5) ability to sustain a diamagnetiagrin
current. Significant scrutiny of the concept of raadicity prompts the scientific community
for the proposition of some new indices to defimenaaticity in a more precise and
guantitative manner. Many different quantities héwe=n derived to express the degree of
aromaticity in various molecules. The existent aabaity indices can be divided into a few
fundamental categories, such as (i) energeticstfijctural, (iii) magnetic and (iv) electronic
criteria. Also the techniques that are applied btam quantitative measures of aromaticity
may be divided into four main groupg1) measurements of the energy (heat of formatén)
aromatic compounds and comparison of this with ¢ésemated heat of formation of a
hypothetical model analogue lacking cyclic conjumat (2) measurement of the geometries
of aromatic compounds and their comparison withnggtades of nonaromatic analogues
either measured or estimated; (3) measurement ajneti@ properties of aromatic
compounds and comparison with those expected foanoemnatic analogues; (4) quantum
chemical calculations corresponding to all of thesperimental approaches. It has now been
convenient to choose physical methods over chentédiniques to provide a quantitative
measure of aromaticity.

Depending on the nature of measured parameterthanghysical state of the system
when the measurement is being performed, the esptimaf aromaticity encounters many
inherent inconsistencies and discrepancies. Nog erperimental techniques, theoretical
approximations are also not free from inconsisenend lead aromaticity as a contentious
subject. These problems render the measuremenindedd the definition of aromaticity to
be multifaceted. Here we present an unbiased awrof some of the multifarious measures
of aromaticity”

2.1.1 Aromaticity indices

The multidimensional nature of aromaticity led stigts to quantify the effect that
aromaticity exerts on different structural, magoetind electronic properties. There is a
plethora of different aromaticity indices which reaees the aromaticity of different class of
aromatic compounds. The indices that have been insttds thesis are briefly discussed in
the following subsections.

2.1.1.1. Nucleus Independent Chemical Shifts (NICS)

Nucleus independent chemical shifts (NICS) is areticity index based on magnetic
property manifested by an aromatic mole?ulICS index is calculated by taking the
negative of the absolute magnetic shielding ten$@ dummy atom placed at the geometric
center of an aromatic ring, the so-called NICS(@ex. Firstly, only this index was applied
to estimate aromaticity in a molecule. The probieith this index was the large effect of the
n-orbitals on the NICS(0) value. We are also conegrto estimate aromaticity that arises
due to the participation af-orbitals in the molecule. Hence, the dummy atons \\aer

17



moved to 1 A above the molecular plane (NICS(Dlistassessing the influence of the
framework of the molecule (Figure 2.1Negative NICS values indicate a diatropic ring
current (aromaticity) while positive NICS valuesdicate a paratropic ring current
(antiaromaticity). The isotropic chemical shiftrepresented as the average ofxkeyy, and
zztensor components. As tlg plane conventionally taken to be the molecular @lamd the
magnetic field is applied along tzelirection, thezztensor (out-of-plane) component reveals
the most relevant information about aromatiéifihe NICS index which only regards the
component of the isotropic chemical shift tensatasignated as NICSg})and is one of the
most useful and reliable measures of aromaticity aalays.

Figure 2.1. The scheme of calculation of NICS and NICS-scami@asuring the magnetic
shielding at the ring centre and points above ithg plane.

2.1.1.2. NICS scan

Although NICS is widely accepted measure of aroaitgti one disadvantage of this
index is a matter of concern, and that is only poiat in space is regarded ofr the evaluation
of NICS. Stanger introduced an alternative indegeblaon the NICS index to alleviate the
problems of using the NICS(0) and NICS(1) singlénp@pproaches.in this NICS-scan
method the NICS values are calculated at each Dd'@ment from the ring centre upto 5 A
above the ring (Figure 2.1). The plots of NICS-s¢anaromatic compounds show deep
minima for both the out-of-plane component anddterall isotropic chemical shift. On the
other hand, antiaromatic compounds display a higblsitive out-of-plane component close
to the ring centre and then decrease to zero wateasing distance.

2.1.1.3. Electron Localization Function (ELF)

As electron delocalization is assessed as the rmair in the phenomenon of
aromaticity, it is obvious that the aromaticity ices which reflect the electron delocalization
are considered as the most appropriate medSttence another method to trace aromaticity
is explored as the Electron Localization Functi®lLK) based on the properties of the
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electron localization function. The electron lozation function is viewed as a mathematical
description of the valence shell electron-pair tsjpn (VSEPR) theory as presented in 1990
by Becke and EdgecombkThe ELF and is defined as

ELF(r) = fu+ (x(r 2]1=[1+r(r)T _

T(r)

Where)((r) is a dimensionless localization index referencethéouniform electron ga§'.(r)

2.1)

is the local excess of kinetic energy due to theliRepulsion, andr, (r) is the Tomas-Fermi

kinetic energy of the uniform electron g4sThe ELF can have values between 1 and 0. ELF
attains values close to 1 where electrons are atoraired with opposite spins, while in
regions between the electron pairs ELF accomplismaller value due to Pauli repulsitn.
The z-component of the electron localization functionLEE) is generally used as an
indicator of aromaticity.

2.1.1.4. Multi-centre electron delocalization index

Electronic delocalization based descriptors of atirity are now-a-days being
considered to play an important role in the chamation of aromaticity. Among these
tools, the multicenter indices are the most vdesaind are widely used to characterize

different classes of aromaticity. Thie,, is the first among these descriptors, defined by

Giambiagi et at® and is estimated as

ling (A)= 2on,..n, S, (A)S,,(A)..S,, (A) (2.2)

iz

whereni is the occupancy ofi-th MO and Sj(A) is the overlap between MQsandj within the
molecular space assigned to atdmlhe | . index measures the electron delocalization along

ring
the molecular ring? The multi-center index (MCI) is an improvement ohg, that includes
the delocalization across a rifigMCl is defined as the sum of all the,, values resulting

from the permutations of indicés, A2, ..., AN

MCI (A) = Z ing (A). (2.3)

P(A)

Here PA) is a permutation operator which interchangesatioenic labelsAl, A2, ..., AN to
generate up to thl! permutations of the elements in the stried® A more positive MCI
value indicates the ring to be more aromatic.
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2.2. Estimation of Magnetic Exchange Coupling Conant (J)

Two electrons with parallel or antiparallel spirshbve differently, even though the
fundamental interaction is the same. If unpairexttebns are present on the metal centres of
an oligonuclear transition metal complex, the smphdhese electrons can couple either in
parallel (ferromagnetic) or antiparallel fashiomt{Berromagnetic) as is depicted in Figure
2.2. It is obvious that the atomic spin quantum bera are no longer valid to describe the
coupled spin system involving interaction betweewn spin-centres. A total spin quantum
numberSis now required. Hence, a proper description efdgimplest system of one unpaired
electron at each of the spin containing centreg.(€U',), would requireSto be either 0 for
the antiferromagnetically coupled state or 1 f@ ftrromagnetically coupled state.

SR

a

GEIGD

Figure 2.2. Ferromagnetic (a) and antiferromagnetic (b) caupbf two metal centers via
bonding.

The energy difference between these two statessisritbed by the exchange coupling
constant). Negative value ofl denotes an antiferromagnetic ground state whi@sitive
value indicates a ferromagnetic ground statEhe energy and the magnetic properties of
such dinuclear systems can be described by theehlmsg-Dirac-van Vleck (HDvV)
Hamiltonian, popularly known as “Spin-Hamiltonian”

H :—Zv'hé'éj (2.4)
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where,é and$ are the spin angular momentum operators on maggiti and j and J; is

the exchange coupling constant between tHem.

2.2.1. Broken symmetry spproach

Open-shell transition metal ions have several atioleselectronic states which give
rise to a number of different spin-states. Althodigé high spin state for a dinuclear system
(11) can easily be described in the density functidimabry framework, the description of the
low-spin state{| — |1) requires multiple determinants and this is natsiille in DFT® As a
solution to this problem, one can guess the truedpin state as a single determinant wave
function (] or | 1) and subsequently re-optimize the orbitals applyiariational principle®
This method was first coined by Noodleman and uterly known as the broken symmetry
method?* The optimized wave function is the broken symmstiution to the problem. This
method reproduces the correct charge density ®miblecule, but as an artifact the spin
density produced is incorrect. A broken symmetnytian for the simplest Cla benchmark
system should produce a single spin-up densitynat @ centre and single spin-down
density at the other Guatom. On the other hand, the true spin densith@flow-spin state
should be zero throughout the whole molecule. Hettds is clearly not the case for the
broken symmetry solution (Figure 2.3).

Figure 2.3.Spin densities of the broken symmetry solutiontfer Clf, benchmark system.
The two uncoupled spins are in thﬂexz_y2 orbitals of the two metal centers. Some spin

density is also delocalized over the bridging atoms

Once the correct charge density and thus the dogrergy of the high- and low-spin
states of the dinuclear complex are known, the &xgl coupling constant between metal
centres 1 and 2 can be computed with the helpeo§fin Hamiltonian (egn. 2.4). Given the

relation in egn. 2.5 below, whef® is the total spin operator aég éz are the spin operators
for the individual magnetic centres

S? =82 +S2+2SS, (2.5)



the HDvV Hamiltonian now becomes

A~

Hyow = _‘](éz - élz - ézz) (2.6)

The energy expectation values of the high- and dpim- states can be calculated, assuming
the wave functions are eigen functionsspand S?, as

Ens = _J[<é2>HS - S1(81 +1)_ S, (Sz +1)] (2.7)

Egs = _J[<é2>BS - Sl(S.l + 1) =S, (Sz +1)] (2.8)

where <é2>HS and <é2>BS are the spin expectation values of the high- awddpin states

respectively. From eqns 2.7 and 2.8 the magnetihange coupling constafhitomes out as

J=— S (2.9)

Eqn. 2.9 represents the interpolative broken symusetiution?” as proposed by Yamaguchi
et al®® In the extreme cases of an uncoupled system eénredluces to the so called spin-
projected equation

EHS B EBS .

2
Smax

J=- 10)

The spin-projected formalism has been directly ietpby the treatment of Noodleman for
the broken symmetry problefh. On the other hand, for a fully coupled low-spin
configuration, eqn. 2.9 reduces to the spin-unpgteptequation

EHS - EBS

J o Smax(Smax +1) '

(2.11)

This approach was developed by Ruiz éfdlhe general applicability of the expressionJof
given by Yamaguchi (egn 2.9) can be understoodutiirahe following dependence <1€2>

of a Slater determinant on the overlap of magreetiitals®*
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Ng . Ng

> oy (2.12)
1]

(8)=Ms(Ms+1)+ N, -

Where,O,j”ﬂ is the overlap between the spin orbitals refertmgpposite spins. In case of the

overlap among all pairs af andg orbitals, the sum in egn 2.12 is reduced to a satiom
over N’ with individual terms all equal to 1. Thereforee thum equald! ” and the total spin
expectation value indicates a pure spin state #@t»gs= 0, and the denominator in egn 2.9
transforms toS, _ (S, +1)which resembles eqn 2.11.

2.2.2. Spin-flip DFT approach

The exchange coupling constadts related to the energy gap between the high- and
low-spin states of a system (egns 2.7 and 2.8)céldncan be calculated once the energies
of two adjacent true spin states are known. Unfately, the true spin states are often multi
determinantal in nature and are not properly deabie by single determinantal ordinary
KSDFT method as is discussed in the previous seclibus a new methodology can be
adopted based on the creation of single determahanitro-states by single electron spin-flip
excitations from the high-spin reference state, ctvhhas a single determinantal wave
function. This methodology is known as spin-flimstricted variational DFT (SF-CV-DFT)
formalism. The energy of the resulting single deieantal micro-states are calculated
relative to the high-spin reference as

Aia =(WialF I a) =82 -6 + K5 (2.13)

where @ is a spin orbital of beta spin. THE>, terms for spin-flip excitations can be derived
within the non-collinear DFT formalisit. The single determinantal micro-statgs__ are
eigenfunctions of theézoperator, but not of the? operator. However, the symmetrized

linear combinations of the single determinagts
W, =2.Ca i s (2.14)
ai

are eigenfunctions of bot[%Z and S? where the constanss,, , are determined by symmetry

ai,y
only. The interaction matrix between the symmettizpin micro-statesy,can now be
calculated as

A, :<¢/y‘FKS\¢’T> (2.15)
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in terms of the corresponding matrix elements betwsingle determinantal micro-states

Yi_a
Puigi = <wi~a‘FKS‘wi~b> =Kah * (6= 6)049;. (2.16)

The state functions and energies can be calcukabed orbitals optimized for the
high-spin reference state. The energy differefi€as thus calculated on the basis of the so
called unrestricted SF-CV-DFT scheme, which isdiyerelated to the exchange coupling
constant].?**However, this method suffers from some unavoidaple contamination.

2.3. Quantification of Magnetic Anisotropy

The genesis of magnetic anisotropy in a moleculkrasxistence of two ground states
of magnetization +M and —Ms separated by an energy barrid).(Reorientation of spin in

the magnetic molecules requires the enddggf amounkD|S2 for molecules with integer
spins and|D|(S2 —%‘) for molecules with half integer spins, whdteis the zero-field

splitting (ZFS) parameter arflis the ground-state spin.ZFS is known to arisenftbe spin-
orbit coupling (SOC) and the spin-spin coupling ¢$Sredominantly’ The spin-orbit
coupling interaction is generally described byfti®wing Hamiltonian

Hsoc=AL-S (2.17)

where 4 is the polylectronic spin-orbit coupling constamdal and S refer to the
orbital momentum and spin operators respectivelye Dasis for this Hamiltonian are

L,M_,S, MS> configurations belonging to the free-ion grounatet’ In the regular DFT
method, the SOC effects are included approximdtglgerturbation theory.

2.3.1. Pederson-Khanna (PK) method

The determination of the spin-orbit coupling witiethelp of eqn 2.17 requires that
we take into account the electric field observedtiiy moving electrons. In the classical
explanation, an electron moving with velocityn an external electric fieldE], experiences a

magnetic field vxl%. A corresponding quantum-mechanical operator withi Hartree

approximation would include = —DCD(r), with ®the Coulomb potential. Accordingly the

velocity () is replaced by the momentum opergi@nd considering the spin of the electron,
the interaction energy is given by

1
U :—Z—CZL-SXD(a(r) (2.18)
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This is true only in the spherically symmetric putal. The interaction energy matrix
elements is evaluated with single-electron wavections, :ZC‘.Sqoj(r))(g 2% The
jo

O

interaction energy matrix thus takes the form

Ujoko = <<0,-Xa \UM)(M (2.19)

The second-order correction to the total energlgaa represented as

4,= 2 D M{"S"S]” (2.20)

oo’ ij

where the matrix elementd” are

M = -

1)

¥ (@, Vil 40 b V| 95)

(2.21)
k)l Eio "€

and
s = (x?[s|x”) 222

where x° and x? are the spinorsg, and ¢ .are occupied and unoccupied orbitals with
corresponding energies, and &,,., respectively. The second-order shift in energy ba
represented in terms of anisotropy tensors as

AZ = Xzy yxy<Sx><Sy> (2.23)

After proper choice of co-ordinate system and dmadjaing the anisotropy tensqr eqn.
2.23 takes the form
1

(Ve + ¥,y * v0)S(S+1)
3

A, =
+ %[y -%(yxx + Vyy)}[?»sf ~5(s+1) |

(2.24)

) -5)
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Parameterization of the anisotropy tensor compen@gt yyy, 727 With D andE, which are
the axial and the rhombic ZFS parameters, respdgtivne can get the final simplified
expression

H =DS?+ E(SX2 - Sj) (2.25)

In chapters 5 and 6 we have used this techniquéR8rcomputations.
2.3.2. The Neese technique

As is discussed in the previous sections, the SOdescribed in the second-order in
perturbation theory. The SOC operator can be apmated by an effective one electron

operatoi °°° = 3" h°%§ .Here, h** can be representec’ds
i

h*o () = ; &(r,) 17(u) (2.26)

where IiA(,u) is the uth component of the orbital angular momentum opera¢lative

to centreA and&(r,, )is a suitable radial operator, i.e.

&(rn) = > ‘ = ‘3 (2.27)

Here,z" is an effective charge for center A situated anid®, and F, is the position

operator of theith electron. Neese et al. has prescribed sum-otae fquations for
components of the ZFS tensor in the second orderibation to SOC with given 59

sz)c—(o) :_é z A;1<Oss‘zﬁil<;soc§’0 bss>
) i

=S
x<bss‘z hil,-socéI o
i

(2.28)

Oss>

D lflf)c—(—l) - _ 1 z A;l <Oss‘z If]iK;socéI " bs13—1>

S(25-1) 44z
% <b S-15-1 ‘Z ﬁi |,-soc§I ,—1‘ Oss>

(2.29)

(4 1 _ ~ K -SOCA .
DZ?C (+) — _ (S+1)(28+1) K%ZS+1)Abl<OSS‘Z hiK'SOCS, ,—1‘ p S1S 1>

Z ﬁi L-socQ »

(2.30)

% <b SH1S+1

Oss>
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Here the one-electron spin operator for electraogs written in terms of spherical vector
operator components;  with m =0, +1 andA, = Ep - Eo is the excitation energy. After

inclusion of proper prefactors for different spiciations, the final for can be given®as

1 .
Dlg,l_ = 4_32 z</’[|hk,so| >{ zuaala Za + zuﬁll_/;’&c,ﬁcﬁa] (231)
ad iy a5
- 1
O = oss—7) 2 P Ja 2.32

[ ig.ag

+1 1 L+l a L+l
D = 2(S+1)(28+1);<'u|hkso| >(ZU WG+ DU ﬂaj (2.33)

It is noteworthy that these coupled-perturbed Qlraggns are free from any contribution due
to the Coulomb potential or any other local po&nsuch as the exchange-correlation
potential in DFT.
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CHAPTER 3

Concurrent loss of aromaticity and onset of supecéange

in MgsNa, with an increasing Na—Mg distance

Abstract

Gradual migration of Nafrom Mg~ brings about fascinating change in aromatic and
magnetic behavior of inorganic Md& cluster, which is addressed at the B3LYP and
QCISD levels. During this process, Nakes away the electron density fromfigausing a
net decrease in aromaticity. A tug-of-war betwdes RPauli repulsion and the aromaticity is
shown to be responsible for the observed staldlity aromaticity trends in singlet and triplet
states. Implications of a spin crossover vis-aavissible superexchange are also explored.




3.1. Introduction

Triggered by the pioneering concept of “all megabmaticity” by Boldyrevet al,*?

all-metal annular systems have received a keemtattein past decade. The exceptional
nature of aromaticity in this class of molecules hed the researchers to go through several
experimental and theoretical studies of such aliainaromatic system5>" These systems
include XAk (X=Si, Ge, Sn, Pb}* M2 (M=Ga, In, TI, Sh, Bi}® T (T=Ge,Sn, Pbj:*°
M2 (M =Se, Te) > M3 (M =Al, Ga)* ™ Alg?",?° Hgs,> ® Ms (M =Sb, Bi)?*?° Auszn*?’
Cw®" 2 cw?"?® [Fe(Xs)]"(X=Sb, Bi)*° and so on. Ab initio and density functional theory
(DFT)-based methods have been exercised to exfilairstability and reactivity of a wide
range of all-metal aromatic and antiaromatic syst&nirhe dianionic annular systems
containing main group metals have been perceivedtiadde building blocks for multi-decker
sandwich complexe¥>° The feasibility of using anionic annular systerassandwich the
cationic metal was first theoretically examined lhercero and Ugalde, who found the
proposed molecule [ATiAl4]?” to have large binding energy comparable to conueati
metallocened’ Apart from the metal, the annular syster# Ns found to fulfil all the
aromaticity criterid® and is also able to form stable sandwich complexis transition
metals®® Among the anionic annular systems,sBeMgs*, and C& have been paid a
special attention for their interesting nature tabdlity, reactivity, and aromaticit’* Such
electron-surplus anions are unstable due to lamtgr-electronic repulsidfi*® and hence
require suitable counterions to attain necessaitiligy.*” “®In a recent work, Chakrabarty
al.*® addressed the effect of Naounterions on the bonding, stability, and aroaiigtiof
Mgs®~ in a neutral MgNa, complex of D3, symmetry, which can also be seen as an
“inverted” sandwich compound with reference toethsandwich type clustets. *
Chakrabartyet al*® have shown that with the increasing separatioNaT lon from the
Mgs?~ triangular plane, the counterion is found to takey considerable amount of electron
density from the planar dianion. Thus, the complers not follow the common trend of
ionic dissociation of inorganic salt and producesitral Na and Mg at large separation.
Further, with an increase in separation of ftam Mg:>~ plane, the trigonal dianion cluster
Mgs®~ also experiences a gradual loss in its well-knomaromaticity?®**#"*8 All these
interesting observatiorf§,arising from gradual separation of Na from dyigrompted us to
opt for the present theoretical investigation wheeegenesis of such observations insNig

is thoroughly explored.

The molecule MgNa shows an interesting convergence in its singlettaptét state
at a 5 A separation between the counteriof &l triangular anion Mg This observation
alludes toward the stabilization of the high spsttes at some particular distance between the
Mgz plane and Na. Moreover, during migration,”Nn tends to pull away the loosely bound
7-cloud of the trigonal Mg~ ring;*® and they accumulate unpaired spin in neutral Nenat
at fairly large distance. Hence, at this critica-Wig; distance, spins on two doublet sodium
atoms can interact through planar Mg and superexchange mechanism is switched on.
Through the superexchange of spins on doublet soditoms, the molecule can turn
magnetic and gain significant stability even witidev stretched axis joining Na and Mg
This possibility of magnetic phase transition in Mg is the crux of present investigation.
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The extent of magnetic interaction is intimateliated to the relative stability of the singlet
and triplet states which may also vary with M§a separation in the Mya molecule.
Thus, the change in the aromaticity may have saigein tuning the magnetic status of the
molecule. In fact, an antagonistic relationshipwssn aromaticity and magnetism has
already been established in similar type of allahatomatic systent§.Hence, in the present
work with continuous migration of Naion from the Mg® plane, the possibility of
appearance of magnetism due to onset of supereyehamd its relation with the loss of
aromaticity is put in focus. A part of the presesdults echoes and thus validates the fact in
ref. 49, and another segment of this work describesinterplay between aromaticity and
magnetism in MgNap.

3.2. Theoretical background and computational detds

The aromaticity of the present system is measurddrims of the magnetic criterion
of aromaticity. The hypothesis that magnetic shigjdensor on a test dipole at the center of
a ring can be used to quantify its magnetic propevas first proposed by Elser and
Haddon>* which eventually became popular as nucleus-inddgreinchemical shift (NICS).
Negative (Positive) shielding tensor values aretiato indicate the presence of a diatropic
(paratropic) ring current, and accordingly, theteysis defined as aromatic (antiaromatfc).
However, the poor correlation between different soeas has led the scientific community to
debate about the proper characterization of areitat’ >’ At this circumstance, the use of
more than one aromaticity indices to describe ttoenaticity in molecules occurs to be a
logical suggestiof® Although NICS is the most widely used descriptbracomaticity in
inorganic systems, nowadays delocalization-baselites are found to perform well in
describing the aromaticity ofmateriafs®? One of such indices is the delocalization index
(DI, 6(A, B), based on quantum theory of atoms in molesQTAIM) methodology. This
is estimated as the double integration of the exgiacorrelation density over the atomic
basins as defined by the QTAIM theory. This indeseg a quantitative idea of the number of
electrons delocalized between atoms A ant B.larger DI value indicates more aromatic
nature and corresponds to a more negative NICSngBéiased directly on electron
delocalization, which is the essence of aromati®CS and the DI can be regarded as the
absolute measure of aromaticity in the sense ofreqtiiring reference standards for its
guantification. Another such DI is the multicentedex (MCI) based on the extended
delocalized bonding which is considered to be dcapcharacteristic of aromaticify.
Following the suggestions of Giambiagial,®* Bultinck et al®® formulated the MCI as

MCl pgc.x = ’72 Z Z Z r [(PS)W (PS)VP "'(PS)K;J] (3.1)

MOAVOB  kOK i

whereP andSrepresent charge density bond order and overlapaasit respectively, ang
is a normalization constarii; is the permutation operator which runs overithe ...x basis
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to take into account all the terms of generalizegytation analysis. In the preceding section,
a link between aromaticity and magnetism is oudljred a fairly large separation between Na
and Mg. According to ref. 40-43, the counterion ‘Naoves away with the electron and
eventually at a large distance becomes neutralnMf@e neutral state is expected to be in the
doublet state which can undergo magnetic intemactia®h another doublet Na through
diamagnetic Mgring. Hence, at some optimum distance, superexehargchanism may be
operative due to charge transfer from Mg Na. The second-order perturbation energy for
such a charge transfer has been formulated by Aodér®’ as follows,

t? /1 n o~
AE :i(—‘FZSSjj. (3.2)

here,t. is the hopping integral which carries an electirmm sitei to sitej, U is the single

) |j
ion repulsion energy, an8 and S; are the spin angular momentum operators on magneti

sitesi andj. However, thig¥/U term is well known in the Hubbard model and reladhe
coupling constantlj of a spin exchange proceé$$® However, in a recent formalism, instead
of direct estimation of this¥U term, the above expression is modified to estinmbee
coupling constant in terms of the second-orderupeation energyXE) for charge transfer
between sites and spin density on those cengeendp;).”” This model suits in the present
context, since here the magnetic interaction setisie to charge migration from Mg Na,

20AE

Jog = —
cT 1+p |:,bj : (3.3)

To study the system under investigation DFT as wasllpost Hartree—Fock level
methods are used. In DFT, hybrid functional B3LYXBupled with 6-311+g(d) basis set, is
used in the unrestricted framework to optimizedtracture. Besides, quadratic configuration
interaction method QCISD is also employed with Dgis correlation consistent basis set
aug-cc-pVDZ for geometry optimization. The shielglitensors on the dummy atoms are
reported as the NICS value. While computing NICf®, sign convention coined by Schleyer
et al’* is followed. According to this convention, the rsgof the computed values are
reversed and negative (positive) sign is assigoediibmagnetic (paramagnetic) shielding.
The choice of the gauge for the vector potentidhefmagnetic field is an important factor in
the computation of shielding tensors. This wellAkmogauge problem had been resolved by
adopting the gauge independent atomic orbitals @ IMethod’> "> and the same method is
followed in the present work to compute the shiegdiensors. To find out the contributions
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of r and p electrons to aromaticity, NICS has bealculated both at the center of the ring
[NICS(0)],"* and 1 A above the plane [NICS(1%].”” The second-order perturbation energies
[AE in egn (3.3)] due to the charge transfer fromsMtp Na' are obtained from the natural
bond orbital (NBO) output, carried out in the GaassNBO version 3.13%* Bond energy
decomposition is performed using Amsterdam DerfSitgctional (ADF) softwar&®®* The
DI, 6(A, B) terms are computed by the Proaim and Pronfeg&order algorithms as
implemented in the AIMAII suite of prograni3To validate the DFT result, the NICS values
of the singlet MgNa is also computed in CCSD method using DALT&N.he MCI index

is calculated by ESI-3D suit of progrdthyhich is popularly used for the calculation of
electron sharing indicé®. 2 Other calculations are performed using Gaussia 6Qite of
quantum chemical packad®.

3.3. Results and discussion

The energy and geometry comparison of the systemaperted in Table 3.1. It is
interesting to observe that irrespective of the potational level, the system reservedits
symmetry at its energy minima. It is also appafesh the Table 3.1 that the geometries in
the singlet and triplet states only differ in thistance of Naion from the equatorial plane of
Mgs*~, whereas the sides of Mgtriangle remains almost constant in both the sites,
irrespective of the methodology. Moreover, in btitt methodologies, the triplet state of the
molecule is found to have a longer separation betwa and Mgcompared to the singlet
state. This dependence of spin state energieseoNdkMg separation is in agreement with
the results in refs. 40—43. To further investigate dependence of spin state energies on Na—
Mgz separation, two Naions are allowed to move away by 0.25 A from thgound state
position along the axis lying perpendicular to tgs>" triangular plane till they reach a
distance as large as ~14 A (distance of Na is nmedsaerpendicularly from the center of the

Mgsring).

Table 3.1. Energy and geometry comparison of the singlet t@ipdet states of MgNap,
optimized at (a) UB3LYP/6-311+g(d) and (b) QCISOyarc-pVDZ level of theories.

System Singlet Triplet
Bond Length (A) Energy (a.u) Bond Length () Energy (a.u)
9 (a) (a) (a) (a)

Mg—-Mg=3.13  —-924918 Mg-Mg=3.16  —924.877
Mgs— Na =2.75 Mgs — Na =3.19

éia (b) (b) (b) (b)
Mg—Mg=315 —922.694 Mg—Mg=3.17 —922.654
Mgz — Na = 2.84 Mgz — Na = 3.16
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It is interesting to note that in the DFT framewotlke singlet state wave function
A\ 2
with <S> = 0 shows an internal instability at longer separabetween Na and MgFor this
reason, the wave function corresponding to allsinglet states is optimized which results in

~\ 2
the nonzero value 41‘8> onward 3.7 A distance between Na and:;Ngable A.S1 and A.S2

in Appendix A). Moreover, the spin square value rapphes toward unity with gradual
stretching of Na—Mgdistance, indicating the attainment of open-shielglst state (Table
A.S1 and A.S2 in Appendix A). This observation istg similar to that in the ref. 91, which
says that for a two-electron two-radical systenthd bonding orbitals are beyond the range
of any kind of interaction, the unrestricted saduatiis produced with an equal mixture of
singlet state$=0) and triplet stateS=1). Noodlemaret al®* **described such a spin state to
be a broken symmetry (BS) state which is obtaingdotlarizing spins with antiparallel
alignment at different magnetic sites within unregtd formalism. The BS state, being a

weighted average of high-spin and low-spin st2te$ s characterized b</é>2 = 1. Hence,

in the present case, the gradual separation ofdwa Mg plane causes the appearance of BS
situation in MgNa,. Next, the potential energy scan is executed ernofitimized geometry
of singlet state (with optimized wave function) kvépin multiplicities one and three, which
provides the information of vertical excitation egye In another scan, optimized geometries
of both the spin states are used at their resgesfn multiplicities, and thus, the adiabatic
excitation energy can be figured out. Interestinglythe plots delineate that the singlet state
is gradually destabilized with the increase in NasMistance and ultimately overlaps with
the triplet energy profile (Figure 3.1). Howevére tgeometries and energies of the molecules
in different spin states, the nature of the potmtnergy surface in Figure 3.1, obtained in the
computational levels UB3LYP/6-311+g(d) and QCISyaa-pVDZ, are all found to be
similar and concordant to each other. Hence, fallgnwcomputations on Mdjla (with
optimized wave function) are carried out only at 3UBP/6-311+g(d) level with its
geometry optimized at QCISD/aug-cc-pVDZ level (@t specified otherwise).
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Figure 3.1.Energy (a.u.) profile of MgNa, with increasing Na—Mgdistance (A) on the (a)

geometry of singlet state optimized at UB3LYP/6-B4() level, (b) geometry of singlet
state optimized at QCISD/aug-cc-pvdz level, (c)rgety of singlet and triplet states, both
optimized at UB3LYP/6-311+g(d) level, and (d) gedrpeof singlet and triplet states, both
optimized at QCISD/aug-cc-pvdz level of theory.

The explanation of the above schematics can béwtd to the gradual charge
neutralization of Naand Mg®~ with their increasing separation as evident fr@h4® as
well as from the change in the pattern of highestupied molecular orbital (HOMO) of
singlet ground state (Figure 3.2). This is chareze by the delocalized electron density
above and below the trigonal Mglane, which itself defines the nodal plane (Feg8r2a).
The electron density gradually migrates toward féanfMg; and ultimately resorts solely on
Na.

& b o 29
(a) (b) (c)

Figure 3.2. Schematics of the HOMO generated at (a) optimigedmetry (b) Na—Mg
distance of 4.08 A where the singlet energy apgresiclose to the triplet energy, and (c) Na
— Mgs distance of 5.58 A.

Since the HOMO of the singlet state retains twoesge-bonding electrons, they
experience a repulsion which significantly redueedarge Na—Mgfistance owing to the
charge accumulation on the Na atoms above and elewlane. The repulsion between the
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bonding electrons is computed in terms of Paululgpn using ADF quantum chemical
packagé?®*In ADF, the interaction energy between differeagiments is split into

AEbnd = AEStat +AE + AEoi (34)

Pauli
The first term usually corresponds to the attractpotential [94, 95], whereaSEpayii is
usually repulsive in nature. In ADRAEpayiis equated as the energy change associated with

going from superposition of fragment densit(@g\ + ,oB) to the wave functioNA{t/lAthhat

properly obeys the Pauli principle through explicéntisymmetrization A) and
renormalization i) of the product of fragment wave functidisAE, accounts for electron
pair bonding, charge transfer, and polarizationweler, due to charge migration, the Mg
plane becomes completely devoid of any electrod,tha system loses the bonding energy.
This fact is apparent from the following plot (Figu3.3), where both the attractive potential
and Pauli repulsion are found to decrease witmarease in the Na—Mglistance. However,
the stability gain by the system due to the deereasPauli repulsion energy cannot
overcome the loss of attractive potential, resgltma net decrease in binding energy.

T T

-0.14 4 028

-0.124 -0.26

1 - 0.24
_ -0.104 -
.f_g J F0.22 @
o 0.08 -g
£ Lo20 &
o 1 L <
[¢]
g -0.06 4 0.18 o
- .S
T 004 Fese g
= B =
< 1 . Lo.14 @

-0.024 s @ r
i i -0.12
0.00 I"""”nonnooo Lo.10

Na-Mg, distance

Figure 3.3.Bonding energy decomposition analysis in the sirgjkgte of the molecule.

Next, to investigate the variation of aromaticitglwincreasing separation of Na from
Mgs plane, NICS(0) and NICS(1) are scanned by vartiegdistance, at both the spin states
of the system with its optimized geometry at thegkdt state (Figure 3.4a). At the singlet
ground state, large negative values of both NIC&(@) NICS(1) refer to the coexistence of
o- and r-aromaticity, rendering MgNa, to be multiply aromatic. Existence afelectron
cloud above and below the Mplane in the HOMO can well explainaromaticity, whereas
the maximum diamagnetic contribution toward thealtdllCS(0) value comes from the
26"MO (Figure 3.4b) of the system. As graphically esgnted in Figure 3.4b, this MO can
evidently be narrated to be composed solely of Bl@tomic orbitals. The contribution of
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individual MOs toward the total NICS(0) value isngouted in the ADF computational
package. Contrary to the singlet state, low negatiglues of NICS(0) and NICS(1) are
obtained near the ground state geometry ofN\dgin its triplet state indicating lower degree
of aromaticity than in the singlet state. This reghli aromaticity in the triplet state is due to
the presence of unpaired spin in Na atoms whicHtsesthe paratropic shielding tensor
compared to its diatropic analog resulting in lawraaticity> To further verify the variation
of aromaticity, the average of DI among Mg atomd ere MCI values in the singlet state are
also plotted against the increasing NasMeparation (Figure 3.4c). A decaying nature of the
average DI and MCI confirms the trend in the chaoQ®&IICS. In addition to the DFT, ab
initio method such as CCSD is also adopted to caenplICS. The plot shows the same
trend of decreasing negativity of NICS particuladffer spin density grows on Na atoms
(Figure A.S1 in Appendix A) and hence once agalicis® gradual loss of aromaticity with
increasing Na—Mgseparation. However, with an increase in vertigsatice of Na from the
center of Mg plane, the aromaticity in both the spin states ge@most to a null value,
which is quite obvious, since Na atoms take awayh& charge density which has been
maintaining the ring current. Since two apical Nan@s are pulled apart which leave behind
the Mg moiety in the neutral state, the effect of disfmer€an be argued to play a significant
role in such scenaris. Hence, a verification of the effect of dispersioreraction in
aromaticity of the singlet Mfjla is performed at the DFT level with dispersion ection
due to Grimmé’® From Figure A.S2 in Appendix A, it is apparentttiiae effect of
dispersion on the NICS values is negligible whishaiso obvious from the literatute %
However, the dispersion may have effects on theggnef the molecule, and hence, the
energy profiles of the system are compared with aitlout dispersion correction. The
variation in energy with increase in Na—Mdjstance appears similar with and without the
dispersion correction (Figure A.S3 in Appendix A).
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Figure 3.4.Plot of (a) NIGS(0) and NICS(1) in the singlet and triplet stdt®&la,Mgs at DFT
level. (b) The 28 MO contributing maximum toward the diamagnetic N(@)S (c) The

average DI and (d) MCI index of aromaticity for thiaglet state as a function of increas
Na—Mg; distance (A).

Since, with an increase in —Mgs distance, Na movaway with the pair of electror
responsible for maintaininpe aromaticity, the system loses the aromatidlszation energy
though gains stability due to reduction in the F repulsion particularly n the singlet state.
The loss ofiromaticity with increasing Mgz distance is formulated as

Oyce(r) = NICS[r - Ar)-NICS[r) (3.5)

whereAr is fixed at 0.25 A in the present work. The plo Pauli repulsion energyAEpau)
and the loss of aromaticity with increasing sepanabetween Na and N; are depicted in
Figure3.5, which clarifies that as in one han minimization of Pauli repulon energy tends
to stabilizethe system and on the other hand, loss of aromyatcts as an instability facto
It is further interesting to note tl the maximum loss of aromaticity occurs near todtigcal
value of Na—Mgdistance (4.3:A) where the singlet antliplet state energies are conver
(Figures 3.1b, d, 3.5). It ialso noted here that the s-crossover region correspol to the
zone of maximum change in the MCI and DI indi which can be found from the derivati
plots of the averagPl and the MCI indices (FigurA.S4 of Appendix A). This observation
advocates the fact that sushincrossover occurs at the cost of the loss of dalkatadin
which corroborates to aromaticity. This sugg that the appearance of BS state
consequent spiaccumulation on the Na atoms at that point plagiefaite role in reducing
the aromaticity of the system. The localizatiorirafse two extra charges, which maintair
aromaticity, on the Naions causes cessation in circula of those electins and explains
the maximum loss of aromaticity as well the mini AEp4y;continuum after thi point.
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Figure 3.5.Plot of Pauli repulsion energyEpau) anddnics oyanddnics 1) with increasing
Na—Mgs distance (A) in the singlet state of N&ga.

Since, with the gradual increase in the NasMgparation, a charge transfer is
occurred from Mg to apical Na atoms, decrease in charge densitgerMig; plane causes
weak bonding interaction (Figure 3.3). In this attan, the stability of the molecule can
partly be compensated through the energy mininupatiue to charge migration from g
moiety to Na. The stability gained by such chardggration was given by Anderson in the
framework of second-order perturbation theory andswequated with the energy of
superexchang® ™’ In the present case also, the superexchange becpossible between
the spins accumulated on Na atoms as a consequencharge transfer and gradual
neutralization of N& The fact of gradual spin accumulation on Na viiitrease in Na—Mg
separation can be ascertained from the spin deplsityn the Figure 3.6.
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Figure 3.6.Plot of spin density on Na and M the ground state with increasing Na—-4Vig
distance (A).

The value of coupling constant associated with shperexchange process can now be
estimated through eqgn (3.3). From the variatiomM{@® with increase in Na—MgFigure 3.2),

it becomes evident that the charge migration ire®lthe out-of-plang-orbitals of all the
three Mg atoms and orbitals of the Na atoms particularly for low Nagivtlistance. Thus,
during NBO analysis, the out-of plapeorbitals in Mg plane ands orbitals in Na are only
considered as the donor and acceptor orbitalsttaiming the appropriate value of second-
order perturbation energyE) due to charge migration. To clarify this choiderelevant
orbitals, a truncated part of the NBO output cqroesling to the Na—Mggistance of 5.08 A,
showing the donor and acceptor orbitals, and tb@mposition are given in Table A.S3 in
Appendix A as an example. From the plots in Figlifeit appears that significant amount of
spin density starts to grow on the Na atoms froemNla—Mg distance of 4.08 A. This open-
shell singlet state is found to be more stable ttia corresponding triplet state by a
considerable amount up to ~6 A distance betweemméaMg, beyond which the singlet—
triplet energy gap almost vanishes. Thus, the sxpgbange energieAl) are obtained from
the NBO analysis of singlet state of @ with Na—Mg; separation in the range of 4.08—
6.08 A. While using thidE value in the estimation of coupling constant, filgat-hand side
of eqn (3.3) is multiplied by 2 since there are tswh transitions from Mgo first and
second Na atoms. Moreover, these transitions ladwest zero spin density in Mglane,
and thus, the denominator in the right-hand sidegf (3.3) takes the value of one with
which eqgn (3.3) transforms into,

J = 4AE (3.6)

which is ultimately used in this work to estimalte texchange coupling constant associated
with superexchange. Moreover, no contribution fritve Na—Na direct exchange is taken into
account due to their large separation. The intenacbetween two spins on Na atoms
expectedly decreases with an increase in separagtween Mg and Na, and can be
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understood from Table 3.2. The negative value ofipng constant indicates the
antiferromagnetic interaction which is also attddtg the spin density plot showing up-spin
and down-spin on different Na atoms (Figure 3.7).

Table 3.2.4E and calculated value on the basis of eqn (3.6).

Na — Mg; distance (A) AE (kcal/mole) J (cm™)
4.33 0.37 -518
4.58 0.295 - 413
4.83 0.225 - 315
5.08 0.17 - 238
5.33 0.115 - 161

Figure 3.7. Spin density plot at a Na—Mgeparation onward 3.83 A (greenandred color
denote up-spin and down-spin density).

3.4. Conclusion

Present study explains the change in the aromataid energy profile of the singlet
state of MgNa molecule and gradual attainment of the BS statie an increase in Na—Mg
distance. Near the ground state, Mg atoms aretbgkther by a pair of-bonding electrons
onto which N& ions are impregnated. The circulationzmeélectron cloud above and below
the Mg plane also contributes to tle andz-aromaticity of the molecule. However, in this
situation, the stability due to aromaticity hasctimpete with the Pauli repulsion. When the
Na ions move away from Mpglane with all the charge density, the aromatic#tyalso
gradually lost, though the system gets stabilitgy tudecrease in Pauli repulsion. At a critical
value (~4.33 A) of Na—Mgdistance, the Pauli repulsion approaches a minindue to
localization of charge density on Na atoms abovd aelow the plane. This charge
accumulation on Na atoms makes these neutral dosibdeies with up-spin polarization at
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one Na and down-spin at another. The spins on diasatindergo superexchange which is
guantified through egn (3.6). The stabilization doesuperexchange and lowering of Pauli
repulsion partly compensates the loss in bondingrggnin the molecule for the charge
migration to Na atoms. The Na spins are found tenbengaged in antiferromagnetic
interaction which gradually decreases with an iaseein Na—Mgseparation.
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CHAPTER 4

Effect of charge transfer and periodicity on the mgaetism of
[Cr(Cp*)l[ETCE]

Abstract

Magnetism in metallocene based donor—acceptor lesm@p stems from the donor to
acceptor charge transfer. Thus, to correlate tlohange coupling constadtand the charge
transfer integral, a formalism is developed whioaldes one to obtain the coupling constant
from the value of the charge transfer integral amel spin topology of the system. The
variance in the magnetic interaction between damat acceptor is also investigated along
two perpendicular directions in the three dimensioorystal structure of the reference
system, decamethylchromocenium ethyl tricyanoetiedarboxylate [Cr(Cp3%)[ETCE].
These donor—acceptor pairs (V-pair and H-pair)erdgd along vertical and horizontal
directions respectively, are found to have différextents ofd, which is attributed to the
difference in exchange coupling mechanisms, virectlexchange and superexchange. Next,
V-pair and H-pair are taken together to treat bibil intrachain and interchain magnetic
interactions, since this competition is necessargidcipher the overall magnetic ordering in
the bulk phase. In fact, this truncated model pcedua small positive value dfsupporting
the weak ferromagnetic nature of the complex. hastlperiodic condition is imposed on the
system to comprehend the nature of magnetism irextended system. Interestingly, the
ferromagnetism, prevailing in the aperiodic systénnns into weak antiferromagnetism in
the periodic environment. This is explained throubk comparison of density of states
(DOS) plots in aperiodic and periodic systems. T3S analysis reveals proximity of the
donor and acceptor orbitals, facilitating their mg in periodic conditions. This mixing
causes the antiferromagnetic interaction to premar the ferromagnetic one, and imparts an
overall antiferromagnetic nature in periodic corlis. This change over in magnetic nature
with the imposition of periodicity may be useful toderstand the dependence of magnetic
behavior with dimensionality in extended systems.




4.1. Introduction

The synthesis and characterization of charge tear{§fT) ferromagnetic compound
[Fe(Cp*L][TCNE] (Cp* = 5°-CsMes and TCNE = tetracyanoethylene) by Millet al. in
1985 was a breakthrough in the field of metalloekased magnefsThis was the first
reported complex where the unpaired electron pfgbital also participates in the exchange
interaction along with metal-electrons. Nanoscale charge transfer is also knmnmave
widespread application in sensors, photonics, meatalysis, solar photoconversion,
molecular electronics and sobrhe occurrence of charge transfer in organoligaretal
fragments is found to induce a high dielectric paktion and concomitant intense nonlinear
optical (NLO) respons&.Long spin coherence time in such materials rendeesn as
potential candidates for high-density informatidorage and also for quantum computfng.
Their applicability can further be proliferated bymply tuning their magnetic interaction
through simple adjustment of organic fragmentsdimerAll these facts tantalize the scientific
community to explore a plethora of such metallocéased charge transfer complexes
(MBCTCs)>™" In these compounds such as [M(GHJCNE] (M = Cr, Mn or Fe):[M(Cp*}]
fragment donates one electron from the magnetigtabriof the metal to the initially
diamagnetic [TCNE] part. This leads to ferromagnetieraction among the localized spins
on the donor part () and the acceptor part (A" Divergent mechanisms have been
proposed for the spin exchange in these CT salts. 0ch proposition is the McConnell-II
mechanism where the stability of a particular sgiiate is attributed to the interaction of
ground spin state and lowest excited state of sspitemultiplicity® Miller et al. supported
this mechanism assuming a forward charge transjer the donor to the acceptor leading to
the triplet excitedstate. In [Fe(Cp*)] [TCNE]", the triplet ground state becomes stabilized
through its interaction with the lowest lying teplexcited statd® However, in case of
[Mn(Cp*)2] [TCNE]” and [Cr(Cp*}]'[TCNE], the interaction between the ground and
excited states leads to the stabilization of thé&feamomagnetic situation which is in
opposition to the experimentally reported high sptate of the molecules. Hence, the
McConnell-Il mechanism based explanation appearsufiicient to justify this
observation®®® To explain this anomaly, Kollmar and Kahn coinetieav mechanism of
back charge transfer from Ao D", which is justified by the presence of positivénsgensity
on Cp* ringf’b Another proposition is McConnell-l mechanisfrwhere a large positive spin
density on the transition metal induces a negaspi@ density on Cp* ring, which again
induces a positive spin density on the acceptoes@&hconflicting mechanisms about the
origin of magnetic nature in MBCTCs urge for thevelepment of a complete theoretical
model’®

To investigate the charge transfer induced magmetigzaction in the MBCTCs, the
compounddecamethylchromocenium ethyl tricyanoethylenecafatx[Cr(Cp*),][ETCE] is
taken as the representative system in the presamt Whis complex is recently synthesized
by Wang et al. and found to have a ferrimagnetitedng* This ferrimagnetism may arise
from the competition of ferro- and antiferro-magoenteractions in three different lattice
dimensions as interestingly probed by Datta andadfsThe [Cr(Cp*}][ETCE] is known to
crystallize in orthorhombic geometry with paraleefangement of vertical one dimensional
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D*A” chains. These one dimensional chains in a crystal have two possible parallel
orientations. In one type, the" Begments are oriented side by side and termenl ragjistry
chains (Figure 4.1a). On the other hand, in theddutegistry chains, Dfinds A" in the
neighboring chain in its nearest position (Figur®)#'3The D'A™ pair of a vertical chain is
defined as the V-pair in this work (Figure 4.1bk the nearest neighbor spin interaction is
known to govern the magnetic nature of any system, nearest DA™ pair from the
horizontally stacked out of registry chains is stdd for this investigation. This™®™ pair,
where the D and A belong to two different vertical columns arrangedin out of registry
manner which is termed as H-pair in this work (Fegu4t.1b). Although, the origin of
ferromagnetism in the V-pair has been well expldily McConnell-I mechanisif, the
weak ferromagnetic ordering of H-pair is not yetlassed properl¥

In-Registry Stack

| O
| 1 -
33e o8s -&"'J'P%_W H-Pair
J":i o ;;4 ~ ::.5":%:%: 1 o J"'&J_.‘-J
. o f 3 a9 a-.i' "j‘"
'hﬂ']" = "‘j‘?i' J 4 ?"3“
: St ,.ﬁ.'-' -
: ] >
‘ | 39N [ hedhd
: : 2 3 : 3
tepler i ——toply iR W J_;%,u
24 N e f > *
] — L
13 14 V-Pair

(a) Three dimensional motif of [Cr(CpI)ETCE] (b) Out of registry DA™ pairs

Figure 4.1.(a) Representation of the in registry and outegistry chains (b) blue and brown
rectangles in the out of registry chains desigtiageH-pair and V-pair respectively.

This study makes an attempt to address the cheaigsfér induced magnetism in a
particular MBCTC, [Cr(Cp*)J[ETCE], keeping three different goals in its focEimarily,
the charge transfer in between donor and acceptaxplored and the donor—acceptor
magnetic coupling is quantified in terms of thisaae transfer energy. Secondly, the
architecture of this complex hints towards a défdrdegree of magnetic interaction between
the donor and the acceptor in V-pair and H-pairthie V-pair, thed-electrons on Cr can be
transferred to the acceptor via Cp* brid§eyhereas, absence of any such mediator in case of
H-pair obstacles the CT process. The differend®onizontal and vertical direction definitely
has an important role in governing the overall nedigmature of this crystal. This stimulates
us to investigate the nature of magnetic interactiothe V-pair and H-pair individually and
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in presence of each other. Lastly, we cultivate tile of periodicity in governing charge
transfer and concomitant magnetic interaction. Dgalwith such extended system also
enables one to explore the effect of dimension agmatic characteristics. The systems in
reduced dimension are found to depart from thewrabu®ulk behavior which inspires the
study of electronic properties in nano scalltensified magnetism in the reduced dimension
has recently been the subject of several theoteadita experimental investigatiohsThis
fact has already been realized in cases of Au-ratiole, alkali metal clusters, Mn
nanosheet and many other systéffid’ All these facts spur the study of the effect of
periodicity on the magnetic behavior of [Cr(CgfETCE].

4.2. Theoretical Framework

The magnetic sites in a system are characteriged hon-vanishing spin angular
momentum quantum numbe®, . Interaction among these localized spin momentgigothe

overall magnetic nature of the system. The magneteraction, often termed as exchange
coupling is described by the well-known phenomegialal Heisenberg—Dirac—van Vleck

(HDvV) Hamiltonian, which describes the isotropitdraction between localized magnetic
momentsS andS; as

H =_Z‘Jij 3S; 4.1)

i<j

where,J; is the exchange coupling constant between theifethbpin moments, and thg

symbols indicate that the sum extends to the neaesghbor interactions only. According to
the spin Hamiltonian in eqn (4.1), a positive (rtegg value ofJ; corresponds to a

ferromagnetic (antiferromagnetic) interaction, thfevoring a situation with parallel
(antiparallel) spins. Symmetrically equivalent memn sites must necessarily have equal
amplitude of spin density which imposes a deloeaizolution for the system. Thus, such
“full-symmetry” calculations are unable to considee weakly coupled limit, where the
electrons are fully localize. Therefore, the removal of all symmetry elementsneating
the magnetic centers is necessary to account fak weupling limit. Noodleman and co-
workers worked out a “broken-symmetry” (BS) apptgaevhere the space and spin
symmetry can be removed by polarizing the up-spith @own-spin onto different magnetic
centers? Later on, Bencini and Ruiz modified this expressfor the limit of strongly
interacting magnetic sité8.0n the other hand, Yamaguchi's expression encaapabe
appropriate limit, depending on the interactiorestth and thus fulfils the criterion of
general applicability’
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Ji <§2>BS _<§2>Hs : (4.2)

The general applicability of the eqn (4.2) can bedarstood through the following
dependence o§é2> on the overlap of magnetic orbitéls

N,,N

<é2> =Mg(Mg+1)+ N, - Zﬁ o) 4.3)

i

ﬂﬂ' . . . . .
Here 0" is an integral describing the overlap between thatial parts ofa and g spin

orbitals?*?® In the strong coupling limit, all pairs @fandg orbitals overlap and the double
sum in eqgn (4.3) is reducedNo,. Therefore, the total spin expectation value iatis a pure
spin state Witl<|é2>BS= 0 for a diradical with equal number @fandg electrons. Hence, the

denominator in eqn (4.2) transformsSQ (S, +1) which resembles the Noodleman—

Bencini—Ruiz formul€® On the other hand, if magnetic orbitals do not riayge (BS
determinant), the sum in eqn (4.3) becoiMgs 2S5, where Sy is the sum ofa and g
magnetic orbitals. In this weakly coupled Iin<|é,2>BS= 25 = Sys and resembles
Noodleman's original expressi6h.The BS state is usually constructed by mixing two
magnetic orbitals which usually belongs to différereducible representatiod$?® So, the
magnetic orbitals should be close enough in ordenteract with each other. Hence, for the
remote magnetic sites, the construction of BS siatemes difficult. However, the BS state
is usually achieved by performing HF or DFT in spimrestricted formalism where up-spin
and down-spin densities are allowed to localizelifierent centeré®® Though an open shell
singlet state can best be represented through-parifiguration technique¥: DFT uses a
single Slater determinant to describe the BS statethus becomes more advantageous than
post-HF methods in handling larger systéfiis.

As discussed in the introduction, the donor—acaeeptgnetic coupling is induced by
electron transfer from donor to acceptor. Among \thdous models of charge transfer in
electronic systems, a perturbative treatment hatelwibeen adopted to account for the
electron tunnelling proce$3Anderson in his pioneering work, derived the seconder
perturbation energy (DE) for such an intersite gharansfer and correlated this energy with
magnetic interaction &8,

th(1 . aa
AE = —(— +2S Sj] . (4.4)
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Here, t; is the hopping integral which carries an electrant sitei to sitej andU is the

single ion repulsion energy. However, tﬂ% term is well-known in the Hubbard model

and related to the exchange coupling constdit’ (In their seminal works Calzado et al.
Applied ab initio CI techniques to compute theséividual contributions to the magnetic
coupling constant using effective Hamiltonian the®rHowever, in a recent formalism,

instead of direct estimation of thIsZU term; the above expression is modified to estimate

the coupling constantJ{x) in a superexchange process in terms of the secoddr
perturbation energy (DE) for charge transfer betwsies and spin population on those
centers g andp;),?°

3. = 2AE
SX 1+pipj : (4.5)

The charge transfer matrix element between the rams acceptor can be expressed &%

E,-E
— D A
2
where,Hpa is a pure one electron matrix element, couplirgdfiective donor and acceptor
orbitals as

Hoa =<¢D‘H\‘¢A>- 4.7)

and,Ep andEa are the energies of the LUMO in cationic donor aedtral acceptor. Again,
the second order perturbation energ¥e) for the charge transfer process is related to the
transfer matrix elememipa for the donor—acceptor pair in the following mantfe
2
[Hon
AE = ﬁ . (4.8)
D~ Ea
Now, substituting &E term in egn (4.5), using egn (4.8) and (4.6), thieowing modified
form is obtained,

‘]T — HDA

1+ 0P, (“9)

This can be conveniently used to calculate the axgh coupling constant valudr) in
electron transfer systems.
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4.3. Computational Details

In the present work, the effective exchange integre estimated in two approaches,
one of which is the state-of-the-art spin projectiechnique of Yamaguchi (egn (4.2)). In the
second approach, the electron transfer matrix elerfe charge transfer from donor to
acceptor and the spin populations on the donorameptor sites are used to estimate
through presently derived eqn (4.9). The eqn (#2yenerally implemented through an
unrestricted or spin polarized formalism, where thespin and down-spin densities are
allowed to localize on magnetic sités? Thus, in the present work unrestricted DFT (U-
DFT) is applied to compute the coupling constaiite Fame U-DFT method is adopted to
derive the parameters in egn (4.9). The U-DFT nubtisoreported to produce a reliable
estimate of such transfer integrals, at least Besaf metal-based systefiglo evaluatel
through eqn (4.9), standard DFT calculation onisléated donor and acceptor molecules is
first carried out to extract the energies of theM® of the cationic fragment [Cr(Cps) and
that of the neutral acceptor [ETCE]. These enemyes along with the spin populations on
the donor and acceptor in the ground state of dif@e(Cp*),]'[ETCE] are utilized to
compute thelrin egn (4.9).

To understand the magnetic effect of V-pair on k-pad vice versa in the crystal
motif of [Cr(Cp*),][ETCE], it becomes necessary to estimate the exgdaoupling constant
between every DA™ pair in vertical and horizontal directions in prase of each other. A
recently adopted technique to determinea a system with multiple magnetic sites becomes
useful in this regard: In this particular strategy, which is mentioned the “dummy
approach” in the present work; first the effectalif the magnetic sites on each other is
realized in the form of ground state spin populatibhen the exchange coupling constant
between any two magnetic sites is calculated on kthsis of their ground state spin
population while regarding other magnetic sitestindowever, in the present context the
computational scheme of ref. 31 is applied on acBBtal motif displayed in Figure 4.1b so
as to consider both the direct exchange and sugleaege in the H-pair and V-pair
respectively. The spin density distribution of thystem is first obtained. Next, the exchange
coupling for one V-pair is computed while its ndaghing V-pair is made dummy. Although,
other than a specific magnetic pair all other méigretes are made dummy, their effect is
imposed on the specific pair in terms of pre-caltad spin population which can be
understood from the spin density parameterizatfdhe@Heisenberg Hamiltoniat.

In order to investigate the effect of periodicity the magnetic interaction, the
periodic boundary condition is imposed on the systdo deal with the extended solid,
different level of theoretical platforms are useliat ranges from the simple tight-binding
model to the ab initio periodic Hartree—Fock anddera DFT based method$.The
eigenstates of such periodic system can be labbkildtie reciprocal lattice vectots, in the
first Brillouin zone (BZ)** Since the system is infinite, the quantum numberare
continuous. Calculation of the total energy recuige self-consistent calculation of the
eigenvalues, which are performed at a finite nundfepoints in the Brillouin zon& A
recent work expresses the charge transfer intexgathe function ok point® and thus
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stimulates us to investigate the influence of iasnegk point (within the first BZ) on the
charge transfer induced magnetism.

The structure of the complex is available in criystaaphic file format? this
geometry of the complex is taken as its groundessaitucture. While doing the periodic
boundary calculation with differerit points, the Perdew—Burke—Ernzerhof exchange and
correlation functional (PBE) is employ&dThis exchange correlation functional is found to
produce superior accuracy for a broad variety o$tesys under periodic boundary
conditions® This advanced GGA functional includes some electorrelation effects at
larger distances. The LANL2DZ basis set is choselectively for Cr atoms and 6-
311++g(d,p) for all other atoms and this has beeantained throughout for DFT
calculations. The success of exchange correlatiogtionals in accurate estimation bfs
believed to be intrinsically linked to the introdienn of an amount of Hartree—Fock (HF)
exchangé? In this regard, the B(X)LYP functional is pres@ibas the optimum performer,
where X is related to the percentage of Fock exgh&ZhHowever, Martin and lllas have
shown that the coupling constant vary with X and tlesult becomes satisfactory with
X=50. Hence, in this work we use BHandHLYP functionathnk=50, which has already
been found efficient to reproduce the experimentaue of coupling constafif. This
particular functional is characterized to be a 1 mixture of DFT and exact exchange
energies which can be representedEas=0.5E" +0.5E spa”" +0.5AEgeckess +ELvpC. "
This is also supported by Caba#ibkl** who have concluded that functionals assuming fully
delocalized open shell magnetic orbitals, such 2isY®, produce a poor description of local
moments: Particularly, the B3LYP functional is reported gooduce inaccurate structural
and thermochemical parameters in the extended rsgstdue to its failure to attain
homogeneous electron gas liffitOn the contrary, another school of thought adwdhae
use of B3LYP with less amount of HF exchange to geteliable estimate o0f.*°
Nevertheless, the hybrid functionals are questidioedheir tendency to overstabilize the
higher spin multiplet, whereas the GGA functiona®restimate the stability of the ground
state?” On the other hand, the hybrid meta GGA functioFaESh with 10% HF exchange
shows a minimum deviation (10-15%) in thealue compared to experiméfitThus, among
several other functionals, the TPSSh functionahissen by several groups for evaluating the
exchange coupling constafitin order to get a self-consistent result, her® alsset of
exchange correlational functionals is applied topate the exchange coupling constant. The
results obtained with DFT are also validated wite multireference Complete Active Space
Self-Consistent Field (CASSCF) technique, basetheractive electron approximation. This
technique incorporates several important physidéces in both direct exchange and
superexchange cases for the calculation of magimeéiaction>° However, the CAS method
disregards important physical mechanisms like lilggpin polarization, dynamic spin
polarization, double spin polarization etc. and enedtimates the coupling constant in
effect® These effects can be included through the secouer gerturbation theory based
upon the UHF wave function. The complete activecepsecond-order perturbation theory
(CASPT2) is a method which imposes second ordeecton to the CAS wave functions,
and found useful in producingclose to experimental valu&sThis method can further be
refined by considering “external correlation” thgbumultireference configuration interaction
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(MRCI) tools>® among which the difference dedicated CI(DDCI) apgh by Miralles et al.
has been particularly successful to produce th&redeslegree of accuracy.However, to
avoid computational rigor associated with such sigated methods, in the present work
the CASSCF is used with a large active space wimcludes different configurations
connected to charge transfer excitatibrand thus partially overrule the limitations of
CASSCF. An active space often electrons in ningataleb [CASSCF (10, 9)] is used to
calculate the exchange coupling constant of thealW-m this work. All calculations are
performed using Gaussian 09W suite of quantum atenpiackagé® The density of states
(DOS) plots are generated with GaussSunt?2.2.

4.4. Results and Discussion

Before dealing with the present dimeric system Qp#),][ETCE], first the ground
states of monomers (D and A) are taken for purSiitce, there exists a probability for the
neutral [CF(Cp*);] to remain in the low-spin triplet or high-spinigtet state, it requires a
theoretical confirmation. The ground state of thenomers is thus checked with different
DFT functional. These results are also comparetl mitiltireference CASSCF to verify the
reliability of DFT methods in properly describingpet ground state of the monomers.
Everywhere, the ground state is recognized asaWwespin triplet (Table B.S1 in Appendix
B), which is also reported experimentdifyConcerning to an orbitally degenerate ground
state of [CY(Cp*),], C** ion is supposed to experience a quenching of thitab angular
momentum due to static Jahn—Teller (JT) effBdfloreover, the Cr ion in the " species
is also reported to be reluctant to magnetic hgsterand exhibit no magnetic anisotrdpy.
The neutral acceptor unit, which initially existsginglet ground state, turns into an anionic
doublet after accepting an electron from neutradadpleaving the donor in cationic quartet
state. The overall quintet spin state in [Cr(GHETCE] dimer, with threed-electrons on the
Cr atom and one in the acceptor unit finds val@ain its spin density plot and references of
similar systems>*® From the molecular orbital (MO) analysis of V-paird H-pair, 131 to
134 MOs appear as singly occupied molecular o{aOMO), of which 133 MO is found
to be composed of the acceptor orbitals solely oth ihe pairs (Figure 4.2). Since, the
computations are performed at U-DFT level, alldseupied orbitals are in fact possessed by
single electrons. Thus, here the SOMOs are reféaed thex-occupied MOs which do not
have any-counterpart of comparable energy.
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Figure 4.2.The 13% 0¢-SOMO in (a) H-pair, and (b) V-pair, solely cent@n the acceptor.

Existence of this MO advocates for the single etectransfer to the acceptor moiety.
Rest of the SOMOs shows an equitable contributio@p¥ and ETCE orbitals. Although in
such complexes metaltorbitals are reported as magnetic orbitals) the present case any
contribution from Crd-orbitals is found surprisingly missing in the ctiostion of the
highest occupied-MOs. This contradiction probably stems from then#wfbau kind of
behavior, where the singly occupied metal orbitaie buried below doubly occupied
orbitals** The density of states (DOS) plot which shows thghést occupieg-spin orbitals
at higher energy levels than the highest occupiddOs (Figure 4.3) also supports this
observation. This problem is often encounteredystesns having bonds with prevalently
ionic character. Due to this rearrangement of teetns in shuffled MOs, the contribution
of d-orbitals is found in 126, 127 and 128VI0Os which are below the so called SOMOs.
However, applying spin projection technique (eqr2)4 the coupling is found to be very
weak (0 =0.004 cm?) in the H-pair, compared to V-paid €511 cm?). Though weakly
coupled, the H-pair takes a decisive role in sgttip the gross magnetic behavior in such
crystals®®

56



i0

Alpha bos spectrum
Beta DOS spectrum ———?—

Total DOS spectrum (zcaled by ©0.5)
Alpha Doccupied Orbitals 2
Alpha YVirtual Orbitsls g
g | Beta Occupied Orblt

Beta Virtual Orbitdl g

N\

V

Iri
f' .{rﬁ

| . N }‘ ;;I t

l.-"‘i o-occupied orbital B-occupied orbital tft )) Y

T AT

[ ;

;3at.. A TR,
JAY i) 3 o L
o I | | u| | y JET\h_i__"/'}rﬁxjkfj

- -4 Zp

| .q.“”m
2 9

Energu (el

Figure 4.3.The DOS plot of the V-pair.

Now, to understand the charge transfer phenomethenrelectronic configuration of
D" and A in the V-pair is compared with its neutral analogu® and A). From the
comparison of the molecular orbitals of the indisatl D’and A’ units, it appears that the
electron transits from the @(p’}-orbital of D to the 48 «-MO of A°. In the receptor part, the
antibonding nature of the olefinic C—C orbitalsthar clarifies that this is the* MO (Figure
4.4). This analysis, performed in the backgroundnawinomer approach, also provides
necessary information for the appropriate selectmn donor and acceptor orbitals,
participating in the charge transfer process. &odrthe charge transfer process, the system is
analyzed at the transition state, when one eleasdoeing transferred from the donér
orbital to ther* MO of the acceptor. It has been shown previoukbt the superexchange
electronic charge resonance energy, which we hametdd here asAZ in egn (4.5), can be
substituted by the charge transfer integkdhs) or the direct vacuum electronic coupling
term>® The initial and final states of electron trandfas been crucial in the determination of
the two-state approximation. In determining théiahiand final states of the electron transfer,
the f-LUMO of the isolated donor Dis taken as the donor orbital since the electras w
initially localized on that particular orbital. Wieas, in the acceptor part A, the UMO is
taken as the recipient orbital since the hoppirertedbn is going to be localized on that
orbital*® Using the energies of the concerned orbitals, rttegnetic exchange coupling
constant is estimated as 514 ¢rthrough egn (4.9) (at UBH and HLYP/6-311++g(d,p)hw
LANL2DZ extrabasis on Cr) which is in reasonableeggnent with thd, estimated at same
level of theory through the famous spin projectiechnique (eqn (4.2)) of Yamaguchi (Table
4.1). To compare these values obtained through BRore accurate CASSCF technique is
adopted as well, which is capable to describe thdtireference character of involved
radicals. The CASSCF wave function is constructexing all possible combination of ten
electrons in nine orbitals resulting in a CASSCP,9) active space. The active space
includes SOMOs, i.e., Gt7, di”,* anddy-orbitals on the donor fragment and also the singly
occupiedr*-orbital on the acceptor fragment. The orbitalbjei on a test calculation using a
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larger active space (namely a 14 electrons andHtifiats space), shows an occupancy of 1.99
electrons, are moved to core orbitals. The chostimeaorbitals are shown in Figure 4.5.
From Table 1, the chosen functional BHandHLYP &@WSSCF are found to produce
similar value of exchange coupling constant. Moezpin all the methodologies, same kind
of spin density alternation (up—down—up) in Cr—CpTCE is observed, which is indicative
of the superexchange mechanism (see Table B.Sppemdix B).

Figure 4.4.The 48" o-MO of acceptor unit in both of the V-pair and Hipa

Table 4.1. Comparison of coupling constant value§ for the V-pair, obtained through
different methodology.

Level of theory Jincm™
BHandHLYP/6-311++g(d,p) with 511
LANL2DZ extrabasis on Cr
CASSCF(10,9)/LANL2DZ 439
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Figure 4.5. A qualitative MO diagram of the chosen active spdoe the CASSCF
calculation, containing 10 electrons in 9 orbitals.

4.4.1. Competition between exchange mechanisms

So far the spin topology of the V-pair is concerneds interesting to note significant
spin density on Cp* moiety which intervenes the n&g sites Cr and the acceptor ETCE.
This observation suggests that bridging Cp* ligangdlaying a role to couple the spins on Cr
and ETCE through superexchange process. The spsitgalternation further affirms the
possibility of superexchandé.The spin density alternation in the V-pair alsetiiies the
McConnell-I mechanism, according to which, the m&jospin on the metal atom induces a
negative spin density on the Cp* motif, which is ttirn spawns positive spin density on the
acceptor part. On the other hand, absence of aoly budging ligand in between the
magnetic sites of H-pair makes direct exchangeotilg mechanism for the interaction of
spins. Earlier studies pointed out two such countrdns to the magnetic coupling;

J= JF(for FM interactionj+ JAF(for AFM interactionj

t2 (4.10)
— — AN
whereK; describes direct exchange between magnetic atatad generally considered as
ferromagnetic contributioff The second part, including the hopping intetjraind the on-
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site Coulomb repulsioby, is usually termed as kinetic exchange in Andéssmterpretation
and antiferromagnetically contributes to the te@lipling constart’ In a model proposed by
Heitler and London,J is similarly split into ferro- and antiferro-magroeparts

J=K+26S. (4.11)

The first part, being the two-electron exchangedrl is necessarily positive; whereas the
second part contains resonance integiph(id an overlap integrab), which are of opposite
sign and thus their product becomes negative. Heheevalue of overlap integral plays a
crucial role in controlling the overall nature ofgnetic interactioii” However, the value of
direct exchange coupling constant, estimated thr@pgn projection technique, in case of H-
pair is found to be very weak (0.004 ncompared to that (511 ¢h) in case of V-pair,
where the superexchange is operative. This obsenvaé in agreement with Anderson's
explanation where the superexchange is argued tadve intense than direct exchange on
the basis of metal-ligand overl&5. The direct exchange interaction is considered o b
comparatively weaker because it operates betweatiabp orthogonal wave functions.
Further, the degree of exchange is found to beslpr@ffected from the distance between the
magnetic sites! Hence, the large distance of 7.248A between tm®dand acceptor in H-
pair is another reason for the weaker direct exgharompared to superexchange. This
observation is in agreement with the result of thBcal and experimental works, executed
on similar system3’ where the intrachain (V-pair) magnetic interactisfiound to be much
stronger than interchain (H-pair) interaction.

Though weak, the interchain coupling takes a sicgnitt role in deciding the overall
magnetic ordering of the systéfit™*’ Hence, both of these V-pair superexchange and H-
pair direct exchange are to be simultaneously takienaccount to explain the bulk magnetic
behavior. As a replica of the bulk system, a twmehsional (2D) motif of the crystal (Figure
4.1b) is scooped out where both H-pair and V-pae present. Next, following the
computational strategy stated in ref. 31, the séaa@rtical column is made dummy in order
to compute the coupling constant in th&\i-pair. The exchange interaction between the
donor—acceptor pair in horizontal direction is difeed through similar approach. A
comparable approach requires embedding the cemmiélin a field of point charge¥.
Inclusion of neighboring units is found to be a gapproximation to the bulk propefty.
The value of coupling constandpj, obtained in this way for the V-pair considerably
decreased to 13 crhcompared to the earlier computédalue of 511 cit (Table 4.1). On
the other hand, in the H-pair there is a slightéase (0.007 cif). This indicates some kind
of antagonism between direct exchange and supeegeh Since this truncated model
reproduces the bulk-behavior, the coupling constérthis system is ideal to compare with
that obtained from experimental data.

The value of] drastically decreases in a two-dimensional systammpared to that in
the single V-pair. A close comparison of the paramse required to get coupling constant
from eqn (4.2), reveals that except the energy®fskate all other factors are nearly same in
single pair and 2D model. This clearly indicateat tim the 2D model the BS state gets more
stability compared to single™®™ pair, which can be attributed to the interchaiteriaction.
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In the extended model, one singléAD pair finds another such™®" pair in its neighbor,
which causes a distortion in its equilibrium configtion®>’ Following the second order
perturbation it can be shown that there is an aklniteraction between neighboring chains,
which eventually stabilizes the broken-symmetrytesta Moreover, the difference of spin
density in these two situations, also contributesuch steep change in the value of coupling
constant (see Figure B.S1 in Appendix B). A deaeafsspin density is noticed in the two
dimensional array due to dispersion of spin dezsifrom magnetic sites, which affect the
coupling constants. This fact finds its supporinfrthe recent works which advocate for an
intimate relationship between the spin populatiod eoupling constarit:*

4.4.2. Effect of periodicity

For a proper understanding of the magnetic intemadh the extended system, one
must concentrate on studying the magnetic inteyacéis a periodic function. To gain an
insight to the magnetic property in the perioditi¢éa system, periodic boundary condition is
imposed on the system with the translational vecid.796 A in the vertical direction and
16.161 A in the horizontal direction. An attempt dompute thel value in the periodic
boundary is failed in case of the horizontal pagcduse of the non-convergence of BS
solution. This can be attributed to the large distéabetween donor and acceptor which does
not allow mixing of the orbitals on magnetic cestand the BS state cannot be constructed in
consequence. This fact is also ensured from a weak value of coupling constant for H-
pair. The electron tunnelling rate is also foundiézay exponentially with distant&®® For
this, the vertical pair is only chosen to invediigthe effect of periodicity on its magnetism.

Single DA pair

Donor orbitals 1 - f

...

Acceptor orbitals L | Y

-4 -3 -1 -1 L] -4 4 -3 -2 -1
Erergy (e¥) Erergy eV}

(a) (b)

Figure 4.6. The density of states plots of the V-pair in (afy gphase and (b) under periodic
boundary condition.

It has been previously anticipated that the premticof a local property, e.g., spin
density for a system in cluster or in PBC are simiior a particular function&f The
comparison of spin density in PBE functional canfteend in Tables B.S2 and B.S3 of
Appendix B A close inspection of Tables B.S2 an83reveals a change in the spin density
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under PBC (see Table B.S3 in Appendix B). Thisxigeeted to bring about the variation in
magnetic interaction. However, a variation in theice of thek-point grid shows that after
the 3 k-point, the change in spin density becomes insiganit which implies the attainment
of the bulk limit. Computation of magnetic exchamgeipling constant with the constraint of
periodic boundary reveals an antiferromagnetic (AHRMeraction in vertical direction. The
AFM interaction in the V-pair under periodic boungacondition (PBC) is in the stark
contrast to the positive value of coupling constardbsence of PBC. The change over from
FM to AFM exchange within the periodic boundary dition may be argued to be arising
out of this difference in functionals. To verifyighin absence of PBC the exchange coupling
constant for the V-pair is also estimated using HBiEctional in unrestricted framework
which results in the) value of 133 cnit. This result shows that from the methodological
point of concern, though the functional may alte extent of couplinff it cannot overturn
the magnetic nature at least in the present cdsgs imposition of periodicity only can be
attributed to such change in the magnetic behaViois spin crossover can be understood in
terms of charge transfer integrain eqn (4.4¥° In this extended model, a particular donor

(DY) finds two acceptor units (A below and above it unlike in the single V-paihid
increases the possibility of charge transfer, legdo the stabilization of AFM state. The
exchange coupling constant under PBC is also akilin the hybrid PBEO functional for
convenienc&’ which also predicts antiferromagnetic exchangehim periodic lattice. The
results are given in Table B.S4 of Appendix B. Tamyer estimate of produced by the
hybrid PBEO functional, in comparison to the puBEFfunctional, can be explained due to
the presence of a fraction of exact exchange whasha much larger extent than the DFT
exchange considered in the pure functional. The Afighange coupling within the periodic
boundary approach can further be envisaged asffiet enduced by increasing the degrees
of freedom of an electron. Thus the system gaialsilstation in presence of PBC which can
be confirmed from the energy comparison of V-paomputed at same theoretical level
[UPBEPBE/6-311++g(d,p) level with LANL2DZ as extesds on Cr atom]. The energy of
the system without periodic boundary is —2445.13b and with the periodic boundary the
energy is —2445.142 a.u. The periodic electron itercan thus be assumed to be more
delocalized which in turn induces a decreasing hiHubbardU parametef® Now, there is

a report of the lowering of energy of tlestates with increase it parametef? So, a
decreasing shift itJ should uplift the energy levels dtstates, which is apparent from the
DOS plots in aperiodic and periodic conditions (ffegg4.6). Hence, a small value dfis
expected in a periodic boundary formulatfnFrom the comparison of DOS plots in
aperiodic and periodic systems, not only the upkt of Cr d-states, but also the
destabilization of Cp* ligands can be noticed. tdition, the up-spin orbital of acceptor
lowers down in energy in the periodic conditionisTkituation brings the down-spin orbital
of lower Cp* ring and the up-spin orbital of acaaptinit within the same energy range and
thus facilitate their overlap in the periodic caiah of the system. Hence, a small valudJof
together with non-zero value & result in a stronger AFM interaction, which evetifua
supersedes the FM interaction and turns the systéona weak antiferromagnet in the
periodic condition. However, the overall ferromatigra in the bulk is manifested through an
ensemble of different mechanisfig® %"
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4.5. Conclusion

The phenomenon of charge transfer (CT) is of paterhampact in guiding the
courses of several biological and chemical proedeehe present study, the charge transfer
process is also found effective in governing thegmesic behavior of metallocene based
charge transfer complexes. A recently synthesiystes, [Cr(Cp*)][ETCE] is taken as the
representative MBCTC to explore the influence ddrge transfer on the magnetic behavior
of such donor—acceptor complexes. Anderson inibisgering work ascribed charge transfer
as the origin of kinetic exchange and correlated #xchange with the second order
perturbation energy for such charge transfer. Ine@nt work, using this approach of
Anderson, the coupling constant is parameterized spin population (egn (4.5)). However,
egn (4.5) is employed to account for through bohdrge transfer in a superexchange
process. On the contrary, NBO analysis for thegiresystem clarifies a zero overlap status
in between the donor and acceptor, which necessitae tunnelling of electron in its journey
from the donor to the acceptor. Hence, in the prieserk, eqn (4.5) is modified to take the
electron tunnelling matrix elemenit,) into account to determine the coupling constant.
This integral, is evaluated from the zeroth ordgeevalues of pure donor and acceptor at the
transition state of the electron transfer proc€hs. exchange coupling constadi)( obtained
in this way (eqn (4.9)) is well in agreement withthe coupling constant derived through
well-known spin projection technique of Yamagucleiqri (4.2)). The charge transfer
interaction happens to be the central in such tgpecomplexes where the magnetic
interaction begins after the charge dislocates ftbendonor to the acceptor creating one
magnetic site at the acceptor.

The topological difference of V-pair and H-pairdisato the possibility of concurrent
and competitive exchange interactions at diffedérdctions. In V-pair, the intervening Cp*
ring assists the transfer of electron from metahdoeptor unit and hence there operates the
superexchange process in this direction. In theratirection, the donor and acceptor are far
separated and there is no such aid for the spirsettransferred from the donor to the
acceptor. Hence the direct exchange process becomlgsviable in H-pair. From the
comparison of the coupling constant values, themaychange interaction is found dominant
in between two exchange processes in [Cr(&ETCE]. Since, the weak interaction in the
horizontal direction takes a decisive role to renoleerall magnetic ordering; the V- and H-
pairs are simultaneously taken into account. Tiggon opens up the possibility of several
exchange interactions among multiple magnetic ,sitdéch is estimated through one of our
earlier developed computational scheme, referrexstdummy approach within the text. The
coupling constant value for the V-pair, obtainetbtigh this approach is found to be very
low compared to the previous value, where only Yhpair is considered. The drastic
decrease in thé value through dummy approach is attributed toitherchain interaction.
The coexistence of competitive superexchange amgttdexchange in this truncated model
replicates the bulk behavior. The small positiveugaof J supports the weak ferromagnetic
nature of this MBCTC by Wanet al*

It has been of optimal challenge to investigate thture of magnetism in a crystal
system. The best way to mimic the real networkparfis of a cluster demands the application
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of periodic boundary condition. The PBC can trgateams in bulk condition with much less
computational effort without taking the finite sieffect and border-effect. Our calculation
clearly shows that the magnetic interaction in dimeensional periodic lattice of such kind of
system in the vertical direction is antiferromagmeind the extent of magnetism is too low.
Moreover, it is interesting to note that the FMteys turns into an AFM one with imposition
of periodic boundary condition. This change overthe magnetic status of the system is
explained with the rearrangement of the densitystates in [Cr(Cp%][ETCE]. In this
condition, there occurs a simultaneous higher awdkel energy shifts in the donor and
acceptor orbitals respectively and the donor—accepterlap integral gains a non-zero value,
which is otherwise zero in the system. This liftenergy of thed-states is also supported
from the easy dispersion of alpha spin to the Ggand orbital. Hence, this situation
facilitates electron delocalization and resultewdr HubbardJ value. As a consequence of
all these facts the [Cr(Cp]JETCE] which exhibits ferromagnetic coupling inettsingle
D*A™ pair, turns into a antiferromagnetic system in pgegiodic condition along vertical
direction. However, the convolution of differentclanges pervading the crystal makes it a
weak ferromagnet. An extended review on MBCTC djesl that there is a delicate balance
in the sign of coupling constant in horizontal dtien?® This weak, still competing magnetic
interaction is regarded as the principle criterfon metamagnetistf’. However, this work
suggests a delicate poise of magnetic interactidha vertical direction as well.

4.6. References

1. (a) Miller, J. S.; Epstein, A. J.; Reiff, W. NMol. Cryst. Lig. Cryst.1985 120, 27; (b)
Miller, J. S.; Calabrese, J. C.; Rommelmann, HiitPeddi, S. R.; Zang, J. H.; Reiff W. M,;
Epstein, A. JJ. Am. Chem. So&987, 109, 769.

2. (a) Jortner J. and Ratner, MMolecular Electronics, Blackwell Science, Cambridge
MA, 1997 (b) Aviram A. and Ratner, MMolecular Electronics: Science and Technology
(Annals of the New York Academy of Sciences), Huwe York Academy of Sciences, New
York, NY 1998 vol. 852

3. (a) Goovaerts, E.; Wenseleers, W. E.; Garcia M.aHd Cross, G. HNonlinear Optical

Materials, in Handbook of Advanced Electronic antlo®nic Materials and Devices,
Academic Press, New Yo00Z (b) Morall, J. P.; Dalton, G. T.; Humphrey M. Gamoc,

M. Adv. Organomet. Cher2008 55, 61; (c) Powell C. E.; Humphrey, M. Goord. Chem.

Rev.2004 248 725; (d) Long, N. JAngew. Chem. Int. Ed. Endl995 34, 21; (e) Di Bella,

S.; Dragonetti, C.; Pizzotti, M.; Roberto, D.; Tes F. Ugo, RTop. Organomet. Chem.
201Q 28, 1; (f) Astruc, D.Organometallic Chemistry and Catalysis, Springeeidélberg.

2007 (g) Fuentealba, M.; Toupet, L.; Manzur, C.; Q&oriD.; Ledoux-Rak, I. Hamon, J.R.
J. Organomet. Chen2007, 692 1099; (h) Lambert, C.; Gaschler, W.; Zabel, Matschiner

R. Wortmann, R.J. Organomet. Cheml999 592 109.

4. (a) Carretta, S.; Santini, P.; Amoretti, G.; Guili; Copley, J. R. D.; Qiu, Y.; Caciuffo, R.;
Timco G. Winpenny, R. E. BPhys. Rev. LetR007, 98, 167401; (b) Ardavan, A.; Rival, O.;
Morton, J. J. L.; Blundell, S. J.; Tyryshkin, A. Mlimco G. Winpenny, R. E. RRhys. Rev.

64



Lett. 2007, 98, 057201; (c) Leuenberger M. N. Loss, Wature2001, 410, 789; (d) Troiani,
F.; Ghirri, A.; Affronte, M.; Carretta, S.; Santiri?.; Amoretti, G.; Piligkos, S.; Timco G.
Winpenny, R. E. PPhys. Rev. Let2005 94, 207208; (e) Lehmann, J.; Gaita-Arino, A.;
Coronado E. Loss, DNat. NanotechnoR007, 2, 312.

5. Yee, G. T.; Whitton, M. J.; Sommet, R. D.; Fromn@nM.; Reiff, W. M.Inorg. Chem.
200Q 39, 1874.

6. (a) Kaul, B. B.; Durfee W. S. Yee, G. T. Am. Chem. Sot&999 121, 6862; (b) Kaul, B.
B.; Sommer, R. D.; Noll B. C. Yee, G. Thorg. Chem200Q 39, 865.

7. (a) Boderick, W. E.; Liu X. Hoffman, B. MJ. Am. Chem. S0d.99], 113 6334; (b)

Miller, J. S.; McLean, R. S.; Vazquez, C.; Calabrek C.; Zuo F. Epstein, A. J., Mater.

Chem.1993 3, 215; (c) Yee, G. T.; Manriquez, J. M.; Dixon, ®; McLean, R. S.; Groski,
D. M.; Flippen, R. B.; Narayan, K. S.; Epstein AMiller, J. S.Adv. Mater.1991 3, 309.

8. (@) McConnell, H. M.Proc. Robert A. Welch Found. Conf. Chem. R867, 11, 144; (b)
Breslow, R.Pure Appl. Cheml982 54, 927; (c) Kahn, OMolecular Magnetism, VCH, New
York,1993

9. (a) Schweizer, J.; Golhen, S.; Lelievre-Berna,@uahab, L.; Pontillon Y. Ressouche, E.
Phys. B2001, 297, 213; (b) Kollmar C. Kahn, GAcc. Chem. Re4993 26, 259.

10.McConnell, H. DJ. Chem. Physl963 39, 1910.
11.Wang, G.; Slebodnick, C.; Butcher R. J. Yee, Gndrg. Chim. Actd2009 362, 2423.
12.Datta S. N. Misra, AJ. Chem. Phy<.999 111, 9009.

13. Tyree, W. SThesis submitted to the faculty of the VirginiaRathnic Institute and State
University for the degree of Master of Science lneQistry.2005

14. Okamura, T.; Takano, Y.; Yoshioka, Y.; Ueyama, Ngkamura A. Yamaguchi, Kl.
Organomet. Cheni998 569 177.

15.Brune, H.; Roder, H.; Boragno H. Kern, Rhys. Rev. Letfl994 73, 1955.

16. (a) Pederson, M. R.; Reuse F. Khanna, PN's. Rev. B: Condens. Matter Mater. Phys.
1998 58, 5632; (b) Nayak, S. K.; Rao B. K. Jena,JPPhys.: Condens. Matter998 10,
10863; (c) Nayak S. K. Jena, €hem. Phys. Lett1998 289 473; (d) Nickelbein, M. B.
Phys. Rev. Lett2001, 86, 5255; (e) Michael, F.; Gonzalez, C.; Mujica, Wlarquez M.
Ratner, M. A.Phys. Rev. B: Condens. Matter Mater. Ph3807, 76, 224409; (f) Sosa-
Hernandez, E. M.; Alvarado-Leyva, P. G.; Montez&wrizales J. M. Aguilera-Granja, F.
Rev. Mex. Fis2004 50, 30; (g) Liu, F.; Khanna S. N. Jena,Hhys. Rev. B: Condens. Matter
Mater. Phys199] 43, 8179; (h) Mitra, S.; Mandal, A.; Datta, A.; Bajear, S.; Chakravorty,
J. D.Phys. Chem. Q011115 14673.

65



17.(a) Reddy, B. V.; Khanna S. N.; Dunlap, BPhys. Rev. Letfl993 70, 3323; (b) Nozue,
Y.; Kodaira T.; Goto, TPhys. Rev. Lettl992 68, 3789; (c) Cox, A. J.; Louderback J. G;
Bloomfield, L. A. Phys. Rev. Lett.1993 71, 923; (d) Villasefior-Gonzales, P.;
DorantesDAavila, J.; Dreyysé H.; Pastor, G. Phys. Rev. B: Condens. Matter Mater. Phys.
1997, 55, 15084; (e) Guirado-L6pez, R.; Spanjaard D.; Dagjeeres, M. CPhys. Rev. B:
Condens. Matter Mater. Phys998 57, 6305.

18.McGrady, J. E.; Stranger R.; Lovell, I..Phys. Chem. A997,101, 6265.
19.Noodleman, LJ. Chem. Phyd.981, 74, 5737.

20. (a) Bencini, A.; Totti, F.; Daul, C. A.; Doclo, KFantucci P.; Barone, Mnorg. Chem.
1997 36, 5022; (b) Ruiz, E.; Cano, J.; Alvarez S.; AlemaRyJ. Comput. Chenml999 20,
1391.

21. Soda, T.; Kitagawa, Y.; Onishi, T.; Takano, Y.;ig&ha, Y.; Nagao, H.; Yoshioka Y.;
Yamaguchi, KChem. Phys. Lett00Q 319, 223.

22. Szabo A.; Ostlund, N. SModern Quantum Chemistry:Introduction to Advanced
Electronic Structure Theory, Dover Publicationsy\éork.1996

23.Herrmann, C.; Yu L.; Reiher, M. Comput. Chen2006 27, 1223.
24.Binning Jr, R. C.; Bacelo, D. H. Comput. Chen2008 29, 716.
25. Galperin, M.; Segal D.; Nitzam, A. Chem. Phy4999 111, 1569.

26. (a) Anderson, P. WRPhys. Rev195Q 79, 350; (b) Anderson, P. WPhys. Rev1959 115
2; (c) Anderson, P. W. ITheory of the Magnetic Interaction: Exchange isulators and
Superconductors, Solid State Physwd, 14, Academic, New York,963 p. 99.

27.Munoz, D.; lllas F.; de Moreira, I. P. Rhys. Rev. Let200Q 84, 1579.

28. (a) Calzado, C. J.; Cabrero, J.; Malrieu J. Phdllal, R.; J. Chem. Phys2002 116,
2728; (b) Calzado, C. J.; Cabrero, J.; Malrieu. ari®l Caballol, RJ. Chem. Phy2002 116,
3985; (c) Calzado, C. J.; Angeli, C.; Taratiel, Baballol R.; Malrieu, J. Rl. Chem. Phys.
2009 131, 044327.

29. (a) Paul S.; Misra, Al. Chem. Theory Comp@012 8, 843; (b) Shil, S.; Paul S.; Misra,
A. J. Phys. Chem. 2013117, 2016.

30. Petrov, E. G.;. Shevchenko, Y. V.; Teslenko V.May, V. J. Chem. Phys2001, 115
7107.

31.Paul S.; Misra, AJ. Phys. Chem. 201Q 114, 6641.

32. (a) Daizadeh, I.; Medvedev D. M.; StuchebrukhovAAMol. Biol. Evol.2002 19, 406;
(b) Mikolajczyk, M. M.; Zale’sny, R.; Czy znikowsk&.; Toman, P.; Leszczynski J.;
Bartkowiak, W.;J. Mol. Model 2011, 17, 2143.

66



33. Makov, G.; Shah R.; Payne, M. Bhys. Rev. B: Condens.Matter Mater. PHy&96 53,
15513.

34. (a) Foster J. P.; Weinhold, ¥.Am. Chem. So&98Q 102, 7211; (b) Reed, A. E.; Curtiss
L. A.; Weinhold, F.Chem. Rev1988 88, 899.

35. Baumeier, B.; Kirkpatrick J.; Andrienko, Phys. Chem. Chem. Phy€91Q 12, 11103.
36.Huang J.; Kertesz, M. Chem. Phy2005 122 234707.
37.Perdew, J. P.; Burke K.; Ernzerhof, Fhys. Rev. Letll996 77, 3865.

38. (a) Improta, R.; Barone, V.; Kudin K. N.; Scusef@ E.J. Chem. Phy2001, 114, 254;
(b) Zhao, G.; Jiang, L.; He, Y.; Li, J.; Dong, WVang X.; Hu, W.Adv. Mater.2011, 23,
3959; (c) Improta, R.; Barone, V.; Kudin K. N.; Setia, G. EJ. Am. Chem. So2001, 123
3311.

39. (a) Becke, A. D.J. Chem. Phys1993 98, 5648; (b) Stephens, J.; Devlin, F. J.;
Chabalowski C. F.; Frisch, M. JI. Phys.Chenml994 98, 11623; (c) Adamo C.; Barone, V.
J. Chem. Phyds1999 110, 6158; (d) Ernzerhof M.; Scuseria, G.EChem. Physl999 110,
5029; (e) Jacquemin, D.; Perpete, E. A.; CiofiniAidamo, C.Chem. Phys. LetR005 405,
376.

40. (a) Chevrau, H.; de Moreira, I. P. R.; Silvi Blas, F.J. Phys.Chem. 2001 105, 3570;
(b) Ruiz, E.; Alemany, P.; Alvarez S.; Cano, 5.Am. Chem. So&997, 119, 1297.

41. (a) Martin R. L.; lllas, FPhys. Rev. Lettl997 79, 1539;(b) lllas F.; Martin, R. LJ.
Chem. Phys1998 108 2519.

42. Onishi, T.; Takano, Y.; Kitagawa, Y.; Kawakami,; TYoshioka Y.; Yamaguchi, K.
Polyhedron2001, 20, 1177.

43.Becke, A. DJ. Chem. Phyd 993 98, 1372.

44. Caballol, R.; Castell, O.; lllas, F.; Malrieu J.; Roreira, I. deP. RJ. Phys. Chem. A
1997, 101, 7860.

45, Paier, J.; Marsman M.; Kreese, I5Chem. Phy2007, 127, 024103.

46. Atanasov, M.; Delley, B.; Neese, F.; Tregenna-Bigé#. L.; Sigrist, M.Inorg. Chem.
2011, 50, 2112.

47. Pantazis, D. A.; Orio, M.; Petrenko, T.; Zein; Bill, E.; Lubitz, W.; Messinger J.
Neese, FChem. Eur. J.2009 15, 5108.

48. (a) Orio, M.; Pantazis, D. A.; Petrenko T.; NeeSelnorg.Chem.2009 48, 7251; (b)
Pantazis, D. A.; Krewald, V.; Orio M.; Neese[alton Trans201Q 39, 4959.

49, (a) Pantazis, D. A.; Orio, M.; Petrenko, T.; Zeth; Lubitz, W.; Messinger J.; Neese, F.
Phys. Chem. Chem. Phy2009 11, 6788; (b) Tao, J.; Perdew, J. P.; Staroverov V. N

67



Scuseria, G. BPhys. Rev. LetR003 91, 146401; (c) Staroverov, V. N.; Scuseria, G. BT
J.; Perdew, J. B. Chem. Phy2003 119, 12129.

50. Madl, M.; Dolg, M.; Fulde P.; Stoll, HI. Chem. Phy<.997 106, 1836.

51. (a) Mouesca, J. M.; Noodleman L.; Case, D.I#.J. Quantum Chem., Quantum Biol.
Symp.1995 22, 95; (b) Daudey, J. P.; de Loth P.; Malrieu, J.IrfPMagnetic Structural
Correlation in Exchange Coupled SysteiATO Symposium, D. Gatteschi, O. Kahn and R.
D. Willett (Eds.), Reidel, Dordrecht984

52. (a) Andersson, K.; Malmqvist, P. A.; Roos, B. Gadlej A. J.; Wolinski, KJ. Phys.
Chem.199Q 94, 5483; (b) Andersson, K.; Malmqvist P. A.; Roos, @. J. Chem. Phys.
1992 96, 1218; (c) de Graaf, C.; Sousa, C.; de Moreil.IR.; lllas, FJ. Phys. Chem. A
2001, 105, 11371.

53. Calzado, C. J.; Celestino, A.; Caballol R.; MalriJ. PTheor. Chem. AcQ01Q 126,
185.

54. (a) Miralles, J.; Daudey J. P.; Caballol,Ghem. Phys. Letf.992 198 555; (b) Miralles,
J.; Castell, O.; Caballol R.; Malrieu, J.Ghem. Phys1993 172, 33.

55.de Graaf, C.; Broe R.; Nieuwpoort, W.Chem. Phys. Letl.997 271, 372.

56. Frisch, M. J.; Trucks, G. W.; Schlegal, H. B.; Seua, G. E.; Robb, M. A.; Cheesman, J.
R.; Zakrzewski, V. G.; Montgomerg, J. A.; Strtmar, E.; Burant, J. C.; Dapprich, S.;
Milliam, J. M.; Daniels, A. D.; Kudin, K. N.; Straj M. C.; Farkas, O.; Tomasi, J.; Barone,
V.; Cossi, M.; Camme, R.; Mennucci, B.; Pomelli; 8damo, C.; Clifford, S.; Ochterski, J.;
Petersson, G. A.; Ayala, P. Y.; Cui, Q.; Morokura, Rega, N.; Salvador, P.; Dannenberg,
J. J.; Malich, D. K.; Rabuck, A. D.; Raghavach#&ri, Foresman, J. B.; Cioslowski, J.; Ortiz,
J. V.; Baboul, A. G.; Stetanov, B. B.; Liu, G.; kleenko, A.; Piskorz, P.; Komaromi, I.;
Gomperts, R.; Martin, R. L.; Fox, D. J.; Keith, TAl-Laham, M. A.; Peng, C. Y,
Nsnsyskkara, A.; Challacombe, M.; Gill, P. M. Wghason, B.; Chen, W.; Wong, M. W.;
Andres, J. L.; Gonzalez, C.; Head-Gordon, M.; Rel@dE. S.; Pople, J. A. GAUSSIANO9,
Revision A.02, Gaussian Inc., Pittsburgh (2009).

57.0'Boyle, N. M.; Tenderholt A. L.; Langner, K. M. Comput. Chen2008§ 29, 839.

58. (a) Castellani, M. P.; Geib, S. J.; Rheingold A.Trogler, W. COrganometallics1987,
6, 1703; (b) Stroppa, A.; Barone, P.; Jain, P.; Pétai J. M.; Picozzi, SAdv. Mater.2013
25, 2284.

59. Gruschus J. M.; Kuki, Al. Phys. Chenl993 97, 5581.

60. (a) Staemmler V.; Fink, KChem. Phys2002 278 79; (b) Stoll H.; Doll, K.J. Chem.
Phys.2012 136, 074106.

61. Noga, J.; Baacky, P.; Biskupi, S.; Ba&a, R.; Pelikan, P.; Stek M.; Zajac, A.J.
Comput. Cheml999 20, 253.

68



62. (a) Yoshizawa K.; Hoffmann, R. Chem. Physl995 103 2126; (b) Wang, W. J.; Yao
K. L.; Lin, H. Q.;J. Chem. Phy<.998 108,2867.

63. Bicout D. J.; Kats, EPhys. Lett. 2002 300, 479.

64.de Moreira, I. P. R.; lllas F.; Martin, R. Phys. Rev. B: Condens. Matter Mater. Phys.
2002 65, 155102.

65. Improta, R.; Kudin, K. N.; Scuseria G. E.; Baroke,). Am. Chem. So2002 124, 113.
66. Miller, J. S.; Epstein A. J.; Reiff, W. MChem. Rev1988 201

67.(a) Cramer C. J.; Truhlar, D. ®hys. Chem. Chem. Phy€09 11, 10757; (b) Marsman,
M.; Paier, J.; Stroppa A.; Kresse, Q.;, Phys.: Condens. Matte2008 20, 064201; (c)
Stroppa A.; Picozzi, 2hys. Chem. Chem. Phy€1Q 12, 5405.

68. Gangopadhyay, S.; Masunov, A. E.; Poalelungi Eydnberger, M. NJ. Chem. Phys.
201Q 132 244104.

69. Ederer C.; Komelj, MPhys. Rev. B: Condens. Matter Mater. PI3@07 76, 0644009.

70.Wynn, C. M.; Girtu, M. A.; Brinckerhoff, W. B.; Quira, K. I.; Miller J. S.; Epstein A. J.
Chem. Mater1997 9, 2156.

71.Miller, J. S.J. Mater. Chem201Q 20, 1846.

72. Stryjewski E.; Giordano, NAdv. Phys1977, 26, 487.

69



CHAPTER 5

Ligand Effects toward the Modulation of Magnetic Asotropy and Design of
Magnetic Systems with Desired Anisotropy Charactéds

Abstract

Magnetic anisotropy of a set of oetdal Cr(Ill) complexes is studied theoretically.
The magnetic anisotropy is quantified in terms efozfield splitting (ZFS) parametdd,
which appeared sensitive toward ligand substitufidre increased-donation capacity of the
ligand enhances the magnetic anisotropy ofthe oexegl The axiak-donor ligand of a
complex is found to produce an easy-plane type>(0) magnetic anisotropy, while there
placement of the axial ligands withacceptors entails the inversion of magnetic aropgt
into the easy-axis type(< 0). This observation enables one to fabricatengles molecule
magnet for which easy-axis type magnetic anisotrpyan indispensable criterion. The
equatorial ligands are also found to play a roletuning the magnetic anisotropy. The
magnetic anisotropy property is also correlatechwite nonlinear optical (NLO) response.
The value of the first hyperpolarizability variesoportionately with the magnitude of the
ZFS parameter. Finally, it has also been shown ahadtional design of simple octahedral
complexes with desired anisotropy characteristg&passible through the proper ligand
selection.




5.1. Introduction

Magnetically interacting open-shell transition algbn clusters have been a topic of
thorough investigation in the past few decades,clwtias caused the divergent areas of
chemistry and physics to méelnteresting catalytic, biochemical, and physicalpgerties of
paramagnetic metal complexes have drawn the aitewti many researchers and material
scientists. Magnetic materials based on molecular latticetherathan continuous lattices of
classical magnets, have been designed and syreh&sRecently, polynuclear clusters
assembled from mononuclear coordination complexa® bbecome a subject of increased
interest since it is relevant for the study of tgs molecule magnets” (SMM$).A
phenomenon hindering spin inversion causes cemaiecules to exhibit slow relaxation of
the magnetization after removal of an applied mégriield, thus showing SMM behavidf.
The discovery that some metal coordination clustesy behave as SMMS® has provoked
plentiful research in the direction of their poiahtpplications in high-density information
storage and quantum computihg:

The genesis of SMM behavior is a large easy-adgmatic anisotropy and concomitant
high energy barrier that needs to be overcomehi@réversal of the magnetic moment. The
barrier to reorient spin in magnetic molecules tangiven by D|S* for molecules with
integer spins and|(S*-1/4) for molecules with half integer spins, whérds the zero-field
splitting (ZFS) parameter arflis the ground state spth.Molecular systems containing a
large number of paramagnetic centers with sigmficaegativeD are the most suitable
candidates to be used as SMMdowever, most of these species show either lovatiegjor
positive D value in spite of having high ground state spircéntly, a few lanthanide
complexes have been reported to show slow magnetixation behavior. For example,
phthalocyanine double-decker complexes with Tb(l&)d Er(lll) encapsulated in a
polyoxometalate framework exhibit an extremely higkgative anisotropy barriét*
Several complexes of Fe(Il), U(lll) and Dy(lll) alshow similar characteristi¢3.*” Another
novel class of nanomagnets called the single-chaagnets (SCMs), can be formed by
combination of the SMM& ™23 A series of one-dimensional cyano-bridged coottitina
solids (DMF)}MReClL(CN),, with M = Mn, Fe, Co, Ni, have been reported towla slow
relaxation of magnetizatiotf.Moreover, in the combination of SMMs in which thasy axes
of anisotropies are linked in a parallel mannen lad to a large easy-axis tyde € 0)
anisotropy in the long-chain range, and manifestatf a slow relaxation of magnetization
can occuf®

The dependence of the ZFS paramel®r ¢n the nature of ligands has long been a
subject of enormous interéStFor example, the synthesis and characterizatica sries of
high spin hexa-coordinated dihalide Mn(ll) complexgMn(tpa)X] (tpa = tris-2-
picolylamine; X = I, Br, and Cl) advocate for theepence of such ligand effects showing an
increase in thédD value with | relative to that with Br and CD.(>DBr>Dc|).26b Recently
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Karunadasa et al. have shown the variation in ntagaeisotropy in a few pseudo-octahedral
first-row transition metal complexes by varyingdigls®’ A series of octahedral complexes
[Cr(dmpe}(CN)X]* (dmpe =1,2-bis-(dimethylphosphino)ethane, X = Clr, B) and
Cr(dmpe)(CN)X (X = Cl, ) has been studied, and a simitant as that discussed above has
been observed. Logically, the observed trends eaattoibuted to factors such as changes in
d-orbital splitting with the nature of the halidéetinfluence of ligand spiorbit coupling,
and so on. A simple computational model may beuldef a clear analysis of the observed
changes irD as a function of the nature of the ligands. On&efinteresting properties that
such types of organometallic complexes manifeshésnonlinear optical (NLO) property.
Molecular NLO materials are of considerable scfentinterest due to their potential
application in the field of optoelectronics andafitical data processing technologieg In

a number of works, the magnetic property of malerizas been related to the NLO
responsé’3? Therefore, it can be intuited that there existsoarelation between NLO
response and ZFS parameter.

In order to understand the effect of the ligandstune the magnetic anisotropy in
transition metal complexes, a systematic DFT swdyg carried out on a few chosen systems
(Figure 5.1). The observed trends in th® values of the octahedral complexes
[Cr(dmpe}(CN)X]" (dmpe=1,2-bis-(dimethylphosphino)ethane, X = Cl, Brenable one to
estimate the contribution of the halides toward #feS of the whole molecule. Such
contributions of the ligands are correlated witle #mergy difference between the highest
occupied molecular orbital (HOMO) and lowest unged molecular orbital (LUMO), and
second-order NLO response. A positive valudoiould correspond to an easy-plane type
(i.e.,D > 0) magnetic anisotropy. On the other hand, athegaalue relating to the easy-axis
type (i.e.,D < 0) magnetic anisotropy would make the systemsenmderesting for various
applications. As a logical consequence, the sepanidof our work involves the study of the
magnetic nature of the complexes in which both dk&l positions of the complex are
replaced either byr-donor or z-acceptor ligands to inspect the magnetic naturehef
complexes as a function of ligand substitution.

- q +
X

MEQ Mez

Pf”l’a,'_ _‘.,x\\F. X=Cl for Complex 1
Cr X=Br for Complex 2

o 1 v X=I for Complex 3

MEE MEZ
CN

Figure 5.1. Structures of the octahedral complexes [Cr(daf@®)X]*, (X = Cl, Br, | for
complexes 1, 2, and 3, respectively).
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5.2. Theoretical Background

Magnetic anisotropy leads to the splitting d&2 magnetic sublevels even in the
absence of an external magnetic field, and thispimenon is called ZFS. The degeneracy of
the M states is lifted due to ZFS in molecules havéhg 1/2. Prediction of the ZFS in
transition-metal complexes using density functiah&ory (DFT)-based methods has been a
subject of scientific intere$® The uncoupled perturbation theoretical approachthie
framework of unrestricted Kohn-Sham formalism iop@ted to determine the spin-orbit
coupling contribution to ZF& The second-order correction to the total energg sfstem
due to spin-orbit coupling can be expresséd as

4= Z M[" S S (5.1)
ij

oo’

Whereo is used to denote different spin degrees of freedadhi andj denote coordinate
labels x, y, andz. HereS™ is defined as

5 =(r18 1r) 52

»° andy’ are a set of spinors that are constructed fromitany transformation on th&,
eigenstates. The matrix elemeMg” are described as

. o Vi 196 (0w 1V |9,
Mo = _Z<¢’| 2 ><€”ka i 14 > | (5.3)

Kl 8|ﬂ _Ska.

In this equationgp” and g’ are occupied and unoccupied states with enetgiemd &,
respectively. The operatdk is related to the derivative of coulomb potentialthe absence
of magnetic field, the change in energy of theaysin the second-order can be written as

4, = Z,-:y” (SXS)). (5.4)

Diagonalizing the anisotropy tensprone can obtain the eigenvalugs yyy, andy,, and,
consequently, the second-order perturbation enagybe written as
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1
AZ :g(yxx+yyy+yzz)S(S+l)

+ i[yzz St yyy)}[?»szz - S(s+1)]

3 (5.5)

1
5 W™ Y)(S:—S))

Parameterization of the anisotropy tensor compesn@t yy. 727 with D andE, which are
the axial and the rhombic ZFS parameters, respaytigives rise to the following simplified
expression

1
H e = D[sj —§S(S+1)} + E[SXZ — 83]_ (5.6)

The sign of the axial ZFS parameRitis important in determining the nature of the metgn
property associated with the system. For a poswiaeie of D, the system cannot show
magnetic phenomena, and the magnetic anisotrofrised easy-plane anisotropy. On the
other hand, the negative valuelfs the basic requirement for a material to bec&i.>

5.3. Computational Details

Single-point calculations on the chosen octahe@réllll) complexes (Figure 5.1) are
carried out on the crystallographic geometries iobth from ref 27. Following the
methodology proposed by Pederson and Khdhittee ORCA® code is used to calculate the
ZFS tensor in DFT formalism. We have calculated ZI%S parameters using the BPW91
functional®” and TZV basis séf and taking advantage of the resolution of the tidefRI)
approximation with the auxiliary TZV/J Coulomb fity basis set’ under unrestricted
Kohn-Sham formalism. This methodology, as adoptethis work, is being widely used to
compute the ZFS parameféfc*° Although there are several methods available fer t
computation of the ZFS parameter, the Pedersonkdrathna (PK) method is known to
produce the correct sign of the ZFS param&férMoreover, it has also been observed that
the ZFS contributions predicted by this method sli@wagreement with accurate ab initio
and experimental results. With regard to the comedp of the ZFS parameter, other DFT
methods that are being used are Neese’s quasitest{QR) approacft, and the coupled
perturbed spin orbit coupling (CP-SOC) metddRecently, some more sophisticated ab
initio techniques have proven to produce exceltestlts?* Nevertheless, the justification of
using the PK method in the case of Mn(ll) systemdNkeese and co-workers solicits for the
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selection of this method in the present wotEarlier studies have concluded that magnetic
anisotropy values have strong dependence on thetidaals; however, the same is less
dependent on basis s&f&™It has also been previously explained that théopmance of the
nonhybrid functionals toward the prediction of theparameter is excellefit.Thus it can be
expected that the BPW91 functional will be a gobdice for the calculation of the ZFS
parameter, which has also been shown by Rodrigta??’®° The second-order NLO
responses has been calculated using the Gaussian ®3ite of software, using the same
methodology as the ZFS parameter. As the Gausaitfssoftware does not allow the use
of TZV basis set for the element iodine, we supphfymidi-x basis set as an extrabasis for the
element iodine. The midi-x basis set is a heterogtolarized valence-doublebasis set that

is known to be good at predicting partial atomiarges accuratefy.

5.4. Results and Discussions
5.4.1. Role ofr-donation from ligand

The ZFS parameters are computed for complexes l1and, 3 (Figure 5.1). The
agreement between the calculated and the expeainesities can be followed from Table
5.1. The ZFS is known to arise from small differemof various contributions; thus, a better
agreement with the experimental results can rabelyexpecte®® However, the order of
magnitude of the ZFS parameters are in parity wiperimental observations. Moreover,
similar to the experimental trend, the magnitud® aficreases gradually from complex 1 to 3
in the present study.

Table 5.1.Experimental Dexy) and calculated{cac) ZFS parameters for the complexes 1, 2,
and 3.

complex formula Dexg (cm™) Dearc (CM™)
1 [Cr(dmpeX}(CN)CI] 0.11 0.27
2 [Cr(dmpe}(CN)BI]* 1.28 1.45
3 [Cr(dmpe}(CN)I]* 2.30 5.66

Although it is difficult to relate the electron lpog capacity of a ligand with the help of
electronegativity of the ligand in the complex, #féect of covalency cannot be ignored. A
covalent interaction of the central metal with igand aids in the delocalization of unpaired
spins away from the met&. This phenomenon is often explained through thetairb
reduction factork, which is defined by Stevens as the decrease enotibital angular
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momentum of an unpaired electron in thed-orbftareviously, it has been shown that the
orbital reduction factor is associated with theeispent by the unpaired electron in the
adjacent ligand¥' The orbital reduction factor is expressed as ¥odto

(W] 1]w)
(d] 1d,) 7

wherel is the orbital angular momentum operator, abahd W) are free iord-orbitals and
molecular orbitals, respectivel§.However,k can be reduced to the following working
equation for computational realization:

+ +1 . 2
k = Zizzlll izzlllc(l"u)
20 +1

(5.8)

for | =2,i runs oved atomic orbitals (AOs) and runs over molecular orbitals (MOs) with
dominantd-contributions, withc(i,) being the contribution dth AO to theuth MO>3 The
orbital reduction factor value obtained for com@exl, 2, and 3are 1.16, 0.95, and 0.85,
respectively. A reduction in the orbital angular memtum from the free ion value can be
taken as evidence of covalency between the cdntraind the ligandior Following Pellow
and Vala’ it clearly appears that the value of orbital reihrcfactor is dependent on the
ratio of the metal and the ligand spin—orbit congliHence, a smaller value of the orbital
reduction factor depicts a larger spin—orbit caoglicontribution from the ligand to the
overall magnetic anisotropy characteristics ofdbmplex. Although the conventional orbital
reduction factor has values within 0 and 1k &alue larger than 1 can arise due to the
admixture of states with different multiplicity.A value ofk greater than 1 signifies that the
spin-orbit coupling of the complex is greater than the free vatue® This point has been
explained thoroughly by Griffith on the basis o€ tHelocalization of the-orbitals®®® The
halogen ligands are also known for theidonation ability, which increases down the
halogen group. Hence gradual increase in the matgmiof D parameter can primarily be
attributed to ther-donation strength or the basicity of the halidmtids. The ZFS parameters
are usually understood in the framework of ligamddf (LF) theory as many other properties
of transition metal complexé&3.In an octahedral field, the degeneraterbitals of the metal
ion is split into two levels, namelyygtand g. The ground state of Cr(lll) in an octahedral
environment has the electronic configuratigfi which gives rise to th&A,q state. The three
unpaired electrons in this® system remain in the nonbondidg, dy, andd,xorbitals of the
tog group. There are six one-electron promotions ghat rise t0*T:4 and*T4 excited states.
These two states are different in energy, but d)hg/“ng state can couple to the ground
state’’ However i,°%e," configuration corresponds to ‘d state, and, particularly, these
excitations within the metal-shell make the most important contributions to ZIK&>® Four
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types of excitations that are found to contributethte D tensor are SOMO-VMOou(—a),
SOMO-SOMO §&—p), DOMO-VMO (—a), and DOMO-SOMO A—p), where SOMO,
VMO, and DOMO refer to singly occupied, virtual,dadoubly occupied MOs, respectively.
In the unrestricted formalism, all the orbitals aregly occupied by up-spin or down-spin.
Thus, the SOMOs are referred to as those occupiespmm MOs that do not have any
population in their down-spin counter parts. Simylathose orbitals having population in
both the up and their corresponding down spin M@scansidered here as DOMOs. In Table
5.2, these individual excitation contributions he D are listed. It can be seen from Table 5.2
that all the individual contributions are more esd in accordance with the experimentally
observed trend in the values of ZFS parametersthese contributions also increase from ClI
to | in almost all cases. The crucial dependencth@fZFS parameter on various important
d—d excited states, involving spin-allowed and forl@ddntra-SOMO spin flip excitations
can be observed from Table 8%2Among the four excitations, two important conttibns
stem from o—a and f—o excitations, which correspond to the SOM®MO and
DOMO—VMO transitions, respectively. The first one hasxmam positive contribution
toward the overalD of the molecule, while the DOMGVMO has the highest negative
contribution for the same. The magnetic responsthefelectronic ground state is largely
determined by thel-d excited states of the same multiplicity as thathef ground stat®
The HOMGO-LUMO transition is so spin conserving that hed transition can exclusively
be made responsible for the Z#SThis observation draws our attention to the
HOMO-LUMO gap of the molecules, where HOMO is thghest energy SOMO. TDDFT
calculations for the study of thie-d vertical excitations are carried out with the sdvasis
set and functional to see which of these excitatiare most important for the ZFS. The
TDDFT results (see Appendix C) for all three compke reveal that, among the-d
transitions, those transitions that correspond he tighest oscillator strength are
HOMO-LUMO transitions.

Table 5.2.Individual excitation contribution to the total 2parameteD.

complexes SOMGSOMO DOMO-VMO  SOMO-VMO DOMO-SOMO

(@—p) (f—a) (a—a) (B—P)
complex 1 0.02 -0.35 0.29 0.31
complex 2 1.53 -4.78 3.64 1.06
complex 3 11.87 -25.22 17.99 1.02

The HOMOs in all three cases gre-dr antibonding orbitals (Figure 5.2), while the
LUMOs are mainly concentrated on the medabrbitals with no contribution from the
ligands. Since the LUMOs, mainly composed of meldl,® orbitals, are not in a desired
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orientation to interact with halides, they are fduo be almost constant in energy with the
variation in halides (Figure 5.3). Interaction dlide p-orbitals with the metat-orbitals
leads to destabilization of those orbitals by myxumith them in an antibonding fashion. The
extent of destabilization increases with the damaproperty of the halide-donor. Hence,
the HOMO-LUMO gap eventually reduces from the dalercomplex to the iodide complex
(Figure 5.3). Thus, it is expected that in casehef chloride complex, thB value will be
lowest in magnitude as the denominator in eqn &.[rgest. Hence the increase in e
value from complex 1 to 3 is justifiable from thrsdpoint of the reducing HOM@.UMO

gap.

HOMO LUMO

Figure 5.2. The HOMOs and the LUMOs of the octahedral Cr(Ibjnplexes. The equatorial
ligands are in tube form for clarity.

Moreover, a reduction in the HOMO-LUMO gap has rtanifestation in the NLO
properties of materiaf€. This single parameter, the HOMOUMO gap, is established as a
key factor to tune both the magnetic behavior amel NLO response simultaneoudly.
Electronic charge-transfer transition is respomsfbl NLO response in materials. Analysis of
the results obtained from the calculation of theosd-order NLO response reveals that there
is a unidirectional charge-transfer transition, cage particular tensorial component gf
namelyp..; is the dominating term, witiraxis being parallel to the metal halogen b&ha.
goodz-donation from the ligand increases the diffusipibf the electronic cloud in between
the metal and the ligand, which in turn is respolesifor the hyperpolarizability of the
molecule. Hence, the physical origin of the hiighfor complex 3 can be correlated with the
strong z-donation ability of iodine. On the other hand,igtclear from eqn 5.3 that the
denominator of the tensorial component of magnatiisotropy corresponds to the energy
difference between the occupied and unoccupiedggrievels. In that case, an increase in
first hyperpolarizability value can be envisagedaasol toward the prediction of increasing
magnetic anisotropy. Keeping this view in mind, vave also computed the first
hyperpolarizability that is the second-order NLGspense of the complexes. The first
hyperpolarizability values are given in Table 5l8ng with the HOMG-LUMO energygap.
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Scrutiny of Table 5.3 shows that as we go from demp to complex 3 with increased
donation of one axial ligand, the valuefgf; is increased, showing the validity of the idea of
getting a prediction over the magnitude of ZFS fibeNLO response.

5 — —
— — —— o ol
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Figure 5.3.Decrease in the HOM&@.UMO gap on going from complex 1 to complex 3,twit
the increase in-donation strength from Cl to I.

Table 5.3. The first hyperpolarizability values of complexe®l and 3 and corresponding
HOMO-LUMO gaps{En.).

complexes HOMO-LUMO energy gap (4Ep.) hyperpolarizability ( f.z2)

(ineV) (ina.u.)
1 3.2 -146.61
2 2.9 -393.90
3 2.7 -546.01

5.4.2. Effect of individual ligands toward the ZFSof a molecule

The interaction of ther-donor ligand with thed orbitals in the 43 group is shown in
Figure 5.4. Ther-interaction lifts the SOMOs containindy, and dy, orbitals upward by
forming pr—dz antibonding orbitals. In order to study the effeaparted by the ligands, a
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DFT calculation is performed by replacing the ligarof focus by point charges of same
magnitude as that on the ligand. The purpose af tibdel is to nullify thert-interaction
between the ligand orbitals and the metairbitals. The charge in place of the ligand is
retained to model the same crystal field envirorninasnin the original complex and enforces
a similar occupation of the orbitdi’s When the ligand is replaced by a point charge,lthe
value, which is denoted here Bg, corresponds to the ZFS of the complex, excludinag
specific ligand. The idea as coined by Neese anoh®pi'’ is that the ligand contribution to
the totalD can be estimated from the difference of Bhefrom the moleculab values. The
use of point charges in the calculation of the teteic spectra of complexes is known as the
“Sparkle” modef? Hence, the method employing the point charge, riest above, can be
used as a scheme for getting a fingerprint of idpgnd contribution toward the total SOC of
the complex in the DFT framework. The results giwernTable 5.4 depict that there is a
considerable contribution from the halide ligands the magnetic anisotropy of the
complexes, i.e., the participation of the halidgafids in the spirorbit coupling is very
pronounced. The contribution from ligand is alsor@ased from chloride to iodide. This
result is quite consistent with the fact that,@dine has a very heavy nucleus, the spibit
coupling imparted by this ligand will be higher theromide, which will in turn be greater
than chloride. The comparison of tBevalues with and without-donor explores that, in the
cases of complexes 2 and 3, the halide ligands gksignificant role to make the value f
positive and there placement of ligand with poiharge brings forth a negatiix value.
The z-acceptor ligand on the other side, which has &gt intact, may be responsible for
the switch in thé value. However, for complex 1, tii¥ value is not altered much and is of
positive sign. This apparent anomalyDg values can be attributed to the altering electron
availability at the Cr(lll) atom, which in its tuincreases the-acceptor capacity of the CN
ligand®® In the presence of a weak donor digand in complex 1, the-accepting tendency
of the CN is less efficient. Hence, in the case of completh& cyanide ligand cannot act as
an effectiver-acceptor, and, consequently, the effect is lessprent. As bromide or iodide
effectively donates electrons to the metal ion,dleetron density on the metal in complex 2
and 3 is much higher than that in complex 1. Thesdlakility of electrons in the metal ion in
bromide and iodide complexes is much higher, amdzthccepting tendencies of the CN
ligands are very similar. So, the replacement eséhgroups with point charge produées
values that differ so little that rounding off lsatb the same value @fx, and both are of
negative sign. This reversalhin the case of complexes 2 and 3 is explained bé&lom the
arrangement of the MOs armorbital splitting of the Cr(lll) ion in the octadel ligand
field. At zero applied magnetic field, the liganeld Hamiltonian is written as

- ~ 1 A
Hir :Aa{Li—gL(ul)}Am 2-2]-an-s (5.9)

where Axx and A, are the axial and rhombic splitting parameterspeetively,/ is the
spin—orbit coupling constant, anél is a constant having a value between 1.0 (striyagd
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field) and 1.5 (weak ligand field}. The Ax is the splitting of thel-orbital relative to thel,
anddyzorbitals Aax = Exz,yz—Exy).65 The sign ofA.« determines the sign of th& parameter.
The positive sign oD requiresAax to be positive, which indicates that tthe andd,-orbitals

are at higher energy than tbg-orbital. A negativeA,, would certainly give rise to a state
where thed,,-orbital lies higher in the energy level diagranarththed,, and d,-orbitals®®
Figure 5.4 clearly explains the positive sign af #FS parameter in the cases of complexes
1, 2, and 3. Thus, the MO analysis of the complexgls different ligands can serve as a
good indicator to forecast the sign of the ZFS petar.
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Figure 5.4. A qualitative MO diagram of [Cr(dmpgCN)X]*showing interaction of the
metald-orbitals withz-donor ligands.
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Table 5.4.The values of the total ZFS parametBy) @nd after replacement of the halide
ligands with point charges of the same magnit@ewith X = CI, Br, and I).

complex D (cm™) Dx (cm™)
1 0.27 0.23
2 1.45 ~0.14
3 5.66 -0.14

5.4.3. Effect of axial ligand substitution

To examine the effect of-donation andr-acceptance from the axial positions on the
magnetic anisotropy of a complex, two sets of testulations were performed. The first set
of calculations was carried out with complexes weheoth the axial positions occupied By
donor ligands and the other set of calculationsparéormed with the complexes containing
m-acceptor ligands in axial positions.

SET-Il. Set-1 includes complexes of formula [Cr(dnyte)®, with L = ClI, Br, and |
(Figure 5.5). These structures are also availabtystallographic information file format in
ref 27. The intention to carry out the first setaalculations arose from the observation of
Table 5.4, as there we can see that the preserae-@dbnor is found to increase the value of
D. Hence further replacement of the other axialndyavith the same-donor is made, and the
results are tabulated in Table 5.5.

_ . n+
I"u"IEQ M‘Ez
P-"f_rl,ﬁ‘ | ‘\".\“P
"o ' [.=Cl, Br, I for SET-I and
/ ' \ L=CN and CO for SET-II
p ‘ P
MEQ MEE
. L —

Figure 5.5.Schematic representation of the complexes use&Trl&nd SET-II.
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Table 5.5.Calculated ZFS parameters for complex series [@p@bX2]*, with X = Cl, Br,
and I.

[Cr(dmpe)2X2]* Calculated ZFS ParameterD in cm™
L=CI 0.38
L=Br 3.80
L=l 16.98

From the results it is clear that when bothakial ligands are halides, the magnitudéof
is much higher than those complexes with only calalé ligand in an axial position. Tl
orbital splitting in such complexes are such thatd-orbital lies at a lower energy than the
dy, Or dyorbital, i.e., in these cases,y is positive. The positive sign of the axial syt
parameten, explains the positive ZFS value. It is also obgifnom Tables 1 and 5 that this
ligand effect is additive in nature.

SET-IIl. While the effect of ther-donor ligands can be understood as a controlling
factor of the sign and magnitude DOf it is obvious that with a-acceptor ligand, the sign of
D would be negative. A negati@ value is desired for making SMMs. So, this set of
numerical experiment is carried out with th@cceptor ligands in the axial positions, and
ZFS parameters are calculated. The calculated valil2 are kept in Table 5.6. A qualitative
MO diagram for such set of complexes is given guFé 5.6. An alteration in the position of
the singly occupied,y orbital in the energy spectrum of these complexaspared to that in
Set-1 complexes is observed. Hence, from the dssons given in the previous section, the
change in the sign of the values for this set of complexes can be explaihateover, a
higher negativeD is obtained with a strongeraccepting carbonyl (CO) ligand. It has been
reported previously that if easy-axes anisotropies linked in tandem, they can lead to a
large easy-axis type anisotropy in the long chaige, and exhibition of a slow relaxation of
magnetization can be realiz€dHence it seems to be quite a general effect tiaite az-
donor ligand causes an easy-plane anisotropyaed ligand on the other hand makes the
nature of the anisotropy of the complexes to beasfy-axis type.
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Figure 5.6.A qualitative MO diagram of [Cr(dmpgiCN)X/CN]" showing interaction of the
metald-orbitals withz-acceptor ligands.

Table 5.6.Calculated ZFS parameters for complex series [@pgbL,]"", with L = CN and
Co.

[Cr(dmpe),L o)™ Calculated ZFS ParameterD in cm™
[Cr(dmpe)2(CN),]* -0.09
[Cr(dmpe)»(CO)2]*"* -0.14
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5.4.4. Effect of equatorial ligand substitution

On the basis of the results of the numerical expent employing point charge given in
Table 5.4, the effect of the axial ligand subsittutis carried out as described in the above
sections. It seems from the discussion in Tabldt@atéthe electron density on the metal ion is
vital when z-acceptor ligands are employed from both axial tpmss. The greater the
electron density on the metal, the more effectiie #-acceptor ligands will be. The
equatorial ligands here can aid in the incremenglettron density on the central metal,
which in turn can lead to greateiacceptance of the axial ligands. Hence, for thdigation
of the above speculation, a few complexes are dedigvith twoz-acceptor ligands in the
axial positions, and the equatorial ligands arengkd through the halides (Figure 5.7). The
designed octahedral complexes contain chloridenig®, and iodide ligands, respectively, in
their equatorial positions. First we have tried thuee octahedral Cr(Ill) complexes with CN
as two axial ligands. Here we see that, as thetaon&tom the equatorial ligands increase,
the magnitude of the negativ@ is increased (Table 5.7). Thus following the inlayp
between the nature of the ligand and the axial takySeld splitting (., one can
systematically change the magnetic anisotropy cbraplex. To sum up, we can say that a
negative D value can be achieved if there is sufficient damatof electrons from the
equatorial ligands to the metal, so that a largmilability of electrons on the metal occurs
and the designing of single molecule magnets withga degree of magnetic anisotropy is
possible by suitable placement of thacid ligands in the axial positions of octahednaital
complexes.

CHM 3—
:’{HJ.,“'_ _I”“ﬂ'l.x
Cr
- CN -

Figure 5.7. Schematic representation of the designed complekese equatorial positions
are replaced with halides (X = Cl, Br, and I).
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Table 5.7.Calculated ZFS parameters for complex Series J{@NX),]*>", with X= CI, Br, and
l.

Calculated ZFS ParameterD in cm™* for

X= Complex [CrX4(CN)z]*
Ci -0.13
Br -0.69

I -5.18

5.5. Conclusion

In the present work, the magnetic anisotropy prtypef a series of octahedral Cr(lll)
complexes is studied. It has been shown #hdbnor andz-acceptor ligands, in the axial
position of the octahedral complexes, have diffeeffects on the magnetic anisotropy of the
complexes. The interaction of the ligands with tietal d-orbitals gives rise to two different
situations responsible for this kind of switch e tZFS parameter. Thedonor ligands play
a role in making the magnitude of ZFS larger withiecreasedr-donation from the halide
ligands, while ar-acceptor ligand causes the anisotropy propertyetof easy-axis type)(
<0). Moreover, ar-acceptor ligand in both the axial positions impastngle molecular
magnetic nature to the system having an easy-dxtseomagnetic anisotropy. An increased
donation from the equatorial positions is seenrtbaace the magnitude of easy axis type
magnetic anisotropy. This can be attributed to itfteeasedr-accepting efficiency of the
axial ligands due to an enhanced metallic electtemsity, pushed by the equatorial ligands.
On the basis of the above observations regardiadigiand replacement, octahedral Cr(lIl)
complexes can be designed in such a way that it m@et our desired anisotropy
characteristics. The NLO response is found to vatly z-donation similarly as the magnetic
anisotropy. The second order NLO respopséas been related to the magnetic anisotropy in
the case of the non-centrosymmetric octahedral tomp, where we can see that the NLO
response can lead us to good anticipation of magaeisotropy.

From the systematic DFT study with these octaHexnaplexes, a clear understanding
about the influence of the ligands on modulating thagnetic anisotropy of the Cr(lll)
complexes is possible. For convenience, we perfoifiew numerical experimentations. The
D value for [CrBE(CN),]*", as we recollect from Table 7, is —-0.69 ¢mWe calculate the
ZFS parameter for [CrB{CO),]”, which comes out to be —2.51 cmNow relying on the
above method of prediction, we design a complefoofiula [CrBi(CN)(CO)F™ and expect
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the D value to be in between —0.69 ¢hand —2.51cit and get a value of —-0.94 émThus,
from this observation, a general conclusion cartasvn that the anisotropy of such metal
complexes is greatly controlled by the ligands.stionmarize, this work explicates a simple
application of DFT to calculate anisotropy paramsete metal complexes to devise a rule of
thumb for the occurrence of SMM behavior in sucmptexes.
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CHAPTER 6

On the control of magnetic anisotropy through

an external electric field

Abstract

The effect of an external electric field on the gmetic anisotropy of a single-
molecule magnet has been investigated, with the deDFT. The magnetic anisotropy of a
pseudo-octahedral Co(ll) complex namely, [@mphen)(NCS)], has been investigated in
the present chapter in connection to the tunallithhe magnetic anisotropy through external
electric field. The application of an electric ietan alter the magnetic anisotropy from
“easy-plane” D>0) to “easy-axis” P<0) type. The alteration in the magnetic anisotregpy
found due to the change in the Rashba spin-orbiplarg by the external electric field. This
variation in the Rashba spin-orbit coupling is figrt confirmed by the generation of the spin
dependent force in the molecule which is later tbtoymanifest separation @f andg- spins
in opposite ends of the molecule. The excitatioalysis performed through time-dependent
DFT also predicts that the external electric fiigldilitates metal ter-acceptor ligand charge
transfer, leading to uniaxial magnetic anisotropg aoncomitant spin Hall effect in a single
molecule.




6.1. Introduction

Magnetic anisotropy is of central importance in timelerstanding of single-molecule
magnets (SMM}.Molecules that exhibit slow relaxation of their matjzation, leading to a
magnetic hysteresis at low temperatures, are teeR&MMs’ The genesis of this interesting
magnetic property in a molecule is the existencevof ground states of magnetizatiomg
and -Ms separated by an energy barrier. This bistability toé SMMs makes them
indispensable in the domain of data stofaged quantum computifgSMMs are often
characterized by a large easy-axis-type magneigoopy and concomitant high energy
barrier (J), which restricts the reversal of the magnetizafiom tMsto -Ms. To reorient

spin in the magnetic molecules, the bartiercan be given by{D|Szfor molecules with

integer spins anch|(S2 _%.) for molecules with half integer spin® is the zero-field

splitting (ZFS) parameter arfflis the ground-state spin. The large negative ZR&rpeter
(D) causes the spir( of the molecule to point along a preferred eadg-and makes it a
nanomagnet. The requirement of proper SMMs for appameeds prompted researchers to
study the tuning of magnetic anisotropy.

The most investigated molecule of this type is {MR-(CH3COO)(H20)4], which
is popularly known as Mg-ac’ A central tetrahedron of four Mhions &=3/2) and eight
surrounding MA" (S=2) ions construct the magnetic core of Mac. This compound, which
was first synthesized by Lfhas drawn the attention of the scientific commubiggause it
has a strikingly large molecular magnetic monfeand magnetic bistability with a high
magnetization reversal barriélt is evident from the above discussion that thie-spversal
barrier is dependent on the total sfnand the ZFS paramet&, The most convenient way
to increase the energy barrier within a SMM is tiglo the ground-state spth However,
increasingS leads to an effective reduction in the ZFS param&g which results in a net
decrease in the spin-reorientation barrigr, Thus, the only way to contrdJ is through
modulation of the ZFS parameté&r, Although a plethora of compounds with propertiest
resemble those of Mpac have been synthesized to ddtehe rational design of SMMs with
tunableSandD is far from being achieved. Thus, modulation of S parameter is now a
promising field of research for its wide-rangingphgations in high-density information
storage, quantum computing, and spintronic devites.

Cobalt(ll) complexes are known to exhibit strongnsprbit coupling in comparison
to manganese(ll-IV), iron(lll), or nickel(-Il), tavhich the distinguished members of the
SMM family belong*? This is because such octahedral or pseudo-octdheabalt(ll) ions
are known to exert strong first-order orbital magm. The ground-state spin configuration
for Co(ll) in an octahedral coordination environmantg’e,”, which designates & ground
state*® The “F ground state is split into two triplet staté$§,*T,y) and one singlet state
(4Azg). The triplet nature of thé‘TlgJ ground state is responsible for first-order orbital
momentunt>The large unquenched orbital angular momentum thn@akes it an important
candidate for the study of magnetic anisotropy.ré€hir literature in the domain of SMM
research suggests a drift towards the tuning ofntlagnetic anisotropy through various
means.
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The modulation of the ZFS parameter by ligand suligin has recenthbeen studied
in the framework of DFF? Structural modification in an octahedral" system can switch
the magnetization behavior of a molecule from ¢plane to easgxis type. Herein, w
investigate the effect of an external electric dig@n the ZFSparameter of a pseu-
octahedral [Cb-(dmphen)(NCS);] complex (dmphen=2,9-dimeth{l:1(-phenanthroline;
Figure 61) to control magnetization through external stimilihe use of an electric field
tuning magnetic antgtansport properties hadso beendemonstrated recent™ To control
magnetization, the use of an electric field is highdvantageous® Although the bulk
properties of SMMs are wetlocumented in their unperturbed stHtehe study of th effect
of an external electric field on timagnetization o8MMs is relatively recer®

e

Figure 6.1.Structure of the pseu-octahedral Cb-complex, [Cd(dmpheny(NCS),)] .

6.2. Theoretical Background ancMethod

The formation of a static electric field betweerotappositely charged parallel pla
is well known from the laws of classical electropitg. It is also common practice to crea
uniform static field between the central area ofj¢aparallel platesecause in that area t
electric lines of force become parallel. This siengloncept from elementary phys
encouraged us to construct a device to calculat® dider the influence of an exter
electric field. Thus, to realize the magnetizatimhavio of the molecule under an elect
pulse, we placed the molecule between two oppygsitedrged parallel plates wian area of
about 600 A We chose the atomic arrangementthe Pt (111) surface, and subsequel
replaced the atoms with point charuniformly to create the charged plates. The plate®
40 A apart, which maintained a distance of at leasA from the molecule and would avc
any structural deformation due to point chargese Thole arrangement is pictoria
represented in Figured.This is typically the same arrangement as alpt-plate capacitor.
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The left plate ischarged as positive, while the right plate contaiegativ point charges of
the same magnitude in the platinum atomic posititmshis way, we create an elec field
along the positive-axis. Calculations of the ZFS parameters were pac by following
the methodology discussed in the following paralys:

FEEEREEEREREREEEREE
ﬁé%
FEEEEEEERREEREREREE

Figure 6.2. The arrangement of [('(dmphen)(NCS)] complex between two opposite
charged parallel plates.

ZFS lifts the degeneracy of { Ms states in a molecule wit>1/2, in the absence
an external magnetic field. It is customary to ttea spirorbit coupling contribution to ZF
through an uncoupled perturbation theoretical agpgnoin unrestricted Koh-Sham
formalism®®The corresponding correction to the total energytmexpressed eqn (6.1)°

4,= 2.2 M7S7 S, (6.1)

oo’ ij

in which §” —<XU 1S 1% >; x° and y’are different spinorsy denotes different spi

degrees of freedom and the coordi labels,x, y, andz are represented li, j, and so forth.
The matrix elementsl ij"" in eqn (6.1) are described by eqn (6.2)

. - Vi log (o0 1V |a,
Mi}m _ _Z<(P| Oy ><(Pka i 1A > | 6.2)

K 8|g - Sku'

In this equatiorg, and e, are energies of the occupi ¢,, and unoccupie ¢y,, States,
respectively. In the absence of a magi field, the change in energy of the system in
second-order is written agme(6.3):

4, = ;Vu (SXS)). (6.3)
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Upon diagonalization of the anisotropy tensothe eigenvaluegy, yyy, andy,; are obtained
and the second-order perturbation energy can nowritten as egn (6.4)

1
Az :g(yxx Vv +yzz)S(S+1)

+

{yzz _%(yxx Yoy )}[35; B S(S+1)] (6.4)
(

Vix = Vv )(Si _83)

+

NI Wik

These anisotropy tensor componems, ¢y, y-z) are parameterized to obtain eqn (6.5) as a
simplified expression:

1
H s = D[S, —3 S(SHI+ E[S; - S/] (6.5)

in which D and E are axial and rhombic ZFS parameters, respectiv@biculation of
parameter® andE was performed in the ORCA suit of a density fumeal packagé® The
methodology adopted herein was the BPW91 functifiBEZV basis sef? with the auxiliary
TZV/3 Coulomb-fitting basis sét. This methodology, under unrestricted Kohn--Sham
formalism, as adopted herein, is being widely usedcompute ZFS parametéf&?®
Although there are several methods available ferabmputation of the ZFS parameter, the
Pederson and Khanna (PK) method is known to prodbeecorrect sign of the ZFS
parametef?*% therefore, we use this methodol6Yso calculate the ZFS parameters. The
ZFS contributions predicted by this method show &greement with accurate ab initio and
experimental results.

6.3. Results and Discussions

Single-point calculations on the crystallographicusture, which are available in
ref.28, were performed and used for further catauts. It is known from the EPR spectra of
complex [Cd(dmphen)(NCS)] that it has ground-state spi®=3/2. The value oD is
calculated for the complex in its unperturbed guobstate and also under the application of
bias voltage in the range of —4%%@ 4x10°%.u. Herein, the positive and negative values of
the external electric field are designated with dipglication of the field along the positive
direction of thez axis, that is, along one axial direction of the GS bond. The complex is
put under a static electric field of different sigéhs, according to the arrangement discussed
in the previous section. It was shown previousht ttypically a critical electric field in the
order of 0.01a.u. was required to bring about iatiim in a moleculé’ Hence, application of
an electric field in the order of 0.004a.u., athie present case, is not expected to bring about
any undesired polarization or ionization of the ecolle.
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In the ground state, the ZFS parameter of the cexnf positive, which signifies
easy-plane type magnetic anisotropy. The compuadaevofD is given in Table 6.1, along
with individual excitation contributions. The MAEakier, U, was also computed and
compared with experimental valu@3/Ne found reasonable agreement of the calculatee va
of U with the experimentally obtained MAE barrier. Hoxge, from experimental results
reported previousl$? we also find an ab initio CASSCF resultf +196 cm® with a clear
dictation of the disagreement between the calcdllatel experimental values Of There has
been a debate about whether DFT is better thanit methods in the logical prediction of
ZFS parameters. Nevertheless, in a recent studwag categorically shown that DFT
provided efficient estimates of the ZFS parametessnpared with popular ab initio
methods?®

Table 6.1.A comparison of the experimental magnetic anisgtepergy (MAE) barrier with
that computed at the BPW91/TZV level and the irdlnal excitation contributions towards
the ZFS parameter in the ground state.

Computed ZFS parameterD and U at BPW91/TZV level 28

Experimenta

Calculated ZES o0 jated MAE ~ MAE barrier in

Individual excitation ParameterD in

contributions to ZFS - barrier in cm™ cm
a—a 0.178

a—f 1.385 6.561 13.122 ~17
p—a —0.266

p—p 5.265

Computation of the ZFS parameters is also exeautel@r different external electric
fields. The values oD, along with the individual excitation contribut®mtowards ZFS, are
given in Table 6.2. A plot of the variation D with applied electric field in Figure 6.3
suggests that after certain critical field strentfie easy-plane magnetization of the'Co
complex changes to easy-axis type. Thus, it cantbgoreted that, after a threshold field, the
molecule starts to behave as an SMM. Moreover sthigch in theD value in both field
directions is also clear from Figure 6.3. This flipD is in the range of 1.6xId and
1.7x10%.u of electric field strength when the field ipkgd along the positiveaxis.
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Figure 6.3.A plot of the variation irD with external electric field.

Table 6.2. The ZFS parameters computed at the BPW91/TZV lewel the individua
excitation contributionfowards ZFS under the influence of a finite electield.

External ZFS parameterD Different Excitation Contributions to D
Electric Field (incm™)
(ina.u.) a—a a—f f—a p—p

Under negative applied field

—0.0040 —5.82¢ -0.132 -1.288 0.211 -4.619
—0.0035 —5.762 -0.131 -1.267 0.21¢ —4.580
—0.0030 —5.70( -0.130 -1.236 0.22: —4.557
—0.0025 5.66¢ 0.168 1.429 6.23( 4.301
—0.0020 5.90¢ 0.172 1.451 —0.23¢ 4.524
—0.0015 6.13:¢ 0.175 1.463 6.24 4,742
—-0.0010 6.32¢ 0.177 1.460 —0.25¢ 4.943
—0.0005 6.47( 0.178 1.436 6.261 5.117
Under positive applied field
0.0005 6.57¢ 0.177 1.323 6.26¢ 5.347
0.0010 6.537 0.177 1.231 -0.27( 5.399
0.0015 6.42¢ 0.179 1.105 6.27: 5.418
0.0020 —6.59:¢ -0.107 —0.646 0.25¢ —6.096
0.0025 —6.83¢ -0.107 —-0.602 0.25¢ —-6.380
0.0030 —7.05¢ -0.104 —0.560 0.24¢ -6.644
0.0035 —7.25¢4 -0.107 —-0.516 0.24¢ —-6.879
0.0040 —7.40¢ -0.110 -0.477 0.24¢ —7.066
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It can be seen from Tables 6.1 and 6.2 that themes]citation contribution towards
D comes from thgg—f excitation. To further investigate the effect ¢éatric field on the
excitation pattern of the molecule, we performedetidependent (TD) DFT calculations at
the same computational level by using the Gaus8lafib suite of programs. Excitations
with maximum oscillator strengths are characterizedinvolve f electrons only. The
molecular orbitals (MOs) from and to which excib&tioccurs are summarized in Table 6.3.
In the ground state, the source MO involves theahtkbrbitals and the thiocyanate ligands.
The destination MOs in the unperturbed state comatle the interaction of the dmphen
ligand with the central metal ion. No significafitange in the picture is observed for a field
strength lower than that of the critical value dtiet D is still positive. On the other hand,
above the critical field strength, the excitatigestrum reverses. At a field strength of 0.004
a.u., the source MO is essentially centered ordthphen ligand, whereas the destination is
the MO based on the NCS ligands. Hence, from tlwealdliscussion, it is evident that the
natural tendency of the electrons to flow towatusztacceptor NCS ligands is developed at
a field strength higher than that of the critigald. It follows from our previous work that the
m-accepting tendency of the ligands exerts easy{§gis magnetic anisotropyDEO0) in a
molecule*® Thus, it can be concluded that the switch in Ehealue arises from metal-to-
ligand back charge transfer in the molecule fat#itl by exposure to the external electric
field.

W

(2) (b)

Figure 6.4. The spin-density plots (at an isosurface valué.004) of the Co(ll) complex in
a) the ground state and b) under the applied @efadtd with a magnitude of 4.0x103 a.u.
The blue color specifies-spin density and the green color indicatespin density.
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Table 6.3.The excitation behavior of [Coll(dmphen)2(NCS)2]the ground state and under
application of a finite electric field computedtae BPW91/TZV level.

Applied Source MO
electric

field
strengt
h
[a.u.]

Destination MO

0.000

1368 1385
0.004

1344 1374

A similar and more interesting portrayal of the phenon is found in the spin
density plots depicted in Figure 6.4. We compahedspin densities of the complex at zero-
external field and finite external electric fieldisove the critical field. Separation of theand
J spins is observed at a higher electric field gitlerthan that of the unperturbed state. This
dispersion of thgg spin is further confirmed from a comparison of tlemsity of states (DOS)
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plots at different electric fields given in FiguBeS1 in the Supporting Information. Close
inspection of the DOS plots reveals the shift ie #nergies of the: and S electrons.
Although electrons of both spins show a shift ia @mergy level, an alteration in the energy
of thef spin is specifically observed. This interestingtéee of a shift in the energy levels of
different spins due to opposite spin accumulationtwo different sides of a molecule is
termed as the spin Hall effetk.

The molecular origin of this correlation of the @ten spin and applied electric field
is steered by spin-orbit coupling. In this contélke Rashba-type spin-orbit interaction draws
the attention of the scientific community due t® tiinable nature under an applied electric
field.*> The spin-orbit coupling Hamiltonian in eqn (6.8sdribes the coupling of electron
spine and momenturp under an external electric field

X E
Hso = —,UBU( WJ (6.6)

in which o, ug, andc are Pauli spin matrices, the Bohr magneton, aedvétocity of light,
respectively. It is evident from egn (6.6) that amentum-dependent internal magnetic field
is generated, as shown in eqn (6.7):

E
2mc?

Bint =P (6.7)
and the resulting spin polarization is cruciallypdedent on botlp andE and their relative
directions®® It can be argued that there is a generalized tenydef the electrons to move
towards ther-accepting NCS ligands, and hence, the directiah®fresultant momentum of
the electrons can be along th& axis (see Appendix D). The interaction of the elmtt
momentum with the external electric field generaesnternal magnetic field. A magnetic
field thus generated, in turn, acceleratesdtla®df electrons in opposite directions through a
spin-dependent force, represented by eqn(6.8)

dB.
=+ int
F, =104 aq (6.8)

in which g is the electronig factor andug is the Bohr magneton. The clear bifurcation of the
o andp spin densities in opposite directions in the presemplex indicates a modification
in the spin-orbit interaction. It is also commonigderstood that the ZFS in metal systems
originates from spin-orbit coupling. Thus, moditica in the spin-orbit coupling is further
established through alteration to the ZFS paranugtder an external electric field.

6.4. Conclusion

Emerging interest in mononuclear complexes, in anspn to polynuclear ones, has
meant that the field of quantum magnets has tutm¢ahing of the ZFS parameterthrough
structural modification or external aids. This stuwbntemplated the magnetic anisotropy of
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an octahedral Co complex, namely, [Cgdmphen)(NCS)], in connection with the
tunability of ZFS parameteD by exploiting an electric field as an external stim
Previously, it was shown that the presence mfagcepting ligand in the axial position of an
octahedral complex could result in magnetizationthef molecular magnetic dipole along a
specific direction. The external electric fieldtime present situation assisted such metal-to-
ligand charge transfer and led to a switchoveh# dnisotropic characteristics. A spin-Hall
spatial spin separation was also observed due tulaton in the Rashba spin-orbit coupling
in a single molecule, for the first time, ratheartin mesoscopic systems.
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CHAPTER 7

Conclusion

Abstract

This chapter presents a general and comprehermntusion of all the chapters.




This chapter deals with the general conclusive resnarawn from the previous
chapters. The first chapter provides a brief inficithn to the origin and advancement of
research in aromaticity, magnetic exchange coupdingy magnetic anisotropy of the metal
based systems. The development of the theory afiaroity with the advent of the synthesis
of new materials based on transition metals, heastals or alkaline earth metals have been
discussed. The origin and the chronological advawece of the theory and synthetic research
of metal complexes have been elaborated with speaighasis on the application of the
magnetic materials as data storage devices andnagmets. Finally, the role of theoretical
research in the progression of the field of magneis explained.

The second chapter presents a brief theoreticalewaork of the measurements of
aromaticity based on energetic, magnetic and straictriteria are discussed. Some of the
methods that are utilised in this thesis to quardifomaticity are explained in detail. The
estimation of magnetic exchange coupling constaset) on density functional theory based
methodology is explicated elaborately. The mostapbroken symmetry approach and spin
flip approach are elucidated thoroughly. Finalljze testimation of magnetic anisotropy
through density functional methods is enlighterBoe Pederson-Khanna (PK) method and
the Neese methods of quantification of axial andmbic ZFS parameteD are also
explained.

Chapter three explains the change in the aromaagitl energy profile of the singlet
state of MgNa, molecule and gradual attainment of the BS statie an increase in Na—Mg
distance. Near the ground state, Mg atoms aretbgkther by a pair of-bonding electrons
onto which Naions are impregnated. The circulationzeélectron cloud above and below
the Mg plane also contributes to tle andz-aromaticity of the molecule. However, in this
situation, the stability due to aromaticity hasctimpete with the Pauli repulsion. When the
Na ions move away from Mglane with all the charge density, the aromaticityalso
gradually lost, though the system gets stabilitgy tudecrease in Pauli repulsion. At a critical
value (~4.33 A) of Na—Mgdistance, the Pauli repulsion approaches a minirdue to
localization of charge density on Na atoms abovd aelow the plane. This charge
accumulation on Na atoms makes these neutral dosipéeies with up-spin polarization at
one Na and down-spin at another. The spins on Nmsatundergo superexchange. The
stabilization due to superexchange and lowerin@aili repulsion partly compensates the
loss in bonding energy in the molecule for the ghamigration to Na atoms. The Na spins
are found to be engaged in antiferromagnetic iotema which gradually decreases with an
increase in Na—Mggeparation.

Chapter four explains that the phenomenon of chaagesfer (CT) is of paramount
impact in guiding the courses of several magnetcgsses. In the present study, the charge
transfer process is also found effective in govegrthe magnetic behavior of metallocene
based charge transfer complexes. A recently syiatebsystem, [Cr(Cp3)[ETCE] is taken
as the representative MBCTC to explore the infleent charge transfer on the magnetic
behavior of such donor—acceptor complexes. Andersohis pioneering work ascribed
charge transfer as the origin of kinetic exchamp @rrelated this exchange with the second
order perturbation energy for such charge transfiea recent work, using this approach of
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Anderson, the coupling constant is parameterizeti gpin population. However, through
bond charge transfer in a superexchange procemsc@inted for with the help of a newly
developed equation in this chapter. On the contdidBO analysis for the present system
clarifies a zero overlap status in between the damal acceptor, which necessitates the
tunnelling of electron in its journey from the doro the acceptor. The electron tunnelling
matrix elementKlpa) integral, is evaluated from the zeroth order eigéues of pure donor
and acceptor at the transition state of the elactransfer process. The exchange coupling
constant §r), obtained in this way is well in agreement wittthe coupling constant derived
through well-known spin projection technique of Yaguchi. The charge transfer interaction
happens to be the central in such type of compleese the magnetic interaction begins
after the charge dislocates from the donor to tteeptor creating one magnetic site at the
acceptor. The topological difference of V-pair akdpair leads to the possibility of
concurrent and competitive exchange interactionglifierent directions. In V-pair, the
intervening Cp* ring assists the transfer of electfrom metal to acceptor unit and hence
there operates the superexchange process in teidn. In the other direction, the donor
and acceptor are far separated and there is noastid¢br the spins to be transferred from the
donor to the acceptor. Hence the direct exchangeeps becomes only viable in H-pair.
From the comparison of the coupling constant valthes superexchange interaction is found
dominant in between two exchange processes in [EJH{IETCE]. Since, the weak
interaction in the horizontal direction takes a igi@e role to render overall magnetic
ordering; the V- and H-pairs are simultaneouslyetaknto account. This situation opens up
the possibility of several exchange interactionsomgn multiple magnetic sites, which is
estimated through a newly developed computatiotta e, referred to as dummy approach
within the text. The coupling constant value foe ¥-pair, obtained through this approach is
found to be very low compared to the previous vawieere only the V-pair is considered.
The drastic decrease in tdevalue through dummy approach is attributed toitierchain
interaction. The coexistence of competitive supelmarge and direct exchange in this
truncated model replicates the bulk behavior. & haen of optimal challenge to investigate
the nature of magnetism in a crystal system. Tis¢ Wway to mimic the real network of spins
of a cluster demands the application of periodianaary condition. The PBC can treat
systems in bulk condition with much less computalceffort without taking the finite size-
effect and border-effect. Our calculation clearypws that the magnetic interaction in one
dimensional periodic lattice of such kind of systeim the vertical direction is
antiferromagnetic and the extent of magnetism aésléov. Moreover, it is interesting to note
that the FM system turns into an AFM one with impos of periodic boundary condition.
This change over in the magnetic status of theesy$s explained with the rearrangement of
the density of states in [Cr(CRHETCE]. In this condition, there occurs a simukans
higher and lower energy shifts in the donor anceptar orbitals respectively and the donor—
acceptor overlap integral gains a non-zero valuechvis otherwise zero in the system. This
lift in energy of thed-states is also supported from the easy dispei@ipha spin to the
Cp* ligand orbital. Hence, this situation faciliatelectron delocalization and results a lower
HubbardU value. As a consequence of all these facts theC|E€)¢][ETCE] which exhibits
ferromagnetic coupling in the single€ & pair, turns into an antiferromagnetic system in the
periodic condition along vertical direction. Howeythe convolution of different exchanges
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pervading the crystal makes it a weak ferromaghetextended review on MBCTC divulges
that there is a delicate balance in the sign opling constant in horizontal direction. This
weak, still competing magnetic interaction is regalr as the principle criterion for
metamagnetism. However, this work suggests a delpaise of magnetic interaction in the
vertical direction as well.

In chapter five, the magnetic anisotropy propestya series of octahedral Cr(lll)
complexes is studied. It has been shown #hdbnor andz-acceptor ligands, in the axial
position of the octahedral complexes, have diffeegfects on the magnetic anisotropy of the
complexes. The interaction of the ligands with tietald-orbitals gives rise to two different
situations responsible for this kind of switch etZFS parameter. Thedonor ligands play
a role in making the magnitude of ZFS larger withiacreasedr-donation from the halide
ligands, while ar-acceptor ligand causes the anisotropy propertgetamf easy-axis type
(D<0). Moreover, ar-acceptor ligand in both the axial positions impasingle molecular
magnetic nature to the system having an easy-d&tiseanagnetic anisotropy. An increased
donation from the equatorial positions is seenrtbaace the magnitude of easy axis type
magnetic anisotropy. This can be attributed to itteeeasedr-accepting efficiency of the
axial ligands due to an enhanced metallic electl@msity, pushed by the equatorial ligands.
On the basis of the above observations regardiadigand replacement, octahedral Cr(lll)
complexes can be designed in such a way that it ro@et our desired anisotropy
characteristics. The NLO response is found to vatly z-donation similarly as the magnetic
anisotropy. The second-order NLO resportsenas been related to the magnetic anisotropy
in the case of the non-centrosymmetric octahednmaptexes, where we can see that the NLO
response can lead us to good anticipation of magaatsotropy. From the systematic DFT
study with these octahedral complexes, a clear rstateling about the influence of the
ligands on modulating the magnetic anisotropy @& @r(lll) complexes is possible. For
convenience, we perform a few numerical experimanta. TheD value for [CrBE(CN),]*",
is —0.69 cm’. We calculate the ZFS parameter for [G({BIO),]”, which comes out to be
-2.51 cm*. Now relying on the above method of prediction,design a complex of formula
[CrBr4(CN)(CO)f~ and expect th® value to be in between -0.69 ¢hand —2.51cr and
get a value of —0.94 crh Thus, from this observation, a general conclusian be drawn
that the anisotropy of such metal complexes is thyreeontrolled by the ligands. To
summarize, this work explicates a simple applicatmf DFT to calculate anisotropy
parameters in metal complexes to devise a rulehomb for the occurrence of SMM
behaviour in such complexes.

Emerging interest in mononuclear complexes, in amspn to polynuclear ones, has
meant that the field of quantum magnets has tutmiédgning of the ZFS parameterthrough
structural modification or external aids. Chapigrcontemplated the magnetic anisotropy of
an octahedral Co complex, namely, [Cgdmphen)(NCS)], in connection with the
tunability of ZFS parameteD by exploiting an electric field as an external stim
Previously, it was shown that the presence mfagcepting ligand in the axial position of an
octahedral complex could result in magnetizatiorihef molecular magnetic dipole along a
specific direction. The external electric fieldtime present situation assisted such metal-to-
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ligand charge transfer and led to a switch oveheanisotropic characteristics. A spin-Hall
spatial spin separation was also observed due tlulaition in the Rashba spin-orbit coupling
in a single molecule, for the first time, ratheartin mesoscopic systems.
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Abstract Gradual migration of Na™ from Mgs”~ brings
about fascinating change in aromatic and magnetic
behavior of inorganic Mgz;Na, cluster, which is addressed
at the BALYP and QCISD levels. During this process, Na™
takes away the electron density from Mgs®~ causing a net
decrease in aromaticity. A tug-of-war between the Pauli
repulsion and the aromaticity is shown to be responsible for
the observed stability and aromaticity trends in singlet and
triplet states. Implications of a spin crossover vis-a-vis a
possible superexchange are also explored.

Keywords Aromaticity - Magnetic exchange
coupling - Mgs>~ - Bond energy decomposition -
Pauli repulsion - Superexchange

1 Introduction

Triggered by the pioneering concept of “all metal aroma-
ticity” by Boldyrev et al. [1, 2], all-metal annular systems
have received a keen attention in past decade. The excep-
tional nature of aromaticity in this class of molecules has
led the researchers to go through several experimental and
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theoretical studies of such all-metal aromatic systems
[3-30]. These systems include XAl;~ (X = Si, Ge, Sn, Pb)
[3, 4], M2~ (M = Ga, In, T, Sb, Bi) [5-8], Ts°~ (T = Ge,
Sn, Pb) [9, 10], MY (M = Se, Te) [11-15], M~
M = Al, Ga) [16-19], Al [20], Hg, [5, 8],
Ms~ (M = Sb, Bi) [24-26], AusZn™ [27], Cu3" [28], Cui~
[29], [Fe(Xs)]H (X = Sb, Bi) [30], and so on. Ab initio and
density functional theory (DFT)-based methods have been
exercised to explain the stability and reactivity of a wide
range of all-metal aromatic and antiaromatic systems [31].
The dianionic annular systems containing main group
metals have been perceived as stable building blocks for
multi-decker sandwich complexes [32-36]. The feasibility
of using anionic annular systems to sandwich the cationic
metal was first theoretically examined by Mercero and
Ugalde, who found the proposed molecule [A14TiAl4]27 to
have large binding energy comparable to conventional
metallocenes [37]. Apart from the metal, the annular sys-
tem N42_ is found to fulfill all the aromaticity criteria [38]
and is also able to form stable sandwich complexes with
transition metals [39]. Among the anionic annular systems,
Bes®~, Mgs®~, and Ca;®~ have been paid a special atten-
tion for their interesting nature of stability, reactivity, and
aromaticity [40-43]. Such electron-surplus anions are
unstable due to large inter-electronic repulsion [44-46] and
hence require suitable counterions to attain necessary sta-
bility [47, 48]. In a recent work, Chakrabarty et al. [49]
addressed the effect of Na™ counterions on the bonding,
stability, and aromaticity of Mgs>~ in a neutral Mg;Na,
complex of Dj, symmetry, which can also be seen as an
“inverted” sandwich compound with reference to the
sandwich type clusters [37, 39]. Chakrabarty et al. [49]
have shown that with the increasing separation of Na™ ion
from the Mgs>~ triangular plane, the counterion is found to
take away considerable amount of electron density from
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the planar dianion. Thus, the complex does not follow the
common trend of ionic dissociation of inorganic salt and
produces neutral Na and Mgj at large separation. Further,
with an increase in separation of Na® from Mgs®~ plane,
the trigonal dianion cluster Mgs>~ also experiences a
gradual loss in its well-known n-aromaticity [40—43, 47,
48]. All these interesting observations [49], arising from
gradual separation of Na from Mgs, prompted us to opt for
the present theoretical investigation where the genesis of
such observations in MgzNa, is thoroughly explored.

The molecule Mg;Na, shows an interesting convergence
in its singlet and triplet state at a 5 A separation between
the counterion Na' and triangular anion Mgs>~. This
observation alludes toward the stabilization of the high-
spin state at some particular distance between the Mgj
plane and Na. Moreover, during migration, Na™ ion tends
to pull away the loosely bound n-cloud of the trigonal
Mg;”" ring [49], and they accumulates unpaired spin in
neutral Na atoms at fairly large distance. Hence, at this
critical Na—Mg; distance, spins on two doublet sodium
atoms can interact through planar Mg ring and superex-
change mechanism is switched on. Through the superex-
change of spins on doublet sodium atoms, the molecule can
turn magnetic and gain significant stability even with wide-
stretched axis joining Na and Mg;. This possibility of
magnetic phase transition in MgzNa, is the crux of present
investigation. The extent of magnetic interaction is inti-
mately related to the relative stability of the singlet and
triplet states which may also vary with Mg;—Na separation
in the Mg;Na, molecule. Thus, the change in the aroma-
ticity may have some role in tuning the magnetic status of
the molecule. In fact, an antagonistic relationship between
aromaticity and magnetism has already been established in
similar type of all-metal aromatic systems [50]. Hence, in
the present work with continuous migration of Na™t ion
from the Mgs®~ plane, the possibility of appearance of
magnetism due to onset of superexchange and its relation
with the loss of aromaticity is put in focus. A part of the
present results echoes and thus validates the fact in Ref.
[49], and another segment of this work describes the
interplay between magnetism and aromaticity in MgzNa,.

2 Theoretical background and computational details

The aromaticity of the present system is measured in terms
of the magnetic criterion of aromaticity. The hypothesis that
magnetic shielding tensor on a test dipole at the center of a
ring can be used to quantify its magnetic property was first
proposed by Elser and Haddon [51], which eventually
became popular as nucleus-independent chemical shift
(NICS). Negative (Positive) shielding tensor values are
taken to indicate the presence of a diatropic (paratropic)

@ Springer

ring current, and accordingly, the system is defined as
aromatic (antiaromatic) [52]. However, the poor correlation
between different measures has led the scientific commu-
nity to debate about the proper characterization of aroma-
ticity [53-57]. At this circumstance, the use of more than
one aromaticity indices to describe the aromaticity in
molecules occurs to be a logical suggestion [66]. Although
NICS is the most widely used descriptor of aromaticity in
inorganic systems, nowadays delocalization-based indices
are found to perform well in describing the aromaticity of
materials [58—62]. One of such indices is the delocalization
index (DI), 6(A, B), based on quantum theory of atoms in
molecules (QTAIM) methodology. This is estimated as the
double integration of the exchange—correlation density over
the atomic basins as defined by the QTAIM theory. This
index gives a quantitative idea of the number of electrons
delocalized between atoms A and B [60]. A larger DI value
indicates more aromatic nature and corresponds to a more
negative NICS [60]. Being based directly on electron
delocalization, which is the essence of aromaticity, NICS
and the DI can be regarded as the absolute measure of
aromaticity in the sense of not requiring reference standards
for its quantification. Another such DI is the multicenter
index (MCI) based on the extended delocalized bonding
which is considered to be a typical characteristic of aro-
maticity [63]. Following the suggestions of Giambiagi et al.
[64], Bultinck et al. [63] formulated the MCI as

MClagc.. x

=133 Y S L [(PS),,(PS),, - (PS),, ]

HeEA veB keK i
(1)

where P and S represent charge density bond order and
overlap matrices, respectively, and # is a normalization
constant. I'; is the permutation operator which runs over the
WU, v, ...x basis to take into account all the terms of gen-
eralized population analysis.

In the preceding section, a link between aromaticity and
magnetism is outlined, at a fairly large separation between
Na and Mg;. According to Ref. [40—43], the counterion
Nat moves away with the electron and eventually at a
large distance becomes neutral. Na in the neutral state is
expected to be in the doublet state which can undergo
magnetic interaction with another doublet Na through
diamagnetic Mgs ring. Hence, at some optimum distance,
superexchange mechanism may be operative due to charge
transfer from Mg; to Na. The second-order perturbation
energy for such a charge transfer has been formulated by
Anderson [65-67] as follows,

14
AE:5(§+2S,--S,»). (2)
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here, #; is the hopping integral which carries an electron
from site i to site j, U is the single ion repulsion energy, and
S; and S} are the spin angular momentum operators on
magnetic sites i and j. However, this /U term is well-
known in the Hubbard model and related to the coupling
constant (J) of a spin exchange process [68, 69]. However,
in a recent formalism, instead of direct estimation of this
/U term, the above expression is modified to estimate the
coupling constant in terms of the second-order perturbation
energy (AE) for charge transfer between sites and spin
density on those centers (p; and p;) [70]. This model suits
in the present context, since here the magnetic interaction
sets in due to charge migration from Mg; to Na,

2AE

, 3
L+ pi-p; ®)

Jer =

To study the system under investigation DFT as well as
post Hartree—Fock level methods are used. In DFT, hybrid
functional B3LYP, coupled with 6-311+4g(d) basis set, is
used in the unrestricted framework to optimize the structure.
Besides, quadratic configuration interaction method QCISD
is also employed with Dunning’s correlation consistent basis
set aug-cc-pVDZ for geometry optimization. The shielding
tensors on the dummy atoms are reported as the NICS value.
While computing NICS, the sign convention coined by
Schleyer et al. [71] is followed. According to this
convention, the signs of the computed values are reversed
and negative (positive) sign is assigned for diamagnetic
(paramagnetic) shielding. The choice of the gauge for the
vector potential of the magnetic field is an important factor
in the computation of shielding tensors. This well-known
gauge problem had been resolved by adopting the gauge-
independent atomic orbitals (GIAO) method [72-75], and
the same method is followed in the present work to compute
the shielding tensors. To find out the contributions of ¢ and 7
electrons to aromaticity, NICS has been calculated both at
the center of the ring [NICS(0)] [71], and 1 A above the
plane [NICS(1)] [76, 77]. The second-order perturbation
energies [AE in Eq. (3)] due to the charge transfer from
Mg;>~ to Na™ are obtained from the natural bond orbital
(NBO) output, carried out in the Gaussian NBO version 3.1
[78-81]. Bond energy decomposition is performed using
Amsterdam Density Functional (ADF) software [82-84].
The DI, 6(A, B) terms are computed by the Proaim and
Promega first-order algorithms as implemented in the
AIMAIl suite of programs [85]. To validate the DFT
result, the NICS values of the singlet Mg;Na, is also
computed in CCSD method using DALTON [86]. The MCI
index is calculated by ESI-3D suit of program [87], which is
popularly used for the calculation of electron sharing indices
[88, 89]. Other calculations are performed using Gaussian
09W suite of quantum chemical package [90].

3 Results and discussion

The energy and geometry comparison of the system is
reported in Table 1. It is interesting to observe that irre-
spective of the computational level, the system reserves its
D5, symmetry at its energy minima. It is also apparent from
the Table 1 that the geometries in the singlet and triplet
states only differ in the distance of Na' ion from the
equatorial plane of Mgs*~, whereas the sides of Mgs*~
triangle remains almost constant in both the spin states,
irrespective of the methodology. Moreover, in both the
methodologies, the triplet state of the molecule is found to
have a longer separation between Na and Mgz compared to
the singlet state. This dependence of spin state energies on
the Na—Mg; separation is in agreement with the results in
Refs. [40-43]. To further investigate the dependence of
spin state energies on Na—Mgjs separation, two Na® ions
are allowed to move away by 0.25 A from their ground
state position along the axis lying perpendicular to the
Mg;*~ triangular plane till they reach a distance as large as
~14 A (distance of Na is measured perpendicularly from
the center of the Mgj ring).

It is interesting to note that in the DFT framework, the
singlet state wave function with ($?) = 0 shows an internal
instability at longer separation between Na and Mgs. For
this reason, the wave function corresponding to all the
singlet states is optimized which results in the nonzero
value of <S‘2> onward 3.7 A distance between Na and Mg;
[Table S1 in the supplementary information]. Moreover,
the spin square value approaches toward unity with gradual
stretching of Na-Mgs distance, indicating the attainment of
open-shell singlet state [Table S1 in the supplementary
information]. This observation is quite similar to that in the
Ref. [91], which says that for a two-electron two-radical
system, if the bonding orbitals are beyond the range of any
kind of interaction, the unrestricted solution is produced
with an equal mixture of singlet state (S = 0) and triplet
state (S = 1). Noodleman et al. [92, 93] described such a
spin state to be a broken symmetry (BS) state which is
obtained by polarizing spins with antiparallel alignment at
different magnetic sites within unrestricted formalism. The
BS state, being a weighted average of high-spin and low-
spin states [92, 93], is characterized by <§2> = 1. Hence, in
the present case, the gradual separation of Na from Mgj
plane causes the appearance of BS situation in Mg;Na,.
Next, the potential energy scan is executed on the opti-
mized geometry of singlet state (with optimized wave
function) with spin multiplicities one and three, which
provides the information of vertical excitation energy.
In another scan, optimized geometries of both the spin
states are used at their respective spin multiplicities, and
thus, the adiabatic excitation energy can be figured out.
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Table 1 Energy and geometry - -
comparison of the singlet and System oSmglet Trip lft
triplet states of Mg;Nas, Bond Length (A) | Energy (a.u) Bond Length (A) | Energy (a.u)
optimized at (a) UB3LYP/6- a
3114-g(d) and (b) QCISD/aug- (a) (a) — 924918 | (a) (a) —924.877
cc-pVDZ level of theories Mg - Mg=3.13 Mg -Mg=3.16
d/& Mg3- Na=2.75 Mg3- Na= 3.19
3 (b) (b) —922.694 | (b) (b) — 922.654
Mg - Mg=3.15 Mg - Mg=3.17
@ Mg3— Na=2.84 Mg3- Na=3.16

Interestingly, all the plots delineate that the singlet state is
gradually destabilized with the increase in Na-Mgs dis-
tance and ultimately overlaps with the triplet energy profile
(Fig. 1). However, the geometries and energies of the
molecules in different spin states, the nature of the poten-
tial energy surface in Fig. 1, obtained in the computational
levels UB3LYP/6-3114g(d) and QCISD/aug-cc-pVDZ,
are all found to be similar and concordant to each other.
Hence, following computations on MgsNa, (with opti-
mized wave function) are carried out only at UB3LYP/6-
311+g(d) level with its geometry optimized at QCISD/
aug-cc-pVDZ level (if not specified otherwise).

The explanation of the above schematics can be attrib-
uted to the gradual charge neutralization of Na™ and Mg;>~
with their increasing separation as evident from Ref. [49]
as well as from the change in the pattern of highest occu-
pied molecular orbital (HOMO) of singlet ground state
(Fig. 2). This is characterized by the delocalized electron
density above and below the trigonal Mg; plane, which
itself defines the nodal plane (Fig. 2a). The electron density
gradually migrates toward Na from Mgz and ultimately
resorts solely on Na.

Since the HOMO of the singlet state retains two excess
n-bonding electrons, they experience a repulsion which
significantly reduces at large Na—Mg; distance owing to the
charge accumulation on the Na atoms above and below the
plane. The repulsion between the bonding electrons is
computed in terms of Pauli repulsion using ADF quantum
chemical package [82-84]. In ADF, the interaction energy
between different fragments is split into

AEpng = AEsiy + AEpaui + AE; (4)

The first term usually corresponds to the attractive
potential [94, 95], whereas AFEp,,; is usually repulsive in
nature. In ADF, AEp,,; is equated as the energy change
associated with going from superposition of fragment
densities (pa + pg) to the wave function NA|y, | that
properly obeys the Pauli principle through explicit
antisymmetrization (A) and renormalization (N) of the
product of fragment wave functions [82]. AE,; accounts for
electron pair bonding, charge transfer, and polarization.

@ Springer

However, due to charge migration, the Mg; plane becomes
completely devoid of any electron, and the system loses the
bonding energy. This fact is apparent from the following
plot (Fig. 3), where both the attractive potential and Pauli
repulsion are found to decrease with an increase in the Na—
Mg; distance. However, the stability gain by the system
due to the decrease in Pauli repulsion energy cannot
overcome the loss of attractive potential, resulting in a net
decrease in binding energy.

Next, to investigate the variation of aromaticity with
increasing separation of Na from Mgj plane, NICS(0) and
NICS(1) are scanned by varying the distance, at both the
spin states of the system with its optimized geometry at the
singlet state (Fig. 4a). At the singlet ground state, large
negative values of both NICS(0) and NICS(1) refer to the
coexistence of ¢- and m-aromaticity, rendering Mgs;Na, to
be multiply aromatic. Existence of m-electron cloud above
and below the Mg; plane in the HOMO can well explain
m-aromaticity, whereas the maximum diamagnetic contri-
bution toward the total NICS(0) value comes from the 26th
MO (Fig. 4b) of the system. As graphically represented in
Fig. 4b, this MO can evidently be narrated to be composed
solely of Mg ‘s’ atomic orbitals. The contribution of
individual MOs toward the total NICS(0) value is com-
puted in the ADF computational package. Contrary to the
singlet state, low negative values of NICS(0) and NICS(1)
are obtained near the ground state geometry of MgszNa, in
its triplet state indicating lower degree of aromaticity than
in the singlet state. This reduced aromaticity in the triplet
state is due to the presence of unpaired spin in Na atoms
which exalts the paratropic shielding tensor compared to its
diatropic analog resulting in low aromaticity [50]. To fur-
ther verify the variation of aromaticity, the average of DI
among Mg atoms and the MCI values in the singlet state
are also plotted against the increasing Na—Mg3 separation
(Fig. 4c). A decaying nature of the average DI and MCI
confirms the trend in the change of NICS. In addition to the
DFT, ab initio method such as CCSD is also adopted to
compute NICS. The plot shows the same trend of
decreasing negativity of NICS particularly after spin den-
sity grows on Na atoms (Fig. Sl in supplementary
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information) and hence once again solicits gradual loss of
aromaticity with increasing Na—Mgs separation. However,
with an increase in vertical distance of Na from the center
of Mg; plane, the aromaticity in both the spin states decays
almost to a null value, which is quite obvious, since Na
atoms take away all the charge density which has been
maintaining the ring current. Since two apical Na atoms are
pulled apart which leave behind the Mg; moiety in the
neutral state, the effect of dispersion can be argued to play
a significant role in such scenario [96]. Hence, a verifica-
tion of the effect of dispersion interaction in aromaticity of
the singlet Mg;Na, is performed at the DFT level with
dispersion correction due to Grimme [97, 98]. From Figure
S2 in supplementary information, it is apparent that the
effect of dispersion on the NICS values is negligible which
is also obvious from the literature [99-101]. However, the
dispersion may have effects on the energy of the molecule,
and hence, the energy profiles of the system are compared
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with and without dispersion correction. The variation in
energy with increase in Na-Mg; distance appears similar
with and without the dispersion correction (Figure S3 in
supplementary information).

Since, with an increase in Na—Mgj distance, Na move
away with the pair of electrons responsible for maintaining
the aromaticity, the system loses the aromatic stabilization
energy though gains stability due to reduction in the Pauli
repulsion, particularly in the singlet state. The loss of

aromaticity with increasing Na—Mgj3 distance is formulated
as

5NICS (r) = NICS(}" — Al") — NICS(I") (5)
where Ar is fixed at 0.25 A in the present work. The plot of
Pauli repulsion energy (AEp,,;;) and the loss of aromaticity
with increasing separation between Na and Mg; are
depicted in Fig. 5, which clarifies that as in one hand, a
minimization of Pauli repulsion energy tends to stabilize
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the system and on the other hand, loss of aromaticity acts
as an instability factor. It is further interesting to note that
the maximum loss of aromaticity occurs near to the critical
value of Na-Mgj distance (4.33 A) where the singlet and
triplet state energies are converged (Figs. 1b, d, 5). It is
also noted here that the spin-crossover region corresponds
to the zone of maximum change in the MCI and DI indices,
which can be found from the derivative plots of the average
DI and the MCI indices (Figure S4 of the supplementary
information). This observation advocates the fact that such
spin-crossover occurs at the cost of the loss of delocal-
ization which corroborates to aromaticity. This suggests
that the appearance of BS state and consequent spin
accumulation on the Na atoms at that point plays a definite
role in reducing the aromaticity of the system. The local-
ization of those two extra charges, which maintain the
aromaticity, on the Na™ ions causes cessation in circulation
of those electrons and explains the maximum loss of aro-
maticity as well the minimal AEp,,; continuum after that
point.

Since, with the gradual increase in the Na-Mg; sepa-
ration, a charge transfer is occurred from Mg; to apical Na
atoms, decrease in charge density in the Mg; plane causes
weak bonding interaction (Fig. 3). In this situation, the
stability of the molecule can partly be compensated
through the energy minimization due to charge migration
from Mg; moiety to Na. The stability gained by such
charge migration was given by Anderson in the framework
of second-order perturbation theory and was equated with
the energy of superexchange [65-67]. In the present case
also, the superexchange becomes possible between the
spins accumulated on Na atoms as a consequence of charge
transfer and gradual neutralization of Na®. The fact of
gradual spin accumulation on Na with increase in Na—-Mg;
separation can be ascertained from the spin density plot in
the Fig. 6.

The value of coupling constant associated with the su-
perexchange process can now be estimated through Eq. (3).
From the variation in MO with increase in Na-Mgj
(Fig. 2), it becomes evident that the charge migration
involves the out-of-plane p orbitals of all the three Mg
atoms and s orbitals of the Na atoms particularly for low
Na-Mgj distance. Thus, during NBO analysis, the out-of-
plane p orbitals in Mgz plane and s orbitals in Na are only
considered as the donor and acceptor orbitals for obtaining
the appropriate value of second-order perturbation energy
(AE) due to charge migration. To clarify this choice of
relevant orbitals, a truncated part of the NBO output cor-
responding to the Na—Mgj3 distance of 5.08 A, showing the
donor and acceptor orbitals, and their composition are
given in Table S2 in the supplementary information as an
example. From the plots in Fig. 1 and the Table SI in
supplementary, it appears that significant amount of spin
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Fig. 5 Plot of Pauli repulsion energy (AEp,;) and dnics()(r) and

Onics(1) (1) with increasing Na-Mgs distance (A) in the singlet state of
Na,Mg;

Spin density on Na
o o o
S [} [e:]
1 1 1

o
)
1

0.0

T T T T T T T T T T
2 4 6 8 10 12 14

Na-Mg, distance

Fig. 6 Plot of spin density on Na and Mg in the ground state with
increasing Na—Mgj3 distance (A)

density starts to grow on the Na atoms from the Na-Mg;
distance of 4.08 A. This open-shell singlet state is found to
be more stable than the corresponding triplet state by a
considerable amount up to ~6 A distance between Na and
Mgs, beyond which the singlet-triplet energy gap almost
vanishes. Thus, the superexchange energies (AE) are
obtained from the NBO analysis of singlet state of Mgz;Na,
with Na-Mg; separation in the range of 4.08-6.08 A.
While using this AE value in the estimation of coupling
constant, the right-hand side of Eq. (3) is multiplied by 2
since there are two such transitions from Mg to first and
second Na atoms. Moreover, these transitions leave almost
zero spin density in Mgz plane, and thus, the denominator
in the right-hand side of Eq. (3) takes the value of one with
which Eq. (3) transforms into,
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Table 2 AF and calculated J value on the basis of Eq. (6)

Na-Mg; distance A) AE (kcal/mol) J(em™)
4.08 —0.69 —966
4.58 —0.51 —714
5.08 —0.12 —168
5.58 —0.07 —98
6.08 —0.04 —56

Fig. 7 Spin density plot at a
Na-Mg; separation onward
3.83 A (green and red color
denote up-spin and down-spin
density)

J =4AE (6)

which is ultimately used in this work to estimate the
exchange coupling constant associated with superex-
change. Moreover, no contribution from the Na—Na direct
exchange is taken into account due to their large separa-
tion. The interaction between two spins on Na atoms
expectedly decreases with an increase in separation
between Mgs; and Na, and can be understood from Table 2.
The negative value of coupling constant indicates the
antiferromagnetic interaction which is also attested by the
spin density plot showing up-spin and down-spin on dif-
ferent Na atoms (Fig. 7).

4 Conclusions

Present study explains the change in the aromaticity and
energy profile of the singlet state of Mgz;Na, molecule and
gradual attainment of the BS state with an increase in Na—
Mg; distance. Near the ground state, Mg atoms are held
together by a pair of n-bonding electrons onto which Na™
ions are impregnated. The circulation of m-electron cloud
above and below the Mgs plane also contributes to the
o- and m-aromaticity of the molecule. However, in this
situation, the stability due to aromaticity has to compete
with the Pauli repulsion. When the Na ions move away
from Mg3 plane with all the charge density, the aromaticity
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is also gradually lost, though the system gets stability due
to decrease in Pauli repulsion. At a critical value (~4.33 ;\)
of Na—Mg; distance, the Pauli repulsion approaches a
minimum due to localization of charge density on Na
atoms above and below the plane. This charge accumula-
tion on Na atoms makes these neutral doublet species with
up-spin polarization at one Na and down-spin at another.
The spins on Na atoms undergo superexchange which is
quantified through Eq. (6). The stabilization due to super-
exchange and lowering of Pauli repulsion partly compen-
sates the loss in bonding energy in the molecule for the
charge migration to Na atoms. The Na spins are found to be
engaged in antiferromagnetic interaction which gradually
decreases with an increase in Na—Mg; separation.
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Magnetism in metallocene based donor—acceptor complexes stems from the donor to acceptor charge
transfer. Thus, to correlate the exchange coupling constant J and the charge transfer integral, a
formalism is developed which enables one to obtain the coupling constant from the value of the charge
transfer integral and the spin topology of the system. The variance in the magnetic interaction between
donor and acceptor is also investigated along two perpendicular directions in the three dimensional
crystal structure of the reference system, decamethylchromocenium ethyl tricyanoethylenecarboxylate

[Cr(Cp*),][ETCE] These donor—acceptor pairs (V-pair and H-pair), oriented along vertical and horizontal

directions respectively, are found to have different extents of J, which is attributed to the difference in

exchange coupling mechanisms, viz., direct exchange and superexchange. Next, V-pair and H-pair are
taken together to treat both the intrachain and interchain magnetic interactions, since this competition is

necessary to decipher the overall magnetic ordering in the bulk phase. In fact, this truncated model

produces a small positive value of J supporting the weak ferromagnetic nature of the complex. Lastly, a

periodic condition is imposed on the system to comprehend the nature of magnetism in the extended

system.

Interestingly, the ferromagnetism, prevailing

in the aperiodic system, turns into weak

antiferromagnetism in the periodic environment. This is explained through the comparison of density of
states (DOS) plots in aperiodic and periodic systems. This DOS analysis reveals proximity of the donor

and acceptor orbitals,
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facilitating their mixing
interaction to prevail

in periodic conditions. This mixing causes the

over the ferromagnetic one, and imparts an overall

antiferromagnetic nature in periodic conditions. This change over in magnetic nature with the imposition
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www.rsc.org/advances extended systems.

1. Introduction

The synthesis and characterization of charge transfer (CT)
ferromagnetic compound [Fe(Cp*),][TCNE] (Cp* = n>-CsMes
and TCNE = tetracyanoethylene) by Miller et al. in 1985 was a
breakthrough in the field of metallocene-based magnets." This
was the first reported complex where the unpaired electron of a
p-orbital also participates in the exchange interaction along
with metal d-electrons. Nanoscale charge transfer is also known
to have widespread application in sensors, photonics, electro-
catalysis, solar photoconversion, molecular electronics and so
on.” The occurrence of charge transfer in organoligand-metal
fragments is found to induce a high dielectric polarization and
concomitant intense nonlinear optical (NLO) response.* Long
spin coherence time in such materials renders them as poten-
tial candidates for high-density information storage and also for
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of periodicity may be useful to understand the dependence of magnetic behavior with dimensionality in

quantum computing.* Their applicability can further be prolif-
erated by simply tuning their magnetic interaction through
simple adjustment of organic fragments therein. All these facts
tantalize the scientific community to explore a plethora of such
metallocene based charge transfer complexes (MBCTCs).*” In
these compounds such as [M(Cp*),][TCNE] (M = Cr, Mn or Fe);
[M(Cp*),] fragment donates one electron from the magnetic
orbital of the metal to the initially diamagnetic [TCNE] part.
This leads to ferromagnetic interaction among the localized
spins on the donor part (D) and the acceptor part (A7)
Divergent mechanisms have been proposed for the spin
exchange in these CT salts. One such proposition is the
McConnell-II mechanism where the stability of a particular spin
state is attributed to the interaction of ground spin state and
lowest excited state of same spin multiplicity.® Miller et al.
supported this mechanism assuming a forward charge transfer
from the donor to the acceptor leading to the triplet excited
state.” In [Fe(Cp*),]'[TCNE], the triplet ground state becomes
stabilized through its interaction with the lowest lying triplet
excited state.* However, in case of [Mn(Cp*),]'[TCNE]” and
[Cr(Cp*),] [TCNE], the interaction between the ground and

RSC Adv., 2014, 4, 14847-14857 | 14847
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excited states leads to the stabilization of the antiferromagnetic
situation which is in opposition to the experimentally reported
high spin state of the molecules. Hence, the McConnell-II
mechanism based explanation appears insufficient to justify
this observation.””*® To explain this anomaly, Kollmar and
Kahn coined a new mechanism of back charge transfer from A~
to D', which is justified by the presence of positive spin density
on Cp* ring.** Another proposition is McConnell-I mecha-
nism,' where a large positive spin density on the transition
metal induces a negative spin density on Cp* ring, which again
induces a positive spin density on the acceptor. These con-
flicting mechanisms about the origin of magnetic nature in
MBCTCs urge for the development of a complete theoretical
model.”?

To investigate the charge transfer induced magnetic interac-
tion in the MBCTCs, the compound decamethylchromocenium
ethyl tricyanoethylenecarboxylate [Cr(Cp*),][ETCE] is taken as the
representative system in the present work. This complex is
recently synthesized by Wang et al. and found to have a ferri-
magnetic ordering.”* This ferrimagnetism may arise from the
competition of ferro- and antiferromagnetic interactions in three
different lattice dimensions as interestingly probed by Datta and
Misra.” The [Cr(Cp*),][ETCE] is known to crystallize in ortho-
rhombic geometry with parallel arrangement of vertical one
dimensional D'A™ chains. These one dimensional chains in a
crystal can have two possible parallel orientations. In one type, the
D' segments are oriented side by side and termed as in registry
chains (Fig. 1a). On the other hand, in the out of registry chains,
D' finds A~ in the neighboring chain in its nearest position
(Fig. 1).* The D'A™ pair of a vertical chain is defined as the
V-pair in this work (Fig. 1b). As the nearest neighbor spin inter-
action is known to govern the magnetic nature of any system," a
nearest D'A™ pair from the horizontally stacked out of registry
chains is selected for this investigation. This D'A™ pair, where the
D" and A~ belong to two different vertical columns arranged in an
out of registry manner which is termed as H-pair in this work
(Fig. 1b). Although, the origin of ferromagnetism in the V-pair has
been well explained by McConnell-I mechanism," the weak
ferromagnetic ordering of H-pair is not yet addressed properly.**

This study makes an attempt to address the charge transfer
induced magnetism in a particular MBCTC, [Cr(Cp*),][ETCE],
keeping three different goals in its focus. Primarily, the charge

In-Registry Stack

%, H-Pair
930 230 K’?zze% 2 ,: )
]
38 J‘io Ve, ? 24 133}“ 20300
0313‘0 04‘3‘: > 3 Filh 9 9
@M’ N fﬁ 4
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":’%‘ “1"‘ Eimidiaed *f"@'/
" 9
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(a) Three dimensional motif of [Cr(Cp*),]" [ETCE] (b) Out of registry D* A” pairs

Fig.1 (a) Representation of the in registry and out of registry chains (b)
blue and brown rectangles in the out of registry chains designate the
H-pair and V-pair respectively.
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transfer in between donor and acceptor is explored and the
donor-acceptor magnetic coupling is quantified in terms of this
charge transfer energy. Secondly, the architecture of this
complex hints towards a different degree of magnetic interac-
tion between the donor and the acceptor in V-pair and H-pair. In
the V-pair, the d-electrons on Cr can be transferred to the
acceptor via Cp* bridge;"* whereas, absence of any such medi-
ator in case of H-pair obstacles the CT process. The difference in
horizontal and vertical direction definitely has an important
role in governing the overall magnetic nature of this crystal.
This stimulates us to investigate the nature of magnetic inter-
action in the V-pair and H-pair individually and in presence of
each other. Lastly, we cultivate the role of periodicity in gov-
erning charge transfer and concomitant magnetic interaction.
Dealing with such extended system also enables one to explore
the effect of dimension on magnetic characteristics. The
systems in reduced dimension are found to depart from their
usual bulk behavior which inspires the study of electronic
properties in nano scale.”® Intensified magnetism in the
reduced dimension has recently been the subject of several
theoretical and experimental investigations.'® This fact has
already been realized in cases of Au-nanoparticle, alkali metal
clusters, Mn nanosheet and many other systems.*****7 All these
facts spur the study of the effect of periodicity on the magnetic
behavior of [Cr(Cp*),][ETCE].

2. Theoretical framework

The magnetic sites in a system are characterized by a non-
vanishing spin angular momentum quantum number, S;.
Interaction among these localized spin moments govern the
overall magnetic nature of the system. The magnetic interac-
tion, often termed as exchange coupling is described by the
well-known phenomenological Heisenberg-Dirac-van Vleck
(HDVV) Hamiltonian, which describes the isotropic interaction
between localized magnetic moments S; and S; as

=D TiSiS), @)

i<j

where, J;; is the exchange coupling constant between the local-
ized spin moments, and the i, j symbols indicate that the sum
extends to the nearest neighbor interactions only. According to
the spin Hamiltonian in eqn (1), a positive (negative) value of J;
corresponds to a ferromagnetic (antiferromagnetic) interaction,
thus favoring a situation with parallel (antiparallel) spins.
Symmetrically equivalent magnetic sites must necessarily have
equal amplitude of spin density which imposes a delocalized
solution for the system. Thus, such “full-symmetry” calcula-
tions are unable to consider the weakly coupled limit, where the
electrons are fully localized."® Therefore, the removal of all
symmetry elements connecting the magnetic centers is neces-
sary to account for weak coupling limit. Noodleman and co-
workers worked out a “broken-symmetry” (BS) approach, where
the space and spin symmetry can be removed by polarizing
the up-spin and down-spin onto different magnetic centers.*
Later on, Bencini and Ruiz modified this expression for the
limit of strongly interacting magnetic sites.”® On the other hand,

This journal is © The Royal Society of Chemistry 2014
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Yamaguchi's expression encompasses the appropriate limit,
depending on the interaction strength and thus fulfills the
criterion of general applicability,*

EHS _ EBS
- BS HS * (2)

The general applicability of the eqn (2) can be understood
through the following dependence of (%) on the overlap of
magnetic orbitals*

Ny, Np
(8%) = Ms(Ms + 1)+ Ny =y

ij

(0;‘3)2. 3)

Here, O?}'B is an integral describing the overlap between the
spatial parts of o and B spin orbitals.>»* In the strong coupling
limit, all pairs of o and P orbitals overlap and the double sum in
eqn (3) is reduced to Ng. Therefore, the total spin expectation
value indicates a pure spin state with ($*)gg = 0 for a diradical
with equal number of o and B electrons. Hence, the denominator
in eqn (2) transforms to Syg (Sys + 1) which resembles the Noo-
dleman-Bencini-Ruiz formula.” On the other hand, if magnetic
orbitals do not overlap (BS determinant), the sum in eqn (3)
becomes Ng — 2S,, where S, is the sum of o and  magnetic
orbitals. In this weakly coupled limit, ($*)gs = 255, = Sys and
resembles Noodleman's original expression.”® The BS state is
usually constructed by mixing two magnetic orbitals which
usually belongs to different irreducible representations.’* So,
the magnetic orbitals should be close enough in order to interact
with each other. Hence, for the remote magnetic sites, the
construction of BS state becomes difficult. However, the BS state
is usually achieved by performing HF or DFT in spin-unrestricted
formalism where up-spin and down-spin densities are allowed to
localize on different centers.?*” Though an open shell singlet state
can best be represented through multi-configuration tech-
niques;** DFT uses a single Slater determinant to describe the BS
state and thus becomes more advantageous than post-HF
methods in handling larger systems.>*

As discussed in the introduction, the donor-acceptor
magnetic coupling is induced by electron transfer from donor to
acceptor. Among the various models of charge transfer in
electronic systems, a perturbative treatment has widely been
adopted to account for the electron tunneling process.”
Anderson in his pioneering work, derived the second order
perturbation energy (AE) for such an intersite charge transfer
and correlated this energy with magnetic interaction as,*

i (1 N

Here, t; is the hopping integral which carries an electron from
site 7 to site j and U is the single ion repulsion energy. However,
this £*/U term is well-known in the Hubbard model and related
to the exchange coupling constant (f).” In their seminal works
Calzado et al. applied ab initio CI techniques to compute these
individual contributions to the magnetic coupling constant
using effective Hamiltonian theory.”® However, in a recent

This journal is © The Royal Society of Chemistry 2014
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formalism, instead of direct estimation of this #*/U term; the
above expression is modified to estimate the coupling constant
(Jsx) in a superexchange process in terms of the second order
perturbation energy (AE) for charge transfer between sites and
spin population on those centers (p; and p;),*

Jox = 5)

The charge transfer matrix element between the donor and
acceptor can be expressed as****

Ep — Ea

HDA = 2 (6)

where, Hp, is a pure one electron matrix element, coupling the
effective donor and acceptor orbitals as

Hpa = (¢plH|pA) %)

and, Ep and E, are the energies of the LUMO in cationic donor
and neutral acceptor. Again, the second order perturbation
energy (AE) for the charge transfer process is related to the
transfer matrix element Hp, for the donor-acceptor pair in the
following manner,**

~ |Hoal

AE = .
Ep — Ex

(8)

Now, substituting 2AE term in eqn (5), using eqn (8) and (6),
the following modified form is obtained,

HDA

=_—DbA 9
1+ pppa ©)

Jr

This can be conveniently used to calculate the exchange
coupling constant value (/1) in electron transfer systems.

3. Computational details

In the present work, the effective exchange integral J is esti-
mated in two approaches, one of which is the state-of-the-art
spin projection technique of Yamaguchi (eqn (2)). In the second
approach, the electron transfer matrix element for charge
transfer from donor to acceptor and the spin populations on the
donor and acceptor sites are used to estimate J through pres-
ently derived eqn (9). The eqn (2) is generally implemented
through an unrestricted or spin polarized formalism, where the
up-spin and down-spin densities are allowed to localize on
magnetic sites.”** Thus, in the present work unrestricted DFT
(U-DFT) is applied to compute the coupling constant. The same
U-DFT method is adopted to derive the parameters in eqn (9).
The U-DFT method is reported to produce a reliable estimate of
such transfer integrals, at least in cases of metal-based
systems.*® To evaluate J through eqn (9), standard DFT calcu-
lation on the isolated donor and acceptor molecules is first
carried out to extract the energies of the LUMO of the cationic
fragment [Cr(Cp*),]" and that of the neutral acceptor [ETCE].
These energy values along with the spin populations on the

RSC Adv., 2014, 4, 14847-14857 | 14849
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donor and acceptor in the ground state of dimer
[Cr(Cp*),]'[ETCE]™ are utilized to compute the Jy in eqn (9).

To understand the magnetic effect of V-pair on H-pair and vice
versa in the crystal motif of [Cr(Cp*),][ETCE], it becomes neces-
sary to estimate the exchange-coupling constant between every
D'A™ pair in vertical and horizontal directions in presence of
each other. A recently adopted technique to determine J in a
system with multiple magnetic sites (SMMS) becomes useful in
this regard.** In this particular strategy, which is mentioned as
the “dummy approach” in the present work; first the effect of all
the magnetic sites on each other is realized in the form of ground
state spin population. Then the exchange coupling constant
between any two magnetic sites is calculated on the basis of their
ground state spin population while regarding other magnetic
sites inert. However, in the present context the computational
scheme of ref. 31 is applied on a 2D crystal motif displayed in
Fig. 1b so as to consider both the direct exchange and super-
exchange in the H-pair and V-pair respectively. The spin density
distribution of this system is first obtained. Next, the exchange
coupling for one V-pair is computed while its neighboring V-pair
is made dummy. Although, other than a specific magnetic pair
all other magnetic sites are made dummy, their effect is imposed
on the specific pair in terms of pre-calculated spin population
which can be understood from the spin density parameterization
of the Heisenberg Hamiltonian.*

In order to investigate the effect of periodicity on the
magnetic interaction, the periodic boundary condition is
imposed on the system. To deal with the extended solid,
different level of theoretical platforms are used which ranges
from the simple tight-binding model to the ab initio periodic
Hartree-Fock and modern DFT based methods.*® The eigen-
states of such periodic system can be labelled by the reciprocal-
lattice vectors, k, in the first Brillouin zone (BZ).** Since the
system is infinite, the quantum numbers k are continuous.
Calculation of the total energy requires a self-consistent calcu-
lation of the eigenvalues, which are performed at a finite
number of points in the Brillouin zone.** A recent work
expresses the charge transfer integral as the function of k
point®*® and thus stimulates us to investigate the influence of
increasing k point (within the first BZ) on the charge transfer
induced magnetism.

The structure of the complex is available in crystallographic
file format," this geometry of the complex is taken as its
ground state structure. While doing the periodic boundary
calculation with different k points, the Perdew-Burke-Ernzer-
hof exchange and correlation functional (PBE) is employed.*”
This exchange correlation functional is found to produce
superior accuracy for a broad variety of systems under periodic
boundary conditions.*® This advanced GGA functional includes
some electron correlation effects at larger distances. The
LANL2DZ basis set is chosen selectively for Cr atoms and
6-311++g(d,p) for all other atoms and this has been maintained
throughout for DFT calculations. The success of exchange
correlation functionals in accurate estimation of J is believed to
be intrinsically linked to the introduction of an amount of
Hartree-Fock (HF) exchange.* In this regard, the B(X)LYP
functional is prescribed as the optimum performer, where X is

14850 | RSC Adv., 2014, 4, 14847-14857

Paper

related to the percentage of Fock exchange.*® However, Martin
and Illas have shown that the coupling constant vary with X and
the result becomes satisfactory with X = 50.** Hence, in this
work we use BHandHLYP functional with X = 50, which has
already been found efficient to reproduce the experimental
value of coupling constant.*” This particular functional is
characterized to be a 1 : 1 mixture of DFT and exact exchange
energies which can be represented as Exc = 0.5E%" + 0.5E% >* +
0.5AERke88 + EEYP 93 This is also supported by Caballol et al.**
who have concluded that functionals assuming fully delo-
calized open shell magnetic orbitals, such as B3LYP, produce a
poor description of local moments.** Particularly, the B3LYP
functional is reported to produce inaccurate structural and
thermochemical parameters in the extended systems due to its
failure to attain homogeneous electron gas limit.*> On the
contrary, another school of thought advocate the use of B3LYP
with less amount of HF exchange to get a reliable estimate of
J.*® Nevertheless, the hybrid functionals are questioned for
their tendency to overstabilize the higher spin multiplet,
whereas the GGA functionals overestimate the stability of the
ground state.”” On the other hand, the hybrid meta GGA
functional TPSSh with 10% HF exchange shows a minimum
deviation (10-15%) in the J value compared to experiment.*®
Thus, among several other functionals, the TPSSh functional is
chosen by several groups for evaluating the exchange coupling
constant.*” In order to get a self-consistent result, here also a
set of exchange correlational functionals is applied to compute
the exchange coupling constant. The results obtained with DFT
are also validated with the multireference Complete Active
Space Self-Consistent Field (CASSCF) technique, based on the
active electron approximation. This technique incorporates
several important physical effects in both direct exchange and
superexchange cases for the calculation of magnetic interac-
tion.** However, the CAS method disregards important physical
mechanisms like ligand-spin polarization, dynamic spin
polarization, double spin polarization etc. and underestimates
the coupling constant in effect.”* These effects can be included
through the second order perturbation theory based upon the
UHF wave function. The complete active space second-order
perturbation theory (CASPT2) is a method which imposes
second order correction to the CAS wave functions, and found
useful in producing J close to experimental values.” This
method can further be refined by considering “external corre-
lation” through multireference configuration interaction
(MRCI) tools,”® among which the difference dedicated CI
(DDCI) approach by Miralles et al. has been particularly
successful to produce the desired degree of accuracy.*
However, to avoid computational rigor associated with such
sophisticated methods, in the present work the CASSCF is used
with a large active space which includes different configura-
tions connected to charge transfer excitation,” and thus
partially overrule the limitations of CASSCF. An active space of
ten electrons in nine orbitals [CASSCF (10, 9)] is used to
calculate the exchange coupling constant of the V-pair in this
work. All calculations are performed using Gaussian 09W suite
of quantum chemical package.”® The density of states (DOS)
plots are generated with GaussSum 2.2.%”

This journal is © The Royal Society of Chemistry 2014
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4. Results and discussion

Before dealing with the present dimeric system [Cr(Cp*),]
[ETCE], first the ground states of monomers (D and A) are taken
for pursuit. Since, there exists a probability for the neutral
[Cr"(Cp*),] to remain in the low-spin triplet or high-spin
quintet state, it requires a theoretical confirmation. The ground
state of the monomers is thus checked with different DFT
functional. These results are also compared with multireference
CASSCF to verify the reliability of DFT methods in properly
describing the ground state of the monomers. Everywhere, the
ground state is recognized as the low-spin triplet (Table S1 in
the ESIT), which is also reported experimentally.*”> Concerning
to an orbitally degenerate ground state of [Cr"(Cp*),], Cr** ion is
supposed to experience a quenching of the orbital angular
momentum due to static Jahn-Teller (JT) effect.”® Moreover, the
Cr ion in the DA™ species is also reported to be reluctant to
magnetic hysteresis and exhibit no magnetic anisotropy.** The
neutral acceptor unit, which initially exists in singlet ground
state, turns into an anionic doublet after accepting an electron
from neutral donor, leaving the donor in cationic quartet state.
The overall quintet spin state in [Cr(Cp*),][ETCE] dimer, with
three d-electrons on the Cr atom and one in the acceptor unit
finds validation in its spin density plot and references of similar

me-

(a) H-pair (b) V-pair

Fig.2 The 133 ¢-SOMO in (a) H-pair, and (b) V-pair, solely centered
on the acceptor.

RSC Advances

systems.'*” From the molecular orbital (MO) analysis of V-pair
and H-pair, 131 to 134 MOs appear as singly occupied molecular
orbitals (SOMO), of which 133 & MO is found to be composed of
the acceptor orbitals solely in both the pairs (Fig. 2). Since, the
computations are performed at U-DFT level, all the occupied
orbitals are in fact possessed by single electrons. Thus, here the
SOMOs are referred to as the a-occupied MOs which do not have
any B-counterpart of comparable energy.

Existence of this MO advocates for the single electron transfer
to the acceptor moiety. Rest of the SOMOs shows an equitable
contribution of Cp* and ETCE orbitals. Although in such
complexes metal d orbitals are reported as magnetic orbitals," in
the present case any contribution from Cr d-orbitals is found
surprisingly missing in the construction of the highest occupied
a-MOs. This contradiction probably stems from the non-Aufbau
kind of behavior, where the singly occupied metal orbitals are
buried below doubly occupied orbitals.** The density of states
(DOS) plot which shows the highest occupied B-spin orbitals at
higher energy levels than the highest occupied a-MOs (Fig. 3) also
supports this observation. This problem is often encountered in
systems having bonds with prevalently ionic character. Due to
this rearrangement of the electrons in shuffled MOs, the contri-
bution of d-orbitals is found in 126, 127 and 128 a-MOs which are
below the so called SOMOs. However, applying spin projection
technique (eqn (2)), the coupling is found to be very weak (] =
0.004 cm™ ') in the H-pair, compared to V-pair (J = 511 cm™ ).
Though weakly coupled, the H-pair takes a decisive role in setting
up the gross magnetic behavior in such crystals.®”

Now, to understand the charge transfer phenomenon, the
electronic configuration of D" and A~ in the V-pair is compared
with its neutral analogues (D° and A®). From the comparison of
the molecular orbitals of the individual D° and A° units, it
appears that the electron transits from the 86™ B-orbital of D° to
the 46™ o, MO of A°. In the receptor part, the antibonding nature
of the olefinic C-C orbitals further clarifies that this is the 7*
MO (Fig. 4). This analysis, performed in the background of
monomer approach, also provides necessary information for
the appropriate selection of donor and acceptor orbitals,
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Fig. 4 The 46" 0-MO of acceptor unit in both of the V-pair and H-pair.

participating in the charge transfer process. To trace the charge
transfer process, the system is analyzed at the transition state,
when one electron is being transferred from the donor B-orbital
to the w* MO of the acceptor. It has been shown previously that
the superexchange electronic charge resonance energy, which
we have denoted here as 2AE in eqn (5), can be substituted by
the charge transfer integral (Hp,) or the direct vacuum elec-
tronic coupling term.* The initial and final states of electron
transfer has been crucial in the determination of the two-state
approximation. In determining the initial and final states of the
electron transfer, the B-LUMO of the isolated donor D" is taken
as the donor orbital since the electron was initially localized on
that particular orbital. Whereas, in the acceptor part A, the
a-LUMO is taken as the recipient orbital since the hopping
electron is going to be localized on that orbital.*® Using the
energies of the concerned orbitals, the magnetic exchange
coupling constant is estimated as 514 cm ™' through eqn (9) (at
UBH and HLYP/6-311++g(d,p) with LANL2DZ extrabasis on Cr)
which is in reasonable agreement with the J, estimated at same
level of theory through the famous spin projection technique
(eqn (2)) of Yamaguchi (Table 1). To compare these values
obtained through DFT, a more accurate CASSCF technique is
adopted as well, which is capable to describe the multireference
character of involved radicals. The CASSCF wave function is
constructed allowing all possible combination of ten electrons
in nine orbitals resulting in a CASSCF (10,9) active space. The
active space includes SOMOs, Le., Cr d,%, d,”_,” and d,y-orbitals
on the donor fragment and also the singly occupied m*-orbital
on the acceptor fragment. The orbitals, which on a test calcu-
lation using a larger active space (namely a 14 electrons and 11
orbitals space), shows an occupancy of 1.99 electrons, are
moved to core orbitals. The chosen active orbitals are shown in
Fig. 5. From Table 1, the chosen functional BHandHLYP and
CASSCF are found to produce similar value of exchange
coupling constant. Moreover, in all the methodologies, same
kind of spin density alternation (up-down-up) in Cr-Cp*-ETCE
is observed, which is indicative of the superexchange mecha-
nism (see Table S2 in the ESIT).

Table 1 Comparison of coupling constant values (J) for the V-pair,
obtained through different methodology

1

Level of theory Jincm™
BHandHLYP/6-311++g(d,p) with 511
LANL2DZ extrabasis on Cr

CASSCF(10,9)/LANL2DZ 439
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Competition between exchange mechanisms

So far the spin topology of the V-pair is concerned, it is inter-
esting to note significant spin density on Cp* moiety which
intervenes the magnetic sites Cr and the acceptor ETCE. This
observation suggests that bridging Cp* ligand is playing a role
to couple the spins on Cr and ETCE through superexchange
process. The spin density alternation further affirms the
possibility of superexchange.” The spin density alternation in
the V-pair also justifies the McConnell-I mechanism, according
to which, the majority spin on the metal atom induces a nega-
tive spin density on the Cp* motif, which in its turn spawns
positive spin density on the acceptor part. On the other hand;
absence of any such bridging ligand in between the magnetic
sites of H-pair makes direct exchange the only mechanism for
the interaction of spins. Earlier studies pointed out two such
contributions to the magnetic coupling;

J = Jg (for FM interaction) + Jar (for AFM interaction)
= 2K, — 4,71U, (10)
where K; describes direct exchange between magnetic orbitals
and generally considered as ferromagnetic contribution.*® The
second part, including the hopping integral ¢; and the on-site
Coulomb repulsion U, is usually termed as kinetic exchange in
Anderson's interpretation and antiferromagnetically contrib-
utes to the total coupling constant.*” In a model proposed by
Heitler and London, J is similarly split into ferro- and antifer-
romagnetic parts
J =K+ 28S. (11)
The first part, being the two-electron exchange integral is
necessarily positive; whereas the second part contains reso-
nance integral (8) and an overlap integral (S), which are of
opposite sign and thus their product becomes negative. Hence,
the value of overlap integral plays a crucial role in controlling
the overall nature of magnetic interaction.®® However, the value
of direct exchange coupling constant, estimated through spin
projection technique, in case of H-pair is found to be very weak
(0.004 cm™ ') compared to that (511 cm ') in case of V-pair,
where the superexchange is operative. This observation is in
agreement with Anderson's explanation where the super-
exchange is argued to be more intense than direct exchange on
the basis of metal-ligand overlap.*® The direct exchange
interaction is considered to be comparatively weaker because it
operates between spatially orthogonal wave functions.
Further, the degree of exchange is found to be largely affected
from the distance between the magnetic sites.** Hence, the large
distance of 7.248 A between the donor and acceptor in H-pair is
another reason for the weaker direct exchange compared to
superexchange. This observation is in agreement with the result
of theoretical and experimental works, executed on similar
systems,*” where the intrachain (V-pair) magnetic interaction is
found to be much stronger than interchain (H-pair) interaction.
Though weak, the interchain coupling takes a significant role
in deciding the overall magnetic ordering of the system.****
Hence, both of these V-pair superexchange and H-pair direct

This journal is © The Royal Society of Chemistry 2014
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Fig. 5 A qualitative MO diagram of the chosen active space for the CASSCF calculation, containing 10 electrons in 9 orbitals.

exchange are to be simultaneously taken into account to explain
the bulk magnetic behavior. As a replica of the bulk system, a
two-dimensional (2D) motif of the crystal (Fig. 1b) is scooped out
where both H-pair and V-pair are present. Next, following the
computational strategy stated in ref. 31, the second vertical
column is made dummy in order to compute the coupling
constant in the 1% V-pair. The exchange interaction between the
donor-acceptor pair in horizontal direction is quantified
through similar approach. A comparable approach requires
embedding the central unit in a field of point charges.*® Inclu-
sion of neighboring units is found to be a good approximation to
the bulk property.® The value of coupling constant (J), obtained
in this way for the V-pair considerably decreased to 13 cm™*
compared to the earlier computed J value of 511 cm ™" (Table 1).
On the other hand, in the H-pair there is a slight increase
(0.007 cm ™). This indicates some kind of antagonism between
direct exchange and superexchange. Since this truncated
model reproduces the bulk-behavior, the coupling constant of
this system is ideal to compare with that obtained from experi-
mental data.

The value of J drastically decreases in a two-dimensional
system, compared to that in the single V-pair. A close compar-
ison of the parameters, required to get coupling constant from
eqn (2), reveals that except the energy of BS state all other
factors are nearly same in single pair and 2D model. This clearly
indicates that in the 2D model the BS state gets more stability
compared to single D'A™ pair, which can be attributed to the
interchain interaction. In the extended model, one single D*A~
pair finds another such A"D" pair in its neighbor, which causes
a distortion in its equilibrium configuration.’” Following the
second order perturbation it can be shown that there is an
orbital interaction between neighboring chains, which eventu-
ally stabilizes the broken-symmetry state.®* Moreover, the
difference of spin density in these two situations, also contrib-
utes to such steep change in the value of coupling constant (see
Fig. S1 in the ESIt). A decrease of spin density is noticed in the

This journal is © The Royal Society of Chemistry 2014

two dimensional array due to dispersion of spin densities from
magnetic sites, which affect the coupling constants. This fact
finds its support from the recent works which advocate for an
intimate relationship between the spin population and
coupling constant.>»*

Effect of periodicity

For a proper understanding of the magnetic interaction in the
extended system, one must concentrate on studying the
magnetic interaction as a periodic function. To gain an insight
to the magnetic property in the periodic lattice system, periodic
boundary condition is imposed on the system with the trans-
lational vectors 10.796 A in the vertical direction and 16.161 A in
the horizontal direction. An attempt to compute the J value in
the periodic boundary is failed in case of the horizontal pair
because of the non-convergence of BS solution. This can be
attributed to the large distance between donor and acceptor
which does not allow mixing of the orbitals on magnetic centers
and the BS state cannot be constructed in consequence. This
fact is also ensured from a very weak value of coupling constant
for H-pair. The electron tunneling rate is also found to decay
exponentially with distance.>»*® For this, the vertical pair is only
chosen to investigate the effect of periodicity on its magnetism.

It has been previously anticipated that the prediction of a
local property, e.g., spin density for a system in cluster or in PBC
are similar for a particular functional.** The comparison of spin
density in PBE functional can be found in Tables S2 and S3 of the
ESLT A close inspection of Tables S2 and S37 reveals a change in
the spin density under PBC (see Table S3 in the ESI}). This is
expected to bring about the variation in magnetic interaction.
However, a variation in the choice of the k-point grid shows that
after the 3™ k-point, the change in spin density becomes insig-
nificant which implies the attainment of the bulk limit.
Computation of magnetic exchange coupling constant with the
constraint of periodic boundary reveals an antiferromagnetic
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Fig. 6 The density of states plots of the V-pair in (a) gas phase and (b) under periodic boundary condition.

(AFM) interaction in vertical direction. The AFM interaction in
the V-pair under periodic boundary condition (PBC) is in the
stark contrast to the positive value of coupling constant in
absence of PBC. The change over from FM to AFM exchange
within the periodic boundary condition may be argued to be
arising out of this difference in functionals. To verify this, in
absence of PBC the exchange coupling constant for the V-pair is
also estimated using PBE functional in unrestricted framework
which results in the J value of 133 cm ™. This result shows that
from the methodological point of concern, though the func-
tional may alter the extent of coupling,® it cannot overturn the
magnetic nature at least in the present case. Thus imposition of
periodicity only can be attributed to such change in the magnetic
behavior. This spin crossover can be understood in terms of
charge transfer integral ¢; in eqn (4).° In this extended model, a
particular donor (DY) finds two acceptor units (A~) below and
above it unlike in the single V-pair. This increases the possibility
of charge transfer, leading to the stabilization of AFM state. The
exchange coupling constant under PBC is also calculated in the
hybrid PBEO functional for convenience,®” which also predicts
antiferromagnetic exchange in the periodic lattice. The results
are given in Table S4 of the ESLt{ The larger estimate of
produced by the hybrid PBEO functional, in comparison to the
pure PBE functional, can be explained due to the presence of a
fraction of exact exchange which has a much larger extent than
the DFT exchange considered in the pure functional. The AFM
exchange coupling within the periodic boundary approach can
further be envisaged as the effect induced by increasing the
degrees of freedom of an electron. Thus the system gains
stabilization in presence of PBC which can be confirmed from
the energy comparison of V-pair, computed at same theoretical
level [UPBEPBE/6-311++g(d,p) level with LANL2DZ as extrabasis
on Cr atom]. The energy of the system without periodic
boundary is —2445.135 a.u. and with the periodic boundary the
energy is —2445.142 a.u. The periodic electron density can thus
be assumed to be more delocalized which in turn induces a
decreasing shift in Hubbard U parameter.®® Now, there is a
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report of the lowering of energy of the d-states with increase in U
parameter.® So, a decreasing shift in U should uplift the energy
levels of d-states, which is apparent from the DOS plots in
aperiodic and periodic conditions (Fig. 6). Hence, a small value
of U is expected in a periodic boundary formulation.®® From the
comparison of DOS plots in aperiodic and periodic systems, not
only the upliftment of Cr d-states, but also the destabilization of
Cp* ligands can be noticed. In addition, the up-spin orbital of
acceptor lowers down in energy in the periodic condition. This
situation brings the down-spin orbital of lower Cp* ring and the
up-spin orbital of acceptor unit within the same energy range
and thus facilitate their overlap in the periodic condition of the
system. Hence, a small value of U together with non-zero value of
S result in a stronger AFM interaction, which eventually super-
sedes the FM interaction and turns the system into a weak
antiferromagnet in the periodic condition. However, the overall
ferromagnetism in the bulk is manifested through an ensemble
of different mechanisms.®%%7*"*

5. Conclusion

The phenomenon of charge transfer (CT) is of paramount
impact in guiding the courses of several biological and chemical
processes. In the present study, the charge transfer process is
also found effective in governing the magnetic behavior of
metallocene based charge transfer complexes. A recently
synthesized system, [Cr(Cp*),][ETCE] is taken as the represen-
tative MBCTC to explore the influence of charge transfer on the
magnetic behavior of such donor-acceptor complexes. Ander-
son in his pioneering work ascribed charge transfer as the
origin of kinetic exchange and correlated this exchange with the
second order perturbation energy for such charge transfer. In a
recent work, using this approach of Anderson, the coupling
constant is parameterized with spin population (eqn (5)).
However, eqn (5) is employed to account for through bond
charge transfer in a superexchange process. On the contrary,
NBO analysis for the present system clarifies a zero overlap
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status in between the donor and acceptor, which necessitates
the tunneling of electron in its journey from the donor to the
acceptor. Hence, in the present work, eqn (5) is modified to take
the electron tunneling matrix element (Hp,) into account to
determine the coupling constant. This integral, is evaluated
from the zeroth order eigenvalues of pure donor and acceptor at
the transition state of the electron transfer process. The
exchange coupling constant (J1), obtained in this way (eqn (9)) is
well in agreement with J, the coupling constant derived through
well-known spin projection technique of Yamaguchi (eqn (2)).
The charge transfer interaction happens to be the central in
such type of complexes where the magnetic interaction begins
after the charge dislocates from the donor to the acceptor
creating one magnetic site at the acceptor.

The topological difference of V-pair and H-pair leads to the
possibility of concurrent and competitive exchange interactions
at different directions. In V-pair, the intervening Cp* ring
assists the transfer of electron from metal to acceptor unit and
hence there operates the superexchange process in this direc-
tion. In the other direction, the donor and acceptor are far
separated and there is no such aid for the spins to be trans-
ferred from the donor to the acceptor. Hence the direct
exchange process becomes only viable in H-pair. From the
comparison of the coupling constant values, the superexchange
interaction is found dominant in between two exchange
processes in [Cr(Cp*),][ETCE]. Since, the weak interaction in the
horizontal direction takes a decisive role to render overall
magnetic ordering; the V- and H-pairs are simultaneously taken
into account. This situation opens up the possibility of several
exchange interactions among multiple magnetic sites, which is
estimated through one of our earlier developed computational
scheme, referred to as dummy approach within the text. The
coupling constant value for the V-pair, obtained through this
approach is found to be very low compared to the previous
value, where only the V-pair is considered. The drastic decrease
in the J value through dummy approach is attributed to the
interchain interaction. The coexistence of competitive super-
exchange and direct exchange in this truncated model repli-
cates the bulk behavior. The small positive value of J supports
the weak ferromagnetic nature of this MBCTC by Wang et al.™

It has been of optimal challenge to investigate the nature of
magnetism in a crystal system. The best way to mimic the real
network of spins of a cluster demands the application of peri-
odic boundary condition. The PBC can treat systems in bulk
condition with much less computational effort without taking
the finite size-effect and border-effect. Our calculation clearly
shows that the magnetic interaction in one dimensional peri-
odic lattice of such kind of system in the vertical direction is
antiferromagnetic and the extent of magnetism is too low.
Moreover, it is interesting to note that the FM system turns into
an AFM one with imposition of periodic boundary condition.
This change over in the magnetic status of the system is
explained with the rearrangement of the density of states in
[Cr(Cp*),][ETCE]. In this condition, there occurs a simulta-
neous higher and lower energy shifts in the donor and acceptor
orbitals respectively and the donor-acceptor overlap integral
gains a non-zero value, which is otherwise zero in the system.
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This lift in energy of the d-states is also supported from the easy
dispersion of alpha spin to the Cp* ligand orbital. Hence, this
situation facilitates electron delocalization and results a lower
Hubbard U value. As a consequence of all these facts the
[Cr(Cp*),][ETCE] which exhibits ferromagnetic coupling in the
single D'A™ pair, turns into a antiferromagnetic system in the
periodic condition along vertical direction. However, the
convolution of different exchanges pervading the crystal makes
it a weak ferromagnet. An extended review on MBCTC divulges
that there is a delicate balance in the sign of coupling constant
in horizontal direction.® This weak, still competing magnetic
interaction is regarded as the principle criterion for metamag-
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netism.”” However, this work suggests a delicate poise of

magnetic interaction in the vertical direction as well.
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ABSTRACT: Magnetic anisotropy of a set of octahedral Cr(III)
complexes is studied theoretically. The magnetic anisotropy is
quantified in terms of zero-field splitting (ZFS) parameter D, which
appeared sensitive toward ligand substitution. The increased z-
donation capacity of the ligand enhances the magnetic anisotropy of
the complexes. The axial 7-donor ligand of a complex is found to
produce an easy-plane type (D > 0) magnetic anisotropy, while the
replacement of the axial ligands with 7-acceptors entails the inversion
of magnetic anisotropy into the easy-axis type (D < 0). This
observation enables one to fabricate a single molecule magnet for
which easy-axis type magnetic anisotropy is an indispensable
criterion. The equatorial ligands are also found to play a role in
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tuning the magnetic anisotropy. The magnetic anisotropy property is

also correlated with the nonlinear optical (NLO) response. The value of the first hyperpolarizability varies proportionately with
the magnitude of the ZFS parameter. Finally, it has also been shown that a rational design of simple octahedral complexes with
desired anisotropy characteristics is possible through the proper ligand selection.

B INTRODUCTION

Magnetically interacting open-shell transition metal ion clusters
have been a topic of thorough investigation in the past few
decades, which has caused the divergent areas of chemistry and
physics to meet." Interesting catalytic, biochemical, and physical
properties of paramagnetic metal complexes have drawn the
attention of many researchers and material scientists.” Magnetic
materials based on molecular lattices, rather than continuous
lattices of classical magnets, have been designed and
synthesized.> Recently, polynuclear clusters assembled from
mononuclear coordination complexes have become a subject of
increased interest since it is relevant for the study of “single-
molecule magnets” (SMMs).* A phenomenon hindering spin
inversion causes certain molecules to exhibit slow relaxation of
the magnetization after removal of an applied magnetic field,
thus showing SMM behavior.>® The discovery that some metal
coordination clusters may behave as SMMs>”® has provoked
plentiful research in the direction of their potential applications
in }gligllll-density information storage and quantum comput-
ing.

The genesis of SMM behavior is a large easy-axis magnetic
anisotropy and concomitant high energy barrier that needs to
be overcome for the reversal of the magnetic moment. The
barrier to reorient spin in magnetic molecules can be given by |
DIS* for molecules with integer spins and IDI(S* — 1/4) for
molecules with half integer spins, where D is the zero-field
splitting (ZFS) parameter and S is the ground state spin.'”
Molecular systems containing a large number of paramagnetic
centers with significant negative D are the most suitable

W ACS Publications  © 2012 American Chemical Society
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candidates to be used as SMMs.> However, most of these
species show either low negative or positive D value in spite of
having high ground state spin. Recently, a few lanthanide
complexes have been reported to show slow magnetic
relaxation behavior. For example, phthalocyanine double-
decker complexes with Tb(IV) and Er(III) encapsulated in a
polyoxometalate framework exhibit an extremely high negative
anisotropy barrier.">'* Several complexes of Fe(II), U(III) and
Dy(III) also show similar characteristics.">~"” Another novel
class of nanomagnets called the single-chain magnets (SCMs),
can be formed by combination of the SMMs."* >* A series of
one-dimensional cyano-bridged coordination solids
(DMF),MReCl,(CN),, with M = Mn, Fe, Co, Ni, have been
reported to show a slow relaxation of magnetization.”*
Moreover, in the combination of SMMs in which the easy-
axes of anisotropies are linked in a parallel manner, can lead to
a large easy-axis type (D < 0) anisotropy in the long-chain
range, and manifestation of a slow relaxation of magnetization
can occur.”®

The dependence of the ZFS parameter (D) on the nature of
ligands has long been a subject of enormous interest.”® For
example, the synthesis and characterization of a series of high-
spin hexa-coordinated dihalide Mn(II) complexes [Mn(tpa)X,]
(tpa = tris-2-picolylamine; X = I, Br, and Cl) advocate for the
presence of such ligand effects showing an increase in the D
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value with I relative to that with Br and Cl (D; > Dy, > D¢;).2*

Recently Karunadasa et al. have shown the variation in
magnetic anisotropy in a few pseudo- octahedral first-row
transition metal complexes by varying hgands A series of
octahedral complexes [Cr(dmpe),(CN)X]* (dmpe =1,2-bis-
(dimethylphosphino)ethane, X = Cl, Br, I) and Cr-
(dmpe),(CN)X (X = Cl, I) has been studied, and a similar
trend as that discussed above has been observed. Logically, the
observed trends can be attributed to factors such as changes in
d-orbital splitting with the nature of the halide, the influence of
ligand spin—orbit coupling, and so on. A simple computational
model may be useful for a clear analysis of the observed
changes in D as a function of the nature of the ligands. One of
the interesting properties that such types of organometalhc
complexes manifest is the nonlinear optical (NLO) property.”
Molecular NLO materials are of considerable scientific interest
due to their potential application in the field of optoelectronics
and all-optical data processing technologies.””*° In a number of
works, the magnetlc groperty of materials has been related to
the NLO response Therefore, it can be intuited that there
exists a correlation between NLO response and ZFS parameter.
In order to understand the effect of the ligands to tune the
magnetic anisotropy in transition metal complexes, a systematic
DFT study was carried out on a few chosen systems (Figure 1).

— -+
X
Me, Me,
P///, " \\P X=Cl for Complex 1
X=Br for Complex 2
X=I for Complex 3
Mez M92
| CN _

Figure 1. Structures of the octahedral complexes [Cr(dmpe),(CN)-
X]*, (X = Cl, By, I for complexes 1, 2, and 3, respectively).

The observed trends in the D values of the octahedral
complexes [Cr(dmpe),(CN)X]* (dmpe = 1,2-bis-
(dimethylphosphino)ethane, X = Cl, Br, I) enable one to
estimate the contribution of the halides toward the ZFS of the
whole molecule. Such contributions of the ligands are
correlated with the energy difference between the highest
occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO), and second-order NLO response.
A positive value of D would correspond to an easy-plane type
(ie, D > 0) magnetic anisotropy. On the other hand, a negative
value relating to the easy-axis type (i.e, D < 0) magnetic
anisotropy would make the systems more interesting for
various applications. As a logical consequence, the second part
of our work involves the study of the magnetic nature of the
complexes in which both the axial positions of the complex are
replaced either by 7-donor or 7-acceptor ligands to inspect the
magnetic nature of the complexes as a function of ligand
substitution.

B THEORETICAL BACKGROUND

Magnetic anisotropy leads to the splitting of 25+1 magnetic
sublevels even in the absence of an external magnetic field, and
this phenomenon is called ZFS. The degeneracy of the M,
states is lifted due to ZFS in molecules having § > 1/2.
Prediction of the ZFS in transition-metal complexes using
density functional theory (DFT)-based methods has been a

5208

subject of scientific interest.”® The uncoupled perturbation
theoretical approach in the framework of unrestricted Kohn—
Sham formalism is adopted to determine the spin—orbit
coupling contribution to ZFS.>* The second-order correction to
the total energy of a system due to spin—orbit coupling can be
expressed as

_ 06’ co6' o' 0
Ay =D X M7,
oo’ ij (1)

where o is used to denote different spin degrees of freedom and
i and j denote coordinate labels, x, y, and z. Here S; °” is defined
as

S‘UO" — <Z0|Si|)(0/> (2)

x” and y” are a set of spinors that are constructed from a
unitary transformation on the S, eigenstates. The matrix
elements M, are described as

oo’ _
M‘.}. = —

Y (0, Vg, Mo, Vie,)

€6 ~ &g’

3)

In this equation, ¢, and ¢, are occupied and unoccupied
states with energies g, and &/, respectively. The operator V, is
related to the derivative of coulomb potential. In the absence of
magnetic field, the change in energy of the system in the
second-order can be written as

Ay = D rASX(S)
ij

ki

(4)

Diagonalizing the anisotropy tensor y, one can obtain the
eigenvalues y,,, 7,,, and v, and, consequently, the second-order
perturbation energy can be written as

1
A, = g(Vxx +7, +1)S(S + 1)

+ %[);z - %(yxx + }'yy)]BSi - 8(S+1)]

1
+ ;(}@x

—1,)(8 = S) )

Parameterization of the anisotropy tensor components (7,
Yoy ¥,.) with D and E, which are the axial and the rhombic ZFS
parameters, respectively, gives rise to the following simplified
expression:

Hyps = D[sj - ls(s + 1)} + E[S; - S;]
3 (6)

The sign of the axial ZFS parameter D is important in
determining the nature of the magnetic property associated
with the system. For a positive value of D, the system cannot
show magnetic phenomena, and the magnetic anisotropy is
termed easy-plane anisotropy. On the other hand, the negative

value of D is the basic requirement for a material to become
SMM.*

B COMPUTATIONAL DETAILS

Single-point calculations on the chosen octahedral Cr(III)-
complexes (Figure 1) are carried out on the crystallographic
geometries obtained from ref 27. Followmg the methodology
proposed by Pederson and Khanna,** the ORCA*® code is used
to calculate the ZFS tensor in DFT formalism. We have
calculated the ZFS parameters using the BPW91 functional,*’

dx.doi.org/10.1021/jp3006603 | J. Phys. Chem. A 2012, 116, 5207—5215
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and TZV basis set,*® and taking advantage of the resolution of
the identity (RI) approximation with the auxiliary TZV/]
Coulomb fitting basis set,”® under unrestricted Kohn—Sham
formalism. This methodology, as adopted in this work, is being
widely used to compute the ZFS parameter.’””“* Although
there are several methods available for the computation of the
ZFS parameter, the Pederson and Khanna (PK) method is
known to produce the correct sign of the ZFS parameter.’”*
Moreover, it has also been observed that the ZFS contributions
predicted by this method show fair agreement with accurate ab
initio and experimental results. With regard to the computation
of the ZFS parameter, other DFT methods that are being used
are Neese’s quasi-restricted (QR) approach,*' and the coupled-
perturbed spin orbit coupling (CP-SOC) method.* Recently,
some more sophisticated ab initio techniques have proven to
produce excellent results.”> Nevertheless, the justification of
using the PK method in the case of Mn(II) systems by Neese
and co-workers solicits for the selection of this method in the
present work.> Earlier studies have concluded that magnetic
anisotropy values have strong dependence on the functionals;
however, the same is less dependent on basis sets.>’*** It has
also been previously explained that the performance of the
nonhybrid functionals toward the prediction of the D
parameter is excellent.* Thus it can be expected that the
BPWO91 functional will be a good choice for the calculation of
the ZFS parameter, which has also been shown by Rodriguez et
al >’ The second-order NLO response /3 has been calculated
using the Gaussian 09W*® suite of software, using the same
methodology as the ZFS parameter. As the Gaussian suit of
software does not allow the use of TZV basis set for the
element iodine, we supply the midi-x basis set as an extrabasis
for the element iodine. The midi-x basis set is a heteroatom-
polarized valence-double- basis set that is known to be good at
predicting partial atomic charges accurately.*’

B RESULTS AND DISCUSSION

A. Role of z-Donation from Ligand. The ZFS parameters
are computed for complexes 1, 2, and 3 (Figure 1). The
agreement between the calculated and the experimental values
can be followed from Table 1. The ZFS is known to arise from

Table 1. Experimental (D,,,) and Calculated (D) ZFS
Parameters for the Complexes 1, 2, and 3

complex formula D, (em™) Dye (em™)
1 [Cr(dmpe),(CN)CI]* 0.11 0.27
2 [Cr(dmpe),(CN)Br]* 1.28 1.45
3 [Cr(dmpe),(CN)I]* 2.30 5.66

small differences of various contributions; thus, a better
agreement with the experimental results can rarely be
expected.** However, the order of magnitude of the ZFS
parameters are in parity with experimental observations.
Moreover, similar to the experimental trend, the magnitude
of D increases gradually from complex 1 to 3 in the present
study. Although it is difficult to relate the electron pulling
capacity of a ligand with the help of electronegativity of the
ligand in the complex, the effect of covalency cannot be
ignored. A covalent interaction of the central metal with the
ligand aids in the delocalization of unpaired spins away from
the metal.*” This phenomenon is often explained through the
orbital reduction factor k, which is defined by Stevens as the
decrease in the orbital angular momentum of an unpaired
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electron in the d-orbital.>° Previously, it has been shown that
the orbital reduction factor is associated with the time spent by
the unpaired electron in the adjacent ligands.>" The orbital
reduction factor is expressed as follows:

_ (W)
©(dlnd.)

7)

where [ is the orbital angular momentum operator, and Id) and
I¥) are free ion d-orbitals and molecular orbitals, respectively.*>
However, k can be reduced to the following working equation
for computational realization:

2141

21+1 .
_ zi=-: }4=1 C(l) ,u)z
21 +1

k

(8)

for [ = 2, i runs over d atomic orbitals (AOs) and y runs over
molecular orbitals (MOs) with dominant d-contributions, with
c(ipt) being the contribution of ith AO to the uth MO.** The
orbital reduction factor value obtained for complexes 1, 2, and 3
are 1.16, 0.95, and 0.85, respectively. A reduction in the orbital
angular momentum from the free ion value can be taken as
evidence of covalency between the central ion and the ligand
ion.>* Following Pellow and Vala,> it clearly appears that the
value of orbital reduction factor is dependent on the ratio of the
metal and the ligand spin—orbit coupling. Hence, a smaller
value of the orbital reduction factor depicts a larger spin—orbit
coupling contribution from the ligand to the overall magnetic
anisotropy characteristics of the complex. Although the
conventional orbital reduction factor has values within 0 and
1, a k value larger than 1 can arise due to the admixture of states
with different multiplicity.*® A value of k greater than 1 signifies
that the spin—orbit coupling of the complex is greater than the
free ion value.>> This point has been explained thoroughly b

Griffith on the basis of the delocalization of the d-orbitals.>®

The halogen ligands are also known for their 7-donation ability,
which increases down the halogen group. Hence gradual
increase in the magnitude of D parameter can primarily be
attributed to the m-donation strength or the basicity of the
halide ligands.

The ZFS parameters are usually understood in the
framework of ligand-field (LF) theory as many other properties
of transition metal complexes.>® In an octahedral field, the
degenerate d-orbitals of the metal ion is split into two levels,
namely, t,, and e,. The ground state of Cr(III) in an octahedral
environment has the electronic configuration t2g3 which gives
rise to the 4A2g state. The three unpaired electrons in this d°
system remain in the nonbonding d,,, d,,, and d., orbitals of the
tye group. There are six one-electron promotions that give rise
to *T, gand T, , excited states. These two states are different in
energy, but only the 4TZg state can couple to the ground state.”’
However t‘zgzeg1 configuration corresponds to a 4T state, and,
particularly, these excitations within the metal d-shell make the
most important contributions to the ZFS.*® Four types of
excitations that are found to contribute to the D tensor are
SOMO-VMO (a— a), SOMO—-SOMO (a— f), DOMO—
VMO (f— a), and DOMO-SOMO (f— ), where SOMO,
VMO, and DOMO refer to singly occupied, virtual, and doubly
occupied MOs, respectively. In the unrestricted formalism, all
the orbitals are singly occupied by up-spin or down-spin. Thus,
the SOMO:s are referred to as those occupied up-spin MOs that
do not have any population in their down-spin counter parts.
Similarly, those orbitals having population in both the up and
their corresponding down spin MOs are considered here as
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DOMOs. In Table 2, these individual excitation contributions
to the D are listed. It can be seen from Table 2 that all the

Table 2. Individual Excitation Contribution to the Total ZFS
Parameter D

SOMO— DOMO-— SOMO— DOMO-—
SOMO (a— VMO (f—» VMO (a—» SOMO (f—
complexes B Q) Q) B
complex 1 0.02 —0.35 0.29 0.31
complex 2 1.53 —4.78 3.64 1.06
complex 3 11.87 —2522 17.99 1.02

individual contributions are more or less in accordance with the
experimentally observed trend in the values of ZFS parameters,
i.e., these contributions also increase from ClI to I in almost all
cases. The crucial dependence of the ZFS parameter on various
important d — d excited states, involving spin-allowed and
forbidden intra-SOMO spin flip excitations can be observed
from Table 2.°° Among the four excitations, two important
contributions stem from a— a and ff/— « excitations, which
correspond to the SOMO—-VMO and DOMO—-VMO
transitions, respectively. The first one has maximum positive
contribution toward the overall D of the molecule, while the
DOMO — VMO has the highest negative contribution for the
same. The magnetic response of the electronic ground state is
largely determined by the d—d excited states of the same
multiplicity as that of the ground state.’® The HOMO —
LUMO transition is so spin conserving that the d—d transition
can exclusively be made responsible for the ZFS.*' This
observation draws our attention to the HOMO—LUMO gap of
the molecules, where HOMO is the highest energy SOMO.
TDDFT calculations for the study of the d—d vertical
excitations are carried out with the same basis set and
functional to see which of these excitations are most important
for the ZFS. The TDDFT results (see Supporting Information)
for all three complexes reveal that, among the d—d transitions,
those transitions that correspond to the highest oscillator
strength are HOMO—LUMO transitions.

The HOMOs in all three cases are pr—dr antibonding
orbitals (Figure 2), while the LUMOs are mainly concentrated

HOMO

LUMO

Figure 2. The HOMOs and the LUMOs of the octahedral Cr(III)
complexes. The equatorial ligands are in tube form for clarity.
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Figure 3. Decrease in the HOMO—-LUMO gap on going from
complex 1 to complex 3, with the increase in z-donation strength from
Clto L

reduces from the chloride complex to the iodide complex
(Figure 3). Thus, it is expected that in case of the chloride
complex, the D value will be lowest in magnitude as the
denominator in eq 3 is largest. Hence the increase in the D
value from complex 1 to 3 is justifiable from the standpoint of
the reducing HOMO-LUMO gap.

Moreover, a reduction in the HOMO—-LUMO gap has its
manifestation in the NLO properties of materials.>" This single
parameter, the HOMO—LUMO gap, is established as a key
factor to tune both the magnetic behavior and the NLO
response simultaneously.®" Electronic charge-transfer transition
is responsible for NLO response in materials. Analysis of the
results obtained from the calculation of the second-order NLO
response reveals that there is a unidirectional charge-transfer
transition, as one particular tensorial component of 5, namely
P.. is the dominatin§ term, with z-axis being parallel to the
metal halogen bond.”” A good z-donation from the ligand
increases the diffusibility of the electronic cloud in between the
metal and the ligand, which in turn is responsible for the
hyperpolarizability of the molecule. Hence, the physical origin
of the high S, for complex 3 can be correlated with the strong
n-donation ability of iodine. On the other hand, it is clear from
eq 3 that the denominator of the tensorial component of
magnetic anisotropy corresponds to the energy difference
between the occupied and unoccupied energy levels. In that
case, an increase in first hyperpolarizability value can be
envisaged as a tool toward the prediction of increasing magnetic
anisotropy. Keeping this view in mind, we have also computed
the first hyperpolarizability that is the second-order NLO
response of the complexes. The first hyperpolarizability values
are given in Table 3 along with the HOMO—LUMO energy
gap. Scrutiny of Table 3 shows that as we go from complex 1 to
complex 3 with increased 7-donation of one axial ligand, the
value of B, is increased, showing the validity of the idea of

on the metal d-orbitals with no contribution from the ligands.
Since the LUMOs, mainly composed of metal d,2_,> orbitals, are
not in a desired orientation to interact with halides, they are
found to be almost constant in energy with the variation in
halides (Figure 3). Interaction of halide p-orbitals with the
metal d-orbitals leads to destabilization of those orbitals by
mixing with them in an antibonding fashion. The extent of
destabilization increases with the donation property of the
halide z-donor. Hence, the HOMO—-LUMO gap eventually
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Table 3. The First Hyperpolarizability Values of Complexes
1, 2, and 3 and Corresponding HOMO—-LUMO Gaps

(AEy)

HOMO-LUMO energy gap hyperpolarizability (,..)
)

complexes (AEy) (in eV) in au.
1 32 —146.61
2 29 —393.90
3 2.7 —546.01

dx.doi.org/10.1021/jp3006603 | J. Phys. Chem. A 2012, 116, 5207—5215



The Journal of Physical Chemistry A

getting a prediction over the magnitude of ZFS from the NLO
response.

B. Effect of Individual Ligands toward the ZFS of a
Molecule. The interaction of the z-donor ligand with the d-
orbitals in the t, , group is shown in Figure 4. The z-interaction

Energy

4 f?’ -
Y

d.\': + Cp x

d.+Cp,

Figure 4. A qualitative MO diagram of [Cr(dmpe),(CN)X]* showing
interaction of the metal d-orbitals with 7-donor ligands.

lifts the SOMOs containing d,, and d,, orbitals upward by
forming pr—dr antibonding orbitals. In order to study the
effect imparted by the ligands, a DFT calculation is performed
by replacing the ligands of focus by point charges of same
magnitude as that on the ligand. The purpose of this model is
to nullify the z-interaction between the ligand orbitals and the
metal d-orbitals. The charge in place of the ligand is retained to
model the same crystal field environment as in the original
complex and enforces a similar occupation of the orbitals.®!
When the ligand is replaced by a point charge, the D value,
which is denoted here as Dy, corresponds to the ZFS of the
complex, excluding that specific ligand. The idea as coined by
Neese and Solomon® is that the ligand contribution to the
total D can be estimated from the difference of the Dy from the
molecular D values. The use of point charges in the calculation
of the electronic spectra of complexes is known as the “Sparkle”
model.”” Hence, the method employing the point charge,
described above, can be used as a scheme for getting a
fingerprint of the ligand contribution toward the total SOC of
the complex in the DFT framework. The results given in Table
4 depict that there is a considerable contribution from the
halide ligands to the magnetic anisotropy of the complexes, i.e.,
the participation of the halide ligands in the spin—orbit
coupling is very pronounced. The contribution from ligand is
also increased from chloride to iodide. This result is quite
consistent with the fact that, as iodine has a very heavy nucleus,
the spin—orbit coupling imparted by this ligand will be higher
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Table 4. The Values of the Total ZFS Parameter (D) and
after Replacement of the Halide Ligands with Point Charges
of the Same Magnitude (Dy with X = Cl, Br, and I)

complex D (ecm™) Dy (em™)
1 0.27 0.23
2 1.45 —0.14
3 5.66 —0.14

than bromide, which will in turn be greater than chloride. The
comparison of the D values with and without z-donor explores
that, in the cases of complexes 2 and 3, the halide ligands play a
significant role to make the value of D positive and the
replacement of ligand with point charge brings forth a negative
Dy value. The 7-acceptor ligand on the other side, which has
been kept intact, may be responsible for the switch in the D
value. However, for complex 1, the Dy value is not altered much
and is of positive sign. This apparent anomaly in Dy values can
be attributed to the altering electron availability at the Cr(III)
atom, which in its turn increases the z-acceptor capacity of the
CN~ ligand.®® In the presence of a weak donor Cl~ ligand in
complex 1, the m-accepting tendency of the CN™ is less
efficient. Hence, in the case of complex 1, the cyanide ligand
can not act as an effective z-acceptor, and, consequently, the
effect is less prominent. As bromide or iodide effectively
donates electrons to the metal ion, the electron density on the
metal in complex 2 and 3 is much higher than that in complex
1. The availability of electrons in the metal ion in bromide and
iodide complexes is much higher, and the z-accepting
tendencies of the CN~ ligands are very similar. So, the
replacement of these groups with point charge produces D
values that differ so little that rounding off leads to the same
value of Dy, and both are of negative sign. This reversal in D in
the case of complexes 2 and 3 is explained below from the
arrangement of the MOs and d-orbital splitting of the Cr(III)
ion in the octahedral ligand field. At zero applied magnetic field,
the ligand field Hamiltonian is written as

i, = An[ﬁj L+ 1)] $AGlET — £7) - AILS
©)

where A, and Ap are the axial and rhombic splitting
parameters, respectively, 4 is the spin—orbit coupling constant,
and A is a constant having a value between 1.0 (strong ligand
field) and 1.5 (weak ligand field).** The A, is the splitting of
the %xsy—orbital relative to the d,, and d,,-orbitals (A, = E,,, —
E,,).” The sign of A,, determines the sign of the D parameter.
The positive sign of D requires A, to be positive, which
indicates that the d,, and d, -orbitals are at higher energy than
the d,,-orbital. A negative A,, would certainly give rise to a state
where the d,,-orbital lies higher in the energy level diagram
than the d,, and dyz—orbitals.66 Figure 4 clearly explains the
positive sign of the ZFS parameter in the cases of complexes 1,
2, and 3. Thus, the MO analysis of the complexes with different
ligands can serve as a good indicator to forecast the sign of the
ZFS parameter.

C. Effect of Axial Ligand Substitution. To examine the
effect of z-donation and m-acceptance from the axial positions
on the magnetic anisotropy of a complexes, two sets of test
calculations were performed. The first set of calculations were
carried out with complexes where both the axial positions
occupied by z-donor ligands and the other set of calculations
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are performed with the complexes containing m-acceptor
ligands in axial positions.

SET-I. Set-1 includes complexes of formula [Cr(dmpe),L,]*,
with L = Cl, Br, and I (Figure S). These structures are also

n+
Me2 ez
///'// \\\
o L=Cl, Br, I for SET-I and
:CN and CO for SET-II
Mez Me2

Figure S. Schematic representation of the complexes used in SET-I
and SET-IL

available in crystallographic information file format in ref 27.
The intention to carry out the first set of calculations arose
from the observation of Table 4, as there we can see that the
presence of a z-donor is found to increase the value of D.
Hence further replacement of the other axial ligand with the
same 7-donor is made, and the results are tabulated in Table S.

Table 5. Calculated ZFS Parameters for Complex Series
[Cr(dmpe),X,]*, with X = Cl, Br, and I

[Cr(dmpe),X,]" calculated ZFS parameter D in cm ™
L=Cl 0.38
L=Br 3.80
L=I 16.98

From the results it is clear that when both the axial ligands are
halides, the magnitude of D is much higher than those
complexes with only one halide ligand in an axial position. The
d-orbital splitting in such complexes are such that the d,,-orbital
lies at a lower energy than the d,, or d,.-orbital, i, in these
cases, A, is positive. The positive sign of the axial splitting
parameter A, explains the positive ZFS value. It is also obvious
from Tables 1 and S that this ligand effect is additive in nature.

SET-ll. While the effect of the m-donor ligands can be
understood as a controlling factor of the sign and magnitude of
D, it is obvious that with a m-acceptor ligand, the sign of D
would be negative. A negative D value is desired for making
SMMs. So, this set of numerical experiment is carried out with
the m-acceptor ligands in the axial positions, and ZFS
parameters are calculated. The calculated values of D are kept
in Table 6. A qualitative MO diagram for such set of complexes

Table 6. Calculated ZFS Parameters for Complex Series
[Cr(dmpe),L,]™, with L = CN and CO

[Cr(dmpe),L,]™* calculated ZFS parameter D in cm™
[Cr(dmpe),(CN),]* —0.09
[Cr(dmpe),(CO),]** —-0.14

is given in Figure 6. An alteration in the position of the singly
occupied d,, orbital in the energy spectrum of these complexes
compared to that in Set-I complexes is observed. Hence, from
the discussions given in the previous section, the change in the
sign of the D values for this set of complexes can be explained.
Moreover, a higher negative D is obtained with a stronger 7-
accepting carbonyl (CO) ligand. It has been reported
previously that if easy-axes anisotropies are linked in tandem,
they can lead to a large easy-axis type anisotropy in the long-
chain range, and exhibition of a slow relaxation of magnet-

d,. |
X ‘\.

WL
a d‘_:g‘,: ’d: ' ' ——
g
= & * *
= / Ty M,

d.\j’ 2 d Xz > d_\: /’”
=X ‘
R
d.+Cr, d.+Cr.

Figure 6. A qualitative MO diagram of [Cr(dmpe),(CN)X/CN]*
showing interaction of the metal d-orbitals with 7-acceptor ligands.

ization can be realized.*® Hence it seems to be quite a general
effect that, while a #-donor ligand causes an easy-plane
anisotropy, a s-acid ligand on the other hand makes the nature
of the anisotropy of the complexes to be of easy-axis type.

D. Effect of Equatorial Ligand Substitution. On the
basis of the results of the numerical experiment employing
point charge given in Table 4, the effect of the axial ligand
substitution is carried out as described in the above sections. It
seems from the discussion in Table 4 that the electron density
on the metal ion is vital when 7-acceptor ligands are employed
from both axial positions. The greater the electron density on
the metal, the more effective the s-acceptor ligands will be. The
equatorial ligands here can aid in the increment of electron
density on the central metal, which in turn can lead to greater
m-acceptance of the axial ligands. Hence, for the verification of
the above speculation, a few complexes are designed with two
m-acceptor ligands in the axial positions, and the equatorial
ligands are changed through the halides (Figure 7). The
designed octahedral complexes contain chloride, bromide, and
iodide ligands, respectively, in their equatorial positions. First

CN 3—
X, ' o X

Cr
X( | \X

CN

Figure 7. Schematic representation of the designed complexes where
equatorial positions are replaced with halides (X = Cl, Br, and I).
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we have tried out three octahedral Cr(III) complexes with CN~
as two axial ligands. Here we see that, as the donation from the
equatorial ligands increase, the magnitude of the negative D is
increased (Table 7). Thus following the interplay between the

Table 7. Calculated ZFS Parameters for Complex Series
[CrX,(CN),]*", with X = Cl, Br, and I

X = calculated ZFS parameter D in cm™* for complex [CrX,(CN),]*"
Cl —0.13

Br —-0.69

I =S5.18

nature of the ligand and the axial crystal field splitting (A,,),
one can systematically change the magnetic anisotropy of a
complex. To sum up, we can say that a negative D value can be
achieved if there is sufficient donation of electrons from the
equatorial ligands to the metal, so that a larger availability of
electrons on the metal occurs and the designing of single
molecule magnets with a high degree of magnetic anisotropy is
possible by suitable placement of the 7-acid ligands in the axial
positions of octahedral metal complexes.

Bl CONCLUSIONS

In the present work, the magnetic anisotropy property of a
series of octahedral Cr(III) complexes is studied. It has been
shown that 7-donor and z-acceptor ligands, in the axial position
of the octahedral complexes, have different effects on the
magnetic anisotropy of the complexes. The interaction of the
ligands with the metal d-orbitals gives rise to two different
situations responsible for this kind of switch in the ZFS
parameter. The z-donor ligands play a role in making the
magnitude of ZFS larger with an increased 7-donation from the
halide ligands, while a 7-acceptor ligand causes the anisotropy
property to be of easy-axis type (D < 0). Moreover, a 7-
acceptor ligand in both the axial positions imparts single
molecular magnetic nature to the system having an easy-axis of
the magnetic anisotropy. An increased donation from the
equatorial positions is seen to enhance the magnitude of easy-
axis type magnetic anisotropy. This can be attributed to the
increased m-accepting efficiency of the axial ligands due to an
enhanced metallic electron density, pushed by the equatorial
ligands. On the basis of the above observations regarding the
ligand replacement, octahedral Cr(III) complexes can be
designed in such a way that it can meet our desired anisotropy
characteristics. The NLO response is found to vary with z-
donation similarly as the magnetic anisotropy. The second-
order NLO response, f, has been related to the magnetic
anisotropy in the case of the noncentrosymmetric octahedral
complexes, where we can see that the NLO response can lead
us to good anticipation of magnetic anisotropy.

From the systematic DFT study with these octahedral
complexes, a clear understanding about the influence of the
ligands on modulating the magnetic anisotropy of the Cr(III)
complexes is possible. For convenience, we perform a few
numerical experimentations. The D value for [CrBr,(CN),]*",
as we recollect from Table 7, is —0.69 cm™'. We calculate the
ZFS parameter for [CrBr,(CO),]”, which comes out to be
—2.51 cm™". Now relying on the above method of prediction,
we design a complex of formula [CrBr,(CN)(CO)]*" and
expect the D value to be in between —0.69 cm™' and —2.51
cm™' and get a value of —0.94 cm™'. Thus, from this
observation, a general conclusion can be drawn that the
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anisotropy of such metal complexes is greatly controlled by the
ligands. To summarize, this work explicates a simple application
of DFT to calculate anisotropy parameters in metal complexes
to devise a rule of thumb for the occurrence of SMM behavior
in such complexes.
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Calculated TDDEFT results for the excitations of complexes 1, 2,
and 3 are available in Tables S1, S2, and S3, respectively. The
xyz coordinates of the complexes taken for numerical
experiments and also the complexes with dicyano and
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Abstract: The effect of an external electric field on the mag-
netic anisotropy of a single-molecule magnet has been in-
vestigated, for the first time, with the help of DFT. The appli-
cation of an electric field can alter the magnetic anisotropy
from “easy-plane” to “easy-axis” type. Excitation analysis per-

formed through time-dependent DFT predicts that the exter-
nal electric field facilitates metal to m-acceptor ligand charge
transfer, leading to uniaxial magnetic anisotropy and con-
comitant spin Hall effect in a single molecule.

Introduction

Magnetic anisotropy is of central importance in the under-
standing of single-molecule magnets (SMM)."" Molecules that
exhibit slow relaxation of their magnetization, leading to
a magnetic hysteresis at low temperatures, are termed as
SMMs.” The genesis of this interesting magnetic property in
a molecule is the existence of two ground states of magnetiza-
tion +M, and —M; separated by an energy barrier. This bista-
bility of the SMMs makes them indispensable in the domain of
data storage®™ and quantum computing.! SMMs are often
characterized by a large easy-axis-type magnetic anisotropy
and concomitant high energy barrier (U), which restricts the re-
versal of the magnetization from + M, to —M.,. To reorient spin
in the magnetic molecules, the barrier U can be given by |D|S?
for molecules with integer spins and |D|(S* — 1/4 for mole-
cules with half integer spins. D is the zero-field splitting (ZFS)
parameter and S is the ground-state spin. The large negative
ZFS parameter (D) causes the spin (S) of the molecule to point
along a preferred easy-axis and makes it a nanomagnet. The
requirement of proper SMMs for apposite needs prompted re-
searchers to study the tuning of magnetic anisotropy.

The most investigated molecule of this type is [Mn;,0,,-
(CH;C00),¢(H,0),1, which is popularly known as Mn,,-ac.”’ A
central tetrahedron of four Mn*" ions (S=3/2) and eight sur-
rounding Mn®* (S=2) ions construct the magnetic core of
Mn,,-ac. This compound, which was first synthesized by Lis,®
has drawn the attention of the scientific community because it
has a strikingly large molecular magnetic moment,”’ and mag-
netic bistability with a high magnetization reversal barrier.® It
is evident from the above discussion that the spin-reversal bar-
rier is dependent on the total spin, S, and the ZFS parameter,
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D. The most convenient way to increase the energy barrier
within a SMM is through the ground-state spin S. However, in-
creasing S leads to an effective reduction in the ZFS parameter,
D, which results in a net decrease in the spin-reorientation
barrier, U. Thus, the only way to control U is through modula-
tion of the ZFS parameter, D. Although a plethora of com-
pounds with properties that resemble those of Mn;,-ac have
been synthesized to date,"” the rational design of SMMs with
tunable S and D is far from being achieved. Thus, modulation
of the ZFS parameter is now a promising field of research for
its wide-ranging applications in high-density information stor-
age, quantum computing, and spintronic devices.""

Cobalt(ll) complexes are known to exhibit strong spin-orbit
coupling in comparison to manganese(ll-1V), iron(lll), or nickel(-
I), to which the distinguished members of the SMM family
belong.'”” This is because such octahedral or pseudo-octahe-
dral cobalt(ll) ions are known to exert strong first-order orbital
magnetism. The ground-state spin configuration for Co" in an
octahedral coordination environment is t,5e,> which designa-
tes a “F ground state.™ The *F ground state is split into two
triplet states (*T,y, *T,,) and one singlet state (*A,,). The triplet
nature of the *T,; ground state is responsible for first-order or-
bital momentum." The large unquenched orbital angular mo-
mentum in Co" makes it an important candidate for the study
of magnetic anisotropy. Current literature in the domain of
SMM research suggests a drift towards the tuning of the mag-
netic anisotropy through various means.

The modulation of the ZFS parameter by ligand substitution
has recently been studied in the framework of DFT."¥ Structur-
al modification in an octahedral Cr" system can switch the
magnetization behavior of a molecule from easy-plane to easy-
axis type. Herein, we investigate the effect of an external elec-
tric field on the ZFS parameter of a pseudo-octahedral [Co"-
(dmphen),(NCS),] complex (dmphen=2,9-dimethyl-1,10-phe-
nanthroline; Figure 1) to control magnetization through exter-
nal stimuli. The use of an electric field in tuning magnetic and
transport properties has also been demonstrated recently.™ To
control magnetization, the use of an electric field is highly ad-

© 2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 1. Structure of the pseudo-octahedral Co"-complex, [Co"(dmphen),-
(NCS),.

vantageous.'® Although the bulk properties of SMMs are well
documented in their unperturbed state,'” the study of the
effect of an external electric field on the magnetization of
SMM:s is relatively recent.!'

Methods

The formation of a static electric field between two oppositely
charged parallel plates is well known from the laws of classical
electrophysics. It is also common practice to create a uniform
static field between the central area of large parallel plates be-
cause in that area the electric lines of force become parallel.
This simple concept from elementary physics encouraged us
to construct a device to calculate ZFS under the influence of
an external electric field. Thus, to realize the magnetization be-
havior of the molecule under an electric pulse, we placed the
molecule between two oppositely charged parallel plates with
an area of about 600 A%. We chose the atomic arrangements of
the Pt (111) surface, and subsequently, replaced the atoms
with point charges uniformly to create the charged plates. The
plates were 40 A apart, which maintained a distance of at least
18 A from the molecule and would avoid any structural defor-
mation due to point charges. The whole arrangement is picto-
rially represented in Figure 2. This is typically the same ar-
rangement as a parallel-plate capacitor. The left plate is
charged as positive, while the right plate contains negative
point charges of the same magnitude in the platinum atomic
positions. In this way, we create an electric field along the posi-
tive z axis. Calculations of the ZFS parameters were performed
by following the methodology discussed in the following para-
graphs.

ZFS lifts the degeneracy of the M states in a molecule with
S$>1/2, in the absence of an external magnetic field. It is cus-
tomary to treat the spin-orbit coupling contribution to ZFS

Chem. Eur. J. 2014, 20, 13951 - 13956 www.chemeurj.org
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Figure 2. The arrangement of the [Co'(dmphen),(NCS),] complex between
two oppositely charged parallel plates.

through an uncoupled perturbation theoretical approach in
unrestricted Kohn-Sham formalism." The corresponding cor-

rection to the total energy can be expressed as Equation (1):%”

A= D MSs)” (1)

oo’ ij

in which S = (3°|S|x”); x° and x* are different spinors; o de-
notes different spin degrees of freedom and the coordinate
labels, x, y, and z are represented by i, j, and so forth. The
matrix elements M;}”’ in Equation (1) are described by Equa-
tion (2):

M =

]

, Z (@10 Vil ko) (o | Vi | 910) (2)

W Elg — Eko

In this equation ¢, and g, are energies of the occupied, ¢,
and unoccupied, ¢, states, respectively. In the absence of
a magnetic field, the change in energy of the system in the
second-order is written as Equation (3):

A, = Zyij<5i><5j> (3)

Upon diagonalization of the anisotropy tensor, v, the eigen-
values y,, 7,, and y,, are obtained and the second-order per-
turbation energy can now be written as Equation (4):

—_

Ay =z (Y +vw +722)S(S+ 1)
3

1

+3|Vz— 3 (7xx + 7vv) [35§ —S(S+ 1)} (4)

Nl = W=

+5 (Yxx = Vvv) (5>2< - S\zr)

These anisotropy tensor components (Y, ¥,, V) are para-
meterized to obtain Equation (5) as a simplified expression:

© 2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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Hass = DIS? — 3 5(5 + 1)] + E[S? — ) (5)

in which D and E are axial and rhombic ZFS parameters, re-
spectively. Calculation of parameters D and E was performed in
the ORCA suit of a density functional package.”?" The method-
ology adopted herein was the BPW91 functional,*? TZV basis
set,”® with the auxiliary TZV/J Coulomb-fitting basis set.*” This
methodology, under unrestricted Kohn-Sham formalism, as
adopted herein, is being widely used to compute ZFS parame-
ters.?%! Although there are several methods available for the
computation of the ZFS parameter, the Pederson and Khanna
(PK) method is known to produce the correct sign of the ZFS
parameter;??*? therefore, we use this methodology™ to cal-
culate the ZFS parameters. The ZFS contributions predicted by
this method show fair agreement with accurate ab initio and
experimental results.

Results and Discussion

Single-point calculations on the crystallographic structure,
which are available in ref. [28], were performed and used for
further calculations. It is known from the EPR spectra of com-
plex [Co"(dmphen),(NCS),] that it has ground-state spin S=3/2.
The value of D is calculated for the complex in its unperturbed
ground state and also under the application of bias voltage in
the range of —4x 1072 to 4x 107> a.u. Herein, the positive and
negative values of the external electric field are designated
with the application of the field along the positive direction of
the z axis, that is, along one axial direction of the Co—NCS
bond. The complex is put under a static electric field of differ-
ent strengths, according to the arrangement discussed in the
previous section. It was shown previously that typically a critical
electric field in the order of 0.01 a.u. was required to bring
about ionization in a molecule.”” Hence, application of an
electric field in the order of 0.004 a.u., as in the present case, is
not expected to bring about
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Table 1. A comparison of the experimental magnetic anisotropy energy
(MAE) barrier with that computed at the BPW91/TZV level and the indi-
vidual excitation contributions towards the ZFS parameter in the ground
state.

Computed D and U at BPW91/TZV level Experimental

Individual Calculated D Calculated MAE
excitation [em™] MAE barrier
contributions barrier U [cm™']#7
to ZFS [em™]

a—a 0.178

a—p 1.385

p—a 0266 6.561 13.122 ~17
B—p 5.265

of the disagreement between the calculated and experimental
values of U. There has been a debate about whether DFT is
better than ab initio methods in the logical prediction of ZFS
parameters. Nevertheless, in a recent study, it was categorically
shown that DFT provided efficient estimates of the ZFS param-
eters compared with popular ab initio methods.””!

Computation of the ZFS parameters is also executed under
different external electric fields. The values of D, along with
the individual excitation contributions towards ZFS, are given
in Table 2. A plot of the variation in D with applied electric
field in Figure 3 suggests that after a certain critical field
strength the easy-plane magnetization of the Co" complex
changes to easy-axis type. Thus, it can be interpreted that,
after a threshold field, the molecule starts to behave as an
SMM. Moreover, the switch in the D value in both field direc-
tions is also clear from Figure 3. This flip in D is in the range of
1.6x1072 and 1.7x 107 a.u of electric field strength when the
field is applied along the positive z axis.

It can be seen from Tables 1 and 2 that the major excitation
contribution towards D comes from the —f excitation. To
further investigate the effect of electric field on the excitation

.any. u.nde5|red p0|anzatlon or Table 2. The ZFS parameters computed at the BPW91/TZV level and the individual excitation contributions to-
ionization of the molecule. wards ZFS under the influence of a finite electric field.
In the ground state, the ZFS
parameter of the complex is External electric D Different excitation contributions to D
. . L field [a.u.] [em™] a—a a—p B—a B—p
positive, which signifies easy-
plane type magnetic anisotropy. | under negative applied field
The computed value of D is —0.0040 —5.828 —0.132 —1.288 0.211 —4.619
—0.0035 —5.762 —0.131 —1.267 0216 —4.580
given in Table 1, along with in- | _g0030 ~5.700 ~0.130 ~1.236 0222 —4557
dividual excitation contribu- —0.0025 5.668 0.168 1.429 —0.230 4301
tions. The MAE barrier, U, was —0.0020 5.909 0.172 1.451 —0.238 4524
also computed and compared —0.0015 6.133 0.175 1.463 —0.247 4742
; ) —0.0010 6.325 0.177 1.460 —0.255 4943
with experimental values.” We | _g 005 6.470 0.178 1436 ~0.261 5117
found reasonable agreement of under positive applied field
the calculated value of U with 0.0005 6.578 0.177 1.323 —0.268 5.347
the experimentally obtained 0.0010 6.537 0.177 1.231 —0.270 5.399
) 0.0015 6.428 0.179 1.105 —0.273 5.418
MAE barrier. However, from ex- | 90020 6593 ~0.107 ~0.646 0258 ~6.096
perimental results reported pre- 0.0025 —6.835 —0.107 —0.602 0.255 —6.380
viously,® we also find an ab 0.0030 —7.059 —0.104 —0.560 0.249 —6.644
. 0.0035 —7.254 —0.107 —0.516 0.248 —6.879
initio. CASSCF result of D=+ | 7, —7.406 ~0.110 —0477 0.246 ~7.066
196 cm~' with a clear dictation
Chem. Eur. J. 2014, 20, 13951 - 13956 www.chemeurj.org 13953 © 2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 3. A plot of the variation in D with external electric field.

pattern of the molecule, we performed time-dependent (TD)
DFT calculations at the same computational level by using the
Gaussian 09WE? suite of programs. Excitations with maximum
oscillator strengths are characterized to involve f electrons
only. The molecular orbitals (MOs) from and to which excita-
tion occurs are summarized in Table 3. In the ground state, the
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source MO involves the metal d orbitals and the thiocyanate li-
gands. The destination MOs in the unperturbed state corrobo-
rate the interaction of the dmphen ligand with the central
metal ion. No significant change in the picture is observed for
a field strength lower than that of the critical value at which D
is still positive. On the other hand, above the critical field
strength, the excitation spectrum reverses. At a field strength
of 0.004 a.u., the source MO is essentially centered on the
dmphen ligand, whereas the destination is the MO based on

(@) (b)

Figure 4. The spin-density plots (at an isosurface value of 0.004) of the Co"
complex in a) the ground state and b) under the applied electric field with

a magnitude of 4.0x 107% a.u. The blue color specifies a-spin density and the
green color indicates 3-spin density.

the NCS ligands. Hence, from the above discussion,
it is evident that the natural tendency of the elec-
trons to flow towards the m-acceptor NCS ligands is
developed at a field strength higher than that of the
critical field. It follows from our previous work that
the m-accepting tendency of the ligands exerts easy-

Table 3. The excitation behavior of [Co"(dmphen),(NCS),] in the ground state and
under application of a finite electric field computed at the BPW91/TZV level.
Applied Source MO Destination MO
electric
field
strength
[a.u]
0.000
136 8 138 8
0.004
1348 1378

axis-type magnetic anisotropy (D<0) in a mole-
cule.™ Thus, it can be concluded that the switch in
the D value arises from metal-to-ligand back charge
transfer in the molecule facilitated by exposure to
the external electric field.

A similar and more interesting portrayal of the
phenomenon is found in the spin density plots de-
picted in Figure 4. We compared the spin densities
of the complex at zero-external field and finite exter-
nal electric fields above the critical field. Separation
of the a and f3 spins is observed at a higher electric
field strength than that of the unperturbed state.
This dispersion of the B spin is further confirmed
from a comparison of the density of states (DOS)
plots at different electric fields given in Figure S1 in
the Supporting Information. Close inspection of the
DOS plots reveals the shift in the energies of the
a and P electrons. Although electrons of both spins
show a shift in the energy level, an alteration in the
energy of the f spin is specifically observed. This in-
teresting feature of a shift in the energy levels of dif-
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ferent spins due to opposite spin accumulation on
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two different sides of a molecule is termed as the spin Hall
effect.®V

The molecular origin of this correlation of the electron spin
and applied electric field is steered by spin—orbit coupling. In
this context, the Rashba-type spin-orbit interaction draws the
attention of the scientific community due to its tunable nature
under an applied electric field.®? The spin-orbit coupling Ham-
iltonian in Equation (6) describes the coupling of electron spin
o and momentum p under an external electric field E:

E
p‘so = —MUg0 (P W) (6)

in which o, ug, and c are Pauli spin matrices, the Bohr magne-
ton, and the velocity of light, respectively. It is evident from
Equation (6) that a momentum-dependent internal magnetic
field is generated, as shown in Equation (7):

B =Py )
and the resulting spin polarization is crucially dependent on
both p and E and their relative directions.*™ It can be argued
that there is a generalized tendency of the electrons to move
towards the m-accepting NCS ligands, and hence, the direction
of the resultant momentum of the electrons can be along the
+x axis (see the Supporting Information). The interaction of
the electron momentum with the external electric field gener-
ates an internal magnetic field. A magnetic field thus generat-
ed, in turn, accelerates the a and 3 electrons in opposite direc-
tions through a spin-dependent force, represented by Equa-
tion (8):

dB;,
FTL = igﬂB dqt (8)

in which g is the electronic g factor and g is the Bohr magne-
ton. The clear bifurcation of the a and 8 spin densities in op-
posite directions in the present complex indicates a modifica-
tion in the spin-orbit interaction. It is also commonly under-
stood that the ZFS in metal systems originates from spin-orbit
coupling. Thus, modification in the spin-orbit coupling is fur-
ther established through alteration to the ZFS parameter
under an external electric field.

Conclusion

Emerging interest in mononuclear complexes, in comparison
to polynuclear ones, has meant that the field of quantum mag-
nets has turned to tuning of the ZFS parameter D through
structural modification or external aids. This study contemplat-
ed the magnetic anisotropy of an octahedral Co" complex,
namely, [Co"(dmphen),(NCS),], in connection with the tunabili-
ty of ZFS parameter D by exploiting an electric field as an ex-
ternal stimuli. Previously, it was shown that the presence of

Chem. Eur. J. 2014, 20, 13951 - 13956 www.chemeurj.org
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a m-accepting ligand in the axial position of an octahedral
complex could result in magnetization of the molecular mag-
netic dipole along a specific direction. The external electric
field in the present situation assisted such metal-to-ligand
charge transfer and led to a switchover in the anisotropic char-
acteristics. A spin-Hall spatial spin separation was also ob-
served due to modulation in the Rashba spin-orbit coupling in
a single molecule, for the first time, rather than in mesoscopic
systems.
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