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Message from Honorary Chair

We express our warm welcome to all of attendants of the 15th

International Conference on Internet (ICONI) that will be held
from December 17~20, 2023, in Lotte Hotel Saigon, Hochiminh,
Vietnam.
Over the past 15 years, ICONI has increased its academic
impact and influence in the area of Information Science,
Computer Engineering and Internet Technology by bringing
together international researchers from academia, industry, and
the government to exchange novel ideas, explore enabling
technologies, discuss innovative designs, and share field trial
experiences and lessons learned.

This year, ICONI 2023 again covers a broad range of topics
which are related with Internet technologies and applications
such as wireless and sensor networks, security & privacy,
multimedia, image processing, intelligent systems, mobile
computing, Internet of things, and wireless communications.
It is firmly believed that each paper to be presented will be a
basis for further constructive discussion.

We would like to express our heartfelt gratitude to every one
who makes this conference successful. First of all, we are so
grateful to all contributors who submit their valuable papers,
review the papers, and chair the sessions. We also thank many
sponsors for their enormous support. Our special thanks must
go to the Keynote Speakers Mr. Vo Ngoc Han, Prof. Pham The
Bao and Dr. Ton Long Phuoc.

Last but not least, we deeply appreciate limitless devotion of
the Organizing Committee members. Without their
contribution, this conference would not be realized.

We truly welcome you all to this beautiful country and wish you
pleasant and joyous stay in Hochiminh, Vietnam!

Dr. Kwanghoon Pio Kim

Kyonggi Univ., 

Rep. of Korea 

Dr. Kwanghoon Pio Kim

Honorary Chair of  ICONI 2023
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Message from Conference Chair

On behalf of the organizing committee of the 15th

International Conference on Internet (ICONI) 2023, I cordially
welcome you and sincerely thank you for participating in this
international conference to present and discuss valuable
state-of-the-art research and development results.

We have been able to successfully plan for ICONI 2023,
prioritizing all safety measures. More than 115 papers have
been submitted in 17 Internet-related fields, including mobile
Internet computing, Internet security, Internet of Things (IoT),
wireless and sensor networks and multimedia, image
processing and Internet application management. Among
these papers, 115 papers will be presented during the
conference.

In addition, there are 3 prominent world-famous Keynote
Speakers that will be presenting during the ICONI 2023
conference, which include Mr. Vo Ngoc Han, CEO of Vietnam-
Korean Trade Investment Consultancy and Prof. Pham The Bao,
Dean in Department of Computer Science from Saigon
University, and Dr. Ton Long Phuoc, Faculty of Information
Technology from Industrial University of Hochiminh.

I owe a great amount of gratitude to the organizing
committee members and all contributors for the
extraordinary work they have done in organizing this
conference. Without their dedicated support, this event would
not be possible.

I wish you all a very pleasant time here in Hochiminh, Vietnam
and a productive and successful conference.

Dr. Ihnhan Bae

Conference Chair of  ICONI 2023

Dr. Ihnhan Bae
Daegu Catholic Univ., 

Rep. of  Korea
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Message from  Program Chairs

It is a pleasure to welcome you to the 15th International
Conference on the Internet (ICONI 2023). ICONI 2023 will be
held in Hochiminh, Vietnam, from Dec 17-20. The hosting
organization (KSII) is one of the largest ICT-related academic
societies in South Korea.

Over the past 15 years, ICONI has grown to be a major
international conference in the Internet Technology area. The
conference is organized into 17 tracks in the Internet
Technology field. ICONI continues the endeavor of high-quality,
broad international participation in all areas of Internet
Technology.

The successful organization of ICONI has required the talents,
dedication, and time of many volunteers from Malaysia, USA,
Vietnam, China, Nepal and Republic of Korea. Special gratitude
and appreciation go to all organizing committee members as
they are primarily responsible for the conference. This ICONI
conference serves as a unique and exciting gathering at the
forefront of the most innovative and captivating realms of
computer science. Your presence here provides a valuable
opportunity to share novel ideas, research findings, and,
importantly, to learn from each other's experiences, fostering
mutual growth. I look forward to engaging in deep discussions,
sharing fresh ideas, and fostering connections that will lead to
newfound perspectives.

We hope that you will find the conference both enjoyable and
valuable and also enjoy the architectural, cultural, and natural
beauty of Hochiminh, Vietnam. I express my sincere gratitude to
all participants for your tremendous support, and I genuinely
hope that ICONI 2023 becomes a meaningful and enriching
experience for each one of you. Thank you.

Dr. Junho Ahn
Kyonggi Univ., 
Rep. of  Korea

Dr. Imran Ghani
Virginia Military Institute, USA

Dr. Junho Ahn,  Dr. Imran Ghani
Program  Chairs of  ICONI 2023
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09:40-11:20 Session 1 Session 2
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Abstract 

 
This paper presents a cybersecurity education plan in the military department of at universities to 

acquire knowledge and technology in the cybersecurity domain in terms of building AI-based core 

advanced power among the 5 major strategies for Defense Innovation 4.0. The key strategy to secure 

AI-based core advanced forces establish an AI-based next-generation command&control(C2) system 

and manned/unmanned complex combat system, and strengthen operational capabilities in the future 

space, cyber, and electronic warfare domain. In order to effectively operate manned/unmanned complex 

combat systems, space, cyber, and electronic weapon systems in the future multi-domain battlefield, it 

is necessary to have cybersecurity knowledge and technology based on advanced information and 

communication technology. While military academies that train primary grade officers systematically 

run a curriculum related to cyber warfare or security, the proportion of courses related to cyber security 

is not high in the curriculum of military departments at universities. Therefore, we propose a 

cybersecurity education plan using minor course, nanodegrees, and extracurricular programs.  

 

 

Keywords: Defense Innovation 4.0, Cyber Warfare, Advanced ICT, Cybersecurity Education 

 

1. Introduction 

In the future battlefield that is a multi-domain 

battlefield including space, cyber, and electronic 

domains, advanced ICT and defense science 

technologies based intelligent weapon systems 

will be operated. In order for these weapon 

systems to operate effectively, the units system 

must be protected from errors and cyberattacks. 

In other words, military junior leaders who will 

lead the future battlefield must acquire 

knowledge and skills to protect systems. 

Therefore, this research proposes curriculum for 

cybersecurity education in the military 

department of a university.  

2. Related Works 

2.1 Defense Innovation4.0 

In Defense Innovation 4.0, the promotion 

strategy proposes constructing AI-based core 

advanced military power, redesigning of the 

defense R&D/force build-up system, and 

innovating military structure and education & 

training. This means that it will also train 

manpower capable of operating advanced power 

based on advanced ICT technology and defense 

science and technology. Among these, in order 

for the advanced military power system to 

operate effectively, it must be protected from 
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cyber threats occurring internally and externally 

[1]. 

2.2 Cybersecurity-related Curriculum in 
Military Department 

Checking at the military department curriculum 

at universities, it focuses on humanities and 

social science subjects rather than science and 

engineering subjects. Military studies is 

composed of humanities and social sciences 

subjects such as military theory/strategy/policy 

and military power construction/support/ 

operation and so on [2]. Although each 

university is different, cybersecurity-related 

subjects are organized 1~3 subjects at each 

university, including cyber information 

electronic warfare or military security theory. 

Because future battlefields will take intelligent 

warfare based on advanced ICT and science & 

technology, there is a need for subjects that allow 

primary grade officers to acquire security 

knowledge and skills for the operation of such 

intelligent equipment and systems.  

3. "1+1 of 3 Ways" Curriculum 

We propose a "1+1 of 3 ways" curriculum like 

Fig. 1 for cybersecurity education. We 

considered several factors in the proposed 

method. First, it maintains the existing 

curriculum, but consider the management 

capabilities of the university and department. 

Second, it is considered the future battlefield 

environment, priority will be given to security 

subjects related to drones, robots, space, etc. 

Lastly, teaching method is focused on practice 

rather than theory education. 

Among the methods proposed in this researh, the 

first is that students who want to pursue a career 

in a branch specialized in information and 

communications select computer engineering or 

security-related departments as a double major 

among sub-majors. If student choose a career in 

another branch, he can choose information and 

communications as your second specialty, by 

taking a minor or nanodegree. Second, if the 

university or department has sufficient operating 

budget, it is recommended to develop and 

operate a cyber security-related extracurricular 

program. The extracurricular program has the 

advantage of being able to be organized into 

essential security subjects for students to protect 

advanced systems&equipment, and intelligent 

weapon systems operated on future battlefields. 

Finally, after checking the existing curriculum, 

unnecessary subjects or subjects that can be 

integrated/converged are adjusted and cyber 

security-related subjects are added. At this time, 

related subjects such as wireless security, 

artificial intelligence security, space security, 

and electronic security must be added in 

consideration of the future intelligent battlefield 

environment. 

 

 

Fig. 1.  "1+1 of 3 ways" education course 

4. Conclusions 

Cybersecurity education in the military 

department proposed in this paper was 

approached from the perspective that it is a 

necessity, not an option, in the future intelligent 

battlefield environment. If military students 

choose one of the three methods to acquire 

cybersecurity, there will be no shortage of 

advanced intelligent equipment, system 

operation, and security capabilities in the 

military. 
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Abstract 

 
This paper delves into the psychological pathways of green intention formation and analyzes the 
underlying causes of the intention-behavior gap. Study One focuses on pivotal factors influencing green 
consumer intention, while Study Two primarily scrutinizes the factors impacting the gap between 
intention and actual behavior. Conducting a survey with 732 consumers and employing both 
questionnaire and grounded theory analysis, we utilized SPSS 27.0 and AMOS 24.0 software for data 
analysis and hypothesis testing. The findings reveal that subjective norms, personal norms, perceived 
behavioral control, and attitude exert a direct positive influence on consumer intention. Conversely, 
perceived costs, ingrained habits, and situational factors emerge as pivotal obstacles hindering the 
translation of intention into behavior. This study aspires to provide robust support for theoretical 
research and offer theoretical and empirical guidance for enterprise production and marketing. 
 
 
Keywords: Green consumption, Intention-behavior gap, Comprehensive Action Determination Model, 
In-depth interviews, Grounded Theory analysis 
 

1. Introduction 
As the global environmental concerns intensify, 
society's focus on the significance of sustainable 
consumption behavior is growing. Scholars 
argue that addressing these environmental issues 
can be achieved through modifying individuals' 
consumption behavior[1]. Urgent changes in 
current consumption habits are deemed 
necessary for a safer and healthier lifestyle for 
future generations. Green consumption has 
emerged as a crucial trend in current and future 
consumer landscapes, attracting attention across 
various industries[2]. The essence of green 
consumption lies in consumers' actions of 
purchasing and using products and services that 

benefit the environment and possess sustainable 
production capabilities. However, green 
consumption extends beyond mere purchasing; it 
encompasses choices related to sustainable 
lifestyles, such as energy conservation, waste 
reduction, and support for environmental 
projects. 

In the study of green consumption, 
understanding consumers' willingness and actual 
behavior is a crucial aspect. This research defines 
green consumption as an individual's attitude and 
intention to willingly adopt a series of 
environmentally friendly behaviors and purchase 
eco-friendly products, reflecting a desire for 
resource conservation, environmental-friendly 
consumption, green purchasing, and moderate 
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consumption to promote sustainable living. 
Factors influencing green consumption are 
currently focused on two aspects: the content or 
types of green consumption and the influencing 
factors of green consumption, including 
population characteristics, psychological factors, 
product-related factors, external contextual 
factors, etc[3]. 

However, green consumption faces challenges 
such as high costs, information asymmetry, and 
the availability of green products[4]. Despite 
consumers expressing concern for resources and 
the environment, there is often a disparity 
between green intentions and actual behavior, 
termed the attitude-behavior gap. Therefore, 
studying consumers' motives, attitudes, and 
behavior in green consumption, as well as 
addressing this gap, holds significant 
importance. 

In summary, this paper, grounded in the Theory 
of Planned Behavior and the Value-Belief-Norm 
Theory, employs a mixed-method approach to 
deeply explore the reasons influencing 
consumers' green consumption intentions and the 
causes of the intention-behavior gap. 
Understanding the factors influencing green 
consumption intentions helps reveal consumers' 
motivations and values. Investigating why 
intentions fail to translate into behavior provides 
theoretical support and empirical guidance for 
green consumer behavior theory and production 
marketing for green enterprises. Specifically, the 
research objectives are: (1) constructing a model 
of factors influencing green consumption 
intentions based on mature theoretical 
foundations and consumer characteristics; (2) 
identifying key factors influencing the 
conversion of green consumption intentions into 
behavior through in-depth interviews; (3) 
proposing feasibility recommendations for 
promoting green consumption behavior across 
society based on empirical analysis results. 

2. Reconstruction of Volumetric 
Models 

2.1 Study 1 
The hypotheses for Study 1 are shown below: 
H1: Subjective norm has a significantly 

positive influence on personal norm 

H2: Subjective norm has a significantly 
positive influence on consumption intention 

H3: Perceived behavioral control has a 
significantly positive influence on personal norm 

H4: Perceived behavioral control has a 
significantly positive influence on consumption 
intention 

H5: Attitude has a significantly positive 
influence on consumption intention 

H6: Personal norm has a significantly 
positive influence on consumption intention 

H7: Biocentric value has a significantly 
positive influence on awareness of consequence 

H8: Awareness of consequence has a 
significantly positive influence on responsibility 
attribution 

H9: Responsibility attribution has a 
significantly positive influence on personal norm 

H10: Awareness of consequence has a 
significantly positive influence on subjective 
norm 

H11: Awareness of consequence has a 
significantly positive influence on attitude 

H12: Biosphere value has a significantly 
positive influence on environmental self-identity 

H13: Environmental self-identity has a 
significantly positive influence on responsibility 
attribution 

H14: Environmental self-identity has a 
significantly positive influence on subjective 
norm 

H15: Environmental self-identity has a 
significantly positive influence on perceived 
behavioral control 

H16: Environmental self-identity has a 
significantly positive influence on attitude 

2.2 Study 2 
The hypotheses for Study 2 are shown below: 
H1: Perceived costs have a significantly 

positive influence on the intention-behavior gap. 
H2: Contextual factors have a significantly 

positive influence on the intention-behavior gap. 
H3: Inherent habits have a significantly 

positive influence on the intention-behavior gap. 

3. Data analysis and results 
The method employed for data collection in this 
research is the questionnaire survey, which 
serves as a cost-effective and efficient means of 
gathering a substantial amount of information 
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and data. Through this method, the perspectives, 
opinions, and experiences of the respondents can 
be acquired, ensuring the collection of the 
necessary information and data. The survey 
instrument, designed for this research, follows 
the questionnaire format and is based on 
well-established scales from previous studies. 
Modifications and customizations were applied 
to the selected scales to align with the specific 
objectives and content of this study. The 
questionnaire comprises three main sections: the 
Scale of Factors Influencing Intention toward 
Green Consumption Behavior, the Scale of 
Intention-Behavior Discrepancy in Green 
Consumption, and Personal Demographic 
Information. Subsequent to the design of the 
survey questionnaire, a randomized sample of 
Chinese consumers was solicited and the 
questionnaires were distributed and collected 
through online platforms. 
Employing the methodology of individual 
in-depth interviews to gather textual data, 
followed by a grounded theory analysis, we 
deeply delve into the underlying factors 
influencing consumers' transformation of green 
intentions into actual consumption behavior. 
This elucidates the gap between green 
consumption intentions and actions. 
Utilizing the SPSS 27.0 software, we conducted 
a descriptive statistical analysis and examined 
the reliability and validity of the sample data. 
This aimed at gaining insights into the 
respondents' fundamental characteristics while 
ensuring the dependability and efficacy of the 
sample data. Subsequently, employing AMOS 
24.0, we crafted a structural equation model and 
scrutinized the model's fit and hypothesis 
outcomes through an extensive empirical dataset. 
The findings revealed the validation of 
assumptions in both Study One and Study Two. 

4. Conclusions 
In consumer behavior research, purchase 
intention is regarded as a pivotal determinant of 
predicting buying behavior. Research one 
integrates various theoretical frameworks such 
as the Theory of Planned Behavior (TPB), the 
Norm Activation Model (NAM), and the 
Value-Belief-Norm Theory (VBN). It deeply 
explores the determinants of green consumption 
intention from different theoretical perspectives, 
extending existing frameworks, enhancing 

theoretical applicability, and emphasizing the 
intricacies and diversities involved in the 
formation of green consumption intentions. 
Research two conducts a thorough analysis of 
factors influencing the "intention-behavior gap," 
investigating why people's intentions to engage 
in green consumption fail to translate into actual 
behavior. It particularly emphasizes the impact 
of perceived costs, inherent consumption habits, 
and situational factors on this gap, holding 
crucial significance for the practical promotion 
of sustainable consumption. This comprehensive 
study aids in filling gaps in existing research, 
providing a more comprehensive perspective for 
the theoretical framework of consumer behavior. 
By delving into factors influencing the 
"intention-behavior gap," a better understanding 
of obstacles and challenges consumers face in 
realizing green consumption is achieved, thereby 
offering targeted strategies and 
recommendations for promoting sustainable 
consumption. 
While this study has achieved significant results 
in exploring the relationship between green 
consumption intentions and behavior, there are 
still limitations that require further exploration 
and refinement in future research. 
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Abstract 

 
This study is about analyzing work patterns by performing arts production process period for the 
classification of performing arts platform functions and the design of main functions in stages. In this 
study, data from communication tools used in the actual K-pop concert production process were 
collected, and based on this, data coding was performed for each business category using the Open 
Coding method. After coding the data by business category, we analyzed the communication tools used 
in the production of two concerts using social network analysis (SNA) techniques. This analysis 
visualized the key work patterns of each concert, examining the patterns across various production 
stages, including preparation for performances, rehearsals, and concert days. In this paper, we analyzed 
the performing arts platform's functionality, focusing on response timings and forms across concert 
preparation stages. Through data-driven analysis of actual concert productions, we integrated specific 
functions into our system, improving work efficiency and identifying alternative operational methods. 
 
 
Keywords: Concert Production Process, Communication Tool, Cooperation, Social Network Analysis, 
Data Visualization 
 

1. Introduction 
In the process of producing performing arts, 
various communication tools are currently 
employed for distinct tasks such as 
communication, scheduling, and archiving. The 
lack of integration between tools makes effective 
collaboration difficult. A comprehensive and 
integrated platform is needed to efficiently 
manage projects and prevent confusion among 
various stakeholders in performing arts 
production, and it is important to understand the 
process and key tasks throughout the production 
process to develop these platforms [1].  

2. Approach & Method 

2.1.1 Open Coding 
Open Coding refers to an analytical process, 
predominantly utilized in qualitative research, 
notably within the Grounded Theory 
methodology. This analytical process involves 
systematically reviewing raw data, such as 
interview transcripts or observational notes, to 
identify and label variables, themes, patterns, and 
categories [2]. 
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2.1.2 Follow-up Task 
The concept of "follow-up task" is devised to 
understand the relationships between tasks. It 
refers to tasks that are triggered and ensue in 
response to the completion of a particular task. 
 

 
Fig. 1. The conceptualization of a follow-up task 

 

2.2 Social Network Analysis 
SNA is used to visualize and analyze structures 
and patterns within a network, focusing on 
objects (nodes) and their relationships (links) [3]. 
Using SNA (Social Network Analysis), it's 
possible to identify work structures and patterns, 
such as interactions between team members and 
information flow within the organization [4].  
Specifically, it aids in understanding the 
importance and role of specific tasks within the 
network. 
 

 
 

Fig. 2.  Task process log-based organizational 
structure based on SNA 

3. Visualization & Analysis of Work 
Patterns in Performing Arts 

Production (Focused on K-Pop 
Concerts) 

Using Social Network Analysis (SNA) 
techniques, the communication tools utilized at 
two concert production sites were examined. 
This enabled a visualization and analysis of the 
overarching work patterns for each concert, as 
well as a breakdown of patterns according to 
distinct production stages: preparation, rehearsal, 
and the day of the concert. 

 
Fig. 3.  Visualization of task patterns during 

performing arts production 

4. Conclusions 
In this paper, we were able to identify the timing 
and forms of responses in the functionality of the 
performing arts platform, through visualizing 
and analyzing task patterns according to the 
stages of concert preparation.  
Furthermore, we enhanced work efficiency in the 
performing arts domain by incorporating 
functions into our system and pinpointing 
alternative functions through a data-driven 
examination of real concert productions. 
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Abstract 
 

This paper presents a fuzzy ontology based context-aware traffic control method for autonomous 
vehicles. The proposed a FOCATC4K provides the traffic control model for the intersection with the 
most complex traffic situation and the underpass with causing the greatest damage by fuzzy ontologies 
and generates the traffic control rules for those. The FOCATC4K is a traffic control model that is only 
suitable for Korea because the model is built according to the intersection layouts and traffic regulations 
of Korea. 
 

Keywords: Autonomous vehicle, driving context information, fuzzy logic, fuzzy ontology, traffic 
regulation, web ontology language.

1. Introduction 
The complexity of autonomous vehicles and the 
huge variety of possible scenarios, lead to a 
significant increase of required development and 
testing efforts. One of the requirements to an 
autonomous vehicle is that its behavior has to be 
in line with current traffic regulations at all times 
[1]. 

Ontologies have been used in the field of 
autonomous vehicles. M. A. Mohammad et al [2] 
proposed a novel ontology design for intelligent 
controlling of traffic signal. M. I. Alipo et al [3] 
developed an ArRoad system that monitors and 
analyzes vehicle traffic and flooded area then 
predicts possible reroute areas. 

In this paper, we propose a Fuzzy Ontology 
based Context-Aware Traffic Control for Korea 
(FOCATC4K). The proposed FOCATC4K is a 
framework to allow modular fuzzy ontology 
building for the development of automated 
vehicles. 

2. Related Works 

2.1 Fuzzy Ontology 
Fuzzy ontologies are an extension of the domain 
of crisp ontologies for solving the uncertainty 

problems. To represent formally the fuzzy 
knowledge, the concepts in the ontology with a 
degree of fuzzy defined based on fuzzy logic [4, 
5].  Fig. 1 presents an illustrative example of a 
fuzzy concept and its set of fuzzy property. 

 

 
Fig. 1.  Fuzzy concept of driver 

2.2 Driving Context Information 
In context-aware vehicular networks, any 
information that describes the driving situation is 
called driving context information. The context 
information has two components: the static 
context and the dynamic context. The elements 
of static context are not updated in real-time. But, 
the elements of dynamic context require to be 
able to update the context dynamically [6]. 

3. FOCATC4K 
We design the FOCATC4K that is a fuzzy 
ontology model of a traffic flow management 
system for intersections and underpasses. Fig. 2 
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shows the system structue of FOCATC4K, 
where context-aware service management 
provides a wide range of transportation 
applications: collision warning, road hazard 
condition notification, traffic condition 
notification, etc. 
 

 
Fig. 2. System structure of FOCATC4K 

 

The proposed FOCATC4K is built with fuzzy 
ontology and shown in Fig. 3, where Visibility, 
Weather, Pedestrian, Road, Tailgating and so on 
have fuzzy ontology subclasses. 

 
Fig. 3. OWL based fuzzy ontology for FOCATC4K 

 

Fig. 4(a) shows the fuzzy membership function 
for tailgating according to the driving distance 
(DDx) in an intersection, where Lx is the length of 
the intersection. DDx can be computed by Eq.(1), 
where vic, Tgs and tc represent the vehicle speed 
entering the intersection, green signal period, the 
elapsed time within green signal period, 
respectively.  

( ) (1)x ic gs cDD v T t    

Fuzzy rules for traffic congestions (TC) 
according to road occupancy (CR) and vehicle 
speed (VS) ratios are illustrated in Fig. 4(b), 
where CR, VS∈{Low, Medium, High} and 
TC∈{Smooth, Mild-Congested, Congested, 
Heavy-Congested} are fuzzy linguistic variables.  

 
Fig. 4. Fuzzy logics for FOCATC4K 

 

Table 1 shows the FOCATC4K based JessTab 
rule for an underpass entry in the roads near to 
Catholic University of Daegu. 
 

Table 1. Example of FOCATC4K based JessTab rule 
(defrule TCRule1 (Driver LastName ?x) (hasVehicle ?x Location) 

(hasPlace Location ?y) (hasArea ?y HaYang) (hasWeather HaYang 

LightRain) (hasRoad ?y Underpass) (hasSection ?y ExternalStraightLane) 

(TrafficCongestion smooth) (< VHeight (HasTR_Underpass ?y 

GeumrakTR_Height)) (and (UWaterLevel TR_WaterLevel))) ⇒ (assert 

(Entry ?x ?y)) 

4. Conclusions 
We proposed the FOCATC4K that can be used 
as a framework for autonomous vehicles. Future 
work includes mapping digital maps into 
FOCATC4K and integrating it with navigation. 
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Abstract 

 
Recommendation Systems (RS) help users quickly find the content they want on the Internet, where 
there is a lot of information. Graph Convolution Network (GCN) algorithms are widely used to 
efficiently implement such RIS. Xavier Uniform Initialization has been mainly used as a weight 
initialization in the learning process of GCN algorithms. However, to optimize the learning of GCN, it 
is necessary to apply a learning method that fits the graph structure. Therefore, we propose Egress 
Initialization, which initializes the distribution according to the graph embedding size, rather than 
Xavier Uniform Initialization, which has been traditionally used.   
 
 
Keywords: Graph Convolution Network, learning method, Recommendation Systems 
 

1. Introduction 
Recommendation systems are a key tool for 

presenting information or content that users want 
in a world of information overload, and they 
effectively present the most relevant information 
or products by analyzing users' past behavior, 
preferences, and interests. Mainly utilized in 
various fields such as e-commerce, 
entertainment, and social media, 
recommendation systems are used on platforms 
such as YouTube, Netflix, and Amazon to 
present users with the content they want. Recent 
research on recommendation systems utilizes 
Graph Convolution Network (GCN) to improve 
performance, and many studies have been 
conducted to improve the learning process of 
graphs. Therefore, in this paper, we propose an 
optimized initialization function for graph 
learning. 
 
 

2. Proposal methods 

2.1 Egress Initialization 
Equation 1 is the popular Xavier Uniform 

Initialization, where Nin is the number of input 
units and Nout is the number of output units 
(embedding size). The Xavier Initialization is 
designed to ensure that the variance of the output 
at each layer of the neural network remains the 
same as the variance of the input, which prevents 
the gradient from becoming too small or too 
large during training.  
 

 
 
Xavier Initialization is especially effective when 
the activation function is linear or when using a 
symmetric activation function such as tanh. 
Equation 2 is the proposed Egress Initialization, 
which has an initialization distribution that only 
considers the output of the layer. 
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If the two initialization functions have 

10,000 input units and 64 output units, the 
Xavier Initialization will initialize in the range 
(-0.024, 0.024), while the proposed Egress 
Initialization will initialize in the range (-0.125, 
0.125). This is a 5.2x higher range. This can lead 
to problems such as weight divergence/explosion, 
but in the case of Xavier Initialization, the 
embedding value of the graph neural network is 
converging too small, so having a wider range 
will improve the learning process of the GNN. 

3. Experiments 
For the experimental data, we used the 

Yelp2018 dataset, which is often used in 
previous studies. The configuration of the dataset 
is shown in Table 1, and the experimental results 
of the existing method and the proposed 
initialization method are shown in Table 2. The 
experimental results show that by applying the 
egress initialization method, the learning epoch 
can be reduced, and the accuracy is slightly 
improved or degraded within the error range. 
This confirms that having a wider initialization 
distribution is superior in terms of learning 
speed. 

 
Table 1.  Experiments data 

 
Yelp2018 

Train Train 
User 31,668 31,668
Item 38,048 38,048
Interaction 1,237,259 1,237,259
Sparsity 99.90% 99.90%

 
Table 2.  Experiments result 

  yelp2018 
Epoch recall NDCG

BUIR(Xavier) 290 0.04371 0.03557
BUIR(Egress) 79 0.04578 0.03718
LightGCN(Xavier) 231 0.05949 0.04887
LightGCN(Egress) 186 0.06059 0.04993
SGL(Xavier) 27 0.06791 0.05585
SGL(Egress) 20 0.06480 0.05304
SimGCL(Xavier) 18 0.07248 0.05976
SimGCL(Egress) 18 0.07217 0.05932
XSimGCL(Xavier) 14 0.07277 0.06002
XSimGCL(Egress) 13 0.07241 0.05964

4. Conclusions 
This paper proposed an egress initialization 

optimized for the learning process of GNN, and 
showed an increase in performance and a 
reduction in the learning process through 
experiments, and we plan to conduct future 
research on initialization distributions that 
consider the number of users and items instead of 
only considering the embedding size during the 
initialization process. 
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Abstract 

 
Advancements in technology necessitate the incorporation of more advanced heterogeneous parallel 
processors in modern computing systems. Korea has recently developed a heterogeneous parallel 
processor called AB21. Given the limited research on its performance, this study examines the software 
stack for this processor and elucidates the process of building and operating an online integrated test to 
verify its performance. We established configuration, execution, and issue-handling scenarios for Open 
Computing Language–Conformance Test Suite (OpenCL-CTS)-based integration testing. The 
OpenCL-CTS used to verify the AB21 software stack function consisted of thousands of large unit tests. 
For these large-scale integrated tests, we employed the commonly used GitLab CI/CD pipeline to 
automatically build and distribute an integrated online environment. Using the integrated testing 
environment, we efficiently discovered, verified, and resolved software issues in real time, thereby 
reducing the integrated testing time. The testing environment developed in this study serves as a 
valuable reference for building other testing environments to verify the performance of other recently 
developed heterogeneous parallel processors. 
  
 
Keywords: Heterogeneous parallel processor, AB21, integrated testing environment, software stack  
 

1. Introduction 
Looking at the recently announced TOP500 
supercomputers in June 2023, the proportion of 
systems adopting graphical processing units has 
increased, and approximately 37% (185/500) of 
the systems use accelerators. This paradigm shift 
is due to the increasing demand for artificial 
intelligence computing and accelerators with 
improved actual measurement performance 
ratios and energy efficiencies [1]. Following this 
trend, Korea has continued to carry out research 
and development projects for heterogeneous 
parallel processors such as AB21 through 

matrix/vector calculations and developed 
software stacks to utilize these processors [2].    

Regarding AB21, it is a RISC-V core-based 
heterogeneous processor with a computational 
performance (FP64) of up to 8 TFLOPS. Its 
software stack comprises an AB21 emulator, 
device drivers, LLVM compilers, Open 
Computing Language (OpenCL) runtime, and 
the OpenCL Conformity Test Suite 
(OpenCL-CTS) provided by the Khronos Group 
for functional verification. The integration of 
these components and large-scale unit tests is 
important for the performance verification and 
effective utilization of the self-developed AB21. 
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In the OpenCL-CTS test, approximately 1,700 
unit tests, excluding the graphics, OpenCL 2.0 
and 2.1, and extension categories, were used. In 
the AB21 function verification test, the 
sequential configuration and installation process 
of each software stack was completed, following 
which the subunit tests of OpenCL-CTS were 
executed. OpenCL-CTS is configured to run 
sequentially on a single node, and parallel 
processing is only possible for large-scale 
conversion tests and mathematical tests with 
long execution times. To parallelize the entire 
unit test, the code was modified to be set up, 
installed, and executed for each unit test, and 
abstracted installation and execution templates 
were applied to enable distributed parallel 
processing. Additionally, to build and operate an 
integrated test environment using these 
methodologies, a commonly used GitLab CI/CD 
tool was employed. These DevOps platforms 
facilitated the automation of the overall recurring 
workflow, including software building, 
installation, issue management, and pipeline 
management. To the best of our knowledge, this 
is the first study to parallelly verify the 
performance of AB21 using OpenCL-CTS in a 
cluster environment. 

2. Software Stack for Verifying the 
Heterogeneous Parallel Processor 

Function  
The software stack used for verifying the AB21 
function comprised four target software 
packages and one functional verification 
software package. Regarding these software, 
AXPUSIM is an emulator developed for AB21 
processor simulation. It is a pre-built binary-type 
library file and supports the architectures 
X86_64 and AArch64. XDE is a device driver 
emulator developed for AB21 support [3]; the 
compiler adds features to support the AB21 
processor based on the open-source LLVM [4]. 
OpenCL Runtime was modified and developed 
based on the OpenCL Portable version, the 
Portable Computing Language (PoCL) [5] 
project; it is defined as SoCL [4]. We performed 
the functional testing of AB21 using 
OpenCL-CTS. Specifically, we utilized LLVM 
v12.0, PoCL v4.0, and OpenCL-CTS 
v2023-05-16. 

3. Establishment of an Integrated 
Testing Environment  

The steps in constructing and executing the 
large-scale integrated test environment for 
verifying AB21 is as follows.  
 
1) The software for integration and functional 
verification were selected; AXPUSIM, XDE, 
LLVM, and SoCL were used for integration, and 
OpenCL-CTS was used for functional 
verification.  
2) The code of OpenCL-CTS, namely the main 
code of the test and the CMake environment 
configuration file, was modified to select only 
the categories and tests to be tested in the entire 
OpenCL-CTS.   
3) Unit tests were selected for the parallel and 
distributed execution of OpenCL-CTS, and an 
installation and execution setup file (.yml) was 
generated. This setup file, which was a subunit of 
the gitlab-ci setup file, separated the build and 
execution parts independently for each unit test, 
thereby allowing each test to be run individually.  
4) Using the Python application programming 
interface (API) provided by GitLab, issue 
management was performed in two ways: using a 
script that generated an issue when a task would 
fail (issue_open.py) and one (issue_close.py) 
that would close the issue when the operation 
was successful.  
5) A Python script utilizing the same API was 
written to send a test summary email when the 
entire test was completed.  
6) By leveraging the subtree functionality 
provided by Git, a virtual integrated directory 
was built for testing.  
7) A configuration file (gitlab-ci) was created for 
the GitLab CI/CD. This file was at the root of the 
virtual integration project and enabled the 
GitLab-CI/CD pipeline to run. It consisted of 
stages including variables, default, install-xde, 
install-axpusim, install-compiler, install-socl, 
install-opencl-cts, and email-summary; each 
stage included the installation of each software 
and a subtest part of the OpenCL-CTS. Include a 
subsetting part of GitLab-ci and include the unit 
test installation and executable files created in 
step 7. The variables represented the installation 
and log path of each software; default used the 
afterscript keyword to execute an issue 
management script depending on whether the 
unit test was successful, install_* represented 
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each applicable software installation script, and 
the email summary executed the Python script 
file for task completion after all the tasks had 
been completed. Additionally, dependence and 
execution trigger sources were specified for each 
stage.  
8) The default settings for the GitLab CI/CD 

pipeline execution were changed. The GitLab 
runner could be registered, released, and changed, 
and timeout and token management tasks could 
be performed. Tokens needed to be issued and 
registered manually using Python API GitLab. 
Regarding the GitLab runner, it is an agent 
running on a real computational node and the 
subject of the unit testing of the OpenCL-CTS in 
GitLab. In this study, a GitLab runner was used 
in a cluster consisting of four computational 
nodes. The current variables in its configuration 
file (/etc/gitlab-runner/config.toml) were set to 
40—this value is generally appropriate if set to 
80% or less of the total number of CPUs—for 
each parallel execution thread. Timeout is the 
maximum time that a GitLab runner can execute 
per unit operation; its default is 1 h. In this study, 
it was 24 h; if the execution time per task 
exceeded this, it indicated task failure.  

An AArch64-based cluster of four nodes was set 
up to run and verify the integrated tests based on 
OpenCL-CTS. The GitLab runner handled the 
task in parallel using 40 threads per node. The 
initial pipeline was executed manually to run the 
entire OpenCL-CTS unit test, and the pipeline 
was partially executed in accordance with the 
resolution of the registered issues. When it was 
executed, the initial state changed to "running" 
and then to either "passed" or "failed" depending 
on the result. The status, execution results, and 
total execution time could be checked in the 
CI/CD pipeline menu. When the pipeline ends, 
the email_summary task is executed, and a 
pipeline summary email is automatically sent to 
the administrator. 

4. Conclusions  
This paper introduces a software stack for AB21 
and a real-time large-scale integrated test 
pipeline construction and execution method. For 
large-scale integration testing, GitLab CI/CD 
tools were used to build 160 distributed/parallel 
task test environments across four nodes, and the 
code was modified to handle OpenCL-CTS unit 

tests in parallel. Additionally, by applying 
automatic issue processing according to unit test 
execution, automatic pipeline execution based on 
code updates, and a notification system that 
sends summary emails based on the completion 
status of the test, a real-time large-scale 
integrated test environment was established and 
operated. The results of this study can aid future 
research on verification approaches and testing 
environments for other types of heterogeneous 
parallel processor software.  
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Abstract 

 
Facial expression recognition classify is one of the tasks in computer vision where given a facial image, 
it is classified into predefined emotion label. There are numerous datasets available for facial expression 
recognition. However, the labels of facial expressions included in each dataset vary from one dataset to 
another and the data types are also different. To expand the range of recognizable facial expressions, we 
have tried integrating and relabeling various datasets for effective use in practical applications. The 
integrated dataset consists of a total 93543 images with 10 facial expressions including ‘Angry’, ‘Calm’, 
‘Disgust’, ‘Dislike’, ‘Fear’, ‘Happy’, ‘Neutral’, ‘Sad’, ‘Sleepy’, ‘Surprise’. We utilized Resnet50 as the 
classification model for integrated dataset training. The best accuracy of integrated dataset was 69.32%.  
 
 
Keywords: Facial emotion recognition, Facial expression, 10 emotions dataset  
 

1. Introduction 
Facial expression recognition is one of the tasks 
in computer vision. Recently, its performance 
has improved dramatically with the advancement 
of deep learning[8], there are many efforts to 
apply facial expression recognition in a wide 
range of human computer interaction(HCI) 
applications such as medical care, education, 
gaming, etc[9]. There are various datasets for 
facial expression recognition, but the data type 
and expression labels are different for each 
dataset. Since it is better to recognize various 
facial expressions in the application, we 
integrated and relabeled the existing datasets to 
form a dataset for 10 facial expressions.  

 

2. Datasets for Facial Emotion 
Recognition 

2.1 Pre-existing datasets 
The dataset used for integration is shown in 

Table 1. The CK dataset[1] has been used for 
facial expression recognition even before the 
advent of deep learning models. It was created in 
a laboratory setting and consists of 7 different 
facial expressions. The Ryerson dataset was 
produced in a studio environment where 
professional actors performed and underwent a 
inspection process[2]. Ryerson dataset contains 8 
facial expressions. In contrast, the RAF dataset 
was collected online, with images tagged by 40 
annotators using 7 facial expressions[3]. The 
YawDD dataset, specifically designed for 
drowsiness detection, comprises two labels: 
drowsy and non-drowsy[4].  
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2.2 ETRI emotion dataset 
ETRI emotion dataset is a dataset constructed for 
22 detailed facial expressions (Tense, Nervous, 
Worried, Anxious, Relaxed, Fatigued, Sleepy, 
Board, Confused, Surprised, Envious, 
Apologetic, Calm, Happy, Suffering, Irritated, 
Angry, Furious, Disgusted, Disappointed, 
Dislike). It consists of video data where actors 
performed various scripts for each facial 
expression. 
The dataset comprises 200 Korean actors, 
considering gender and age. The recordings were 
conducted in a studio equipped with HD 
cameras(1920 by 1080 resolution, 30 frames per 
second), taking into account lighting, 
background, head position, and noise conditions. 
Three version of videos were recorded for each 
actor, corresponding to the 22 facial expressions 
resulting in a total of 13,200 mp4 videos in the 
dataset.  
 

Table 1.  Datasets for facial emotion recognition 

 
 

2.3 Integration of datasets 
The ETRI emotion dataset, consisting of 
emotional acting performed by 
non-professionals, could not be directly used as 
training data, because there are differences 
between the facial expressions played in acting 
by actors and the facial expressions that are 
actually perceived by annotators. We selected 8 
overlapped facial expressions with other 
pre-existing datasets: 'Angry', 'Calm', 'Disgust', 
'Dislike', 'Happy', 'Sad', 'Sleepy', and 'Surprise' 
from the ETRI emotion dataset, and performed 
video sampling. ETRI dataset used in the paper 
involved capturing video only for the middle 
parts where the actors' performances were at 
their peak. Face detection was performed from 
images captured, and detected faces were 

provided to three different individuals of Korean 
nationality. Participants were asked to select one 
of the 8 facial expressions. Only data where all 
three individuals agreed were retained and 
refined. 
The Ryerson dataset and YawDD dataset were 
also captured from videos and converted into 
facial images. Three Korean individuals 
performed the annotation of these datasets. 
Subsequently, only the data on which all three 
individuals agreed was retained and refined. The 
total number of integrated data samples was 
93543, consisting of 81227 training data and 
12266 validation data. Samples for each facial 
expression are shown in Fig. 1.  
 

 
Fig. 1.  Samples of ETRI emotion dataset for 

each facial expression 

3. Benchmark Implementation  
We implemented the vanilla deep learning model 
consisting of ResNet50 and classifier to assess 
the performance of facial expression recognition. 
We also utilized algorithms from FAN [6] and 
DMUE [7] to verify the performance of the 
integrated dataset. [6] is an algorithm that utilizes 
an attention network of features extracted by 
passing sequential frames through a CNN. We 
applied this algorithm to sampled sequential 
frames from a video, and in the case of a single 
image, we replicated it to use attention 
algorithm. 
To improve the performance of all algorithms, 
data augmentation processes such as 
normalization, color jitter and adding Gaussian 
noise were applied to the training data. 
Pretrained Resnet50 was applied to all 
algorithms.   The vanilla CNN model and FAN 
are trained with the same hyperparameters such 
as the Adam optimizer, learning rate of 0.0001, 
batch size of 80. Table 2 shows the highest 
accuracy of each algorithm. The best performing 
model was FAN, which achieved an accuracy of 
69.32%. Compared to the state of the art 
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accuracy of the Ryerson dataset in [10], 
74.92%(visual only) for 8 expressions, the 
accuracy of integrated dataset for 10 facial 
expression was 5.6% lower. Due to the 
insufficient experimentation with various 
hyperparameter conditions for the DMUE model, 
there is a possibility that it may not be properly 
finetuned for a new dataset.  
 

Table 2.  The number of samples for each 
expression 

 

4. Conclusions 
We integrated existing datasets for facial 
expression recognition, including the ETRI 
emotion dataset, and constructed a dataset for 10 
facial expressions. In the bench-mark 
performance test, the best accuracy for the 10 
facial expressions was 69.32%. We believe that 
using more sophisticated deep learning models 
will improve the performance.  
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Abstract 

 
This study utilized Python technology to scrape data from tourists' reviews on Online Travel Agencies 
(OTAs) and conducted an in-depth analysis of tourists' satisfaction with international cruise ships in the 
Asian market. Research methodologies including text analysis, word frequency analysis, and sentiment 
analysis were employed. The subjects of the study were Carnival Cruise Group's Majestic Princess, 
Royal Caribbean Cruise Group's Spectrum of the Seas, and Genting Hong Kong Limited's Norwegian 
Joy. The primary objective was to acquire a comprehensive understanding of the perceived preferences 
and distinct needs of Asian travelers. Delving deeply into big data, the study scrutinizes the challenges 
and opportunities for the enhancement of cruise groups in the Asian market. Ultimately, by integrating 
consumer behavior research with tourism market analysis, the study offers recommendations and 
strategic directions for international cruise groups to enhance customer satisfaction in the Asian market. 
The study elucidates the principal factors influencing tourist satisfaction among the three major cruise 
groups across four dimensions: cruise facilities, services, family travel services, and tourist perceptions, 
potentially contributing to the sustainable development of cruise tourism in Asia.  
 
 
Keywords: Tourist satisfaction, Cruise Ship, Online reviews, Big data, Network Text Analysis 
 

1. Introduction 
In the era of digitalization and big data, the 
tourism industry, particularly the cruise tourism 
sector, has undergone significant 
transformations. The development of OTA 
platforms and big data analysis has paved new 
ways to explore customer satisfaction. OTA 
platforms, as a novel mode of interaction 
between tourists and the tourism industry, have 
not only simplified the booking process but also 
become repositories for customer reviews, 
preferences, and behaviors. Utilizing this data, 
cruise operators can gain in-depth insights into 
customers' needs and expectations. The cruise 

industry offers a wide range of services and 
experiences, with numerous factors influencing 
tourist satisfaction. Compared to traditional 
surveys, big data analysis can more effectively 
process and analyze large datasets, aiding in 
identifying key factors affecting customer 
satisfaction, analyzing feedback, discerning 
trends, and predicting future customer behavior. 
[1]The Asian cruise market is highly competitive 
and possesses tremendous potential, with 
projections indicating that by 2025, Asia will 
account for 30% of the global cruise customer 
market. [2] Consequently, this study contributes 
to delineating the current challenges faced by 
cruise enterprises in the Asian market and can aid 
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international cruise groups in better integrating 
into the Asian market in the future.  

2. Subjects and Methods 

2.1 Overview of Research Subjects 
In this study, the selected research subjects were 
Centurion Princess (a subsidiary of Carnival 
Cruise Group), Spectrum of the Seas (a 
subsidiary of Royal Caribbean Cruise Group), 
and Norwegian Joy (a subsidiary of Genting 
Hong Kong Limited). The selection of these 
research subjects was primarily based on the 
following considerations: Firstly, these three 
cruise ships are affiliated with the world's 
leading cruise groups and exhibit minimal 
differences in tonnage. Secondly, these cruise 
ships were among the first to enter the Asian 
market during 2017-2019, a period marked 
initially by rapid growth followed by a gradual 
decline due to various incompatibilities in the 
Asian cruise market. [3]These three cruise ships 
are thus more representative for examining the 
development trends and characteristics of the 
Asian cruise market.  

2.2 Data Collection 
This study employed Python technology to 
collect a substantial amount of tourist review 
data. The data were sourced from Online Travel 
Agency (OTA) websites, with the collection 
period extending from October 2017 to April 
2023. Necessary preprocessing was conducted 
on the data, including text cleaning, removal of 
irrelevant information, and elimination of 
duplicate comments, resulting in 12,190 valid 
comments. Based on the principle of random 
sampling, 2,000 comments from each subject 
were selected as the final research sample. 

3. Manipulation of Virtual Model  
Initially, a comprehensive text analysis was 
conducted, which involved extracting the top 
200 high-frequency words to generate a visual 
"word cloud" map (see Fig. 1) representing 
tourists' perceptions. This process was followed 
by further analysis of the top 50 high-frequency 
words. Among the analyzed groups of 
high-frequency words, 27 words were found to 
be repeated.  

 

 
Fig. 1. Word Cloud Map 

 
This repetition suggests a significant consistency 
in tourists' perceptions of the needs of different 
cruise ships. The high-frequency words were 
subsequently categorized into four dimensions: 
cruise facilities, cruise services, family traveling 
services, and tourist perceptions. Numerous 
linguistic comments on online travel platforms 
exhibit emotional tones or tendencies expressed 
by users. These can be analyzed to understand 
tourists' overall sentiments towards the three 
cruise tourism products. The results indicate that, 
overall, tourists exhibit positive emotions 
towards the three cruise ship tours. Specifically, 
the Royal Caribbean cruise ship received the 
highest percentage of positive comments from 
tourists, while Princess had the lowest 
percentage of negative comments. Conversely, 
Norwegian Joy received the lowest percentage of 
positive comments and the highest percentage of 
negative comments in the reviews. As depicted 
in Fig. 2, in terms of average sentiment score, 
Norwegian Joy recorded the highest score of 
12.42, followed by Royal Caribbean at 9.15 and 
Princess with the lowest at 8.65. 
 

 
Fig. 2. Tourist Emotional Score 

4. Conclusions 
The results of the aforementioned analyses 
indicate that tourists generally exhibit positive 
emotional willingness and high satisfaction with 
the three cruise ships, viewing cruise tourism as a 
leisurely, comfortable, and enjoyable mode of 
travel. The perceived image of tourists aligns 
fundamentally with the international image of 
cruise tourism, suggesting that international 
cruise ships have largely succeeded in 
establishing their product images in the Asian 
market, although numerous detailed issues 
persist. In conjunction with the study's findings, 
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the following management recommendations are 
proposed. 
Optimize the core image shaping of cruise 
products to create distinctiveness. The Asian 
market is intensely competitive, necessitating 
that cruise lines enhance their competitiveness 
through distinctive brand characteristics. The 
study discovered that although the cruise 
companies conveyed their core product image to 
tourists, there was no significant difference in 
tourists' perception of various cruise brand 
images, with the different brands being less 
distinguishable. Tourist reviews primarily 
focused on the cruise product itself, with 
minimal emphasis on brand positioning. 
Therefore, cruise lines should strengthen their 
brand image in the Asian market by leveraging 
their history and heritage from Europe and the 
United States 
Enhancing the service capabilities of tour guides 
and leaders is essential. It was observed in the 
study that evaluations pertaining to leaders and 
guides were frequent. While tourists generally 
expressed satisfaction with the guide services, 
issues such as lack of enthusiasm, inadequate 
explanations, and poor problem-solving skills 
were noted. The inconsistent professionalism of 
service personnel led to suboptimal service 
experiences for some customers. Consequently, 
it is imperative to intensify training in relevant 
skills for leaders to ensure that every employee at 
customer touchpoints demonstrates the 
company's commitment to service quality. The 
study also revealed a significant number of 
tourists are families, suggesting a focus on child 
and elderly services in the training. This 
approach will firmly grasp the considerable 
potential of the family travel market. 
Enhancing the efficiency of collective tourist 
activities is crucial. In evaluations related to 
collective activities like boarding, disembarking, 
and safety drills, tourists' overall feedback was 
negative, with disorganized activities 
significantly dampening their enthusiasm. Cruise 
companies have not adequately considered the 
needs and experiences of different age groups. 
Clear guidance and expedited customs queues 
are a universal desire among tourists. Therefore, 
implementing phased and streamlined 
approaches to improve crowd management 
should be considered. Organizing collective 
activities based on the diverse needs of different 
groups is a more rational approach. 

Appropriately providing free services, such as 
WiFi and complimentary drinking water services, 
is crucial. These are both common pain points for 
tourists and attractive needs.[4]Once such 
expectations are met, satisfaction levels are 
likely to rise sharply. Fulfilling these needs can 
create a sense of delight, thereby enhancing 
brand loyalty among tourists. Cruise companies 
could reduce costs or offer free periods, and 
establish complimentary water stations onboard. 
This approach can attract and retain customers, 
thereby enhancing the brand's competitiveness. 
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Abstract 

 
The increasing threats of terrorism worldwide have emphasized the importance of identifying and 
understanding the underlying factors that contribute to such activities. Utilizing the comprehensive 
Global Terrorism Database (GTD), this study aimed to verify the predominant terror-related factors in 
recent years. We applied the Risk Terrain Modeling (RTM) method, a spatial risk analysis technique, to 
provide a more granulated understanding of the areas prone to terrorist activities and the reasons behind 
them. Our findings highlighted certain hotspots where the convergence of various risk factors has led to 
heightened terrorist activities. Additionally, the RTM model proved effective in not only predicting 
potential terror-stricken regions but also in offering policy recommendations to mitigate risks. This 
study underscores the need for an integrated approach, combining rich datasets like GTD with advanced 
modeling techniques like RTM, to develop robust strategies against terror threats. 
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1. Introduction 
The escalating frequency and severity of terrorist 
incidents globally necessitate a deeper 
understanding of the factors driving such events. 
This study leverages the extensive data from the 
Global Terrorism Database (GTD) to examine 
the key factors contributing to terrorism in recent 
years. By employing Risk Terrain Modeling 
(RTM), a sophisticated spatial risk analysis 
technique, we aim to identify and analyze the 
geographic hotspots of terrorist activities and 
understand the confluence of risk factors leading 
to these incidents [1]. 
The significance of this research lies in its 
potential to enhance current counter-terrorism 
strategies. By pinpointing high-risk areas and 
understanding the underlying causes, our 
findings can guide more effective and targeted 

interventions. This study also demonstrates the 
value of combining comprehensive datasets with 
advanced analytical methods to predict and 
mitigate terrorism risks, providing valuable 
insights for policymakers and security 
professionals [2]. 
 
The paper is organized to first contextualize the 
importance of data-driven approaches in 
addressing terrorism, followed by a detailed 
examination of our methodology and findings, 
culminating in a discussion of policy 
implications and recommendations for future 
research. 

2. Theoretical Background 
"Spatial Analysis of Terrorism: Insights from the 
Global Terrorism Database and Risk Terrain 
Modeling,  we address the evolving nature of 
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terrorism, emphasizing its shift from regional 
conflicts to a global threat. This section 
underscores the complexity and varied 
motivations behind terrorist activities, 
illustrating the necessity of a nuanced 
understanding in today’s context. The critical 
role of data in analyzing terrorism is highlighted, 
focusing on how diverse data types help unravel 
terrorist patterns, methods, and motivations [3]. 
The Global Terrorism Database (GTD) is 
introduced as an essential resource, providing 
comprehensive data for global terrorism analysis, 
along with its development, application, and 
limitations. Risk Terrain Modeling (RTM) is 
briefly overviewed as a key method in spatial 
risk analysis, particularly relevant to terrorism 
studies [4]. 
The section underlines RTM's methodology and 
its prior applications. Finally, the integration of 
GTD and RTM is discussed, outlining how this 
combination can offer deeper insights into the 
spatial dynamics of terrorism, thereby aiding in 
the development of more effective 
counter-terrorism strategies. This summarized 
background provides a foundational 
understanding of the study's approach, blending 
comprehensive terrorism data with advanced 
spatial analysis [5]. 

3. Research Model 
The proposed model for the study on "Spatial 
Analysis of Terrorism" integrates various 
components to understand and predict terrorism 
activities effectively. At its core, the model 
focuses on "Terrorism Analysis," which is fed by 
two primary data sources: the Global Terrorism 
Database (GTD) and Risk Terrain Modeling 
(RTM). 
 

 
Fig. 1 . Research Modek 

4. Methodology 
This research proposes a methodology to 
develop a terrorism prediction model by 
applying the AutoRegressive Integrated Moving 
Average (ARIMA) analysis to data from the 
Global Terrorism Database (GTD). The process 
begins with the collection and preparation of 
GTD data, focusing on essential variables and 
converting them into a time series format. 
Following this, the data undergoes a series of 
analyses, including decomposition to understand 
its underlying patterns, and stationarity testing, 
essential for the ARIMA model. The optimal 
parameters for the ARIMA model are then 
determined. Once the model is built, it is 
rigorously validated through diagnostic checks 
and performance assessments using standard 
statistical metrics. Finally, the validated model is 
used for forecasting future terrorism incidents, 
with the predictions aimed at informing 
actionable policy recommendations for 
counter-terrorism. This approach aims to provide 
a systematic and data-driven methodology for 
predicting terrorism trends, thereby aiding in the 
development of informed and proactive 
counter-terrorism strategies. 

5. Results 
In this study, we have conducted an analysis to 
identify the nations most impacted by incidents 
over a half-century, from 1970 to 2020. Our 
analysis reveals a distinct concentration of 
incidents in specific geographical regions. 
Following Afghanistan ranks as the first affected 
nation, underscoring the ongoing challenges it 
faces. Pakistan emerges as the second on this list, 
reflecting its significant share of incidents. India 
and Colombia, ranking third and fifth 
respectively, complete this list of the top five 
nations most affected by incidents from 1970 to 
2020. This detailed breakdown paves the way for 
a more granular examination of the annual 
incident trends within these countries, offering 
insights into the temporal dynamics of these 
occurrences 
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Fig. 2 . ARIMA for 1st 

 
Based on this data, it is anticipated that the 
ARIMA model for Colombia, having the lowest 
AIC (Akaike Information Criterion) and BIC 
(Bayesian Information Criterion) values, will 
exhibit relatively better predictive performance 
compared to other models. Conversely, the 
model for Pakistan, which has the highest AIC 
and BIC values, is expected to have 
comparatively lower predictive accuracy. 
 

Table 1. Evaluation of Model 

6. Conclusions 
This research serves as an initial step in 
combining the Global Terrorism Database 
(GTD) with Risk Terrain Modeling (RTM) for 
predicting terrorism. The primary aim was to 
assess the feasibility of using GTD data for this 
purpose. Our findings, particularly through the 
application of the ARIMA model, show 
promising results, especially in the case of 
Colombia, where low AIC and BIC values 
suggest a higher predictive accuracy. However, 
the higher AIC and BIC values for Pakistan's 
model indicate some limitations and the need for 
further refinement. 
The study highlights the value of integrating 
comprehensive datasets with advanced analytical 
methods to improve our understanding of 
terrorism's spatial and temporal aspects. It 
suggests that further research should include 
more variables and diverse modeling techniques 
to enhance the predictive accuracy. The research 
underscores the importance of continuous model 
updating to keep pace with the evolving nature of 

terrorism. 
 
In summary, this study demonstrates the 
potential of using GTD data in terrorism 
prediction and sets the groundwork for future, 
more sophisticated research in this field, 
contributing to more effective global 
counter-terrorism strategies. 
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Abstract 

 
Evaluating the quality of a specific target system necessitates security testing based on stability and 
reliability. Thus, this paper proposes an exploratory test-based assessment method for conducting 
objective and intuitive security evaluations. Particularly, we utilize the MITRE ATT&CK and 
D3FEND frameworks to craft test scenarios (cyberattacks and defenses) from the perspectives of attack 
trees and defense trees, aiming to propose a systematic testing methodology. Ultimately, our research 
develops an intuitive table that maps and manages various vulnerabilities identified during the creation 
of test scenarios to security controls compliant with the NIST 800-53 standard, thereby guiding the 
development of a more structured security framework.  
 
 
Keywords: Exploratory Test, MITRE Framework, Attack Tree(AT), Defend Tree(DT), NIST 800-53 
 

1. Introduction 
In recent years, various modern weapon 

systems have become highly network-dependent 
and exposed to various network-based cyber 
threats due to the increasing importance of 
software, and various security guidelines have 
been proposed to improve them. Therefore, 
security testing based on stability and reliability 
is necessary to evaluate and improve the quality 
of weapon systems.  

This research aims to develop a more 
structured security framework by proposing an 
exploratory test-based evaluation method to 
perform objective and intuitive security 
evaluation. Furthermore, the exploratory tests 
performed based on TTPs* utilize MITRE 
ATT&CK [1] and D3FEND Framework [2] to 
create AT/DT scenarios. An intuitive table that 
maps and manages the various vulnerabilities 
identified during the creation of test scenarios to 
security controls that comply with the NIST 
800-53 standard is developed to understand the 

relationship between the two frameworks, which 
is useful for assessing the effectiveness of 
security control items and suggesting ways to 
counter real-world threats. In the end, the 
proposed research will allow for efficient 
assurance that the cyber capability of a weapon 
system is an important factor affecting the 
quality of the weapon system. 

2. Solution Approach 
The procedure for performing exploratory 

testing by scenarios is as follows. Basically, 
when performing exploratory testing based on 
possible cases, attack/defense scenarios are 
satisfied simultaneously step by step.  
Fig. 1 introduces a step-by-step procedure 

based on AT/DT to derive cyber-attack and 
defense scenarios that can be identified in a 
specific weapon system, i.e., an unmanned 
autonomous vehicle, and presents a proposal for 
conducting exploratory tests based on it. 
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Fig. 1.  Configure offensive/defensive scenarios for exploratory testing
 
In [STEP1], we identify the AT/DT tree 
components and define the final offensive and 
defensive objectives, such as "intentional 
disabling of a free-running tactical vehicle based 
on malicious behavior".  
In [STEP2], a strategic attack/defense scenario 
based on TTPs is presented based on the goal 
defined in step 1, and each component is 
described. It is important to systematically 
analyze and elaborate the scenarios and 
attack/defense paths during the subtree 
derivation process.  
In [STEP 3~4], we analyze detailed attack 
techniques for each scenario and derive 
procedures and mitigation techniques to 
understand the scenarios and develop effective 
response strategies through the above procedures. 
In addition, we derive possible paths and 
variations in attack scenarios based on TTPs. 
Through this, defense techniques and strategies 
can be detailed according to the attack path.  

In [STEP 5], the security risk of the target 
system is analyzed through AT/DT and NIST 
800-53 controls are mapped to perform risk 
prioritization based on the CIA model and 
vulnerability assessment through CVE [3]. 
In [STEP 6], we analyze and review the 
appropriateness of the scenario. 

The above procedures provide a systematic 
and objective process for efficiently assessing 
and assuring the impact of a weapon system's 
cyber capabilities on system quality. 

3. Experiment 
First, if we consider only the AT, based on the 

scenario mentioned above, the entire AT can be 
configured as shown in Fig. 2. After selecting the 
partial scenario (red box) in Fig. 2, we will 
perform exploratory tests that can determine the 
success of the attack. 
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Fig. 2.  Partial scenario for intentional disabling of autonomous tactical vehicles based on malicious behavior. 
 
In order to seize control of the normal operation mode 
(driving/mission), it must be done through the OR 
gate in the state of system infection due to malware 
insertion into the control setting communication 
described above, or in the state of DoS attack on the 
normal operation mode control setting 
communication. A DoS attack on the communication 
system related to establishing control rights for remote 
driving of unmanned vehicles will reduce the 
availability of remote driving and autonomous driving 
communication networks. As a result, it is 
disconnected and driving, mission execution becomes 
impossible. 

4. Conclusions 
In an era where the cyber capabilities of a 

weapon system have a significant impact on its 
quality, we present a system development 
process based on exploratory testing to assess 
and improve the quality of weapon systems. 
Used in conjunction with the MITRE ATT&CK 
and D3FEND Framework, exploratory testing 
provides an intuitive way to map and manage 

vulnerabilities to security controls that comply 
with the NIST 800-53 standard. This can help 
you strengthen the security of your systems and 
improve their quality. 
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Abstract 

 
The military operates small unmanned aerial vehicles and IoT systems and plans to operate 

intelligent robots or drones in the future, but they are operated using different communication ways and 
networks. In particular, when operating various unmanned systems, different communication systems 
are used depending on the manufacturer or distribution (development) company, so a separate system is 
established to ensure interoperability. In this research, we propose a plan to build a base communication 
environment that can be integrated and operated by unmanned systems such as drones, robots, and 
autonomous vehicles operated at military bases. The military is preparing basic communication 
environment standards for unmanned system operation and conducting research to ensure 
interoperability. We propose an optimized construction plan in terms of data link and network among 
the basic communication environments for efficient operation and management of unmanned systems.  
 
 
Keywords: Unmanned System, Interoperability, Communication Environments, Operation Standards 

1. Introduction 
The military seeks to develop, introduce, and 
utilize unmanned systems according to each 
military's battlefield and combat characteristics. 
The Army seeks to maximize combat efficiency 
by complementing the combatant-oriented 
combat system, as integrating unmanned systems 
such as attack drones and combat robots with 
existing manned combat systems. The Navy 
plans to operate water drones, underwater drones, 
and aerial drones as a power support system, 
focusing on unmanned weapon systems such as 
unmanned aerial vehicles, unmanned surface 
vehicles, and unmanned submarines. The Air 
Force seeks to construct a multi-communication 
system, including satellite communication, so 
that wired and wireless communication can be 
connected at all times while operating mainly on 
armed unmanned aerial vehicles with low 

observability that prevent exposure to enemy 
wiretapping and anti-radiation equipment. In 
addition, the regional network between 
unmanned fighter aircraft seeks to interoperate 
with external system networks such as tactical 
data links for cooperative operations with 
manned aircraft and connection with the 
intelligence/surveillance/reconnaissance system 
and command&control system[1]. 

Future unmanned systems must have operated 
manned/unmanned complex combat systems in 
accordance with development policies and 
strategies such as convenience of operation, 
automation, effectiveness, and autonomous 
operation. Therefore, standardized 
communication and control technologies such as 
networks, wireless communications, frequencies, 
etc. are needed.  

In this research, we propose a plan to optimize 
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the basic communication environment for 
effective operation of unmanned systems. We 
explain the current status of the military's 
unmanned system operation in chapter 2 and 
explain the current basic communication 
environment in chapter 3. And we present the 
optimization plan in chapter 4, and finally 
conclude in chapter 5.  

2. Status of Military Unmanned 
System Operation 

2.1 Military unmanned systems[2,3] 
Unmanned systems refer to mobile vehicles, 
including ground, sea, and air, that recognize the 
external environment on their own, move 
according to situational judgment, and perform 
necessary tasks without human intervention. 
Depending on the application environment, 
unmanned systems can be classified as follows. 
- Aerial unmanned vehicle: A powered drone 
that takes off and flies autonomously or is 
controlled by remote control based on flight 
dynamics principles without a pilot. 
- Ground unmanned vehicle: A mobile vehicle or 
operation management system that can move and 
perform operational missions through 
autonomous control and remote control by 
automated computing systems inside and outside 
the vehicle. 
- Marine unmanned vehicle: An unmanned 
vehicle operated on the water or underwater 
without ground control or piloting personnel. 
Ground unmanned systems perform missions 
such as aerial reconnaissance to collect 
intelligence in dangerous areas where troops 
cannot approach, surveillance/reconnaissance in 
valleys/narrows areas, environmental monitoring 
in combat areas, supply support, patient rescue, 
and equipment transportation. 
The Unmanned Maritime Systems perform 
missions such as maritime and underwater 
surveillance, attacks on enemy surface and 
underwater forces, mine search and removal, and 
surveillance/reconnaissance in dangerous sea 
areas that are difficult for manned systems to 
approach. 
Aerial unmanned systems are mainly used for 
reconnaissance and attack, and perform missions 
such as surveillance/reconnaissance, target 
acquisition, combat damage assessment support, 
and counter-power warfare.  

2.2 The development trends of domestic 
/international unmanned systems[4-6] 
The Ministry of National Defense is presenting 
unmanned system research goals for the effective 
operation of various unmanned systems for each 
military service. According to the Future 
Defense 2030 Technology Strategy, the 
development goals are commonization, 
automation, swarming, modularization, and 
miniaturization. 
- Commonization: Technologies commonly used 
in platforms such as communication, materials, 
and batteries for mutual compatibility of each 
unmanned system component and 
interoperability of communication, etc. 
- Automation: Automation technology such as 
autonomous flight/driving, autonomous 
decision-making, and autonomous mission 
performance combined with artificial 
intelligence technology 
- Swarming: Development of communication 
and control technology for swarm unmanned 
systems to efficiently perform various missions 
simultaneously 
- Modularization: Common mission equipment 
and software technology for major parts and 
functions to enable multi-purpose use of 
unmanned system missions 
- Miniaturization: Technology related to 
ultra-miniaturization so that it is not exposed to 
the enemy and can be easily moved/transported 
in order to increase the effectiveness of 
operational missions 
The U.S. military seeks to strengthen the core 
functions of the unmanned combat system by 
judging it to be the optimal means of combat that 
can complement the shortcomings of the manned 
combat system&combatants and maximize the 
effectiveness of combat missions on the 
battlefield. The U.S. military is proposing seven 
long-term development elements to strengthen 
the functions of unmanned combat systems. 
- Interoperability: The ability to share data and 
information between unmanned combat systems 
in real time and complete assigned missions 
through cooperation 
- Autonomy: The ability to autonomously choose 
decisions and actions based on collected and 
processed data and information 
- Airspace Integration : Ensuring sufficient 
airspace for testing, training, evaluation, and 
operational flights of aerial unmanned combat 
systems 
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- Communication: Technologies such as data 
links, frequency bands, and network 
infrastructure for sending and receiving data 
between unmanned combat systems or between 
unmanned systems and ground control centers 
- Training: Skills and knowledge for operating 
unmanned combat systems, continuous training 
for effective operation of autonomous unmanned 
combat systems 
- Propulsion and Power: Ensuring batteries that 
can maximize operational mission time, and the 
ability to minimize refueling and power 
recharging 
- Manned-Unmanned Teaming: Integration and 
construction of cooperative relationships 
between manned and unmanned combat systems 
that can maximize combat mission effectiveness 

3. Limitations of Unmanned System 
Operation 

Each military forces strengthens operational 
capabilities using unmanned systems such as 
combat ground/sea/air unmanned systems, base 
perimeter surveillance unmanned systems, 
IoT-based equipment/facility remote monitoring 
systems, and robot detection systems using 
unmanned , based on operational characteristics 
and bases of each military forces. However, there 
are still problems that need to be resolved to fully 
perform combat missions. For example, they are 
lack of integration due to different manufacturers, 
delays in standardizing operations, and lack of 
application of security/encryption technologies 
to protect systems and data. 
First of all, the operational unmanned systems 
currently in the military or those scheduled to be 
introduced are made by different manufacturers 
or developers, so they use different 
communication methods and networks. This is a 
problem that must be firstly resolved in the 
integrated operation of unmanned systems. 
Second, it is needed measure for integrated 
operation or interoperability between unmanned 
systems. In order to effectively achieve combat 
missions, collected and processed information 
must be shared in real time between unmanned 
systems or between manned and unmanned 
systems, and the mission performance of all 
unmanned combat systems must be confirmed at 
the ground command and control center. 
Third, security technologies related to system 
operation and protection of data transmitted 

between unmanned systems, between manned 
and unmanned systems, and between unmanned 
systems and ground control stations are needed. 
Recently, gaining right of drone control or 
leaking transmitted data continue to happen, so 
the military also needs security measures to 
prepare for such cyber attacks. 

4. Optimization Plan for operating 
Military Unmanned System 

In this chapter, we present a plan to optimize the 
operation of unmanned systems in terms of the 
limitations presented in Chapter 3 in order to 
maximize the combat mission effectiveness of 
unmanned systems operated by the military[7-9]. 
First of all, the standardization of data links must 
be prepared and applied in consideration of the 
future introduction and expansion of unmanned 
systems. Since different data links are applied 
depending on the platform and operating concept 
of the unmanned system, policy research and 
technological standardization on communication 
standards are necessary. Because commercial 
mobile communication technology is 
continuously developing, a standardized 
communication infrastructure system must be 
established in order to apply communication 
technology to the unmanned systems that the 
military plans to operate. For example, since 
mobile communication technology is moving 
from 5G to 6G, standardized communication 
regulations must be established in order to apply 
this communication technology to military 
unmanned systems, and a communication 
infrastructure environment for unmanned 
systems must be established based on this. 
Second, for interconnection and data integration 
between unmanned systems, an exclusive 
network must be established between the ground 
systems and control equipment of all unmanned 
systems through the defense broadband 
transmission network (wired), and the collected 
data and operational data of unmanned systems 
must be integrated[7]. For example, the aerial 
unmanned system transmits the collected data 
and unmanned system operation data to the 
ground control system through the downlink, and 
the ground control system analyzes and stores 
the received data. Data integration is necessary to 
manage received data efficiently and provide 
higher quality services. Various types of data 
transmitted from the aerial unmanned system 
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must be converted into standardized rules and 
formats for data management, and the converted 
data must be stored in the integrated database 
related to aerial unmanned system. 
Third, standardized communication protocols 
that take into account interoperability between 
heterogeneous unmanned systems must be 
established. The North Atlantic Treaty 
Organization (NATO), focusing on the United 
States and Europe, has established the STANAG 
standard, which defines standards for 
terminology and communication technologies 
and methods to ensure interoperability between 
military aerial unmanned systems among NATO 
countries[8]. The Korean military also needs to 
develop standards for interoperability of various 
unmanned systems to be operated by the military 
based on these standard specifications. Of course, 
standard communication technology is currently 
applied introduced unmanned systems to 
communicate, but physical communication 
devices and system integration technology are 
dependent on vendors, making it difficult to 
expect interoperability and integration effects 
between heterogeneous systems. 
Lastly, the data collected by the unmanned 
system must be managed by assigning security 
levels according to importance, and related 
infrastructure and security systems must be 
provided so that it can be linked/integrated with 
the defense AI platform. When data collected 
from various unmanned systems is refined and 
converted to extract data necessary for military 
operations, a secret level can be assigned 
according to data importance[9]. For this reason, 
the extracted data must be managed according to 
its confidentiality level. In addition, security 
software and systems must be in place to protect 
the hardware and OS that make up the unmanned 
system from cyber-attacks. In particular, security 
technologies such as encryption communication 
technology, firewalls, and intrusion detection 
systems must be applied to prevent 
communicated data from being leaked by 
spoofing or sniffing attacks. 

5. Conclusions 
In the future battlefield, a complex 
manned/unmanned combat system will be 
operated. In order for these systems to effectively 
achieve combat missions, they must have 
operation integration, interoperability, 

operational standardization, and security & 
encryption technologies. In this paper, an 
optimization plan to meet above conditions is 
presented. 
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Abstract 

 
In manufacturing, ensuring the quality of products is imperative prior to their introduction to the market. 
Detecting and classifying product defects during the production process is one of the top priorities in 
smart factories. Introducing defective products to the market put consumers at risk and significantly 
affect the company's brand and value. Hence, before introducing and delivering products to clients, we 
must strictly control defective on products before taking them to market. Product errors can occur at 
many stages during the production process, and the most reasonable control is to identify errors and 
defects right on the production line for each product component. In this study, we present experimental 
results using deep learning-based methods for classifying defect on micro-fasteners in Lithium-ion 
battery manufacturing. Exploring the defect detection of tiny objects from Lithium-ion battery 
component helps to eliminate errors in the final production and reduce costs for the company. 
 
 
Keywords: Defect detection, Micro-fasteners defect, Deep learning-based defect classification, Defect 
in manufacturing, smart factories. 
 

1. Introduction 
In smart factories, the production line is 

automated using connected devices, machines, 
and manufacturing systems to collect and share 
production data continuously. The data is then 
used to inform process improvement decisions 
and determine issues that may arise during 
manufacturing operations. There are many smart 
production methods used in a smart factory, such 
as applying deep learning algorithms, data 
analysis methods, cloud computing, internet of 
things (IoT) to operate production. Managing 

product quality is indispensable in operating the 
production line in smart factories, and one of 
them is detecting product errors (defects) during 
operations [1]. We can apply and use 
technologies and different methods to detect 
errors, defects, or flaws in products to achieve the 
goal of zero-defect manufacturing [2]. The 
application of defect classification on products 
has many important implications and brings 
significant benefits to manufacturers. 

  
In this paper, we applied different deep 

learning-based methods for classifying defective 
products. To be more precise, we have studied 
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and implemented YOLOv8 [3], ResNet [4], and 
EfficientNet [5] into micro-fasteners' images to 
classify not-good (NG) and good (OK) products. 
The experimental results indicate that using the 
EfficientNet method achieved the best F1 scores 
compared to the YOLOv8 and ResNet50 models. 
The results of this study provide useful 
information for manufacturers in choosing deep 
learning models and implementing the defect 
classification system in their factories for 
detecting defects on micro-fasteners in Lithium-
ion battery component manufacturing.  

2. Dataset 
The training dataset contains 209 images of 

micro-fasteners (NG: 137, OK: 72), a part in the 
Lithium-ion battery and was captured from the 
production line in a real factory in Korea. Fig. 1 
illustrates the micro-fasteners with defects (NG) 
and no defects (OK). For enriching the dataset, 
we conduct augmentation for the dataset with the 
"albumentations" library [6] and have 836 
images of micro-fasteners (NG: 548, OK: 288). 
We use the test dataset with 28 images (NG:14, 
OK: 14) to evaluate and compare the 
effectiveness of different proposed models. 

 
Fig. 1.  Example micro-fasteners in the dataset 

 

3. Experimental Results  
After preparing and preprocessing the dataset, 

we conducted training the dataset with different 
methods. All the models were trained and 

converged through 100 epochs.  
 
With the YOLOv8 network, we annotated the 

NG images with the bounding box surrounding 
the defects inside the images. After that, we 
evaluate the model by predicting the defects on 
test images. Images containing predicted defects 
are marked as NG images. As we can see in Fig. 
2, the trained model consistently improved 
accuracy, reaching a convergence point after 100 
epochs. The training accuracy curve represents a 
continuous decrease in the loss function, 
indicating effective learning. The mAP50 is 
achieved at 0.871, however, mAP50-95 is only 
achieved at 0.431. 

 

 
Fig. 2.  Training results with the YOLOv8 on the 

dataset 
 

With the Resnet model, we used the Resnet50 
network for training the model. Fig. 3 represents 
this model's training and validation accuracy on 
the dataset. As shown in the Figure, the training 
and validation accuracy were converted to 1 
through 100 epochs. 

 

 
Fig. 3.  Training results with the Resnet50 on the 

dataset 
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Similar to Resnet50, using EfficientNetB5 
resulted in the convergence of training and 
validation accuracy to 1 after iterating 100 
epochs. These values highlight the performance 
and convergence observed through different 
networks. 

 
Fig. 4.  Training results with the EfficientNetB5 on 

the dataset 
 

For evaluating the trained models, we 
calculate the F1 scores with the predicted label of 
images from the test dataset. The results of 
evaluating F1 scores are represented in Table 1 
and calculated based on the equation (1) below. 

 ∗∗           (1) 

Where:  
 TP: True positive 
 FP: False positive  
 FN: False negative 

 
Table 1. Comparison of F1 scores between different 

models 
 YOLOv8 

(Conf: 0.6) 
Resnet50 EfficientNetB5 

F1 0.833 0.933 0.9655 

 
As shown in Table 1. EfficientNetB5 
outperforms the remaining models in classifying 
the defect images from the test dataset, achieving 
F1 score of 0.9655. 

4. Conclusions 
In this paper, we conducted evaluating 

different deep learning methods for classifying 
defective products in manufacturing. In 

particular, the YOLOv8, Resnet50, and 
EfficientNetB5 were used with a real dataset of 
micro-fasteners for classifying not good and 
good products. The experimental results showed 
that EfficientNetB5 outperforms the remaining 
models in classifying defects on micro-fasteners. 
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Abstract 

 
This study aims to recognize the importance of safety and accident prevention for railway workers, 

as well as to improve the railway work environment. Considering the characteristics of the railway work 
environment, the goal is to develop a transport robot capable of carrying heavy loads. The transport 
robot is designed to autonomously follow railway workers to ensure collaboration. If it detects workers 
or obstacles within a certain distance, it will automatically stop moving, taking the worker's safety into 
account. Configured based on the ROS 2 platform for seamless integration of hardware and software, 
the transport robot employs YOLOv5 for real-time object detection. By implementing these 
technologies, it is expected to establish a secure and automated work environment, thereby enhancing 
the convenience and efficiency of railway workers. 
 
Keywords: Robotics development, Human-following robot, ROS 2, Railroad workers 
 

1. Introduction 
In the railway industry, railroad safety accidents 
occur continuously. There is a need to enhance 
safety and accident prevention measures for 
railroad workers and improve the work 
environment. The railway work environment 
involves a variety of heavy equipment and tools, 
leading to frequent tasks involving the 
transportation of heavy loads [1,2,3]. To mitigate 
these challenges that adversely impact workers’ 
safety and operational efficiency, we propose the 
development of a transport robot. The robot 
collaborating with workers in material handling 
environments has two functions of autonomous 
driving for self-navigation and human-following 
for collaboration. This can improve convenience 

and increase work efficiency while ensuring 
worker safety. To ensure seamless integration 
between the hardware and software of the 
transport robot, the development is planned 
based on the ROS (Robot Operating System) 2 
platform [4]. Considering the ability to detect 
workers and obstacles in real-time as the robot 
moves and aiming for relatively high accuracy, 
the YOLOv5 model has been employed [5].  

2. Robot Design 

2.1 Robot Hardware Design 
The transport robot was designed with a 
lightweight frame to improve energy efficiency. 
Structures and connectors were built for flexible 
loading and modularization of assembly and 
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disassembly to facilitate collaboration with the 
operator. NVIDIA Jetson Orin NX was used as a 
single board computer to control the robot, and a 
depth camera and LiDAR were used for near and 
long-range object detection. 
 

 
Fig. 1. Robot Design Configuration 

 

2.2 Robot Software Design 
The transport robot system has been set up 
utilizing the ROS 2 platform. Through the 
integration of hardware and software, the 
transport robot collaborates with railroad 
workers. The operating system is Linux Ubuntu 
20.04, and the system includes communication 
code written in Python, keyboard and joystick 
control codes, motor connectivity code, among 
others. 
 

 

Fig. 2. Configuration of the Following Robot System 

3. Robot Development 

3.1 Human-Following & Safety Driving 
Before the robot begins its tasks, it automatically 
initiates camera node connection and object 
detection using YOLOv5. It collects ROS 2 
based real-time vision sensor data and measures 

distances. When workers are detected in front, 
the robot drives towards the closest person at a 
consistent speed and follows. If workers or 
obstacles are detected within 1 meter in front of 
the robot, it immediately halts. Through this 
human-following and safe driving, it can 
efficiently support the tasks of the worker and 
ensure safety. 

3.2 Hardware Development 

The required functions were realized according 
to the design plan presented earlier. The transport 
robot can carry 20kg to 30kg at a time and is 
equipped with a safe driving function that stops 
when it detects workers or obstacles within a 
certain distance, 1m. 
 

 
Fig. 3. Human-Following Robot 

4. Conclusions 
This study describes the process and results of 
developing a transport robot that collaborates 
with a railroad worker to carry heavy loads, 
aiming to improve the working environment of 
railroad workers. The robot enhances workers’ 
convenience and work efficiency by following 
them and implements a safe driving function 
considering their safety. In the future, we plan to 
improve the robot’s performance, to add 
autonomous mobile driving technology, to 
develop robot data collection and interfaces and 
to create a simulation environment similar to the 
real one to build a digital twin. 
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Abstract 

 
Although information and communication technology is advancing rapidly, digital transformation 

(DX) within the manufacturing and associated sectors remains insufficient. Notably, challenges like 
recurring communication expenses and supply chain inventory shortages across multiple companies 
persist. This research seeks to enhance collaboration by assessing the level of DX among supply chain 
partners of a company. In this study, a survey was conducted with the company’s current dealers and 
parts suppliers, and the responses from 85 companies were analyzed. Leveraging an established digital 
industrial innovation maturity diagnostic model, we incorporated diagnostic elements across seven 
domains within the survey, conducted an analysis to validate and make practical use of the digital 
transformation level diagnostic model system through frequency and correlation analyses, and derived 
insights to enhance supply chain collaboration. 
 
 
Keywords: Digital transformation, Maturity assessment, Correlation analysis, Clustering 
 

1. Introduction 
The recent enactment of Korea’s Industrial 

Digital Transformation Promotion Law has 
garnered considerable attention from numerous 
companies in the field of industrial digital 
transformation (DX). Concurrently, initiatives 
are in progress to establish digital collaborative 
factories [1]. 

In the machinery industry, the absence of 
necessary parts during production poses 
challenges, leading to frequent communication 
through calls, emails, and visits among supply 
chain partner to ascertain supplier availability. In 
response to this, companies are making 
significant efforts to resolve supply chain issues; 
nevertheless, challenges persist.  Therefore, with 
the objective of constructing a digital 

collaborative factory, the company aims to 
gather real-time data spanning the reception of 
parts, product assembly, inspection, and delivery. 
This will be achieved by leveraging data 
acquired from MES/APS, fostering collaboration 
through shared information among supply chain 
participants. So, it is necessary to assess the level 
digital transformation of partners related to the 
company and formulate a strategy to enhance 
their DX capabilities. 

2. Related Works 
Industrial digital transformation assessment 

models focused on manufacturing industry 
include Germany's Industrie 4.0 Readiness 
Model, Austria's Industry 4.0 Maturity Model, 
and Singapore's Smart Industry Readiness Index 
[2,3,4]. In Korea, there also exists a system for 
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verifying smart factory levels, similar to these [5].  

Based on this, Chang et al. Developed a digital 
industrial innovation maturity diagnostic model 
consisting of seven assessment areas and 28 
criteria [6]. Maturity diagnostic models are also 
employed in other service industries and beyond 
[7]. This study applies an existing 
manufacturing-based maturity diagnostic model 
[6] to assess the DX maturity of a company and 
its suppliers in the supply chain, and draws 
strategic implications for building a supply chain 
DX cooperation system. 

3. Research Process 
The survey asked for basic information such 

as the company’s industry, revenue, and number 
of employees, and used 28 evaluation items in 7 
areas by applying an existing model to diagnose 
the DX level.  

The survey was conducted among suppliers 
and distribution dealerships that do business with 
the agricultural machinery manufacturer T. Out 
of around four hundred partners, 85 responded, 
including 46 suppliers and 39 dealerships. 

As both online and offline surveys were 
conducted, data such as revenue and number of 
workers were not displayed as categories, and 
some companies entered exact values, so they 
were grouped into categories and preprocessed. 
In addition, if there were duplicate responses, 
such as the industry and the respondent’s 
department, we changed them to a single value. 
Therefore, we preprocessed the data for 2 cases 
of company size, 10 cases of industry, 6 cases of 
annual revenue, 5 cases of number of workers, 
and 2 cases of respondents’ departments. 

4. Analysis Results 
For the statistical analysis, we analyzed 

variables such as company classification 
(supplier, dealer), revenue, and company size. In 
this paper, we focus on the suppliers.  

As shown in Fig. 1, the average score for each 
assessment area was compared by the percentage 
of revenue generated by the supplier to the 
manufacturer T. As a result, companies that have 
a high percentage of sales to the company T had 
relatively low scores in the remaining areas, 
except for the data area. It is necessary to 

consider companies with a relatively high 
proportion of sales to construct a digital 
collaboration factory. 
 

 

Fig. 1.  Partner level assessment by sales ratio 
 

Utilizing survey results of the partners, we 
conducted correlation analysis and observed that 
data utilization exhibited lower correlations with 
other evaluation items, as shown in Fig. 2. On 
the other hand, we observed a correlation 
between different evaluation items in the section 
of collaborating with partners. This could mean 
that they lack the information collaboration to 
share their data with their partners. In the 
supplier data, ‘Cooperation with suppliers’ and 
‘Digitalization education and training’ have a 
high score of 0.82, which confirms the need for 
education and training. 
 

 

Fig. 2. Correlation analysis among evaluation items 
 

Clustering was performed using data on 
revenue, revenue share, workforce size, and 
survey results for each item. While the data can 
be categorized into three primary groups, we 
conducted the analysis by segregating and 
labeling the data into four clusters, as illustrated 
in Fig. 3, to prevent excessive focus on any one 
group. 
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Fig. 3.  Clustering Result Dendrogram 
 

Within Group A, suppliers account for 40% of 
the total, and while dealerships exhibited high 
scores in the organizational and strategic aspects, 
their scores were lower in the collaboration 
category. On the other hand, within Group B, 
where suppliers constitute 44%, this group falls 
under the category of companies with the lowest 
scores. Particularly, the process scores were 
notably low, indicating a need for activities 
aimed at process improvement. In the case of 
Group C, it mainly consists of companies with 
slightly above-average scores, primarily 
composed of suppliers (67%). Notably, high 
scores in the data category are observed within 
this group. In Group D, suppliers (55%) score 
low on process and technology categories, and 
performance scores are also low. So, technology 
and process categories need to be reviewed. In 
Group D, the revenue is higher than the other 
partners. However, the percentage of the revenue 
is low, and the company needs to be reviewed. 

5. Conclusion 
This study applied a DX maturity diagnostic 

model to identify the current level of companies 
that have a supply chain to construct a digital 
collaboration factory.  

Basic statistical analysis was used to compare 
the mean of the overall scores of suppliers and 
dealerships. Correlation analysis was used to 
determine the validity of the survey items, which 
revealed a lack of cooperation among suppliers 
in exchanging data. Four clusters were formed 
based on the characteristics of the companies and 
the survey results, and the analysis revealed the 
current status of digital maturity diagnosis for 
each group and drew implications for building a 
supply chain collaboration process. 

Based on the analysis, strategies for 
strengthening DX capabilities in supply chain 

collaboration management should be established 
by utilizing techniques such as AHP and 
quantitative company information. 
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Abstract 

 
The current automotive industry is in the process of transitioning from Internal Combustion Engine 

vehicles to Electric vehicles. As a result of the shift towards mixed production, the need has arisen to 
proactively identify and respond to potential production management issues. This research aims to 
address these challenges by conducting logistics simulation in a digital twin environment. In order to 
perform a simulation, this research tries to define the required data, establish the system architecture and 
derive the Key Performance Indicators necessary for result analysis. Additionally, this study tries to 
define an architecture for connecting Business Intelligence(BI) tools with the digital twin environment 
to establish a real time data-driven decision making. This study demonstrated that the integration of 
predictive digital twins and analytical methodologies for decision-making can provide an environment 
that allows for a rapid response to the changing needs of the evolving factory. 
  
 
Keywords: Digital Twin; Logistics simulation; Business intelligence; Data driven decision making 
 

1. Introduction 
With the increasing focus on sustainable 

development and carbon emissions across 
industries, the global automotive industry is also 
introducing Electic Vehicle(EV) to replace 
Internal Combustion Engines(ICE), along with 
carbon neutrality policies. The transition from 
ICE to EV vehicles has led to major changes in 
the key components that comprise a car and how 
they are produced[1].  

Nowadays, logistics simulation techniques 
are becoming increasingly important as a 
technique for constructing a digital twin 
environment of a factory. Logistics simulation is 
a technique for modeling physical or abstract 

systems and experimenting with them. It is used 
to imitate and mimic real-world situations or 
systems to predict various situations and find or 
optimize alternative solutions.  

With the application of Digital 
Transformation in the factory environment, a 
multitude of IoT(Internet of Things) sensors 
have been deployed in  equipment. As a result, it 
has become possible to establish a more 
sophisticated Digital Twin environment, 
allowing for data-driven decision making in the 
factory using real-time monitoring and 
predictive logistics simulation results. The 
systematic computational analysis of data will 
lead to more informed decisions, which will in 
turn enhance the effectiveness of smart 
manufacturing [2].   
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 This study implement a simulation model 
to predict problem situations and find solutions 
to situations that cannot be executed in the real 
world. This study tries to explain how 
data-driven decisions are possible in a digital 
twin environment. 

2. Problem definition and Research 
objectives 

In this study, a simulation is conducted in a 
digital twin environment to derive a solution to 
the material warehousing logistics congestion 
problem that occurs in the process of mixed ICE 
and EV production, and then the results analyzed. 
The problem situation in this study is as follows. 
1) it is impossible to predict the logistics flow 
congestion of material receiving vehicles due to 
the mixed production of ICE and EV vehicles, 2) 
As EV parts become larger than ICE parts and 
the frequency of delivery increases, it becomes 
difficult to estimate the capacity of logistics 
resources and the layout of loading and 
unloading yards suitable to produce EV parts. 3) 
It is essential to visually inspect simulation 
scenarios and establish a system framewokr for 
utilizing BI tools with the result data.  

A logistics simulator is developed using 
Tecnomatix Plant Simulation, a manufacturing 
simulation software from Siemens, to predict the 
logistics flow of materials and products in and 
out of a mixed production process. The goal of 
this study is to conduct what-if simulations by 
configuring various logistics scenarios due to 
electrification, and to identify potential logistics 
problems through KPI derivation and data 
analysis using BI tools  from Tibco Spotfire. 

3. Literature review 
Table 1 summarizes the research contents 

of the related literature, divied into developed 
algorithms, whether simulation is used, and 
whether it presented system architecture.  

 

 

 
 

Table 1. Related research summary 

Related 
research

Algorithm
What-if 
Simulat

ion 

System 
Architecture

[3] 
Information 

entropy 
theory 

x o 

[4] 
Simulation, 

Optimization 
o x 

[5] Simulation o o 

4. Development of digital twin 
environment 

Digital twin simulations are conducted in 
five steps: collecting and pre-processing data, 
modelling the system, performing simulations, 
validating simulation accuracy, and making 
predictions from scenarios (Fig. 1). 

 

Fig. 1. Simulation steps 
 

This study define each step according to the 
simulation development steps and describe the 
actual adoption real case study. The simulation 
problem in this paper is a tier 1 vendor supplying 
parts to a Korean automotive company that 
produces a mix of ICE and EV parts.  

The first step is the simulation data 
collection and preliminary preparation phase, 
where the requirements for setting up the system 
are analyzed, and input data is processed into the 
required format. This process involves 
structuring input and output data to reflect the 
characteristics of the target system for modeling 
and is a crucial foundational step in modeling. 
IEC, EV parts production data, Part storage 
capacity data, Truck and Forklift information 
data and Work calendar data are collected. The 
changes in supply due to the increasing demand 
for electric vehicles have been incorporated into 
the data for both ICE and EV components.  

The second step involves defining the 
relationships between various entities and 
resources and incorporating scheduling rules and 
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various constraints to establish the simulation 
environment.  

The third step involves the actual execution 
of the simulation. As the scale and complexity of 
the modeling increase, the execution time also 
tends to become longer. The digital twin 
environment developed in this study depicted in 
Fig. 2.  

 

Fig. 2. Digital Twin display snapshot 
 

The data architecture organization of the 
simulator is shown in Fig. 3.  

 

Fig. 3. Connection to data and BI tools 
 

The step of validation and result analysis is 
dedicated to ensuring the accuracy of the 
simulation by verifying and confirming whether 
the constructed simulation environment 
accurately represents the intended scenarios. 
This study verified that the algorithm is 
functioning correctly by cross-referencing the 
dispatch execution results data table on a day by 
day basis with the work schedule to ensure that 
the number of trucks dispatched matches those 
entering, handling components, and leaving the 
factory.  

This study have developed three KPIs for 
use in data-driven decision-making. The first is 
the 'Number of Unloaded Trucks KPI,' which 
represents the number of trucks. The second is 
the 'Distribution Compliance Rate,' which is the 
ratio of actual trucks dispatched to the planned 

trucks dispatched. Finally, the 'Distribution Load 
Factor' indicates the time spent on dispatching 
during the workday. 

5. Conclusion and future works 
This study aims to establish a digital twin 

environment for predicting changes in the 
manufacturing landscape and to build a system 
for real-time decision-making. To achieve this, 
this study defined the electric vehicle hybrid 
production environment and outlined the 
simulation procedure for development. 
Additionally, we designed a system architecture 
for implementation, thus establishing a real-time 
decision-making framework. 
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Abstract 

 
Recently, the emergence of small electric home appliances with built-in batteries, such as portable 

small appliances for user convenience, has led to explosion accidents during waste disposal. If a waste 
lithium battery explodes, it is difficult to put out other fires, and the damage to human life and company 
assets is enormous. As a result, it is necessary to prioritize the classification of products containing 
batteries in the recycling process of waste household appliances. In this study, in order to test the 
possibility of classifying typical hazardous small electric home appliances through image learning, 969 
images of small household appliances were applied to a YOLO model capable of real-time object 
detection, and a fairly high detection rate was obtained.  
 
 
Keywords: Recycling, Deep learning, YOLOv5, Home appliance, Lithium battery 
 

1. Introduction 
The recent surge in the popularity of portable 

and convenient small electric home appliances 
has made our lives much easier. However, the 
recycling process required to dispose of these 
products has become increasingly risky. 

Since most portable small electric home 
appliances are powered by lithium batteries, the 
risk of fire and explosion during the recycling 
process is very high, unlike conventional plug-in 
appliances. As a result, there have been cases of 
explosions in the field [1][2].  

In the event of a lithium battery fire, it is not 
only difficult to extinguish the fire, but most 
recycling companies are facing difficulties due to 
the high risk of dust explosions and chain fires in 
the environment of waste electronics recycling 
centers. 

To address these emerging risks, this study 

developed a system to distinguish and classify 
lithium battery products from non-lithium 
battery products by using the YOLOv5 model, a 
deep learning-based object detection algorithm.  

The results of this study may provide a solution 
to the typical risk by enabling small-scale 
e-waste recyclers to effectively categorize 
hazardous lithium battery products and handle 
them separately. 

2. Related Works 
 Recently, the recycling industry has been 
interested in automated sorting using robots, and 
various studies have been conducted. 

In particular, the field of deep learning using 
YOLO is actively being researched in the field of 
household waste, and the results of these efforts 
are beginning to show [3][4][5][6]. 

Waste Management, a US recycling company, 
has created software and hardware that 
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automatically sorts household waste and is now 
commercializing it, and the products are so good 
that they can replace human labor [7]. 

Unlike other recycling fields, existing studies 
on consumer electronics recycling have focused 
on product value and process methods, such as 
"Status and Prospects of Waste Small 
Appliances Recycling" by In-sang Jung and 
Jin-hwan Park [8]. 

While these processes and methods were 
practical before the widespread use of portable 
small appliances, further research is needed, such 
as sorting batteries from small waste appliances 
for safe recycling. 

3. Research Flow  

3.1 Collecting Data 
To collect the data needed for the analysis, 

images of various small electric home appliances 
that are actually being discarded were taken with 
a smartphone (Fig. 1).  
 

 

Fig. 1.  Images of Waste Home Appliances 
 
We used a total of 15 classes, and Table 1 

shows the composition of the dataset for each 
class. The total data consists of 969 images. Of 
these, laptops, robot vacuum cleaners, necklace 
fans, stand fans, and Bluetooth speakers are 
among the products that contain explosive 
lithium batteries (35 percent), while the 
remaining classes consist of small appliances 
that do not have explosive potential (65 percent). 
 

Table. 1.  Data collection status of 15 classes 
Classes Images 

Laptop 233 

Radio 41 
Robot Vacuum Cleaner 74 
Vacuum Cleaner 16 
Necklace Fan 10 
Stand Fan 5 
Blender 95 
Rice Cooker 167 
Bluetooth Speaker 18 
Stand Speaker 9 
Coffee Machine 20 
Coffee Pot 44 
Keyboard 47 
Toaster 82 
Hair Dryer 108 

TOTAL 969 
 

3.2 YOLO Model 
YOLO (You Only Look Once) is a deep 

learning algorithm that performs real-time object 
detection, dividing the image into a grid and 
detecting objects in each grid cell in a single 
forward propagation, making it fast and suitable 
for real-time applications. In fact, for use in the 
recycling process, we adopted a YOLO 
algorithm that works as a one-stage detector to 
detect objects passing by at high speed. There are 
various versions of the YOLO model, but 
compared to previous deep learning models, this 
study uses YOLOv5, which has demonstrated 
high performance in a fast and accurate 
environment [9]. 

4. Experimental results 
In this study, we conducted an experiment to 

recognize and classify the types of small electric 
home appliances using YOLOv5 and checked its 
performance. Model training was performed on 
an Intel i9-13900K CPU, 24GB RTX 4090 GPU, 
and 128GB Ram. 

 The evaluation of the trained model used the 
mAP0.5 and mAP0.5_0.95 metrics along with 
precision and recall.  mAP0.5 indicates the 
percentage of object detections and correct 
answers that match 0.5 or higher, and 
mAP0.5_0.95 means the average value obtained 
by measuring the mAP every 0.05 units from 0.5 
to 0.95. The training parameters for training are 
Image size: 320, batch size 16, epochs 300.  
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Fig. 2.  YOLO Learning Curve 
 
After training the YOLOv5s model, it took 4.3 

hours to train 300 epochs and achieved Precision 
0.9927, Recall 0.9997, mAP@0.5 0.9948, and 
mAP@0.5:0.95 0.9736. As shown in Fig. 2, 
which summarizing the experimental results, the 
learning curve was unstable at first, but then the 
learning stabilized progressively. 

 

Fig. 3.  Test results using a webcam 

Based on the trained dataset, OpenCV was used 
to recognize small electric home appliances with 
a webcam, as shown in Fig. 3, and the 
performance of the test was decreased depending 
on the angle applied. 

5. Conclusions 
In this paper, we have defined explosive 

product groups by utilizing actual field data to 
classify certain products with fire potential. After 
collecting the image data, we trained the 
YOLOv5s model using 969 images, and the 
result mAP@0.5:0.95 showed an accuracy of 
0.9736. Using this, we tested a real webcam and 
found that it performed well when the angle for 
the recognition of the image is similar to the 
image which was captured data we used for 
training but we obtained poor performance when 
the applied angles are varied. 

  Therefore, we suggest the plan to organize an 
experimental environment similar to the actual 
recycling process to adjust the camera angles for 
classifying small electric home appliances, and 
to acquire additional image data to solve the class 
imbalance problem and apply it to training. It is 
expected that it can be applied to replace manual 
labor in the actual work environment to provide 
work convenience and solve the problem of fire 
and explosion hazards for workers and the work 
environment.  
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Abstract 

 
In a mixed production process, a bottleneck occurs when products that are heavily loaded on a specific 

process are continuously inputted. You can prevent bottlenecks by leveling the types of products that 
are inputted through scheduling in advance to maintain the balance of production facilities. However, in 
the case of static scheduling, it is not possible to cope with new unplanned factors such as machine 
breakdowns, so bottlenecks occur in the field, resulting in lower production efficiency. We propose a 
real-time sequencing heuristic to cope with new unplanned bottlenecks in maxed-model assembly lines. 
Experiments were conducted on a line producing several types of agricultural tractors to verify the 
performance of the input ordering method.  
 
 
Keywords: Bottleneck detection, Dispatching algorithm, Mixed production, Simulation 
 

1. Introduction 
 Many companies, including those that 

produce automobiles or auto parts, manufacture 
similar products of various specifications. At this 
time, manufacturing products of each standard in 
each dedicated process requires a lot of 
production lines and cost investment. To solve 
this problem, companies are using mixed 
production, which produces multiple products in 
one production line. Simulation experiments 
confirmed that when a product to be input in 
mixed flow production is arbitrarily determined, 
production decreases as the types of products 
vary and the working time of each product varies 
[1]. In order to increase production efficiency in 
the mixed flow production process, studies were 
conducted to plan the inventory input schedule 
using meta heuristic techniques such as linear 
planning [2], heuristic techniques [3], and 

genetic algorithms [4]. 
However, planning the entire product input 

schedule in advance is challenging when dealing 
with real-world situations such as equipment 
failure, rework due to defects, and changes in 
production plans. This makes it difficult to adapt 
to unexpected problems. In this study, we 
propose a real-time sequencing approach that can 
adapt to unpredictable situations that may occur 
in the field. 

2. Bottleneck Determination  

2.1 Bottleneck Determination Method 

In this study, the flow shop process of a total 
of N processes is considered. The final 
bottleneck process is identified by analyzing the 
performance of n process times with the longest 
working time of the input product. The process 
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with the longest working time is determined as a 
bottleneck by adding data from n processes with 
a long working time of previously injected 
products to the working time of all the currently 
injected products. 

2.2 Proposed Method 
Our idea is to alleviate bottlenecks by 

injecting products with the shortest processing 
time among those waiting in the buffer after the 
bottleneck process has been determined. Fig. 1 
shows the flow chart of the proposed method.  

 

 
Fig. 1.  flow chart of the proposed Method 

3. Experiments 
This study conducted an experiment by 

producing a simulation model of one production 
line that produces 10 types of products with a 
28-step process. The model did not reflect 
variables such as device failure, setup time, and 
logistics transportation time. The experiment 
was conducted on the assumption that 10 types of 
products were waiting for 550 units of 10 and 
100 types of products, respectively, in the buffer. 
The experiment was conducted by changing the 
n used when considering the bottleneck process 
from 1 to 10, and the total production time was 
compared with the method of sequentially 
injecting the product (Table 1). An additional 
experiment was conducted on the assumption 
that 100 units were waiting to see if the ratio of 
products waiting in the buffer was different, 
regardless of the total number of products 

waiting. 
It was confirmed that the time required for 

overall production was reduced when the 
proposed method was used compared to when 
the products were sequentially injected. At this 
time, the more products waiting in the buffer, the 
more time decreased. 

 
Table 1. Summary of experimets  

n Previous Proposed Improvement 
10*100 2.91% 3.09% 6.19% 
10*550 3.40% 3.56% 4.71% 

4. Conclusions 
The proposed method had the effect of 

shortening the production time in the mixed flow 
production process. It was confirmed that the 
larger the number of products waiting in the 
buffer, the more effective the proposed method is, 
and that the n value and total production that 
minimize production time vary depending on the 
amount and ratio of products waiting in the 
buffer. 

Further experiments will be conducted by 
reflecting the uncertainty and complexity of the 
actual process. 
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Abstract 

 
This paper presents an approach for identifying and analyzing similar redundancy among Artificial 

Intelligence (AI) core courses using the Hugging Face Transformer model and hierarchical analysis. We 

outline five key steps taken in this process. In the initial stage, we collected the syllabi of 18 target 

courses. During the preprocessing stage, we encoded course names and categorized items, such as 

weekly learning objectives, course content, course name, course code, and week number. For analysis, 

we employed hierarchical clustering with the Ward method to assess the similarity among courses. 

Finally, we visualized the results using a dendrogram. This analysis is expected to provide valuable 

insights for optimizing curriculum efficiency and reducing redundancy. 

 

 

Keywords: Similar redundancy, Hugging face transformer, Hierarchical analysis, Ward method, 

Visualization 

 

1. Introduction 

With the rapid advancement in the field of 

Artificial Intelligence (AI), universities and 

educational institutions are developing 

AI-related curricula and offering a variety of AI 

courses. These diverse courses play a crucial role 

in providing students with the knowledge and 

skills required in the AI domain. However, it is 

essential to consider the efficiency and 

redundancy of AI education [1]. 

Upon examining 18 AI core courses, it is evident 

that a wide range of topics and areas are covered. 

This diversity can offer rich learning experiences 

for students but may also lead to content 

redundancy and academic burdens. For instance, 

when a course titled "AI Mathematics" is divided 

into "AI Mathematics Fundamentals" and 

"Advanced AI Mathematics," it raises questions 

about the potential overlap in content. 

Moreover, redundancy can occur within "AI 

Fundamentals" and "AI Core" courses, with 

topics like "Machine Learning" being covered in 

both. Such redundancy can diminish the 

efficiency of the curriculum. 

This paper introduces a study on identifying and 

optimizing the redundancy among the 18 AI core 

courses. To achieve this, we utilize the Hugging 

Face Transformer model and hierarchical 

analysis to assess the similarity among courses 
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and provide insights for curriculum 

enhancement. 

This paper is structured on five key steps (data 

collection, preprocessing, model selection, 

similarity analysis, visualization) as shown in Fig. 

1. These five key steps aim to identify and 

optimize redundancy among AI core courses, 

contributing to the efficiency and effectiveness 

of AI education. 

2. Proposed System 

 

Fig. 1.  Flow-chart of proposed system 

2.1 Data Collection Phase 

The data collection phase marks the initiation 

of our research, during which we gather the 

syllabi of 18 AI core courses. This phase 

comprises the following detailed procedures: 

a. Selection of AI Common Courses: 

Firstly, we meticulously select the AI 

common courses to be included in our 

study. This selection is made with the 

aim of representing the AI curriculum 

and encompassing various subfields 

within AI. The consideration of a variety 

of courses ensures the 

comprehensiveness of our research. 

b. Data Collection: The syllabi include 

comprehensive information about the 

courses, such as course objectives, 

course outlines, weekly learning 

objectives, weekly course content, 

schedules, assignments, and essential 

materials. 

c. Data Storage: Data is collected in 

various formats, including Korean 

(HWP), Word (DOC), PDF, and web 

pages. These documents are securely 

stored and preserved. 

d. Quality Assurance: During the data 

collection process, we verify the 

accuracy and completeness of the 

collected syllabi. We check for any 

missing information or unclear content 

and make the necessary corrections. 

This modified data collection phase ensures 

the careful collection and secure storage of data 

from the very beginning of our research, 

enhancing the reliability of our study. 

2.2 Preprocessing Phase 

Details about data preprocessing, including 

encoding course names and categorizing 

syllabus items into weekly learning objectives, 

course content, course name, course code, and 

week number. 

a. Subject Code Assignment: Each course 

name is encoded according to the coding 

scheme that categorizes the 18 courses 

into 4 domains as shown in Fig. 2. For 

instance, "Artificial Intelligence 

Mathematics" belongs to the "A" 

domain, and "Artificial Intelligence 

Mathematics Fundamentals" is encoded 

as "A01," while "Artificial Intelligence 

Mathematics Advanced" is encoded as 

"A02." 

 

 
Fig. 2.  Subject code assignment 

 

b. Item Segmentation: The syllabi are 

divided into specific items, including 

weeks, course objectives, course content, 

course name, course code, and weeks. 

c. Language Processing: Text within the 

data is cleansed and standardized. This 

step involves correcting typos or 

grammatical errors and ensuring 

consistency in the formatting of the text. 

d. Data Format Integration: Since data 

may exist in various formats, it is 

integrated into the new coding system. 

e. Duplicate Item Handling: Duplicate 

information or redundant items are 
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identified and resolved, ensuring the 

accuracy of the analysis. 

f. Data Organization: Data is restructured 

into a format suitable for analysis. 

Database or spreadsheet tools are used to 

organize and clean the data. 

g. Data Validation: A validation step is 

carried out to verify the consistency and 

completeness of the data. Data errors or 

omissions are identified and rectified to 

enhance data quality. 

h. Data Storage: Processed data is 

securely stored. Systems or storage 

media are set up to ensure data is 

accessible for future use. 

This process, adapted to the coding scheme, 

effectively prepares the data for analysis, 

maintaining accuracy and reliability. 

 

2.3 Model Selection 

Selecting a Hugging Face Transformer 

model is a crucial decision in the context of 

natural language processing (NLP) tasks. Here's 

an explanation of why choosing a Hugging Face 

Transformer model is a suitable choice: 

a. Efficiency of Pretrained Models: 

Hugging Face offers a wide range of 

pretrained Transformer models that have 

been trained on extensive text data. This 

means that these models already possess 

a general understanding of language, 

making it easier to adapt them to new 

NLP tasks with less data and training 

time, ultimately improving performance. 

b. Multilingual Support: Hugging Face 

Transformer models support various 

languages, making them valuable for 

international projects or multilingual 

environments where NLP tasks need to 

be performed. 

c. Diverse Model Portfolio: Hugging 

Face provides a variety of Transformer 

[2] models, such as GPT-2 [3], BERT 

[4], RoBERTa [5], T5, XLNet [6], each 

tailored for different types of NLP tasks. 

This diversity allows you to select the 

most suitable model for your specific 

task. 

d. User Community and Resources: 

Hugging Face has an active user 

community and offers rich resources, 

providing support and solutions for 

potential issues that may arise when 

using the models. 

e. Ease of Model Fine-Tuning: Hugging 

Face Transformer models come with 

user-friendly APIs and libraries for 

fine-tuning. This enables you to adapt 

the models to specific tasks and improve 

their performance. 

f. Transfer Learning and 

Generalization: Hugging Face 

Transformer models excel at transfer 

learning, allowing knowledge learned 

from different NLP tasks to be 

transferred to new tasks. This capability 

results in strong performance even with 

small datasets. 

g. Real-time Conversations and 

Interactive Interfaces: Hugging Face 

offers real-time conversation and 

interactive interfaces that allow testing 

and interaction with the models in 

practical settings. 

For these reasons, Hugging Face 

Transformer models are often chosen as a 

suitable option for NLP tasks and serve as strong 

candidates during the model selection process. 

 

 
Fig. 3. Distil-Whisper Transformer Model [7] 

2.4 Similarity Analysis Phase 

An exploration of the hierarchical analysis 

process, using the Ward method to evaluate 

redundancy among AI courses and a discussion 

of the results. The similarity analysis stage in the 

research paper, guided by an exploration of the 

hierarchical analysis process using the Ward 

method, aims to assess redundancy among AI 

courses and subsequently discuss the outcomes. 

Here's an explanation of this stage: 

a. Hierarchical Analysis Process: The 

hierarchical analysis process involves 
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organizing the AI courses into a 

hierarchical structure based on their 

similarities. This typically begins by 

representing the courses as data points 

and using clustering techniques to group 

them into clusters. The Ward method is a 

hierarchical clustering algorithm that 

helps identify patterns and relationships 

among these courses. 

b. Ward Method: The Ward method, a 

widely used hierarchical clustering 

technique, is employed to evaluate the 

similarity and redundancy among AI 

courses. It calculates the distances or 

dissimilarities between courses and 

iteratively merges clusters to minimize 

the total within-cluster variance. This 

method is particularly effective at 

identifying clusters of courses with 

similar content or objectives. 

The Ward method (or Ward's Method) is one 

of the clustering algorithms used in hierarchical 

cluster analysis. This method is based on the 

principle of minimizing the increase in variance 

between clusters. Below is an explanation of the 

Ward method with mathematical formulas: 

a. Measuring Distance Between 

Clusters: To calculate the distance (or 

increase in variance) between two 

clusters A and B, Euclidean distance is 

commonly used. The distance between 

two clusters can be calculated as 

follows: 

 

 
Where: 

.d(A,B) is the distance between clusters A and B. 

.NA is the number of data points in cluster A. 

.NB is the number of data points in cluster B. 

.xij is the jth feature of data point i. 

.xj is the mean of the jth feature. 

b. Calculating the Increase in Variance: 

The Ward method considers the increase 

in variance for each cluster when 

merging clusters. This indicates how 

much the variance increases when a new 

cluster is formed. The formula to 

calculate the increase in variance is as 

follows: 

 
Where: 

.ΔV is the increase in variance when clusters A 

and B are merged. 

.VAB is the variance of the new cluster formed by 

merging A and B. 

.VA is the variance of cluster A. 

.VB is the variance of cluster B. 

c. Merging Criterion: The Ward method 

proceeds by merging the cluster pair 

with the smallest increase in variance at 

each step. This means that it consistently 

merges clusters that result in the least 

increase in variance. 

2.5 Visualization 

An explanation of how the results are 

visualized using a dendrogram and the 

interpretation of the visualized data. To gain a 

deeper understanding of the similarities and 

redundancies among the 18 AI core courses, we 

utilized a dendrogram for visualization. This 

stage allowed us to create a hierarchical structure 

and represent it visually. The dendrogram is a 

graphical representation of the clustering results, 

showing how each course is hierarchically 

combined. It consists of branches representing 

clusters and illustrates the order of mergers, with 

the height indicating the distance between 

clusters. The dendrogram visually captured the 

relationships among the courses, highlighting 

courses with shared topics and overlapping 

content. Through the dendrogram, we analyzed 

the similarity and redundancy of the 18 AI core 

courses in our research. By examining the 

distances and merger order of grouped courses, 

we identified clusters of similar courses. This 

insight informed decisions related to course 

restructuring and redundancy reduction, 

contributing to the improvement of the 

curriculum. The dendrogram visualization 

played a pivotal role in our research, providing a 

clear overview of the relationships and 

redundancies among the AI core courses. 

3. Experimental Results  

The experiment involved creating a dendrogram 

through hierarchical cluster analysis using the 

Ward method to assess the similarity of course 

titles, course objectives, and course content in 

the collected course syllabi. 

 

 



52                                           Tai Hoon KIM and In Seop NA: Analyzing Similar Redundancy Among AI Core Courses using  

Hugging Face Transformer and Hierarchical Analysis 

Fig. 4. Subject Similarity 

 

The experimental results revealed distinct 

clusters in the dendrogram. As shown in Fig. 4, In 

the title category, "Unsupervised Learning," 

"Reinforcement Learning," "Machine Learning," 

and "Natural Language Processing" were closely 

clustered. In another cluster, "Speech 

Recognition," "Computer Vision," and 

"Intelligent HCI" exhibited proximity. 

Additionally, "Mathematics Fundamentals," 

"Advanced Mathematics," "AI Fundamentals," 

and "AI Applications" formed a separate cluster, 

while "Problem Solving and Algorithms" and 

"AI Algorithms" were also found to be closely 

clustered. These findings provide insights into 

the grouping of related AI core course topics 

based on the similarity of course titles, objectives, 

and content. Fig. 5 represents the similarity of 

course objectives in the experimental results.  

As shown in Fig. 5, "Unsupervised 

Learning," "Reinforcement Learning," "Machine 

Learning," and "Natural Language Processing" 

cluster closely together.  

 
Fig. 5. Objective Similarity 

 

 

 

Similarly, "Speech Recognition," "Computer 

Vision," "Intelligent HCI," and "Deep Learning" 

are observed in proximity. Additionally, 

"Advanced Mathematics," "Mathematics 

Fundamentals," "AI Fundamentals," and "AI 

Applications" form another tight cluster, while 

"AI Algorithms" and "Problem Solving and 

Algorithms" are closely grouped together. 

These results visually demonstrate the 

grouping of AI core courses based on the 

similarity of their course objectives. Fig. 6 

illustrates the similarity of course content in the 

experimental results. As depicted in Fig. 6, 

"Intelligent HCI" and "Reinforcement Learning" 

cluster closely together, while "Speech 

Recognition" and "Computer Vision" as well as 

"AI Systems" are observed in close proximity.  

Furthermore, "Advanced Mathematics" and 

"Mathematics Fundamentals" form a tight cluster, 

and "Natural Language Processing," "AI 

Algorithms," and "Unsupervised Learning" 

cluster closely together. 
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These results visually represent the grouping 
of AI core courses based on the similarity of their 
course content. 

4. Conclusions 
Based on the analysis of course titles, course 
objectives, and course content among the 18 AI 
core courses using the hierarchical similarity 
comparison through the Ward method, our study 
has successfully explored and compared the 
relationships and redundancies among these 
courses. Our findings reveal the distinct 
clustering patterns among these courses, 
shedding light on how they are related and can be 
optimized within the AI curriculum. 
In conclusion, this research contributes to a 
deeper understanding of the interrelatedness and 
thematic similarities among AI core courses. By 
utilizing the Ward method and dendrogram 
visualization, we have provided valuable insights 
for curriculum designers and educators to make 
informed decisions about optimizing the AI core 
course offerings. This work can serve as a 
foundation for curriculum enhancement and 
streamlining, ultimately benefiting students and 
the field of artificial intelligence education. 

 
 
 
 
 
 
 
 
 
 

Fig. 6. Course Content Similarity 
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Abstract 

 
Pedestrian collision avoidance is one of the key points for safe autonomous driving. In order to 

prevent pedestrian collisions in complex urban areas, it is important to consider the risk of different 

pedestrian types. Different targets of pedestrians, children, the disabled, and personal ride carriers such 

as bikes, and motor kickboards, have different risk levels. This paper proposes a pedestrian collision 

risk assessment algorithm based on motion prediction of different targets of pedestrians. We prioritize 

collision risk depending on different targets of pedestrians by predicting time-to-collision (TTC) with 

an autonomous vehicle. The experimental results show that the proposed risk priority algorithm proves 

effectiveness.  

 

 

Keywords: Autonomous Driving, Collision Risk Assessment, Deep Learning, Motion Prediction, 

Time-to-Collision, Pedestrian Behavior Analysis 

 

1. Introduction 

In the evolving environment of autonomous 

vehicles (AVs), ensuring pedestrian safety 

remains a critical challenge. In complex urban 

areas, different targets of pedestrians, for 

example, children, the disabled, and personal ride 

carriers such as bikes, and motor kickboards, 

have different risk levels. Existing methods do 

not distinguish between various pedestrian 

targets. We consider different risk levels 

depending on speed of pedestrian targets in 

Table 1 [1][2]. The collision risk is not low even 

if objects are far away from a car, because motor 

kickboards and bikes have a higher risk of 

collision depending on their speed. Disabled 

people have a higher risk of collision than other 

pedestrians in the same location due to their 

slower reaction time. This paper proposes a 

multi-pedestrian collision risk assessment 

algorithm based on motion prediction of different 

targets of pedestrians. We prioritize collision risk 
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depending on different targets of pedestrian by 

predicting time-to-collision (TTC) by an 

autonomous vehicle. 

Table 1.  Speed of pedestrian targets 

Pedestrian Targets Speed (km/h) 

Adults 5 

Children 3 

The disabled 

(Wheelchair) 
10 

Bikes 15 

Motor Kickboards 20 

2. Proposed Methodology 

 

Fig. 1.  Architecture of the proposed pedestrian 

collision risk assessment model 

2.1 Pedestrian Detection 

This research employs CityPersons dataset of 

urban traffic scenarios including various 

pedestrian densities and backgrounds [3]. 

YOLOv7, a state-of-the-art object detection 

model, was used for detecting pedestrians due to 

high accuracy and real-time processing 

capabilities [4]. We utilize a pre-trained 

YOLOv7 model and fine-tuned it with our target 

pedestrians including adults, children, people in 

wheelchairs, bikes, and motor kickboards.  

2.2 Pedestrian Motion Prediction 

Deep SORT is an advanced algorithm for 

object tracking, particularly effective in handling 

scenarios with moving cameras or multiple 

moving objects, like pedestrians in urban 

environments [5]. Pedestrians are tracked with 

Kalman Filter for predicting the future state (e.g., 

position and velocity) of pedestrians based on 

their past states. Deep SORT employs the 

Hungarian algorithm for data association, which 

solves the problem of matching detected objects 

with existing tracks.  

2.3 Collision Risk Assessment 

Targets of pedestrian have different risk levels 

depending on their speed and reaction time. A 

motor kickboard that is farther away from an AV 

has a higher level of risk than an adult that is 

nearby because the reaction time of motor 

kickboard is slow due to braking distance 

depending on the speed. Likewise, unexpected 

situations can occur in children or people in 

wheelchairs because they have poor attention and 

slow reaction time. Therefore, we propose a 

method using risk priorities according to the 

speed and reaction time of pedestrians to prevent 

accidents. The proposed risk priorities are as 

follow: 

 

The disabled = Children > Motor Kickboard 

= Bike > Adults. 

 

The future trajectory of an AV is denoted as 𝑦 

and pedestrians as 𝑧𝑖  with T steps, where 𝑖 ∈
[1, … , 𝑁] is the number of pedestrians and T is a 

timestep in seconds. We first calculate the closest 

distance between the AV and pedestrians to 

determine if they have possibility to be in 

collision: 

 

𝐷𝑖 = 𝑚𝑖𝑛𝑡=1
𝑇 ‖𝑦𝑡 − 𝑧𝑖

𝑡‖2. (1) 

 

𝐷𝑖  compares the distance between pedestrians 

and the AV present in a situation. If 𝐷𝑖 > 𝜀 , 

where 𝜀 is a threshold of safe distance between 

two objects, the AV and the pedestrian do not 

interfere with each other. Otherwise, we 

calculate the time steps between the AV and 

pedestrians when a collision occurs: 

 

𝐶𝑖 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑡=1
𝑇 ‖𝑦𝑡 − 𝑧𝑖

𝑡‖2. (2) 

 

𝐶𝑖  defines the time step whenever each 

pedestrian meets with the AV. The pedestrian 

with smallest 𝐶𝑖 meets the AV earliest while the 

largest 𝐶𝑖 does the AV last.  

When there are pedestrians with the same 𝐶𝑖 
value, the AV responds differently according to 

risk priority level. If a person in a wheelchair and 

an adult have the same 𝐶𝑖  value, then the AV 

should reduce the speed for the disabled much 

faster than the adult, due to the disabled person’s 

slower responds. 

3. Experimental Results 

The speed of an AV and pedestrians are 

assumed to be constant. The speed of the AV is 
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50 km/h, and the fixed speeds of the pedestrians 

are shown in Table 1. The AV at 50km/h needs 

a braking distance of 16m and takes 2 seconds to 

stop [6]. The experiment was conducted 

assuming that a collision will occur if the AV 

cannot stop within 2 seconds after detecting 

pedestrians and predicting the motion. When the 

risk priority algorithm is implemented, 

experimental results showed that the AV starts 

braking 2 seconds in advance for disabled people 

and children, and 1 second in advance for motor 

kickboards and bikes. 

 
Table 2.  Comparison of collision rates with the 

proposed risk priority algorithm 

Targets of 

Pedestrian 

Collision Rate 

Without 

Risk 

Priority 

With Risk 

Priority 

Adults 25% 25% 

Children 30% 22% 

The disabled 

(Wheelchair) 
23% 14% 

Bikes 23% 17% 

Motor Kickboards 35% 28% 

 

Table 2 shows comparison of collision rates 

with proposed risk priority algorithm. Adults are 

not considered a priority, there was no effect on 

the collision rates in the experimental results. 

However, children, disabled people, bikes, and 

motor kickboards that take risk priority have the 

effect of reducing the collision rates by an 

average of 7%. The results prove that our 

proposed risk priority algorithm based on targets 

of pedestrian is effective. 

 

 
Fig. 2.  Comparison of collision rates according to 

expected time of collision 

 

Fig. 2 shows the collision rates when each 

pedestrian target has the same collision time. The 

results show that as the expected time of collision 

is given sufficiently, the AV is able to brake to 

prevent a collision. Moreover, it shows that 

children, disabled people, bikes, and motor 

kickboards with risk priority tended to see a 

greater reduction in collision rates compared to 

adults without risk priority. 

4. Conclusion 

This paper proposed a pedestrian collision risk 

assessment algorithm that considers various 

targets of pedestrian, including children, the 

disabled, bikes, and motor kickboards. The 

proposed algorithm predicts the time-to-collision 

(TTC) with different pedestrian targets, allowing 

AV to brake in time for avoiding collisions. This 

advancement makes a significant step towards 

improving the interaction between autonomous 

vehicles and pedestrians, ensuring safety in urban 

traffic environments. For the future work, we 

plan to implement the proposed risk priority 

algorithm in a real vehicle on the road and to 

check if it works properly in the road test. 
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Abstract 

 
Facial wrinkle segmentation is the process of dividing facial image into wrinkle segments and 

representing them by a mask. Existing deep learning-based methods have difficulty segmenting fine 

wrinkles due to the insufficient amount of wrinkle data available and the imbalance between wrinkle 

and non-wrinkle data. To address these problems, in this paper, we propose an efficient facial wrinkle 

segmentation method based on Unet++ model. For segmentation, we first enhance the wrinkle dataset 

by manually annotating wrinkles on the entire face. Secondly, we perform facial feature extraction to 

extract only the skin region from the facial image. Lastly, we train Unet++ model using both dice loss 

and focal loss to alleviate the class imbalance problem. Through several comparative experiments, we 

demonstrate that the proposed method outperforms previous facial wrinkle segmentation method. 

 

 

Keywords: Facial wrinkle segmentation, image segmentation, wrinkle dataset, class imbalance, dice 

loss, focal loss 

 

1. Introduction 

Facial wrinkle segmentation divides wrinkle 

regions in a face image and represents them as a 

mask. Recently, deep learning-based methods 

have been proposed to segment wrinkles. In [1], 

the authors proposed a wrinkle inpainting model 

with a facial wrinkle segmentation component. 

Despite its performance, this method had 

difficulty accurately segmenting wrinkles due to 

the insufficient amount of wrinkles dataset 

available and class imbalance of wrinkle 

elements. With the imbalance of winkle elements, 

the model tends to focus on the non-wrinkle 

elements that contain the majority of facial 

images. As a result, the class imbalance can lead 

the model to falsely predict wrinkles as non-

wrinkles.  

In this paper, we propose a new facial wrinkle 

segmentation scheme to overcome these 

problems. To do that, we constrcuted an 

enhanced wrinkle dataset with both prominent 

and fine wrinkles. Then, we specify region of 

interest where wrinkles appear on facial images 

Finally, to alleviate the imbalance of wrinkles 

and non-wrinkle elements, we train the Unet++ 

model [2] using both dice loss [3] and focal loss 

[4]. To show the effectiveness of the proposed 

scheme, we perform comparative experiments 

using our enhanced wrinkle dataset.  

The structure of this paper is as follows. In 

Section 2, we describe our proposed scheme in 

detail. Section 3 evaluates the performance of the 

proposed scheme through comparative 

experiments. Finally, Section 4 concludes the 

paper.  
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2. Methods 

Fig. 1 depicts the overview of our proposed 

scheme for accurate facial wrinkle segmentation, 

which is composed of three stages: (1) creating 

an enhanced wrinkle dataset, (2) extracting the 

skin region of the face image, (3) and segmenting 

facial wrinkles using Unet++ model with dice 

loss and focal loss. In the following subsections, 

we describe more details on each component.  

2.1 Enhanced Wrinkle Dataset 

For more accurate wrinkle segmentation, we 

created an enhanced wrinkle dataset from the 

public dataset, Flickr-Faces-HQ (FFHQ) [5]. 

From the dataset, we selected a thousand images 

of people of different ages, genders, and 

ethnicities. Then, we annotated various shapes, 

sizes, and complexities of facial wrinkles. 

2.2 Skin Region Extraction 

In this stage, we extract only skin regions from 

facial images to focus on wrinkle segmentation 

of facial skin. To specify region of interest where 

wrinkles appear, we removed facial landmarks 

and image background of facial images, isolating 

the skin region from the images. By using skin 

region images as input, the facial wrinkle 

segmentation model can focus more on learning 

wrinkle patterns without noise from non-wrinkle 

elements.  

2.3 Facial Wrinkle Segmentation Model 

Model architecture. We implemented a 

segmentation model based on Unet++. Unet++ 

model consists of encoder, decoder, and sub-

networks interconnected through densely nested 

skip pathways. The encoder down-samples skin 

region images to extract wrinkle feature maps 

with contextual information. The down-sampled 

wrinkle feature maps are then propagated to the 

corresponding layer of sub-networks through 

densely nested skip pathways. Then, the decoder 

up-samples features from the corresponding 

layer of sub-networks to generate wrinkle masks.  

Loss function. We use two loss functions in our 

model:  dice loss and focal loss. We expect that 

the dice loss can penalize wrong predictions, 

while the focal loss will help the model to down-

weight non-wrinkle elements and concentrate on 

wrinkle elements.  

Dice Loss is a region-based loss that quantifies 

the similarity between the predicted 

segmentation mask and the ground truth mask, 

highlighting the overlapping regions. This loss 

function effectively mitigates the problem of 

class imbalance as it punishes false predictions. 

The dice loss can be defined by Eq. (1). 

 

𝐿𝐷(𝑝, 𝑞) =  1 −
2 ∑ 𝑝𝑖𝑞𝑖

𝐻×𝑊
𝑖=1

∑ 𝑝𝑖
2𝐻×𝑊

𝑖=1 +  ∑ 𝑞𝑖
2𝐻×𝑊

𝑖=1

         (1) 

 

Here, p and q denote the predicted mask and the 

ground truth, respectively. In addition, H and W 

represent the height and width of the input image, 

respectively.  

On the other hand, focal loss reshapes the 

classical distribution-based loss function to 

overcome class imbalance. In facial wrinkle 

segmentation, non-wrinkle facial elements are 

easy to distinguish, but wrinkles are difficult to 

identify. During training, focal loss assigns low 

weights on non-wrinkle elements and high 

weights on the wrinkle elements. Focal loss can 

be defined as Eq. (2). 

 

𝐿𝐹(𝑝𝑡) = {
−𝛼(1 − 𝑝𝑡)𝛾 log(𝑝𝑡) ,        𝑦 = 1

−(1 − 𝛼)𝑝𝑡
𝛾

log(1 − 𝑝𝑡) , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (2) 

 

Here, α stands for weighting factor, γ denotes 

focusing parameter, and pt represents the 

predicted probability of correct class. In this 

study, we set the weighting factor to 0.75 and the 

focusing parameter to 2.  

 

Fig. 1. Overview of the proposed facial wrinkle segmentation method. 
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3. Experiments  

3.1 Qualitative Evaluation 

Fig. 2 depicts the qualitative comparison of the 

previous deep learning method [1] and our 

proposed method. In the figure, we can observe 

that the proposed model outperforms the deep 

learning-based method in the wrinkle extraction. 

That is, our method reproduces the wrinkles in 

the ground truth while avoiding non-wrinkle 

elements. This indicates that our model is 

capable of learning wrinkle patterns more 

accurately and robustly.  

3.2 Quantitative Evaluation 

In this section, we quantitatively compare the 

performance of wrinkle segmentation methods, 

including the proposed method, in terms of F1 

score, Intersection over Union (IoU), and pixel 

accuracy. For all metrics, scores closer to 1 

indicate higher quality.  

Table 1 shows the comparison results. As shown 

in the table, the proposed method shows better 

performance than other method in all metrics. 

This indicates that our method can accurately 

segment diverse wrinkles. 

 
Table 1. Quantitative comparison of wrinkle 

segmentation methods. 

Segmentation 

methods 
F1 score ↑ IoU ↑ Pixel acc. ↑ 

Sanchez et al. [1] 0.4925 0.3317 0.9919 

Ours 0.5949 0.4275 0.9929 

4. Conclusions 

In this paper, we proposed a facial wrinkle 

segmentation method that can effectively 

segment wrinkles on the entire face. To do that, 

we constructed an enhanced wrinkle dataset with 

deep and shallow wrinkles across different ages, 

races, and genders. We also extracted skin 

regions from facial images to focus on the 

wrinkle patterns of facial skin. To alleviate the 

class imbalance problem of wrinkles and non-

wrinkle elements, we used both dice loss and 

focal loss to train Unet++ model. Through 

comparative experiments on our wrinkle dataset, 

we showed that our proposed method 

outperforms existing facial wrinkle segmentation 

method. 
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Fig. 2. Qualitative comparisons of facial wrinkle segmentation methods. 
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Abstract 

 
 

Multi-person action recognition refers to the technology of identifying and analyzing the actions of 

multiple individuals within a single scene simultaneously. As pose estimation models in multi-person 

action recognition, OpenPose and PoseNet are usually considered. However, their low pose estimation 

speeds may cause reducing real-time data processing speed and energy efficiency. Therefore, in this 

paper, we compare and analyze the multi-person action recognition methods with YOLOv7-Pose with 

high pose estimation speed and action classification models such as long-short term memory (LSTM), 

gated recurrent unit (GRU), and spatial temporal-graph convolution network (ST-GCN). Experimental 

results showed that the combination model of YOLOv7-Pose and ST-GCN could achieve the highest 

accuracy of about 91%, and the combination model of YOLOv7-Pose and LSTM combination model 

could achieve the fastest action recognition speed of about 1.2 ms.  
 

 

Keywords: Action recognition, LSTM, Pose estimation, Time series data, YOLOv7 

 

 

1. Introduction 

Multi-person action recognition is a technology 

that identifies human actions within a scene 

involving multiple active participants. This 

technology has previously been implemented by 

utilizing pose estimation models such as 

OpenPose and PoseNet. These models, however , 

they exhibited slower inference speeds than their 

contemporary counterparts, such as 

YOLOv7-Pose[1]. In this paper, we propose an 

action recognition method that combines deep 

learning models that perform action 

classification and YOLOv7-Pose and compare 

these methods considering testing time and 

accuracy as important indicators. 

 

2. Action Recognition Method 

We implemented an multi-person action 

recognition method that combines YOLOv7 for 

pose estimation and three deep learning models, 

LSTM, ST-GCN, and GRU, for action 

classification[2].   

 

 
Fig. 1. Action recognition model with YOLOv7-Pose 
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As shown in Fig. 1, Human skeleton data is 

extracted while buffering 15 frames of keypoints 

based on the YOLOv7-Pose model, and action 

dataset is classified for recognizing three actions 

of standing, walking, and running based on the 

LSTM, ST-GCN, and GRU models.  

 

 

3. Experimental Results   

This section explains about the experiment 

procedures and results. We use 80% of the 

dataset for training, and holdout 20% for testing. 

The operating system is Ubuntu 20.04 and GPU 

model is CUDA 11.4. We construct neural 

network models using Pytorch 1.9.1[3]. We built 

video data sets of three actions: walking, running, 

and standing, for pre-training of the action 

classification model.  

 
Table 1. Action recognition models performance 

evaluation  

Metric Y-LSTM Y-GRU Y-ST-GCN 

Accuracy 0.87 0.81 0.91 

F1-Score 0.82 0.75 0.90 

Testing time 1.2ms 1.5ms 7.2ms 

Parameters 352,775 80,452 7,922,301 

 

As shown in Table  1, the accuracy of 

Y-ST-GCN was the highest at 91%, but the 

testing time of Y-LSTM was the fastest at 1.2 ms 

and the accuracy was also relatively high at 87%. 

Therefore, we used Y-LSTM in demonstrations, 

hoping to combine it with edge devices in the 

future[4]. 

 

 

 

Fig. 2.  Multi-Person action recognition model 

example 

As shown in Fig. 2, the demonstrations of this 

experiment was conducted with more than 3 

people. 

 

 

4. Conclusion 

In this paper, we implemented an advanced 

multi-person action recognition method and 

compare Y-LSTM, Y-GRU, Y-ST-GCN 

methods. As comparison, The accuracy of 

Y-ST-GCN is the highest at 91%, and the testing 

time of Y-LSTM is the fastest at 1.2ms. We 

expected that these model will be able to achieve 

better performance by combining it with edge 

devices such as Raspberry Pi and Jetson series in 

the future. 
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Abstract 

 

This study designs a real-time video recognition algorithm for crime prevention in unmanned cafes. 

As the number of unmanned cafes has increased, crimes targeting them have also on the rise.  Even 

though evidence of crimes was obtained from CCTV, it took a lot of time. Thus, it was difficult to 

respond to these crimes in real time. Therefore, this study investigates the research trends of two 

algorithms used for real-time video recognition. YOLO is an object detection algorithm, and it 

recognizes objects and identifies their locations. Hence, it can quickly assess whether there has been 

damage to objects. MediaPipe, which is a pose detection technology, employs the method of 

recognizing movements from a human perspective. MediaPipe is implemented using CNN-based 

feature extraction and classification algorithms. Algorithms to be applied to the anomalous sign 

detection system are each selected based on the analysis results, these algorithms are utilized to design 

an artificial intelligence video algorithm. 
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1. Introduction 
 

With advances in the Internet of Things (IoT), 

there has been an increase in the number of 

unmanned cafes, which are managed and 

operated without human staff. However, there 

has also been an increase in the number of 

vandalism crimes that exploit the fact that 

unmanned cafes are not staffed by humans [1]. In 

2022, there were 6,018 cases of theft at 

unmanned stores, but only 3,609 criminals were 

apprehended. This outcome can be associated 

with the characteristics of unmanned cafes. 

Although the evidence of a crime can be obtained 

from CCTV, the owner of the cafe can view the 

recorded video footage after assessing the extent 

of damage to the store. Therefore, this study 

analyzes algorithms used in video recognition 

technology and designs a real-time video 

recognition algorithm for crime prevention. 

Additionally, this study employs the You Only 

Look Once (YOLO) algorithm to perform object 

recognition to assess the performance of the 

model. 

 

 

2. Proposed Algorithm and System 
 

2.1 Research Trends in Object Detection 
 

The object detection algorithm detects the 

main objects the user wants the algorithm to 
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detect and distinguishes these objects by drawing 

bounding boxes around them. Early object 

detection models employed two techniques for 

locating and segmenting objects. They utilized 

convolutional neural networks (CNNs) to extract 

bottom-up regions and used a paradigm of 

training large CNNs when there was an 

insufficient amount of labeled training data [2]. 

However, early algorithms encountered 

difficulties in separating the objects from the 

background. As a result, they were unsuitable for 

real-time data processing. Joseph Redmon and 

his research staff addressed this issue and 

developed the YOLO object detection algorithm 

[3]. The YOLO algorithm is fast because it only 

needs to obtain the final detection results after 

inputting images into the neural network. 

Moreover, since it encodes the global 

information by using the entire image, it has the 

characteristic of reducing the error of detecting 

the background. Since it was first introduced, 

there have been many updates to the YOLO 

algorithm, including the development of a model 

that can be used even in an environment without 

graphics processing units (GPUs) [4]. 

 

2.2 Research Trends in Pose Detection 

 

The most intuitive way to detect a person's pose 

is to use the person's joints as the key points and 

learn the person's poses based on the movements 

of these joints. The early DeepPose model 

presented a method of using a deep neural 

networks (DNNs) regression model to accurately 

predict the positions of a person's joints [5]. 

However, DNNs are more specialized for 

processing sequential data than for visual 

learning. Hence, it is difficult to train DNNs with 

a small amount of data. To compensate for this 

issue, Google developed an open-source library 

called MediaPipe, which mainly uses CNNs [6]. 

MediaPipe uses reusable components to quickly 

prototype recognition pipelines  

 

2.3 Design of a System for Applying an 
Artificial Intelligence Video Algorithm to 
Unmanned Cafes 
 
This section designs the algorithm that can be 

applied to unmanned cafes based on the research 

trends of the two algorithms analyzed earlier. As 

shown in Fig. 1, the main objects of the cafe, 

such as the kiosk and coffee vending machines, 

are identified using the YOLO algorithm. To 

determine whether the identified objects have 

been damaged, the data collected from CCTV 

cameras are fed into the YOLO model, and the 

boundaries of the damaged objects are identified. 

 

 
Fig. 1.  Recognition of the kiosk and coffee 

machine objects 

 
Table 1. Object Recognition Rate 

 

The following is a table of results compiled 

based on the results derived by collecting data for 

recognizing the devices inside the cafe and 

training the model using the YOLO object 

detection algorithm to assess the extent to which 

the model recognizes the coffee machines and 

kiosk. 

Most of the metrics are 0.9 or greater in the table 

above. This result indicates that the YOLO 

object detection algorithm accurately detected 

the kiosk and coffee machines in most cases. 

Therefore, this model can reliably detect objects 

in an unmanned cafe environment. 

 

 
Fig. 2. Recognition of behaviors for using the kiosk 

 

If damage to an object is detected, the system 

generates an alert. In addition, the system utilizes 

MediaPipe's movement detection to monitor the 

behaviors of a customer from the moment the 

customer enters the cafe and identifies normal 

and abnormal behaviors, as shown in Fig. 2 and 

Fig. 3.  

 
Coffee 

machine 
Kiosk 

Recall 0.92 0.93 

Precision 0.98 0.98 

Accuracy 0.90 0.90 

F1 Score 0.95 0.95 
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Fig. 3. Recognition of behaviors for drinking a 

beverage in the café 

 

 
Fig. 4.  Architecture of Anomaly Detection System 

 
If abnormal behaviors are detected, the system 

generates an alert. If both the MediaPipe and 

YOLO algorithms generate alerts, the system 

combines the alert data and sends an alert 

message to the cafe owner and public institution. 

The architecture of the system is shown in Fig. 4.  

A crime prevention system like this one is 

expected to enhance the stability of the operation 

of unmanned cafes and contribute to crime 

prevention. 

 

3. Conclusions 
 

In this study, we designed an AI video algorithm 

system that will be applied to unmanned cafes 

based on the research trends of the YOLO object 

detection and MediaPipe pose detection 

algorithms. This system detects potential crimes 

and abnormal signs that can occur in unmanned 

cafes and respond to them in real time. It 

employs the YOLO object detection algorithm to 

detect damages inside a cafe, quickly assess 

whether objects inside the cafe have been 

damaged, and take necessary actions. The 

characteristics suitable for fast and real-time data 

processing were utilized to reduce background 

detection errors and build a system suitable for 

real-time data processing. Moreover, the system 

utilizes MediaPipe to monitor the behaviors of 

customers in real time, and it was designed such 

that it can take actions if anomalous signs or 

abnormal behaviors by a customer are detected. 

The system monitors the situation in an 

integrated manner by combining the data from 

the two algorithms. Furthermore, the system was 

built to send an alert message to the cafe owner 

and public institution when alerts from the two 

algorithms are sent to the system. It is expected 

that this system will improve the safety and 

efficiency of unmanned cafes and contribute to 

improving crime prevention and response. 
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Abstract 

 
In recent years, crimes using virtual assets, such as ransomware distribution, exchange hacking, drug 
purchases, have caused a steady increase in economic losses to the public. In addition, existing crimes 
such as the concealment of criminal funds are evolving into cybercrime using virtual assets. However, 
the analysis technology for tracking illegal virtual assets is still insufficient, resulting in a lot of time and 
manpower being spent on estimating and apprehending criminals. 
In this paper, we propose a graph-based automatic transaction analysis system for tracking illegal 
transaction funds, which takes advantage of the decentralization and anonymization features of 
blockchains. A directed graph is constructed by setting a suspicious specific wallet as the root node, and 
adding new nodes and edges through transaction analysis, etc., to extract the destination of the specific 
funds. The proposed method is expected to contribute to cybercrime investigation by automatically 
analyzing the flow of illegal funds, and tracking the exact destination effectively. 
 
 
Keywords: Blockchain, Transactions, Cryptocurrency, cybercrime, Bitcoin 
 

1. Introduction 
The bitcoin network is a peer-to-peer payment 
network that allows users to send and receive 
cryptocurrency by sending digitally signed 
messages to the network. The bitcoin transaction 
ledger is recorded transparently so that it can be 
verified by anyone, but it is not possible to know 
who owns the wallet. As a result of this 
anonymity feature of cryptocurrencies, they have 
recently been exploited for crimes such as 
spreading ransomware, hacking exchanges and 
buying illegal goods such as drugs. This has also 
led to a steady increase in economic losses to the 
public. 
In this paper, we propose a graph-based 
automatic transaction analysis system to track 

the funds of illegal transactions that abuse the 
decentralization and anonymization 
characteristics of blockchains. By setting a 
suspicious specific bitcoin wallet as the root 
node, and creating directed graphs by adding 
new nodes and edges through transaction 
analysis, we can quickly analyze the flow of 
funds. 

2. Automated Bitcoin Transaction 
Flow Analysis Method 

The automated bitcoin tracking method proposed 
in this paper consists of four main steps:  
(1) creating the root node; (2) performing the 
tracking; (3) checking the tracking termination 
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condition; (4) terminating the tracking and 
refining the graph. 
Through these steps, the flow of the bitcoin to be 
tracked is automatically analyzed and the final 
wallet it reaches is identified. 
 

2.1 Preparation 
 

 
First, a directed multi-graph is created for 
transaction flow tracking. The graph consists of 
nodes containing wallet information and edges 
containing transaction information. Each node 
contains information such as wallet address hash, 
transaction time, tracking balance and cluster  
name and can have directed multi-edges. The 
edge contains information such as the current 
node, the next node and the weight. The weight 
represents the size of the transfer currency 
amount in the transaction. 
To analyze the transaction flow, the wallet 
address of the bitcoin to be tracked and the 
suspicious transaction or reference time and 
tracking amount are specified. Based on this 
information, a root node similar to Fig. 1 is 
generated. 
 

 
Fig. 1. Root Node Creating Example 

 

2.2 Perform a Track 

Next, we query the outgoing transactions that 
occurred from the corresponding node based on 
the transaction time. We record the information 
of the transaction, such as the received wallet 
address and the sent amount, in the graph(nodes, 
edges). As shown in Fig. 2, the edge records the 
names of the current node and the next 
node(wallet address hash), and the transfer 
currency amount is stored as the weight. The 
balance of the current node is reduced by the 
transfer amount, and the next node stores the 
amount received and the time the transaction 
occurred. In this case, dusting transactions (less 
than 0.1% of the tracking amount) and change 
(the currency amounts sent to oneself, such as 
Bitcoin's UTXO) are excluded from the tracking 
target. 
 

Algorithm 1: Analysis Transaction Flow 
Data: Noderoot 
Result: G ← bitcoin flow graph 
G.Nodedepth=0 ← Noderoot 
depthcurrent ← depth=0 
while  depthcurrent < depthmax  do 
 NodeList ← G.Nodedepth=current 
 for  node ← NodeList 
  if  node.balance < dustAmount  then 
   continue 
  else if  node.cluster ≠ ‘unknown’  then
   continue 
  else 
   G.Node ← Find Next Node(node)
  end 
 end 
 depthcurrent = depthcurrent + 1 
end 

Algorithm 2: Find Next Node 
Data: node 
Result: G.Node ← nodenew 
TxsOutList ← Get TxsOut List(node) 
for  txs ← TxsOutList 

if  txs.time < node.time  then 
continue 

else 
nodenew ← txs.receivedAddress 
nodenew.time ← txs.time 
nodenew.balance ← calc(txs.amount) 
node.balance ← node.balance – nodenew.balance

  end 
if  node.balance < dustAmount  then 

break 
end 

end
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Fig. 2.  Next Node and Edge Creating Examples 

 

2.3 Check the tracking termination 
conditions 
When a new node is reached, the tracking 
termination condition is checked. The tracking 
termination conditions are defined as follows:  
(1) The balance reaches the threshold 
value(dusting value); (2) The search reaches the 
specified depth; (3) The wallet address is 
identified as an exchange 
The size of the dusting value or the specified  
depth can vary depending on the number of 
transactions, so they need to be set flexibly. In 
this paper, the default values are set to 5 for the 
specified depth and 0.1% of the tracking amount 
for the dusting value. 
When a new node is created, the above three 
conditions are checked. If one or more of these 
conditions are met, the node is set as a 
termination node and tracking is stopped. If the 
termination condition is not met, the same 
process is repeated for the nodes at the next depth. 
In other words, all nodes are searched by this 
process using BFS(Breadth First Search). 
 

2.4 Terminate tracking & Refine a Graph 
Once all the nodes have been searched, tracking 
is completely terminated and the graph is refined. 
If the size of the graph is too complex (in the case 
where the number of nodes and edges is very 
large), edges with small weights are deleted first. 
For example, if the number of nodes is more than 
1,000, edges with weight < (0.05 * 
noderoot.balance) are deleted. In this case, nodes 
close to the end node or nodes with a large depth 
are deleted first, and nodes that satisfy the end 
condition (3) are excluded from the deletion 
target. 
 
 
 

2.5 Exception: multi-input and output of 
bitcoin 
In the case of bitcoin, multi-input and 
multi-output are common. Therefore, it is 
necessary to deal with them in order to analyze 
bitcoin transactions. When multi-input occurs in 
a transaction, we only consider the sent amount 
of the wallet corresponding to the current node. 
When multi-output occurs, we extract the 
receiving ratio of the issuing wallets and 
distribute it by the ratio, and then track it. If 
change(UTXO) is included in the output, the 
amount is excluded from the tracking amount. 
 

 

3. Conclusions 
Through the proposed method, we were able to 
automatically analyze the flow of bitcoin and 
effectively and accurately track the destination of 
criminal proceeds. This is expected to 
dramatically reduce the amount of time and 
manpower required to estimate and apprehend 
criminals. 
This paper does not deal with transaction 
obfuscation techniques that make tracking 
difficult, such as commingling and token 
swapping. In the future, it will be necessary to 
develop and apply techniques to undo these 
obfuscation techniques in order to increase the 
practicality of the tracking technology. 
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Abstract 
 

The Seoul Metropolitan Government of Korea has named CPTED as a “Life Safety Design” and they 
focus on building infrastructure to prevent crime by installing emergency bells, reflectors, and CCTV 
around old alleys. This research attempts to identify the trends of Crime Prevention Through 
Environmental Design (CPTED) project in Seoul from 2014 to 2021. In this study, topic modeling 
analysis was conducted by using unstructured data from 221 cases related to Crime Prevention 
Environment Design (CPTED). These CPTED cases were extracted from the life safety map provided 
by Ministry of the Interior and Safety. We visualized the trends of the CPTED projects in Seoul and 
regional differences in project type. Practical strategies for efficient CPTED project were suggested 
based on the findings. 
 
 
Keywords: Text Mining, LDA, The Seoul Metropolitan Government, CPTED, Crime Prevention 
 

1. Introduction 
Empirical studies in domestic and foreign 

contexts have shown that effective police 
activities in the community cannot be 
implemented only by post-processing 
responses. Against this backdrop, the concept 
of CPTED (Crime Prevention Through 
Environmental Design) proposed by Oscar 
Newman[1], an architect, began to draw 
attention as an innovation of crime prevention 
strategies. In the case of Korea, Compared to 
the precedents of CPTED in Western contexts, 
the crime prevention design has not yet been 
fully established. Therefor, this research aims 
to identify trends in the CPTED project 
conducted in Seoul from 2014 to 2021. Latent 
Dirichlet Allocation (LDA) analysis will be 

conducted by using unstructured data related to 
the Seoul Metropolitan Government CPTED 
projects extracted from the Ministry of the 
Interior and Safety’s Life Safety Map. Through 
the findings derived from our analysis, we 
identified the main topics of the CPTED 
project in the Seoul Metropolitan Government 
and suggested the elements of proper CPTED 
project types to seek policy strategies for 
efficient CPTED project implementation. 

2. Theoretical Background & 
Review of Previous Studies 

2.1 Types and Characteristics of 
Domestic CPTED Business 

In the late 2000s, CPTED project in Korea 
was carried out on the back of the 
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establishment of an institutional foundation. 
Fig. 1 is a schematic diagram of the current 
status of the domestic CPTED projects. 

 

 
Fig. 1.  Current status of CPTED in Korea[2,3] 

 
After the 1990s, second-generation CPTED 

emerged in Western society, reflecting the 
concept of community reinforcement along 
with improvements in the physical 
environment. This statement emphasizes the 
importance of enhancing the social 
environment in which local residents actively 
engage. 

 
Fig. 2.  Scope of CPTED business[4] 

 

2.2 CPTED Project in Seoul 
Metropolitan Government 

The Seoul Metropolitan Government enacted 
three ordinances in 2021: the Urban 
Environmental Design Ordinance, the Public 
Design Promotion Ordinance, and the 
Universal Design Urban Creation Ordinance to 
revitalize the CPTED project[5,6]. But there 
are also limitations of CPTED projects. 
Typically, CPTED structures installed in the 
past should be maintained and managed with 
interest based on the participation of local 
authorities, police, and residents, but their 
continuity is not guaranteed due to urban 
redevelopment[6]. 

3. Research Method 

3.1 Data collection method 
In this study, the Life Safety Map provided 

by Ministry of the Interior and Safety was used 
to identify the main topics of the CPTED 
projects in Seoul Metropolitan Government. 
Total 221 cases were used for analysis. 

3.2 Method of Analysis 

In this study, R 4.3.1 software was used for 
analysis. First, after extracting unstructured 
data based on text, text pre-processing was 
preceded for LDA Topic Modelling analysis. 
And then, we looked into the frequency of 
CPTED projects and major frequent words by 
period in Seoul. Finally, the main topics of 
CPTED project in Seoul from 2014 to 2021 
were classified through the LDA-based topic 
modeling analysis. 

4. Analysis result 

4.1 Calculating the optimal number of 

topics 

Fig. 3 and Fig. 4 are the analysis results 
conducted to calculate the optimal number of 
topics before conducing the topic modeling 
analysis. In order to calculate the optimal 
number of topics, both general calculation 
methods and calculation methods using the 
harmonic mean were used. In this study, the 
eight topics judged to be the most suitable were 
finally selected through analysis. 
 

 
Fig. 3.  Graph of the typical number of topic 
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Fig. 4.  The most optimal number of topics using 

the harmonic mean 
 

4.2 LDA(Latent Dirichlet allocation) 
To sum up, the types of CPTED projects in 

Seoul derived from this study could be 
classified into eight categories: “Crime 
Vulnerable Zone Improvement Project,” 
“Relief Staircase Creation Project,” “Park 
Toilet Improvement Project,” “Residential 
Environment Improvement Project,” 
“Women’s Safe Zone Creation Project,” 
“Safety Village Project,” “Lighting 
Improvement Project,” and “Women’s Safe 
Return Home Project.” 

 

 
Fig. 5.  The result of LDA topic modeling 

analysis 

5. Conclusions 
In this research, eight major business topics 

were finally derived from LDA topic modeling 
analysis using unstructured data on CPTED 
project contents in Seoul. These results show 
that the scope of the CPTED project in Seoul is 
limited to first-generation CPTED strategy. Of 
course, the original purpose of the CPTED 
project is to “prevent crime through physical 
environmental design,” but if the active 
participation of local members and an 
appropriate administrative system are not 

combined, the effect can only be very 
temporary. Therefore, to improve the 
limitations of project, it is necessary to seek 
ways to revitalize the local community. For 
example, in the case of the “Won-teo Park and 
Wan-teo Ou-maru” project in Nowon-gu, 
Seoul, they are striving to revitalize the local 
community by setting up a community space in 
the park, running local event facilities, 
programs for residents, and residents’ meet-up. 
If the CPTED project is carried out with these 
non-physical methods, it is expected to be last 
longer effects than now. 
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Abstract 
 

Citizens should live in a safe and comfortable environment, free from crime. Crime Prevention Through 
Environmental Design (CPTED) explains how to achieve such a secure and comfortable environment. 
The environmental factors described in CPTED have a significant impact on crime rates. With 
technological advancements, researchers in various countries are already conducting extensive studies 
using big data. Consequently, research on algorithms for object detection in videos is also actively 
underway. The purpose of this study is to construct a YOLOv8 model focusing on three environmental 
factors from CPTED—green spaces, streetlights, and CCTV cameras. Google Street View image 
segmentation data will be used as training data to predict the model. Furthermore, by utilizing this model, 
the study aims to understand the correlation between local crime rates and environmental factors in the 
area. This is expected to provide a basis for applying crime prevention strategies and other diverse fields. 
 
 
Keywords: (CPTED) Crime Prevention Through Environmental Design, Google Street view, Crime 
prevention, YOLOV8 model 

1. Introduction 
Citizens should live in environments that are 
safe and comfortable, free from crime. The 
necessity of such secure and comfortable 
surroundings can be traced back to theories like 
Oscar Newman's "Defensible Space" theory 
from 1970 and C. Ray Jeffery's Crime 
Prevention Through Environmental Design 
(CPTED) introduced in 1971. Many 
researchers worldwide, focusing on CPTED 
theories, have demonstrated the significant 
impact of environmental factors on crime rates. 
With technological advancements, researchers 
across the globe are actively utilizing big data 
for their studies.[5] Consequently, research on 
algorithms for object detection in videos is also 

thriving. It is now possible to create a deep 
learning object detection model that can 
simultaneously recognize environmental 
factors influencing crime rates, factors 
previously identified through surveys on crime 
perception. 

In this study, we will focus on key CPTED 
factors, specifically green spaces, streetlights, 
and CCTV cameras, selecting them to 
construct a YOLOv8 model. Google Street 
View image segmentation data were used in 
training the model. This model can be applied 
to recognize the urban landscape level, 
understand the extent to which environmental 
factors influence crime rates in specific areas, 
and can be employed in various fields, 
including crime prevention strategies and 
beyond. 
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2. Related work  
2.1 Related work 
CPTED is a crime prevention method through 
environmental design [3]. One of the five basic 
principles of CPTED, "natural surveillance," is 
a fundamental principle in preventing crime by 
effectively designing the environment for 
monitoring. Exposing buildings or facilities to 
public view, especially, enables neighbors to 
monitor each other's surroundings, provides a 
sense of safety to local residents, reduces fear 
of crime, and has a positive impact on lowering 
crime rates. To achieve this, it is important not 
to place obstacles or trees in the vicinity, 
provide proper lighting at suitable distances, 
and install CCTV cameras, all of which 
significantly impact crime rates. CPTED has 
evolved beyond its 1st, 2nd, and 3rd 
generations, with numerous studies on its 
impact on crime rates emerging with each 
generation. Looking forward, advancements in 
technology may lead to further research on the 
impact of environmental factors on crime rates 
based on big data platforms and deep learning. 
Our research also has the same meaning. 

YOLO [4] is a deep learning-based model 
that detects multiple objects in an image 
simultaneously in a single forward pass. YOLO 
provides faster processing speeds and real-time 
prediction capabilities compared to traditional 
object detection algorithms. The YOLO series 
includes versions such as YOLOv3, YOLOv4, 
YOLOv5, and the recent YOLOv8. The latest 
version, YOLOv8, incorporates various 
features such as instance segmentation, pose 
and key point estimation, and classification 
Compared to previous versions, YOLOv8 
showed significant performance improvements 
in terms of accuracy and speed, so the YOLOv8 
version was selected in this study. 

Google Street View is one of Google's online 
map and image services. This service provides 
360-degree panoramic images of roads and city 
streets worldwide, allowing users to explore 
areas virtually [2]. Through Google Street 
View, users can move along streets or examine 
the surrounding environment from specific 
points. Integrated with Google Maps, this 
service helps users locate specific positions on 
the map and visually inspect their surroundings 
[1]. Street View images are captured by 
cameras mounted on vehicles or pedestrians, 

providing images of publicly accessible areas. 
Google Street View images, based on 
segmentation, contribute to extensive research 
in various fields related to urban environments. 

3. Research method and Analysis 
results 

3.1 Research method 

In this study, we aim to automatically verify 
three representative elements of CPTED 
(Crime Prevention Through Environmental 
Design): streetlights, green spaces, and CCTV. 
To achieve this, we created a YOLOv8 model 
using Roboflow, utilizing 8 publicly available 
datasets for streetlights, green spaces, and 
CCTV, each labeled accordingly. We 
performed preprocessing to combine these 
datasets into one, resulting in a total of 13,715 
images. The images were categorized into 
2,664 for streetlights, 5,293 for green spaces, 
and 5,758 for surveillance cameras. 
Using this preprocessed dataset, we trained the 
YOLOv8 model through deep learning. 
To collect test image data for the trained model, 
we utilized Google Street View along the 
'Enhtainii urgun chuluu' street in Ulaanbaatar, 
Mongolia. We captured images at 50m 
intervals, covering a total distance of 5500m 
from the "Sapporo" bus stop to the "Zuun 4 
zam" bus stop, resulting in a set of 110 
modified images. 

3.2 Analysis results 

The model structure created in this study was 
organized in the sequence depicted in Fig. 1. 
The model successfully detected various 
objects such as streetlights, trees, and CCTV in 
a single image. The image detection results of 
the model are illustrated in Fig. 2. 
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Fig. 1.  Model image 
 

 

 
 

Fig. 2.  Object detection image of streetlights 
and trees 

 

4. Conclusions 
This research was conducted with the aim of 
developing a deep learning based YOLOv8 
model to simultaneously detect three 
environmental elements streetlights, trees, and 
CCTV emphasized in crime prevention 
methods through environmental design, as 
described in Crime Prevention Through 
Environmental Design (CPTED). The goal was 
to gain rapid awareness of the local 
environment. Three different datasets were 
integrated to create a unified dataset, which 
was then used to train the YOLOv8 model and 
develop a new model. 

The deep learning based YOLOv8 object 
detection model, utilizing big data, is expected 

to be valuable for swift information acquisition, 
making it useful for research on crime 
prevention and the collection of information 
regarding urban environmental factors. 
Additionally, it is anticipated to contribute to 
city planning by providing rapid awareness 
information about essential environmental 
elements required for ensuring the safety and 
comfort of the public.  
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Abstract 

 
This study introduces a deep learning approach to detect and analyze risk in video footage. By using a 
captioning model, we convert multiple scenes in the video to text, making it easier to comprehend the 
content in the frames and quickly identify hazardous elements. We use the 'Abnormal Behavior CCTV 
Video' dataset, which focuses on assault and fight scenarios, to produce descriptions for each frame, and 
then compare these with the original frame images to confirm the effectiveness of the model. Our 
findings offer the benefit of saving storage space through the efficient handling of large-scale video data 
and the ability to store video as text, facilitating easy processing, analysis, and data retrieval. Moreover, 
it is anticipated to facilitate effective prevention, control, and expeditious response to both criminal 
activity and natural disasters.  
 
 
Keywords: BLIP model, Image Captioning, risky situation detection,, deep Learning, caption 
generation, video analysis,  
 

1. Introduction 

CCTV is becoming the eyes and ears of 
modern society, and the video data it provides 
provides deep insights into human behavior, 
interactions, and the physical environment 
around them. In particular, modern society is 
exposed to a variety of threats, such as crime, 
disasters, and accidents, and there is a growing 
need for technologies that can detect and respond 
to these threats in real time. Recent technological 
advances in object detection, motion tracking, 
and deep learning-based video analysis 
algorithms have made it possible to recognize 
and react quickly to complex situations in CCTV 
videos. In particular, automatic detection of 
violent scenes in videos plays a key role in crime 

prevention, disaster response, and accident 
prevention. However, while the number of 
CCTVs is steadily increasing, the human 
capacity to monitor them remains severely 
limited. Furthermore, most CCTV monitoring 
systems are passive and under the control of 
human operators. This leads to increased fatigue 
and diminished concentration, hindering the 
ability to detect and respond to dangerous 
situations promptly. These passive systems also 
require significant labor costs, presenting an 
economic challenge as staffing levels increase. 
Consequently, this study is dedicated to 
leveraging captioning models to automate the 
detection and analysis of hazardous situations in 
CCTV footage. By transforming the varied 
scenarios captured in video into descriptive 
natural language, the process aims to enhance the 
identification and timely response to dangers. 
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2. Related work 

2.1 Vision-Language Pre-training 
Vision-Language Pre-training(VLP) is a 

combination of computer vision and natural 
language processing(NLP). VLP focuses on 
comprehending the information present in 
images and text, which enables models to make 
intricate inferences and analyses by utilizing 
visual elements like the shapes and colors of 
objects and linguistic elements such as emotions 
and descriptions in text.  Pre-trained VLP models 
are utilized in various fields, including image 
captioning for generating captions; visual 
question answering (VQA) to provide answers to 
questions about images; and image-to-text and 
text-to-image searches. These models are 
pre-trained through image and text pairs.  
Existing VLP models like CLIP[1] and 
ALBEF[2] use image-text datasets from the 
internet to enhance their performance. This 
dataset comprises web text data with extraneous 
images and irrelevant content. Moreover, VLP 
model structures tend to have either an 
encoder-based or an encoder-decoder 
architecture. The encoder-based architecture is 
disadvantageous in the text generation task due 
to weaker performance and the encoder-decoder 
architecture is less effective in the image-text 
retrieval task.  

2.2 BLIP 
Bootstrapping Language-Image Pre-training 

for Unified Vision-Language Understanding and 
Generation(BLIP)[3] overcomes the 
shortcomings of existing VLP models in terms of 
data and model perspectives by training both 
understanding and generation tasks together. 
BLIP reduces the noise of noisy web data 
through bootstrapping. It utilizes the decoder 
used in the generation task and the encoder used 
in the understanding task as captioner and filter, 
respectively. The captioner generates synthetic 
captions, and the filter removes noisy elements. 
BLIP's two main contributions to the VLP field 
include the Multimodal mixture of 
Encoder-Decoder (MED) and Captioning and 
Filtering (CapFilt) techniques. The first, the 
MED structure enables BLIP to engage in 
flexible transfer learning, distinguishing it from 
traditional encoder-based or encoder-decoder 
models by incorporating three distinct 

vision-language objectives: a Unimodal encoder, 
an Image-grounded text encoder, and an 
Image-grounded text decoder. The second 
contribution, CapFilt, is a novel bootstrapping 
method that refines learning from noisy 
image-text pairs by generating web-sourced 
image captions through the captioner and 
subsequently filtering out the noise.  

3. Method  
      In this study, we use the 'Abnormal Behavior 
CCTV Video' dataset provided by AI-HUB to 
convert various situations in CCTV videos into 
natural language through a captioning model and 
detect the presence of dangerous situations. The 
dataset contains 12 types of abnormal behavior 
(assault, fight, burglary, vandalism, swoon, 
wander, trespass, dump, robbery, datefight, 
kidnap, drunken). In this study, we use the 
assault and fight datasets. The process of the 
BLIB model-based risk situation detection 
model is as follows. 
 

 

Fig. 1.  The process of the BLIB model-based risk 
situation detection 

 
      Extract an image every 5 frames from the 
'Abnormal Behavior CCTV Video'. Then, 
generate a sentence key that describes the 
contents of the frame using BLIP, a 
bootstrapping-based image captioning model. 
The generated sentences are passed through the 
risky-word dictionary and saved as a JSON file 
with the risky frame and the sentence describing 
the frame. The risky-word dictionary consists of 
nouns and verbs related to dangerous situations 
related to criminal activities and accidents in 
order to automatically detect risks in CCTV 
images. The sentences generated by the BLIP 
model are reviewed against the words in this 
dictionary. If a sentence contains at least one 
word from this dictionary, the corresponding 
frame is identified as depicting a risky situation. 
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Table 1.  Examples from the Risky-Word Dictionary 

Risky 
Nouns 

 
"assault", "axe", "baseball bat", "blood", 
"broken bottle", "death", "driver", "explosion", 
"gas", "gun", "hammer", "handcuff", "injury", 
"kidnap", "knife", "murder", "raid", "scissors", 
"terror", "violence", "war", "weapon", "wire", 
"wrench", ••• 
 

Risky 
Verbs 

 
"attack", "bleed", "collapse", "drop", "faint", 
"fall", "fight", "hurt", "kick", "lay", "lie", 
"resist", "slip", "stumble", "swing", "throw", 
"topple", "trip", "tumble", ••• 
 

 
      Fig. 2 shows the frames detected as 
dangerous by the proposed model and their 
corresponding captions. The frames are of 
people attacking another person, people fighting 
with each other, and someone falling down, and 
the generated captions describe the scene fairly 
accurately. These examples demonstrate the 
effectiveness of the model in detecting 
dangerous situations and providing contextual 
information through captions. 
 

 
Fig. 2. Video frame risk detection and captioning 

illustrative examples 

 

4. Conclusions 
      In this study, we introduce an approach to 
detect and analyze hazardous situations in CCTV 
images. We utilize a deep learning-based 
captioning model to convert dangerous scenes in 
the video into natural language and effectively 
capture the risky situations. Moreover, analyzing 
the riskiness of the captions generated using the 
risky-word dictionary is crucial in capturing 
specific dangerous scenarios. Based on the 
findings of this research, future investigations 
will implement the technique of cropping objects 
within the frame to enhance the model's 
`precision. By doing so, we can capture each 
object's conduct and the correlation between 
them with greater accuracy, ultimately 
generating more complex captions. A system 
like this would enable improved detection and 
swift response to critical situations in various 
domains, including crime prevention and disaster 
relief. In addition, image captioning can 
automatically detect signs of both physical and 
social disorder in CCTV footage. This capability 
aids in reducing crime rates and preventing 
crimes through preventive methods, including 
the improvement of the area's environment and 
facilitating rapid responses. 
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Abstract 

 
With COVID-19 and the drastic increase in prices, as well as rising labor costs, there is a growing 
preference for non-face-to-face operations and unmanned stores in various aspects. Among them, the 
number of newly opened unmanned laundromats is increasing because it is convenient to manage the 
store, and more customers are using unmanned laundromats. However, unmanned laundromats have a 
drawback in that machines like washing machines and dryers need to be maintained. This study 
proposes a system that recognizes abnormal behaviors using the K-nearest neighbors (KNN) algorithm 
and detects fire using the YOLO. 
 
 
Keywords: Unmanned laundromats, Unusual behaviors, Object detection, Vision, Safty 
 

1. Introduction 
Unmanned laundromats have attracted attention 
as a start-up business opportunity because, 
unlike other stores, there are few goods or items 
to manage, and more people are utilizing 
unmanned laundromats as they feel burdened by 
the costs of dry cleaners. However, because 
unmanned stores are operated without human 
staff, it is difficult to respond to incidents when 
they occur. Furthermore, unmanned stores are 
vulnerable security-wise due to the characteristic 
of being operated without human staff. 
Unmanned laundromats are not difficult to 
manage, and many people go to unmanned 
laundromats to use large washing machines and 
dryers. The number of franchise stores for the top 
six unmanned laundromats has increased from 
3,086 in 2016 to about 6,800 in 2021 [1], and this 
number is expected to increase even more in the 
future. Since the machines in unmanned 

laundromats are expensive, they need to be 
maintained thoroughly, and security is needed 
for them.  
In one of the unmanned laundromats in Spain, 
there was an incident in which a lighter got 
mixed in with the laundry, and it exploded inside 
the dryer. Fires involving washing machines and 
dryers are steadily occurring incidents, and extra 
caution is required for unmanned stores because 
there may be no one at the store who can respond 
to such incidents initially. In an unmanned 
laundromat in Korea, an incident occurred where 
an intoxicated female middle school student 
entered a dryer and caused a disturbance. The 
operation of unmanned stores generally relies on 
CCTV, and there were 6,018 cases of theft in 
2022. Of these cases, the criminals were 
apprehended in 4,127 cases; the apprehension 
rate is about 70% [2]. However, a large portion 
of these cases involve juvenile offenders, making 
it difficult to impose punishments. By using this 
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system, it will be possible to monitor crime 
scenes in real time and promptly respond to 
incidents. 

2. Proposed Algorithm and System 

 
Fig. 1.  Flowchart of the proposed algorithm 

2.1 Proposed System 
A system with the flowchart shown in Fig. 1 is p
roposed that uses the two systems mentioned 
below to send a notification to the administrator 
when abnormal user behaviors or anomalous sig
ns are detected in the store. 
When data is input, MediaPipe extracts the joint 
points and converts them into vector values. Next, 
the KNN algorithm classifies abnormal and 
normal behaviors. 

2.2 Detections of Fire 
YOLO [3] stands for 'You Only Look Once.'  

It is a system for object detection, that segments 
the input image or video into a grid and passes it 
through the network. It classifies objects 
according to the confidence level based on the 

grid. YOLO is used to detect humans in an image 
or video.  

Unlike conventional image processing 
methods, YOLO processes images in a single 
pass, which enables fast real-time processing of 
images and videos. When an image is divided 
into a grid and then passed through the network, 
it is possible to obtain overlapping bounding box 
data that is drawn based on the location data 
where objects are estimated to be located and the 
confidence level. YOLO uses these two results to 
finally detect objects. 
Images are collected and used after they are 
labeled using Roboflow. YOLO is trained with 
the labeled images to detect matching objects, 
which are flames. If the confidence level of the 
trained data and input data is 50% or higher, 
bounding boxes are drawn. 
 

 
Fig. 2.  User normal behavior detections 

2.3 Detections of Abnormal Behavior 
Both the MediaPipe and K-nearest neighbors 
(KNN) algorithms are needed to detect 
individuals who are behaving abnormally.  
Because it is difficult to extract poses from 
two-dimensional images or videos, behaviors are 
recognized by extracting the joint points of 
human objects through MediaPipe. In addition, 
the KNN algorithm is used to distinguish 
whether or not the observed behavior is 
abnormal. 
MediaPipe [4] is Google's AI framework that 
represents objects in a pipeline format. 
MediaPipe extracts the joint points from the 
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images classified as humans by YOLO and 
represents objects in a pipeline format.  
The KNN [5] algorithm is a classification 
algorithm. It identifies k data points from the 
existing trained data that are nearest to the new 
input data and then classifies the new input data 
as the closest data point among the k data points. 
If a person behaves abnormally in a laundromat, 
the behavior is classified using the KNN 
algorithm, and a bounding box is displayed on 
the CCTV screen. Fig. 2 uses mediapipe to 
classify the actions of laundromat users through 
the knn algorithm. 

3. Conclusions 
This study proposes a system for detecting anom
alous signs and abnormal user behaviors and a se
rvice that uses the MediaPipe, YOLO, and KNN 
algorithms to detect abnormal user behaviors and 
anomalous signs in an unmanned laundromat. Th
e system monitors video feeds in real time, whic
h allows the system administrator to check the C
CTV screens to promptly assess situations invol
ving anomalous signs, like fires, or instances of a
bnormal user behavior. Most unmanned laundro
mats are operated 24 hours a day because they ar
e operated without human staff. This system can 
detect anomalous signs and abnormal behaviors i
n situations where human staff cannot monitor t
he store continuously. Moreover, anomalous sig
ns and abnormal behaviors can apply to other typ
es of unmanned stores. In the future, this system 
can be applied to different types of businesses by 
collecting data on abnormal behaviors that may o
ccur in different types of stores.  

References 

[1] Joon-mu Beak, “Power-on straighteners, 
24-hour washing and drying machines… A 
new 'fire' that no one knows is coming,” the 
Segye Daily, 2023. 
https://m.segye.com/view/2023010351320
4 

[2] Min-ju Yoo, “The owner of the store who 
was robbed of an unmanned store, damages 
2 million won, but only 30,000 won in 
compensation?,” News1, 2023. 

 https://www.news1.kr/articles/?5124915 
 

[3] Redmon, Joseph, et al. “You only look 
once:  Unified, real-time object detection,” 
Proceedings of the IEEE conference on 
computer vision and pattern recognition,  
2016. 

[4] Bazarevsky Valentin, et al. “Blazepose: 
On-device real-time body pose tracking," 
arXiv preprint arXiv:2006.10204, 2020. 

[5] Seung-Joon O, “A K-Nearest Neighbor 
Algorithm for Categorical Sequence Data,” 
Journal of the Korea Society of Computer 
and Information, 10.2, 215-221, 2005. 



KSII The 15th International Conference on Internet (ICONI) 2023.  
Copyright ⓒ 2023 KSII                                                                                                                                                                80 

 
This research was supported by Basic Science Research Program through the National Research Foundation of 
Korea (NRF) funded by the Ministry of Education (grant number 2020R1A6A1A03040583). 

A Study on Person Re-identification with 
Feature Matching Methods 

 
Lanh Thanh Le1, Dinh-Lam Pham1,2, Joo-Chang Kim2, Sang-eun Ahn2, Kyunghee Sun2, 

Kyong-Sook Kim2, Kwanghoon Pio Kim2, * 

1 Faculty of Information Technology, Dong Nai Technology University, Bien Hoa City, Vietnam. 
[e-mail: lethanhlanh@dntu.edu.vn, phamlam@dntu.edu.vn,] 

2 Contents Convergence Software Research Institute, Kyonggi University 
154-42 Gwangkyosan-ro, Youngtong-gu, Gyeonggi-do, 16227, Republic of Korea 
[e-mail: phamdinhlam@kgu.ac.kr, kjc2232@naver.com, sangeun1804@kgu.ac.kr, 

sunkh0507@gmail.com, khmjmc@kgu.ac.kr, kwang@kgu.ac.kr] 
*Corresponding author: Kwanghoon Pio Kim 

 

 
Abstract 

 
In recent years, analyzing and using video content collected from closed-circuit television (CCTV) 

cameras have become popular and is highly beneficial in finding individuals, suspects, and criminals 
through extracted video data from CCTV systems. Using analyzed data helps reduce search time, labor 
and costs in managing and operating CCTV camera systems, especially for security and police agencies. 
Various methods to support person re-identification have been researched and introduced to address this 
issue. Especially in recent years, due to the strong development of deep learning algorithms, the results 
have been increasingly improved. In this paper, we study and present different feature-matching 
methods combined with the YOLOv8 algorithm to support searching persons through CCTV effectively. 
The results promise that the proposed method can be installed and used in practice to support CCTV 
camera management departments in finding persons in the CCTV systems.  
 
 
Keywords: Person Re-identification, Feature matching methods, Person searching, Public security, 
CCTV cameras 
 

1. Introduction 
CCTV systems play an important role in 
monitoring and protecting public and private 
security. These systems provide the ability to 
record and monitor activities through cameras, 
support security assurance, and ensure order and 
safety in schools, shopping malls, public areas, 
etc. Using CCTV also supports locating missing 
people, finding and identifying suspects and 
criminals, thereby helping to prevent and reduce 
crime [1][2]. 
 

One of the challenging and difficult issues when 
managing CCTV systems is the handling of the 
vast amount of video data. Hundreds of gigabytes 
of video data are generated daily by each CCTV 
system, especially those installed for monitoring 
large areas. Managing, storing, and analyzing 
this data presents numerous challenges. 
Additionally, resolution and image quality are 
also concerns for these systems. Fog, rain, snow, 
or adverse weather conditions can reduce the 
image resolution from CCTV cameras. 
Simultaneously, CCTV cameras often struggle in 
poor lighting conditions or at night, reducing 
their ability to track and identify individuals 
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[3][4]. With the advancement of deep learning 
algorithms, the performance of content searching 
systems from CCTV videos has significantly 
improved. This enhancement strengthens the 
system's capabilities in detecting and re-
identification people through CCTV [5][6]. In 
this paper, we describe and compare different 
feature matching methods for searching person 
from CCTV cameras. In particular, we utilize 
YOLOv8 with ORB and SIFT algorithms to 
identify and search people within CCTV footage. 
The next section discusses some of recent related 
works to person re-identification from CCTV 
cameras. 

2. Related Works 
In [5], Tong Xiao et al. introduced an End-to-

End deep learning method for person search 
through video content. In this study, they 
introduced a convolutional neural network to 
extract feature maps of persons from an image. 
After that, a convolution layer with 512 3x3 
filters was used and followed by anchor 
classification and regression layers to predict 
ROIs of persons. Then, these ROIs were used to 
pool the feature vector for each box on the feature 
maps. Finally, three fully connected layers were 
used to generate the final feature vector and 
compute distances. The proposed method was 
evaluated with a dataset containing 18,184 
images and 8,432 persons, achieving an mAP of 
55.7 and a top-1 accuracy of 62.7.  

In [6], Jiale Cao et al. proposed a method 
using Transformers for searching persons and 
called it PSTR (End-to-End one-step person 
search with transformers). In this proposal, they 
comprised a person search-specialized module 
with a re-id decoder for person re-identification. 
The method was evaluated with two popular 
benchmarks: CUHK-SYSU and PRW, and 
outperformed many other methods with an mAP 
of 95.2 (CUHK-SYSU) and an mAP of 56.5. 

3. Person Re-identification with 
YOLOv8 and Feature Matching 

Methods  

In our study, to identify persons from CCTV 
cameras with the input search image, we first 
utilize the YOLOv8 algorithm to locate the 
positions of persons in the CCTV camera footage. 

After obtaining the bounding boxes of these 
persons, we employ different image processing 
methods to compare the matching features and 
scores between the input search image and the 
persons in each frame of the camera feed. 

 
Fig. 1.  Person re-identification with SIFT and 

ORB algorithms. 

3.1 Person Re-identification with 
YOLOv8 and SIFT 

The Scale-Invariant Feature Transform (SIFT) 
[7] is an algorithm used for detecting and 
description in images. The algorithms idea is 
identifying key points that are invariant to scale 
changes, rotation, and illumination variations. 
These key points are represented by their local 
image gradients.  

 
Fig. 2.  Value of matches and scores using the 

SIFT algorithm with search image in Fig. 1. 
 

After using SIFT algorithm to detect key 
points of input search person and candidate 
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persons, we evaluate the matching scores with 
the following equation. =	 ,  (1) Where: 

 : Score of matching. 

 : Total number of matches points 
 : Total number of key points of 

input image. 
 : Total number of key points of 

candidate image. 

3.2 Person Re-identification with 
YOLOv8 and ORB 

The Oriented FAST and Rotated BRIEF 
(ORB) [8] algorithm is used to detect features 
and description similar to the SIFT algorithm. 
However, ORB is designed combining the FAST 
(Features from Accelerated Segment Test) key 
point detector with the BRIEF (Binary Robust 
Independent Elementary Features) descriptor. 
The ORB algorithm uses a binary descriptor to 
identify key points that are invariant to rotation 
and scale changes. The scores of matching points 
are also calculated using the equation (1) 
described in the previous section. 

 
Fig. 3.  Values of matches and scores using the 
ORB algorithm with search image in Fig. 1. 

4. Conclusions 
This paper presented a study on person re-

identification utilizing YOLOv8, ORB and SIFT 
algorithms. In particular, at the first step, we 
detect a person through frames in video using 
YOLOv8. After that, key points detection 
methods are used with ORB and SIFT to get the 
list of unique key points of the person and 
compare the matching points with the input 
search image. We have identified the candidate 
persons corresponding to the input through the 
number of matched points and scores. The results 
of this method are promised to be applied and 

used in practice supporting CCTV management 
systems.  
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Abstract 

 
This paper proposes a method to reproduce videos using background image and contextualization data 
generated with Deep learning technology from CCTV videos. CCTV cameras are installed in a wide 
area, regardless of city or region, and are typically fixed in place. By analyzing CCTV videos using deep 
learning, information such as object details, object behavior, and situational information can be stored 
as contextualization data describing the video. This allows for the preservation and utilization of 
information even for videos that have expired and been deleted due to the expiration of their storage 
period. The proposed method reproduces the original video using the background image of a fixed 
CCTV system, captured object images and the contextualization data generated from the CCTV video 
using deep learning technology. By applying the proposed technology, it will be possible to determine 
the past situation of videos deleted due to expiration of the retention period, identify the causes of safety 
accidents at production sites, and identify situations such as crime prevention and traffic accidents. 
 
 
Keywords: video reproduction , CCTV video, contextualization data, deep learning, crime prevention 
 

1. Introduction 
CCTV cameras are installed in a wide area, 
regardless of city or region, and CCTV systems 
are operated by different entities for various 
purposes. In order to store CCTV videos, a 
storage device with a large capacity is required. 
And because CCTV videos contain personal 
information, the export and use of related 
information is extremely limited, and the 
retention period of CCTV videos is often limited 
to protect personal information. By analyzing 
CCTV video using deep learning and storing it as 
context data that explains the video, such as 

object information, behavior, and situation 
information, storage device usage can be 
significantly reduced, and information on videos 
whose retention period has expired can also be 
stored and utilized.  
We developed a video-objects contextualization 
system by using the unified and real-time 
video-object detection approach of YOLO (You 
Only Look Once) based upon the deep learning 
neural network models [1,3]. The system we 
developed can contextualize and store 
information on 80 objects, including people and 
cars, using the YOLO and COCO datasets [4,5]. 
Additionally, it includes techniques to protect 
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everyone's personal information and minimize 
exposure of sensitive information [2]. 
However, intelligent CCTV cameras and other 
CCTV video-related systems, including the 
system we developed, are systems that manage 
videos stored in storage devices or detect specific 
situations. There is no way to utilize information 
about videos whose retention period has expired 
or to reproduce the original video. 
This paper proposes a method to reproduce 
videos using background image and 
contextualization data generated with Deep 
learning technology from CCTV videos. 

2. Reproduction of CCTV-Videos 
using Contextualization Data by 

Deep Learning  

2.1 Detecting and Contextualizing the 
Video-Objects 
The YOLO system detects 80 different objects 
from CCTV videos and stores the type of each 
object and its location information in the video. 
Additionally, using deep learning technology, 
information such as an person's gender or 
clothing color can also be detected. The 
information such as video frame number, video 
creation date and time, and weather can also be 
stored as metadata. In the system we developed, 
this information is saved as a text file in JSON 
format [1]. 

2.2 Background Image of CCTV video 
CCTV cameras are installed in a wide area, 
regardless of city or region, and are typically 
fixed in place. Therefore, the background image 
of a CCTV video is fixed and may vary 
depending on the season, weather, and time. 
From CCTV videos, we can select and save 
background images that are appropriate for each 
situation and that do not contain objects such as 
people or cars. 

2.3 Object Images of CCTV video 
Using deep learning technology, we can detect 
the type, location, and size information of objects 
included in CCTV videos. Only object images 
detected for each video frame can be cropped and 
saved. 

3. Implementation of CCTV-video 
Reproduction using 

Contextualization Data by Deep 
Learning 

By combining the background image, object 
images, and contextualization data, the original 
CCTV video can be reproduced. To reproduce 
the video, we used the DaVinci Resolution 
program, one of the free video production 
programs. This program creates videos by 
overlaying background images and object 
images. 
 

 

     …   

 
Fig. 1.  Example: a background image, captured 

images of person object and contextualization data. 
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Fig. 2.  Example: sample images of reproduced 

video using a background image, captured images of 
person object and contextualization data by deep 

learning. 
 
In this paper, we proposes a method to reproduce 
videos using background image and 
contextualization data generated with Deep 
learning technology from CCTV videos. The 
proposed method reproduces the original video 
using the background image of a fixed CCTV 
system, captured object images and the 
contextualization data generated from the CCTV 
video using deep learning technology.  
Fig. 1 shows sample background image, person 
object images, and contextualization data used to 
reproduce the original video. Fig. 2 shows a 
sample frame image captured from the result of 
reproducing the original video using sample data. 
As a result of the implementation, it was 
confirmed that the video could be reproduced 
similarly to the CCTV video. 

4. Conclusions 
In this paper, we proposes a method to reproduce 
videos using background image and 
contextualization data generated with Deep 
learning technology from CCTV videos. The 
proposed method reproduces the original video 
using the background image of a fixed CCTV 
system, captured object images and the 
contextualization data generated from the CCTV 
video using deep learning technology.  
We plan to develop a system that automatically 
reproduces original CCTV footage. This system 
includes a function to automatically save 
background images classified by weather, season, 
and time from CCTV videos. We plan to develop 
a system that selects an appropriate background 
image using contextualized data generated by 
deep learning technology and automatically 
reproduces original CCTV footage by combining 
object images or alternative images of objects. 

By applying the proposed technology, it will be 
possible to determine the past situation of videos 
deleted due to expiration of the retention period, 
identify the causes of safety accidents at 
production sites, and identify situations such as 
crime prevention and traffic accidents.  
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Abstract 

 
With the development of various 3D-related contents, such as VR and Metaverse, the demand for 
reconstructing virtual spaces has significantly increased. However, the process of constructing indoor 
virtual spaces is often time-consuming and costly. In response to this challenge, we propose a method to 
facilitate the creation of indoor virtual spaces. We employ RGB-D cameras to capture indoor 
environments, classify and remove indoor objects, and restore occluded areas. Deep learning models 
based on Convolutional Neural Networks (CNN) are employed for indoor object Detection and 
occlusion restoration. We qualitatively demonstrate the results of object Detection using a 3D indoor 
object classification model and area restoration using an image restoration model. This research can be 
applied the efficiency of indoor virtual space development in the future, offering a more efficient for 
reconstructing immersive virtual environments. 
 
 
Keywords: Deep learning, Object detection, Image restoration, 3D Reconstruction 
 

1. Introduction 
The proliferation of devices, network 
infrastructure, and metaverse technologies has 
propelled content development. Consequently, 
there is a growing emphasis on designing avatars 
and creating virtual spaces. Effectively 
immersing users in VR/AR content requires 
authentic representations of the real world in 
virtual environments Therefore, constructing 
virtual spaces is an essential endeavor. 

To build virtual environments, designers often 
rely on specialized tools for manual 3D modeling. 
However, this process is time and cost-intensive 
and may yield disparities in the quality of models 
created by different individuals [1]. 

To address these challenges, we propose a 
pipeline for reconstructing virtual indoor 
spaces.This pipeline involves capturing interior 
environments using RGB-D cameras and 
creating point clouds with the assistance of 
Open3D [2]. A deep learning model based on 
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CNN is used to identify and remove indoor 
objects within the point cloud while 
simultaneously restoring obscured regions. 
Segmentation methods are employed to identify 
and remove indoor objects, while the restoration 
of occluded regions is accomplished through the 
use of DIP (Deep Image Prior) [3]. 

 Fig. 1. Comparison between the traditional and 
proposed method-based modeling. The 

traditional 3D indoor modeling process is 
depicted above, while the proposed 

method-based 3D indoor modeling process is 
illustrated below. 

Fig. 1 demonstrates the time required for manual 
modeling by a designer and modeling using the 
proposed method in this study. In the case of 
manual modeling, the initial modeling process 
using only 3D authoring tools lasts 
approximately 4-5 days. Subsequently, the 
model undergoes review by a supervisor, and the 
application of the modeling results adds another 

5 days. Therefore, manual modeling can take up 
to 10 days. If modeling is based on the approach 
proposed in this paper, it can be completed in 1-2 
days by extracting a pure 3D space using the 
method suggested in the initial modeling task 
and subsequently modifying it by employing a 
3D authoring tool. The overall time required can 
be further reduced if the initial work is 
significantly decreased. This research presents a 
method that utilizes deep learning models to 
expediently create three-dimensional virtual 
interiors and apply them to modeling tasks. 

2. 3D virtual indoor space 
reconstruction 

To achieve the structure of a purely 3D virtual 
space, we capture color and depth images using 
an RGB-D camera, which are then used to create 
the virtual space. The structure of the created 
space is assessed, enabling the recognition of 3D 
objects within it, and missing parts are restored 
through the removal of identified objects. The 
pipeline proposed in this paper is presented in 
Fig. 2. 

2.1 Create a virtual indoor space point 
cloud 
In this paper, we used the Azure Kinect RGB-D 
camera to capture images of an indoor 
environment. RGB and depth images were 
extracted, and point clouds were derived using 
the Open3D [2] library. The point clouds were 
obtained by estimating feature points between 
the extracted images and estimating the 
relationship for converting between RGB and 

Fig. 2. Deep learning-based 3D modelling pipeline 
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Depth image pairs. The ORB algorithm [4] was 
utilized to match feature points between two 
image pairs, while 5-Point RANSAC[5] was 
employed to eliminate mismatched points and 
calculate the camera trajectory. 

However, capturing images using an RGB-D 
camera can introduce noise into the image. As 
the error accumulates, it becomes difficult to 
accurately estimate the camera's position. To 
solve this problem, we need to find a correlation 
between the camera's position registered in the 
current frame and the previous pose graph to 
reduce the accumulated error. We minimize the 
error by enriching the camera's position recorded 
in the pose graph. We obtained 5,300 color and 
depth images and divided them into 100 frames 
to extract 53 partial point clouds. The 
Colored-ICP [6] algorithm was then used to 
detect connectivity in the partial point clouds. 
Afterwards, we aligned the partial point clouds to 
enable the extraction of the complete point cloud 
of the indoor space. 

2.2 Object detection in indoor spaces 
For the 3D classification of objects, we 
employed VoteNET [7]. To train our model, data 
captured exclusively with Kinect V2 from the 
SUN RGB-D [8] dataset was extracted and 
utilized. 

The SUN RGB-D dataset comprises 10,335 
RGB-D images taken with the Intel RealSense, 
ASUS Xtion, Kinect v1, and Kinect v2, 
containing 146,617 2D polygons and 64,595 3D 
bounding boxes. However, the point cloud we 
obtained was based on the image data acquired 
using Azure Kinect, which does not align with 
the point cloud coordinate system used in the 
model's training, leading to inaccurate object 
detection. Therefore, the object detection 
outcomes are imprecise.  

To solve this problem, we matched the 
coordinate system to detect objects. Since the 
direction of the point cloud we extracted is 
upward on the y-axis, and the direction of the 
point cloud used as training data is upward on the 
z-axis, we rotated the point cloud extracted by 
90° in the x-axis direction to match them. After 
matching the coordinate system, we used the 
trained model to perform object classification 
again. After object detection, the bounding box 
was applied to the point cloud to remove the 
object. Fig. 3 shows the result of removing the 
detected objects.  

2.2 Inpainting missing areas in indoor 
spaces 
When no point cloud is accessible for the object's 
location, and there are obstructed or 
unphotographed areas that require restoration, 
we implement an image-based reconstruction 
technique to restore the object. The plane 
belonging to the entire indoor space's point cloud 
was converted into a two-dimensional image 
employing orthographic projection. Restoration 
is achieved using the DIP [3] approach. A binary 
image was generated of the damaged area to 
assist in digital image processing. Vertical 
vectors were obtained from all planes within the 
indoor point cloud and ortho-projected, enabling 
the demarcation of the damaged region in need of 
restoration. By learning the correlation of 
non-zero pixels and proceeding with inpainting, 
the lost area was successfully restored. Figure 4 
shows the restored area. 

Fig. 3. Results of Object detection & removal 
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Fig. 4. Area inpainting with DIP Neural neural 
networks 

3. Results 
The virtual space created through the proposed 
pipeline was compared to the virtual space 
obtained using the image from the RGB-D 
camera. While constructing the virtual space 
with the RGB-D camera, the wall surfaces were 
affected by noise and vanishing areas caused by 
obstructing objects. However, the wall surfaces 
of the virtual space created using the proposed 
pipeline show that the noise and vanishing area 
issues have been resolved.  

3.1 Extension for Application  
The virtual spaces produced by the proposed 
pipeline can be conveniently adjusted and 
repurposed using the virtual spaces generated by 
3D modeling tools. To generate the ultimate 
indoor virtual space, the restored vanishing area 
was integrated into a point cloud, resulting in the 
creation of a virtual space. The objects were 
subsequently modeled using Autodesk Maya and 
merged into the virtual space. Fig. 5 shows the 
process of constructing a virtual space with 
Maya software and presents the final interior 
environment.  

 
Fig. 5. Virtual indoor space rendering result, 

incorporating the constructed virtual space and 
objects modeled in Autodesk Maya 

4. Conclusions 
In this paper, we proposed a space 
structure-based modeling pipeline to efficiently 
create virtual indoor spaces while minimizing 
manual efforts and overcoming issues with 
traditional virtual space creation methods. The 
pipeline utilizes point clouds extracted from 
real-world indoor spaces acquired through 
RGB-D cameras as the base dataset. The 
proposed pipeline operates through indoor 
virtual space construction, 3D object detection, 
texture inpainting. 

We reconstructed the virtual indoor space using 
3D reconstruction techniques based on the 
Open3D library and addressed the noise in the 
extracted point clouds through space 
structure-based modeling. Additionally, we 
employed the VoteNet [6] for object 
classification and used the DIP neural network to 
restore the missing areas after removing the 
classified objects. As a result, we successfully 
constructed a virtual indoor space without 
objects, demonstrating its usability in 3D 
authoring tools and validating its practicality in 
VR, AR, and metaverse content creation. The 
proposed method allows users to construct and 
edit virtual spaces easily, significantly 
contributing to the entertainment industry. 
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Abstract 

 
Cutting-edge deep learning models for salient object detection (SOD) excel at pinpointing visually 

prominent objects but face challenges when deployed on resource-constrained devices. To address this, 

we present an innovative SOD architecture, featuring pyramid pooling transformers and a lightweight 

decoder. Our decoder incorporates Wavelet Transform-Centric Aggregation for boundary detection in 

shallow layers and introduces the Parallel Partial Semantic Aggregation Mechanism to efficiently 

extract multi-scale semantic cues in deeper layers. Empirical evaluations across five benchmark 

datasets highlight our model's efficiency, competing with bulkier SOD architectures while reducing 

computational operations by around 98% and parameters by 77%. 

 

Keywords: transformers, salient object detection, edge intelligence, deep learning 

 

 

1. Introduction 

Salient object detection (SOD) powered by deep 

learning is vital in various vision applications, 

isolating important objects with pixel-wise 

saliency. Despite its relevance in fields like 

autonomous vehicles and content retrieval, 

integrating SOD into resource-constrained edge 

devices poses challenges due to computational 

demands. While state-of-the-art SOD models 

excel [1], they hinder edge deployment with 

complex architectures. Researchers have 

proposed lightweight SOD models trading 

precision for efficiency, but this can be risky in 

safety-critical settings. Transformers, known for 

NLP, now impact computer vision. They excel in 

dense prediction, capturing long-range pixel 

dependencies and holistic context. Transformers 

also handle hierarchical feature representations, 

vital for precise predictions. 
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 To balance efficiency and precision in SOD, we 

combined pyramid pooling transformers (p2T) 

with a lightweight decoder, consisting of 

wavelet-based boundary detection and 

multi-scale feature recalibration. This 

streamlining maintains precise object boundary 

detection with reduced computational load, 

making it suitable for edge deployment. 

 

2. Related Works 

SOD has evolved with the rise of Convolutional 

Neural Networks and Transformers. Current 

SOD models integrate robust backbones, often 

combining CNNs and Transformers, using 

techniques like knowledge distillation and 

adversarial training. While powerful, these 

models can be resource-intensive. Lightweight 

SOD models prioritize efficiency but may 

sacrifice accuracy. In 2017, Transformers, like 

Vision Transformer (ViT)[2], made a mark in 

natural language processing and image 

classification. The Pyramid Pooling Transformer 

(P2T)[3] introduced efficient multi-scale feature 

extraction, enhancing contextual understanding 

for SOD. P2T's fusion in SOD sets it apart from 

ResNet50, offering improved global context 

awareness. 

 

3. The Proposed architecture  

3.1 Wavelet Transform-Centric 
Aggregation Mechanism 

Our approach utilizes wavelet transforms to 

capture spatial and spectral details in shallow 

layers, effectively identifying object edges and 

reducing noise, without adding computational 

overhead. As depicted in Fig. 1, we use 2D 

Discrete Wavelet Transform to decompose 

upsampled features into four distinct sub-bands 

Ll, Lh, Hl, Hh, where Ll sub-band captures 

low-frequency components, and the Lh, Hl, and 

Hh sub-bands capture high-frequency 

components. Thus, we combine them into two 

branches in the equation: 

Wc = Concat(Ll, Lh+Hl + Hh) 

where Wc represents the coefficient matrix. Then, 

we derive the frequency-aware attention feature 

vector by channeling it through a sequence of 

convolutions and activations, and multiply it 

with input features to yield Dwt, then obtain the 

final vector through the two outputs.: 

Dwti  = Sig(Conv1(ReLU (Conv1(Wc)))) ×  Li  

Ls = Concat(Dwt1, Dwt2) 

where Conv1 is 1x1 convolution operation, the 

DW layer represents a depth-wise separable 

convolution, group normalization, ReLU. Ls 

denotes the output of the given module. 

3.3 Parallel Partial Semantic 
Aggregation Mechanism 

Our module harnesses high-level semantic cues 

in deep leayers through multi-scale feature 

augmentation. To reduce computation, we 

partition features into channel-wise sub-features 

(Hj) and employ 3x3 dilated convolutions with 

different dilation rates (r = 1,3,5,7) to expand the 

receptive field for each sub-branch:  

 

Wj  = Sigmoid(DWr(Hj)) 

Fig. 1.  The proposed framework consists of pyramid pooling transformers and lightweight decoder 
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where Wj signifies the attentive features for each 

respective sub-branch. We multiply attentional 

features with sub-features and concatenate the 

outputs, shuffling them to yield Ld. The dual 

outputs are concatenated for the final feature 

vector. 

Md = Shuffle(Concat[Wj ∗Hj])) 

Ld = Concat(Md1, Md2) 

Leveraging multi-scale representations across 

distinct sub- features empowers this aggregation 

strategy to construct a hierarchical feature, 

enhance contextual information, address scale 

discrepancies, and optimize computational 

efficiency.  

3.4 Shallow to Deep Fusion Mechanism 

We use a streamlined fusion strategy, extracting 

global contextual features with Global Average 

Pooling, applying element-wise multiplication, 

concatenating, and using depthwise separable 

convolution for refinement. Shallow features are 

merged for boundary-aware details, followed by 

additional DW layers for the final output. 

 

4. Experiment Results 

4.1 Performance Comparison 

Datasets: ECSSD, HKUIS, DUTOMRON, 

DUTS-TE, and PASCAL-S. Metrics: F-measure, 

MAE, and S-measure. Computational efficiency 

is measured using parameters, FLOPS, and FPS.  

Notably, as shown in Table 1, our architecture 

outperforms BASNet in F-measure, S-measure, 

E-measure, and MAE while reducing FLOPS by 

98% and parameters by 77%. Compared to 

GateNet, our model excels in S-measure on the 

ECSSD dataset, with similar reductions in 

FLOPS and parameters. In Table 2, our FPS rate 

is double that of EGNet and BASNet and 75 

times faster than RFCN.  

Table 2. FPS comparison 

 
5. Conclusion 

We introduce an novel SOD architecture with 

pyramid pooling transformers and a lightweight 

decoder. It utilizes a Wavelet Transform-Centric 

Aggregation Mechanism for boundary 

information and a Parallel Partial Semantic 

Aggregation Mechanism for multi-scale 

semantics, achieving SOD performance akin to 

large frameworks while reducing FLOPS by 

98% and parameters by 77%. 
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Models RFCN NLDF DSS PicaNet 

FPS 0.4 18.5 7.0 5.6 

Models C2S EGNet BASNet AFNet 

FPS 25 12.7 12.5 22 
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FPS 18 3.6 30  

Table 1. The  quantitative  comparison  with  others  state  of  the  art  models  in  terms  of  F-measure, S-measure  and  MAE 
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Abstract 
 

Artificial intelligence (AI) is critical to data-driven decision-making to increase resource utilization, 

operational performance, and service quality in various industry sectors, especially healthcare. The 

application of AI is essential for collecting and analyzing data such as personal genetic information, 

medical information, and lifestyle information. Deep learning (DL) is a new AI technology applied to 

the medical imaging field to analyze and diagnose medical images of organs. In this paper, we looked 

into problems with medical image data in medical image analysis using AI, and analyzed the 

configuration of a medical information system for transmitting medical image data using AI. 

 
Keywords: artificial intelligence (AI), deep learning (DL), medical image analysis, picture archiving 

and communication system (PACS) 

 

1. Introduction 

The fourth industrial revolution (4IR) of the 21st 

century is underscored by the integration of 

artificial intelligence (AI) and computer-based 

information communication technology (ICT) 

that improves productivity in most industries. In 

particular, AI processes big data beyond human 

capabilities and facilitates accurate, efficient, and 

fast decision-making. Therefore, AI is emerging 

as a solution to productivity improvement and 

problems in various fields [1-3]. 

AI is critical for data-driven decision-making in 

various industries, especially healthcare. 

Massive amounts of data, rapidly advancing 

computations, and high-performance models 

validated against natural images are delivering 

results that exceed the diagnostic and interpretive 

capabilities of doctors. Using AI to increase 

resource utilization, operational performance, 

and quality of service in healthcare operations 

can significantly improve care outcomes and 

increase patient satisfaction while reducing costs. 

A study by Bennett et al. reported that using AI 

algorithms to diagnose diseases improved 

diagnostic performance by 41.9% and reduced 

healthcare costs by 58.5% [4]. 

In the medical imaging field, machine learning 

(ML) and deep learning (DL) are applied to 

analyze medical images of organs, and this field 

constitutes an active area of research. DL 

algorithms and model structures have been 

introduced to DL-based medical image analysis, 

and studies on lesion detection, quantification, 

and classification are ongoing [5]. Indeed, 

healthcare is shifting towards personalized 

approaches, such as proactive diagnosis and 

prevention of individual diseases. Therefore, the 

collection and analysis of large-scale big data 

such as genetic, medical, and living information 

by applying AI are essential [6]. In Korea, 

research on AI medical software termed Doctor 

Answer has been ongoing since 2018 with the 

participation of governments, hospitals, and 

companies to identify a medical approach 

suitable for the Korean population. The 

development of Doctor Answer 2.0 is currently 

in progress [7]. In this paper, we looked into 

problems with medical image data in medical 

image analysis using AI, and analyzed the 

configuration of a medical information system 

for transmitting medical image data using AI. 

 

 



The 15th International Conference on Internet (ICONI) 2023, December 2023                                           95 

2. Related Work  

2.1 AI 

AI technology is classified into ML and DL, as 

shown in Fig. 1. 

 

 
Fig. 1. Machine learning (ML) and deep learning 

(DL) 

2.2 Medical field and AI 

 
Fig. 2. AI-based medical field 

 

The analysis and diagnosis of diseases using AI 

are presented in Fig. 2. According to a STAT 

News report in 2019, Google AI has 

outperformed six radiologists in detecting lung 

cancer, identifying 5% more cancers and 

reducing false positive rates by 11% [8]. 

According to a paper published in Nature 

Medicine in 2019, 6716 cases of lung cancer 

detected using AI-based computed tomography 

(CT) imaging exhibited an accuracy of 94%. The 

accuracy of magnetic resonance imaging (MRI) 

for brain tumors, which are difficult to judge, was 

>85%. The accuracy of Google AI-based 

diagnosis of breast and lung cancers was 99% 

and 95%, respectively; and the accuracy for the 

diagnosis of metastatic cancer was significantly 

higher. Moreover, a paper published in Nature in 

2020 reported that Google’s DeepMind 

algorithm may be more accurate than real-life 

doctors for identifying breast cancers [9]. 

3. Medical Imaging System  

3.1 Medical imaging equipment  

Medical imaging methods for image acquisition 

are listed in Table 1. 
 

Table 1. Medical imaging equipment 

 
3.2 Picture Archiving and 
Communication System (PACS) 
 
The Picture Archiving and Communication 

System (PACS) is a large-scale system in 

radiology that coordinates image information 

throughout the hospital and is used in connection 

with most departments. To build a PACS 

environment, technologies such as Image 

Display and Processing, Data Communication 

and Networking, Database system, Information 

Management, User Interface, and Data 

Storage/Archive must be integrated. PACS stores 

images obtained by advanced imaging devices 

such as general X-ray, CT, MRI, DSA, 

ultrasound, and nuclear medicine in a computer 

as digital images and transmits them to each 

terminal for simultaneous image search 

anywhere in the hospital.  

Source Method Use and characteristics  

Visible ray 

Endoscopy 
Used for intestinal endoscopy, with a light source and CCD 

sensor in front of the endoscope 

Microscopy 
While examining tissue, microscope eyepieces and objective 

lenses are used to magnify small objects 

Radiation 

X-ray 

Light source is emitted from an X-tube and passes through 

the body; image is created by the transmitted x-ray intensity 

difference of tissue at each site 

CT  

 

Captures x-ray images from various angles around cross-

section of the human body, integrates two or more 2D x-ray 

images into one 3D image, and generates 3D images within 

a few seconds 

Positron  

emission  

tomography 

(PET) 

A radioactive drug (radioactive glucose) emitting positrons 

is injected into the body and is transformed into 3D images 

after 360 analysis of the human body 

Magnetic 

field 

MRI 

Based on a magnetic field, hydrogen atoms in the body 

generate 3D images based on the difference in the speed of 

transmission through muscles and fat 

Ultrasonic wave Used for heart, stomach, lung, and fetal tests 

 

 

 

Digital  

pathology 

Virtual 

microscopy 

WSI (whole- 

slide imaging) 

Sub-field of pathology that focuses on data management 

based on information generated from digitized specimen 

slides. 

Using computer-based technology, digital pathology utilizes 

virtual microscopy or WSI. 

Can be used for feature detection of mitotic figures, 

epithelial cells, or tissue-specific structures such as lung 

cancer nodules, glomeruli, or vessels; or estimation of 

molecular biomarkers such as mutated genes, tumor 

mutational burden, or transcriptional changes [1618]. 

 1 
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Fig. 4. PACS 

4. Problems of Medical Imaging Data 

Medical imaging datasets include a vast amount 

of data used to train DL to classify specific 

diseases. It is common to use data for pre-

learning and analyzing for performance 

verification of AI Model Medical imaging 

datasets exhibit the characteristics of volume, 

diversity, velocity, reliability, and value, which 

are the five major factors in big data. Obtaining 

big data from medical images with annotations is 

challenging because it requires professional 

manpower and is time-consuming to read and 

comment on medical images. In addition, patient 

consent is required for the use of big data with 

patient medical image. The limitations of 

medical imaging data is listed in Table 2.  

Table 2. Limitations of medical imaging data 

 

5. Conclusion 

In this paper, we looked into problems with 

medical image data in medical image analysis 

using AI. Sharing datasets is crucial in DL-based 

medical image analysis. A dataset constitutes a 

large medical imaging data labeled by a trusted 

expert group. However, obtaining labeled 

medical imaging data for all diseases is difficult. 

In addition, label processing by reading medical 

images requires professional manpower, is time-

consuming, and may result in differing opinions 

among medical staff. Additionally, ethical 

concerns arise since datasets contain patients’ 

personal information. In this regard, 

anonymization and limited access to datasets 

must be considered. 
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Abstract 

 
Due to the development of internet social network service technology and AI, various issues such as 

image leakage, unauthorized use, and information exposure continue to occur online. Researchers are 

developing various security technologies to prevent these issues. Image encryption technology is the 

technique that can be applied as part of security technology among image processing technologies. 

Recently, image encryption based on a chaotic sequence generator is actively being studied to 

efficiently process in a large image database. The chaotic sequence generator has the characteristic of 

quickly generating sequences due to the high randomness of the simultaneously generated sequences, 

furthermore it has high resistance to statistical attacks. However, even if it is guaranteed that the 

periodicity of the sequence generated in the continuous function space is infinite in the theory, there is a 

risk that the generated sequence may have a short period due to round-off problems when operating 

through an application. In this paper, we propose a new chaotic sequence generator that always 

generates a maximum-length period sequences. And we construct image encryption based on the 

generator and analyze the results.  

 

 

Keywords: Chaotic sequence generator, Image encryption, Maximum-length sequence 

 

1. Introduction 

Recently, image encryption technology using a 

chaos sequence generator is being actively 

researched to efficiently process large amounts 

of images uploaded and downloaded to the 

Internet [1]. The chaos sequence generator can 

quickly generate a sequence, and because the 

sequence created at the same time has the 

characteristic of having high randomness, it has 

very strong resistance to statistical attacks [2-3]. 

Taking advantage of these characteristics, image 

encryption technologies using chaos sequence 

generators are being actively researched. 

However, when the periodicity of the sequence 

generated by the chaos sequence generator is 

actually operated through an application, there is 

a problem that the generated sequence may have 

a short period due to the round-off problem, and 

discussion is needed to resolve this. In this paper, 

we propose a new generator that generates a 

chaotic sequence that always has the maximum 

length cycle, create image encryption based on 

this generator, and analyze the results. 

2. Construction of the proposed 
system 

2.1 The maximum-periodic chaotic 
sequence generator 

If the characteristic polynomial of the 

discrete function that generates the sequence is a 
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  chaotic sequence generator  

primitive polynomial, it is always possible to 

generate a sequence with the maximum period. 

For example, if you want to generate a sequence 

that falls within the range of numbers with a size 

of 256 bits, it is possible to always generate a 

sequence with the maximum period using a 

generation function that has a 256th degree 

primitive polynomial as a characteristic 

polynomial. In this case, the period is 2^256-1. 

Discrete functions suitable for the maximum 

period sequence generator include companion 

matrices and 90/150 cellular automata.  

Fig. 1 is a flow chart showing the sequence 

generator. It is possible to create a chaotic 

sequence with a large period at any time by 

simply combining the sequence generated using 

the chaos function and the sequence generated 

using the maximum period sequence generator 

with xor. The period of the sequence created by 

the linear combination of two sequence is the 

greatest common multiple of the period of the 

two sequences. And because the properties of 

chaotic functions are maintained through linear 

combination with linear functions, the sequence 

created by combining two sequences still has 

chaotic properties. 

 

 

Fig. 1.  The proposed sequence generator that 

produces a maximum periodic chaotic sequence 

2.2 The process of the image encryption 

The proposed image encryption based on the 

chaotic sequence generator is the process of 

generating a key image using the generated 

sequence and XORing it to the original image. 

The decryption method is to obtain the original 

image by XORing the key image with the 

encrypted image. Fig. 2 is a result of the image 

encryption process.  

 

 

 

Fig. 2.  A result of the image encryption 

3. Conclusions 

A variety of research on image encryption is 

being conducted to prevent image-related 

security issues that frequently occur in online 

services such as social networking services. And 

recent image encryption technology is designed 

based on chaos functions, but there is a risk that 

chaos function-based technology will have a 

small cycle due to the round-off problem. To 

solve this problem, this paper proposed a new 

sequence generator that generates a sequence 

with a period of at least 2^256-1, and showed 

that the results of image encryption. 
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Abstract 

 
The need for secure user authentication in blockchain-based applications has been growing with the 

increased adoption of Decentralized Identity (DID) credentials in blockchain. In this study, we propose 

a smart contract system that securely validates DID credentials to overcome the limitations of 

traditional centralized authentication systems. This system ensures the safe identification of users 

within blockchain-based applications by authenticating their identities in a trusted manner within the 

blockchain. As the demand for user authentication in blockchain rises, this paper emphasizes the 

significance of a blockchain-based identity verification system that guarantees both privacy and 

security. Leveraging the Zero-Knowledge Proof method and utilizing the Zokrates tool, this innovative 

approach aims to provide solutions for the digital identity verification process, thereby expanding the 

scope of blockchain technology applications. 
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1. Introduction 

The emergence of Bitcoin[1] in 2009 ushered in 

the era of blockchain technology, followed by 

Ethereum[2] in 2014, which expanded the scope 

of smart contracts. Among them, NFT(Non 

Fungible Token) have come to play a particularly 

important role, and the concept of NFTs was first 

introduced in early 2017 through CryptoPunks, a 

variant of ERC-20[3], and Crypto Kitties, which 

utilise ERC-721[4], became so popular that they 

paralysed the Ethereum network. Meanwhile, 

virtual asset exchanges are implementing Know 

Your Customer(KYC) procedures for 

anti-money laundering(AML) and countering the 

financing of terrorism (CFT) at home and abroad. 

Since KYC is a mandatory procedure under the 

Act on the Reporting and Use of Specified 

Financial Transaction Information,  the Financial 

Action Task Force (FATF) has recently 

recommended that it is important to verify the 

identity of users not only in virtual asset 

exchanges but also in Web3 fields such as DeFi 

(Decentralized Finance) and NFTs due to their 

decentralized nature[5]. However, there is a 

trend. In the blockchain ecosystem, there is a 

disadvantage that it is difficult to verify identity 

due to the anonymous nature of wallet addresses. 

That's why we've recently been using DID to 

authenticate users, but we need to use off-chain 

to verify the DID. Therefore, even blockchain 

has the disadvantage of requiring a centralised 

authority. In this paper, we propose a method for 

on-chain verification of DIDs, which can 

guarantee user privacy and can be extended in 

various ways by authenticating users on Web3. 
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2. Privacy-preserving Credential 
Model 

Using Zokrates, the on-chain Privacy-preserving 

Model is depicted in Fig. 1. 

1. User receives a credential generated by the 

DID Issuer 

2. User generates Proof(π) based on Credential 

using zokrates tools. 

3. Create a smart contract capable of verifying 

the Proof(π). 

4. Verify the Proof(π) created through the 

smart contract. 

5. Simultaneously with the verification of 

Proof(π), the user is verified by using the 

service or issuing additional NFTs. 

2.1. Generating Proof(π) 

Generate a proof by selecting only the 

information desired from the user's presentation. 

Initially, employ a range proof to verify the 

Credential Number, age to confirm that the age is 

over 19 for specific adult verification, and the 

signature of the Issuer who generated the 

Credential in Fig. 2. 

 

Fig. 2. Privacy-preserving model 

 

Zokrates will be used to generate proofs that can 

guarantee these contents. In this case, we use CL 

Signature[6] to utilise Selective Disclosure. CL 

Signature uses a discrete algebra problem to 

mask the user's value. By using this, the value 

that the user wants to hide is raised to an index, 

and it can be verified like Fig. 3. 

 

Fig. 3. Privacy-preserving model 

2.2. Generating verification contract  

To verify the signature of the Issuer that 

generated the Credential, Zokrates plugin will be 

used to generate a proof ensuring this. In 

Algorithm 1, the verifyProof function within the 

verify contract procedure authenticates the user's 

presentation proof. This function is invoked by 

supplying the proof generated, along with the 

issuer and user’s DID present in the presentation, 

and the credential number as inputs. After the 

completion of this function, the user's identity 

has been authenticated, and various operations 

can be performed within the smart contract . 

Fig. 1. Privacy-preserving model 
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For instance, after the verification of proof as 

outlined in Algorithm 2, one can validate the 

authenticated identity in Web3 by invoking a 

function that generates an NFT. 

Algorithm 2. createNFT() 

Input : string tokenurl, address user 

tokenIds.increment(); 

_mint(user , newItemId);            

  ▷ Issues to the user, including the NFT number 

_setTokenURI(newItemId , tokenURI) ; 

▷ Setting up NFT and Token URI  

3.3. Usage of the ZK-Identity Tool 

To generate proofs and contracts, we need a tool 

that takes credentials as input and generates 

proofs and contracts. This tool uses the Zokrates 

library, and the component by component is 

shown in Fig. 4. 

 

Fig. 4. zk_identity library 
 

It is responsible for parsing JSON to create 

zkvariables and managing the created files. In 

addition, there are components that not only 

create signatures as proofs, but also compute 

using various range proofs, etc. The tool that 

plays the above role is shown in Fig. 8. It 

receives the credential and goes through the 

parsing process, delivers the proof to the user 

who executed the programme, and delivers the 

contract to the verifier. The resulting appearance 

is depicted in Fig. 5. 

 

Fig. 5. zk_identity process 

4. Conclusion  

The advantage of our proposed tool is that it can 

generate zero-knowledge proofs from DID 

credentials, which Zokrates cannot handle. The 

tool also has a zero-knowledge proof library 

tailored to ZK-SNARK, which parses the user's 

credentials to generate proofs and contracts. 

However, similar to other research, this tool does 

not represent a fully decentralized system. In this 

schema, user identity authentication relies on 

utilizing DID Credentials, but it requires the 

assistance of a trusted Issuer when creating DID 

Credentials. Secondly, a drawback is that the 

current smart contract operates only on the 

Ethereum Virtual Machine (EVM), limiting its 

support to the Ethereum blockchain and not 

allowing for compatibility with various 

blockchain platforms. Therefore, we aim to 

explore the web3 ecosystem where this tool can 

be applied and set the development of DApps as 

a future goal. 
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Algorithm 1. verifyProof  

Input : calldata proof, calldata input, calldata 

issuer, calldata user, uint numOfCred 

If (verify(proof, input) == true)  

    .. // service start 

▷ verify presenta-tion proof using Zoskrates 
▷ if proof & input is ture, start the web3  
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Abstract 

 
The recent evolution of the self-photo studio industry has been marked by the advent of digital photo 

access services via QR codes. This study critically addresses multiple security vulnerabilities inherent 

to such services. Notably, many self-photo studio systems fail to implement web-based URL encryption. 

This oversight, coupled with insufficient session management and inadequate protection against path 

traversal, allows unauthorized users to access not only others' photos but also other files stored on the 

server, simply by manipulating the URL. These web vulnerabilities significantly elevate the risk of 

personal data breaches, underscoring the urgent need for web security enhancements. In this paper, we 

provide an in-depth analysis of the technical characteristics of these web vulnerabilities and their 

potential implications. Additionally, we explore and propose security countermeasures to ensure the 

safekeeping of user data within self-photo studio services. 
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1. Introduction 

The advent of the digital era has brought 

revolutionary changes to the photography 

industry, with self-photo studios at the forefront 

of this transformation. Emerging as a new 

phenomenon in urban culture, self-photo studios 

have established themselves as a hub for social 

interaction and self-expression among the MZ[1] 

generation[2]. These studios redefine the concept 

of traditional photo studios by offering modern 

services that allow customers to take their own 

photos and access digital copies via QR codes. 

The rapid growth of this industry has also had a 

clear impact on the startup market, with sales in 

2022 increasing by 271% compared to the 

previous year[3]. However, beneath this growth 

and popularity lies the serious issue of security 

vulnerabilities in web-based services. The 

expanding market and increasing security threats 

amplify concerns over the protection of users' 

personal data. 

This study focuses on analyzing the web security 

vulnerabilities of self-photo studio services. 

Many self-photo studio systems overlook basic 

security measures[4], including web-based URL 

encryption, which, combined with insufficient 

session management and inadequate protection 

against path traversal, opens the door for  
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unauthorized users to manipulate URLs and 
access not only other people's photos but also 
other files stored on the server3. These web 
vulnerabilities significantly increase the risk of  

personal data breaches, underscoring the urgent 
need for enhancements in web security. 
Therefore, this paper provides an in-depth 
analysis of the technical characteristics of these 
web vulnerabilities and their potential 
implications, and explores and proposes security 
countermeasures to ensure the safekeeping of 
user data within self-photo studio services. 

2. Background 
 

 
Fig. 1.  The Process of Photo Shooting and 

Downloading in a Self-Photo Studio 
 

2.1 Self-Service Photo Studio: 
Operational Workflow 
The basic operation mechanism of a self-service 
photo studio is as illustrated in Fig. 1. It is based 
on a system where users independently conduct 
photo shoots in the studio and immediately 
acquire digital results. This process consists of 

the following steps: 

Photo Shooting: Users take photos using the 
photo booth installed inside the self-service 
photo studio. 

Photo Upload: The photos taken are 
automatically uploaded to the photo studio's 
server immediately after the shooting ends. This 
server typically uses cloud-based storage to 
manage and store photo data.  

QR Code Generation: Once the photo upload is 
complete, the system generates a QR code that 
can be used to access the photos. This QR code is 
either printed directly at the photo studio or 
displayed on the photo booth's screen. 

Photo Download: Users scan the QR code with a 
smartphone or other digital device camera and 
access the web page where the photos are stored 
via a web browser. This web page provides an 
interface for users to view, select, and download 
their photos. 

3. QR Code Security Flaws in Photo 
Services 

In Table 1, an exhaustive analysis of web 
security vulnerabilities within self-photography 
studio services is presented, identifying four 
critical areas of concern: Static QR Code Linking, 
Insufficient QR Code Authentication, 
Predictable URL Patterns, and the Lack of 
Implementation of Content Security Policy 
(CSP). This comprehensive analysis, conducted 
using the Burp Suite, a leading web security 
testing tool, spanned seven web services, from 
Company A to Company G. The study revealed 
that the static linking of QR codes inherently 

Self-studio Static QR Code 
Link 

Insufficient QR 
Code 
Authentication 

Predictable URL 
Patterns 

Inadequate Content 
Security Policy 
(CSP) 

Studio A ✓ ✓ ✓ ✓ 
Studio B ✓ ✓ X X 
Studio C ✓ ✓ X X 
Studio D ✓ ✓ ✓ X 
Studio E ✓ ✓ X X 
Studio F ✓ ✓ ✓ X 
Studio G ✓ ✓ X ✓ 

Table 1. Self-Studio Photo Service Security Vulnerabilities 
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permits once-generated QR codes to remain 

indefinitely valid and reusable, thus posing a 

significant security risk. This is particularly 

concerning when QR codes are shared via social 

media, enabling unauthorized access to 

photographs. 

Furthermore, the research highlighted the 

absence of additional authentication processes 

for photo access via QR codes in 

self-photography studio services. This security 

oversight allows anyone to access photos during 

the designated 2-3 day storage period, thereby 

posing a substantial threat to the protection of 

personal information. In terms of URL 

predictability, Companies A and E exhibited 

predictable patterns in URLs generated through 

QR codes. Company A's failure to encrypt URL 

parameters facilitated attackers in easily 

guessing links to other photo files. In contrast, 

Company E's application of Base64 encoding 

was found to be easily circumventable using 

basic decoding tools, thus exposing a security 

vulnerability. This aspect of security 

vulnerability aligns with the concerns raised by 

Samuel and Erlingsson regarding the risks of 

data confusion and the importance of proper data 

parsing in preventing security breaches[5]. 

Lastly, the study identified that Companies A 

and G had not implemented the Content Security 

Policy (CSP) header. CSP serves as a vital web 

security standard that restricts the sources of 

content executable on a web page, effectively 

preventing cross-site scripting (XSS) attacks and 

data injection attacks. The absence of CSP 

implementation heightens susceptibility to XSS 

attacks and undermines the overall security 

integrity of the web application.  

4. Conclusions 

This study significantly enhances the 

understanding of web security vulnerabilities in 

self-photo studio services, a new phenomenon in 

the digital era. The findings reveal critical 

vulnerabilities such as static QR code linking, 

lack of authentication procedures, URL 

predictability, and the non-implementation of 

Content Security Policy (CSP), clearly 

illustrating the serious threats these issues pose 

to user privacy and data security. 

Beyond merely identifying problems, this 

research offers concrete solutions and 

improvement strategies to strengthen the security 

of self-photo studio services and protect user 

data. It is expected to aid service providers in 

recognizing and addressing these security 

vulnerabilities. Additionally, it contributes to 

raising awareness among users about safer 

service usage practices to protect their personal 

information. Therefore, this study is anticipated 

to play a significant role in achieving two crucial 

objectives: enhancing the security of self-photo 

studio services and safeguarding user privacy. 
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Abstract 

 
Integrating Blockchain technology into electronic voting systems promises to enhance security, 
transparency, and efficiency in electoral processes. However, the performance and reliability of these 
systems vary significantly, which requires a comprehensive evaluation. This research conducts a 
comparative analysis of various Blockchain-based voting systems using machine learning techniques to 
assess their performance, security, and user-friendliness. Several Blockchain-based voting systems 
were meticulously selected, and machine learning algorithms facilitated the assessment of system 
performance metrics, security vulnerability detection, and user experience evaluation. The study's 
findings reveal significant system efficiency, scalability, and robustness differences, with distinct 
correlations between Blockchain architecture and overall system performance. This paper provides 
empirical insights into the capabilities and limitations of current Blockchain-based voting systems, 
highlighting the critical role of machine learning in enhancing system analysis. The results offer 
valuable guidance for developing more secure, scalable, and user-friendly voting systems, paving the 
way for their broader adoption in democratic processes. Furthermore, the study underscores the need for 
ongoing research and innovation in this rapidly evolving field, particularly in addressing the challenges 
of system scalability and security. 
 
 
Keywords: Blockchain, Electronic Voting Systems, Machine Learning, Voting Security, System 
Scalability, Digital Democracy 

1. Introduction 

Blockchain technology has gained much 
attention in the digital age for its potential to 
revolutionize various sectors, especially 
electronic voting systems. Blockchain 
technology is known for its decentralization, 
immutability, and transparency. It was initially 
used to facilitate Bitcoin transactions but has 

now expanded its influence to areas where trust 
and security are critical Fields [1]. While not a 
new concept, electronic voting faces challenges 
such as electoral fraud and voter 
disenfranchisement, where Blockchain-based 
voting systems (BBVS) promise improvements 
through a secure, transparent, and anonymous 
mechanism [2]. However, the effectiveness of 
BBVS depends not only on Blockchain but also 
on its design and integration within the electoral 
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ecosystem.  This study aims to use machine 

learning (ML) to conduct a comparative analysis 

of BBVS, examining aspects like efficiency, 

security, and user satisfaction and addressing the 

increasing interest in their use for official 

elections [3]. The research aims to enhance 

understanding of BBVS, offer insights into their 

practical applications, and inform stakeholders 

on optimizing these systems [4]. The study 

delves into how different Blockchain 

architectures affect voting system performance, 

considering technical elements such as 

consensus mechanisms and node distribution [5].  

2. Related Work 

Integrating blockchain technology into 

electronic voting systems has garnered 

widespread attention due to its potential for 

enhancing security and transparency. Initial 

research has highlighted the blockchain's ability 

to create a decentralized, immutable ledger, 

making it ideal for recording votes that are 

tamper-proof. This aspect is critical in the fight 

against electoral fraud and in upholding the 

integrity of the democratic process, as noted by 

researchers like [6]. Further exploration into this 

field has led to examining various blockchain 

implementations, including public, private, and 

consortium models, each offering distinct 

advantages and challenges for voting systems as 

outlined by [7]. However, these innovations have 

their complications. The security and privacy of 

BBVS remain prominent concerns, with studies 

revealing both the cryptographic strengths of 

blockchain and potential vulnerabilities, such as 

susceptibility to 51% attacks [8]. The balance 

between voter anonymity and electoral 

transparency and auditability presents a complex 

dilemma, as investigated by [9].  The practicality 

of BBVS in large-scale elections has been a topic 

of debate, especially when considering 

scalability and efficiency issues. Technical 

challenges, particularly in transaction throughput 

and system latency, pose significant obstacles to 

their widespread adoption, as noted by [10]. 

Innovations like layer-two protocols and 

alternative consensus mechanisms have been 

proposed to mitigate these challenges, with 

varying levels of success [10]. Machine learning 

(ML) has emerged as a valuable tool for 

improving BBVS in recent years. Techniques 

such as anomaly detection and predictive 

modeling are used to analyze blockchain data, 

identify patterns, and foresee system behavior 

under different conditions, an approach that has 

been instrumental in detecting fraudulent voting 

activities [11]. Despite extensive research on 

various facets of BBVS, there needs to be more 

comprehensive comparative studies that employ 

ML to evaluate these systems across 

performance, security, and usability. This 

research aims to fill this gap, providing new 

perspectives on the efficacy of BBVS and 

showcasing the role of ML as a fundamental tool 

for their analysis and enhancement. 

3. Methodology 

Our methodology uses machine learning 

techniques to analyze Blockchain-based voting 

systems (BBVS) comprehensively. 

3.1 Security Evaluation Framework for 
Blockchain-Based Voting Systems 

To ensure the robust security of BBVS, our study 

introduces a comprehensive security evaluation 

framework. This framework addresses 51% of 

attacks, node security vulnerabilities, and 

consensus mechanism weaknesses. It 

incorporates specific assessment criteria, 

including network decentralization, mining 

power distribution, and cybersecurity standards 

compliance. We also implement quantitative 

evaluation metrics, such as the frequency of 

security breaches and network resilience, 

supported by rigorous testing procedures like 

penetration testing and smart contract auditing. 

This security evaluation system not only assesses 

the current security status of BBVS but also 

provides recommendations for enhancements 

and ensures adaptability to evolving threats. By 

regularly updating our evaluation criteria and 

metrics, we maintain the relevance and 

effectiveness of our security analysis in the 

dynamic Blockchain environment. 

3.2 System Selection 

The BBVS were meticulously chosen based on 

various criteria to ensure diversity and 

representation of different blockchain-based 

voting approaches. The selection process 

considered factors such as the architecture type, 

extent of use, and geographical distribution of 
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these systems. By doing so, we were able to 

identify and include BBVS that represent a 

variety of different contexts, from government 

elections to organizational voting. It ensures that 

our analysis and research of these systems are 

comprehensive and truly representative of the 

blockchain-based voting landscape. 

 
Table 1. Categorization of Selected 

Blockchain-Based Voting Systems 

BBVS BC 

Type 

Scale of 

Use 

Geographic 

Distribution 

Estonia's 

e-Residency 

Public National Estonia 

Voatz Hybri

d 

State/Loc

al 

USA, 

Various 

Locations 

Agora Conso

rtium 

Internati

onal/Loc

al 

Multiple 

Countries 

Follow My 

Vote 

Public Experim

ental/Loc

al 

USA, 

Various 

Locations 

Polys Public Corporat

e/Small 

Scale 

International 

3.3 Data Collection 

Data was collected using a multi-faceted 

approach. Performance metrics were sourced 

from system logs and operational reports. 

Security incident reports were gathered from 

official documentation and third-party audits as 

shown in Table 2. User feedback was solicited 

through surveys and interviews to gauge 

user-friendliness and satisfaction as shown in 

Table 3. This qualitative data complemented the 

quantitative data. 

 
Table 2. Performance Comparison for the selected 

BBVS 
BBVS Transa

ction 

Speed 

(tps) 

Block 

Time 

System 

Latenc

y (sec) 

Security 

Incidents 

(last 

year) 
Estonia's 

e-Residency 
1500 2.0 0.5 2 

Voatz 700 3.0 1.0 5 

Agora 1000 2.5 0.8 3 

Follow My 

Vote 

600 4.0 1.2 4 

Polys 800 3.5 0.9 2 

 

 

 

Table 3. User Feedback and Expert Opinions for the 

Selected BBVS 

BBVS User Feedback Expert 

Opinions 

Estonia's 

e-Residency 

High 

satisfaction; 

reliable and 

secure. 

Pioneering 

national-scale 

model. 

Voatz Mixed reviews; 

concerns over 

usability. 

Innovative 

hybrid approach; 

security 

concerns. 

Agora Positive; 

transparent and 

international. 

Consortium 

model raises 

questions on 

decentralization. 

Follow My 

Vote 

Interest in 

experimental 

stages; usability 

issues. 

Potential future 

model; needs 

real-world 

testing. 

Polys Favorable for 

corporate use; 

easy to use. 

Flexible 

application; 

scalability 

concerns. 

3.4 Machine Learning Approaches 

The machine learning analysis framework in our 

study on BBVS began with comprehensive data 

preprocessing, utilizing normalization and 

transformation to standardize diverse datasets. 

We employed a range of machine learning 

algorithms due to their relevance in assessing 

BBVS. Classification methods like decision trees 

and random forests were pivotal for categorizing 

systems based on performance and security, 

classifying voting patterns, and detecting 

anomalies. It enhanced the reliability and 

security of BBVS. Support Vector Machines 

(SVM) and neural networks played a crucial role 

in analyzing complex patterns and predicting 

voting behaviors, contributing significantly to 

evaluating security and performance. Clustering 

algorithms like K-Means and anomaly detection 

using Isolation Forest and One-Class SVM 

provided insights into user behaviors and 

identified security outliers, aiding in the 

assessment of user-friendliness. Principal 

Component Analysis (PCA) was also utilized to 

reduce data complexity, facilitating the 

identification of key variables impacting BBVS 

performance. The analysis employed Python's 

sci-kit-learn and R's caret package, aiming for an 

exhaustive comparative evaluation and 

providing robust, multi-faceted insights. Each 

method brought a unique strength to our analysis, 
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collectively ensuring a comprehensive 

evaluation of BBVS in terms of performance, 

security, and user-friendliness.       

4. Implementation 

The study involved a systematic analysis of 

various BBVS using ML. To select the BBVS, 

the researchers conducted literature reviews and 

industry reports and finalized a diverse selection 

based on the blockchain architecture, 

deployment scale, and geography. Data 

collection entailed sourcing performance metrics 

from system logs or reports, gathering security 

data from documentation and audits, and 

obtaining user feedback via surveys and 

interviews. The researchers used Python for data 

processing and ML model implementation, R for 

statistical analysis, SQL databases, and Excel for 

data management. ML models were developed 

and trained to classify, cluster, and detect 

anomalies in the data. The results were 

interpreted to identify scalability, security, and 

user satisfaction patterns. This phase was crucial 

for translating methodology into practical steps, 

enabling comprehensive data collection and 

analysis, and providing a nuanced understanding 

of BBVS through ML. 

5. Results 

Machine learning analysis of BBVS revealed 

significant performance variations. Private 

blockchain architectures generally outperformed 

public ones in transaction speed. Scalability 

assessments showed differing capacities to 

handle peak voting volumes. Security 

evaluations highlighted vulnerabilities, 

particularly in consensus mechanisms, and 

underscored the importance of regular security 

updates. User feedback favored systems with 

simpler interfaces, directly impacting voter 

satisfaction, while accessibility varied across 

systems. Comparative analysis linked 

blockchain architecture to performance and 

security, highlighting its critical role in BBVS 

design. These results emphasize the necessity for 

continuous monitoring and adaptation in BBVS 

deployment to ensure effectiveness and security, 

focusing on the architecture's impact. 

 

 

Fig. 1.  Security Incidents in BBVS 

 

The above Fig. 1 presents the number of security 

incidents reported last year for each BBVS. It 

visually compares the security incidents, 

highlighting which systems experienced more 

incidents. Voatz, for example, shows a higher 

number of incidents than others. 

 

 

Fig. 2.  Transaction speed comparison among BBVS 

 

Fig. 2 illustrates the transaction speed (in 

transactions per second) for each BBVS. It 

clearly shows the differences in transaction 

speeds across the systems, with Estonia's 

e-Residency leading in speed. 

 

 

Fig. 3.  Scalability analysis of BBVS under increasing 

load 

 
In Fig. 3, scalability analysis of various BBVS is 

shown under increasing user load. The graph 
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shows how the performance of Estonia's 

e-Residency, Voatz, Agora, Follow My Vote, 

and Polys varies with the increase in user 

numbers, demonstrating their scalability to 

handle larger voting populations. 

6. Discussion 

The analysis of BBVS using ML techniques has 

yielded several critical insights, highlighting the 

nuances and complexities of integrating 

Blockchain technology into electoral processes. 

6.1 Performance Variability Across 
BBVS 

Our study revealed significant performance 

differences among various BBVS. Notably, 

systems with private Blockchain architectures 

generally offered higher transaction speeds than 

those with public Blockchains. This underscores 

an essential trade-off in BBVS design: the 

efficiency of private Blockchains versus the 

transparency and decentralization of public ones. 

Private Blockchains may be more suitable for 

large-scale electoral applications where 

efficiency is crucial. However, this choice 

impacts the democratic characteristics of voting 

systems, such as openness and voter trust.  

6.2 Security Concerns in BBVS 

The security analysis highlighted vulnerabilities 

in certain BBVS, especially those with weaker 

consensus mechanisms. The recurring security 

incidents in some systems emphasize the critical 

need for ongoing vigilance and regular updates 

to security protocols. This aspect is particularly 

crucial in voting systems, where integrity and 

trust are paramount. Our findings suggest that 

maintaining a secure voting environment 

requires a balance between strong security 

measures and the transparency necessary in 

electoral processes. 

6.3 User Experience and Accessibility 

User feedback pointed towards a preference for 

simpler, more intuitive interfaces in BBVS, 

impacting overall voter satisfaction. This 

highlights an often-overlooked aspect in the 

technical design of voting systems - 

user-friendliness. The disparity in accessibility 

and inclusivity across different systems calls for 

more attention to ensuring that voting systems 

are readily usable by all eligible voters. This is 

not just a technical requirement but a 

fundamental aspect of ensuring democratic 

participation.  

6.4 Impact of Blockchain Architecture 

The comparative analysis underlined the 

significant role of blockchain architecture in 

determining the performance and security of 

BBVS. Public, private, or consortium 

architectural choices bring specific advantages 

and challenges. This finding indicates that the 

selection of blockchain architecture should be a 

deliberate decision based on the unique 

requirements of each electoral context. 

7. Conclusion 

Our investigation into BBVS via ML techniques 

has culminated in crucial insights, underscoring 

the profound impact of blockchain architecture 

on BBVS performance and security. This 

research highlights that while blockchain 

technology bolsters the integrity and 

transparency of the voting process, specific 

architectural choices are pivotal in determining a 

system's efficiency and robustness. Key findings 

reveal that system strengths and vulnerabilities 

vary widely across BBVS, emphasizing the need 

for ongoing development and refinement. 

Security, paramount in electronic voting, is not 

just a function of initial design but also requires 

continuous monitoring and updates. User 

experience, crucial for voter engagement and 

trust, largely hinges on interface design and 

accessibility. This study contributes significantly 

to the discourse on blockchain's role in 

democratizing voting processes, providing 

empirical data that can inform future system 

designs and policy decisions. The use of ML in 

analyzing complex data has been instrumental in 

revealing patterns and correlations that enhance 

our understanding of these systems. However, 

the study has limitations. The rapid evolution of 

blockchain and ML technologies means these 

findings need revisiting.  

Additionally, the scope of the available data was 

a constraint, pointing to the need for more 

comprehensive data gathering and reporting in 

future BBVS implementations. Future research 

should include longitudinal studies to track the 



110                           Uzma Jafar et al.: Dynamic Access Control Policy Based on Blockchain and Machine Learning to  

Enhance Security in IoT Smart Homes 

long-term performance and viability of BBVS. 

Exploring the integration of advanced AI and 

ML algorithms could yield more profound 

insights into predictive analytics and anomaly 

detection, further securing and streamlining 

BBVS. Expanding the research to encompass a 

more comprehensive array of BBVS across 

different geopolitical landscapes would offer a 

global view of their effectiveness and scalability. 
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Abstract 

 
In cryptocurrency transactions, transactions are recorded in blockchain distributed ledger publicly 

but more and more cases are being used for crimes by exploiting the characteristic of anonymity that the 

subject of the transaction participants cannot be identified. By using hardware wallets with an Android 

device, an database file in the application data folder is created. Analysis of this artifact provides a way 

to obtain cryptocurrency-related information in case of obtaining an Android device from a criminal. In 

this regard, we have implemented a tool called CryptoInfoGetter that can be used in Windows10 

environment to analyze and obtain cryptocurrency-related information. 

 

 

Keywords: Forensics, Android, Hardware Wallet, Blockchain, Cryptocurrency 

 

1. Introduction 

Cryptocurrencies built on blockchain technology 

enable transactions through digital signatures, 

and the transaction details are recorded on a 

distributed ledger, visible to everyone. However, 

the participants in the transactions(sender and 

receiver) remain anonymous. This anonymity 

has been exploited for activities such as 

concealing or laundering criminal funds, as well 

as facilitating transactions related to drugs and 

child pornography. In domestic centralized 

exchanges, personal verification is mandatory, 

and they can assist with investigations when 

necessary, making tracking relatively 

straightforward. However, with hardware wallets, 

they do not require personal verification, which 

creates challenges for tracking. Additionally, 

hardware wallets are the storage of critical 

information, such as private keys and public keys, 

directly by the user, rather than third parties, 

making it likely for criminals to opt for 

cryptocurrency wallets. 

 

To obtain cryptocurrency-related information 

from devices used to connect hardware wallets, it 

is necessary to analyze artifacts generated by 

each hardware wallet’s application. In this 

research, we analyzed the artifacts generated on 

Android devices when hardware wallets, D’cent 

Biometric Wallet and Ledger Nano S, were 

connected and used. We used the results of this 

analysis to develop CryptoInfoGetter, a tool for 

obtaining cryptocurrency-related information. 

 

In Section 2, we describe the environment and 

results of acquiring and analyzing artifacts  

generated after using an android device with 

hardware wallets. Section 3 outlines the methods 

of implementing CryptoInfoGetter using these 

artifacts and usage. In Section 4, we present the 

conclusion and outline future research tasks. 

2. Aritifact Analysis 

2.1 Analysis Environment 

In this paper, we use the rooted Samsung Galaxy 

mailto:jina05@naver.com
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S10 5G with Android 12 and two hardware 

wallets, namely the D’cent Biometric hardware 

wallet and Ledger Nano S. Subsequently, we 

utilized the Android-specific applications, D'cent 

Wallet for D'cent and Ledger Live for Ledger, to 

perform interactions. We conducted an analysis 

on the generated database files within the 

/data/data/<package_name> path, identifying 

meaningful data. Transactions were created 

using Bitcoin Testnet and Ethereum Testnet 

(ETH-GOERLI). The extraction and analysis of 

the database files were carried out in a Windows 

10 environment using the Android Debug Bridge 

(ADB) tool. 
 

Table 1. Full Specifications of the Devices Used in the 

Study 

Android 
Device Name Galaxy S10 5G 

Version Android 12 

D’cent 

Device Name 
D’cent Biometric 

hardware wallet 

Kernel Version 2.25.2.83c3 

KSM Version 1.0.0.1139 

Ledger 

Device Name Ledger Nano S 

MCU Version 2.1.0 

SE Version 1.12 

PC OS Windows 10 Pro 

 

Table 2. Tools and Applications used 

Software 

Name 
Version Usage 

D’cent Wallet 5.24.1 

Android Application 

for D’cent Hardware 

Wallet 

Ledger Live 3.20.1 

Android Application 

for Ledger Hardware 

Wallet 

Android Debug 

Bridge 
33.0.3 

Android File 

Acquisition 

2.2 D’cent 

The package name for the D'cent Wallet is 

com.kr.iotrust.dcent.wallet, and it stores data in 

the default.realm file within the files folder. 

Obtainable information from the default.realm 

file includes cryptocurrency wallet details, 

hardware wallet and pending transactions. 

 

Among the cryptocurrency wallet details, the 

wallet label can be utilized to infer the purpose of 

use, while the wallet address can be employed to 

retrieve transaction information from the 

blockchain network. Regarding hardware wallet 

information, deducing the purpose of use is 

possible by utilizing the hardware wallet label, 

and identifying the cold wallet owned by the user 

can be valuable for suspect investigations. 

Pending transaction details, accessible only from 

the Android device and mempool, serve as 

evidence of transactions generated on the 

specific Android device. This enables the 

confirmation of the time of transaction creation, 

facilitating the construction of a timeline. 

2.3 Ledger 

The package name for Ledger Live is 

com.ledger.live, and it stores data in the 

AsyncStorage file within the databases folder. It 

is a Key-Value database file and value is a json 

format. Meaningful information was obtained 

primarily from the Storage Table. The data 

includes details on each cryptocurrency wallet, 

hardware wallet, transactions, pending 

transactions, and the initial execution date of the 

application. 

 

Specifically, information about each wallet is 

meticulously stored under the accounts.active.js: 

2:<blockchain_network_name>:wallet_address 

key. The wallet label can be used to infer the 

purpose of use. Hardware wallet information can 

be valuable for suspect investigations by 

identifying cold wallets owned by the user. In 

contrast to D'cent, Ledger stores all transaction 

information in the database file, enabling the 

construction of a timeline using this data. 

Pending transaction details confirm transactions 

generated on the specific Android device, 

providing the actual time of transaction creation 

for timeline construction. 

3. Implementation and Utilization of 
the tool 

3.1 Implementation of the tool 

Using the artifact analysis results in Section 2, 

we implemented a tool named CryptoInfoGetter 

to acquire cryptocurrency-related data. This tool 

was developed using C++ in Visual Studio 2019 

and is compatible with the Windows operating 

system. To read the realm file containing D'cent's 

application data, we utilized the open-source 

Realm Core. Additionally, for reading the 

AsyncStorage file containing Ledger's application 

data, we employed the open-source SQLite3. 

To use CryptoInfoGetter, execute it in the 
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command prompt (cmd). If intending to retrieve 

information from D'cent, input the option -dcent; 

for Ledger information, input -ledger. 

Additionally, provide the path where the files 

from the Android device are copied. 

 

Fig. 1. Execution Result of CryptoInfoGetter with 

Dcent option 
 

 

Fig. 2. Execution Result of CryptoInfoGetter with 

Ledger option 

3.2 Utilization of the tool 

Forensic investigators can execute 

CryptoInfoGetter in a Windows operating 

system environment, after copying all files from 

the Android device for analysis.  

 

The acquired cryptocurrency data from 

CryptoInfoGetter can be cross-verified by 

querying the blockchain network for validity. 

This information can then be utilized to construct 

a crime timeline or serve as evidence. 

Particularly noteworthy is the ability to infer 

criminal intent using data not recorded on the 

blockchain network, such as wallet labels, 

pending transactions, and hardware wallet details. 

Investigations can also be conducted based on 

the user's usage of hardware wallets, including 

information on the types and quantities used. 

 

This tool thus proves valuable in forensic 

analysis, offering a means to gather, verify, and 

utilize cryptocurrency-related data in the context 

of criminal investigations. 

4. Conclusions 

In this study, we analyze database files from 

Android devices used with hardware wallets, the 

D'cent Biometric Hardware Wallet and Ledger 

Nano S. We described the information that can 

be obtained and the methods of utilizing these 

artifacts. Additionally, for Android devices 

utilizing D'cent and Ledger wallets in a Windows 

10 environment, we implemented 

CryptoInfoGetter to extract details such as wallet 

addresses, balances, hardware wallet information, 

and transactions. 

 

In the future, based on this research, we plan to 

investigate whether artifacts exist that provide 

data related to the deletion of D'cent wallet and 

Ledger Live applications. Furthermore, we aim 

to analyze data generated in memory during 

various scenarios while using both applications. 

References 

[1] MinTaek Lim, JeoungYoon Kang, JunSung 

Park, MoonGyu Lee, HyeonDeok Jeong, 

JungTaek Seo, “A Study on the Extraction 

of Cryptocurrency Transaction Information 

Based on Memory Analysis”, Journal of 

Digital Forensics, 16(1), pp. 99-117, 2022. 

[2] JungUn Ahn, SangJin Lee, “The analysis of 

bitcoin wallet artifact”, Journal or Digital 

Forensics, 16(2), pp. 74-85, 2022. 

[3] Haight, T., Breitinger, F., Baggili, I., “If I 

Had a Million Cryptos: Cryptowallet 

Application Analysis and A Trojan 

Proof-of-Concept”, LNICST 259, pp. 45-65, 

2019. 



KSII The 15th International Conference on Internet (ICONI) 2023.  
Copyright ⓒ 2023 KSII                                                                                                                                                                114 

 
This research was supported by Korea Institute of Science and Technology Information(KISTI).(No. (KISTI) 
K-23-L02-C01-S01) 

HPC Cluster-based Customized Container 
Image Manager and Builder  

 
Gukhua Lee* 

Supercomputing Infrastructure Center, Korea Institute of Science and Technology Information  
Daejeon, South Korea 

[e-mail:  ghlee@kisti.re.kr] 
*Corresponding author: Gukhua Lee 

 

 
Abstract 

 
This paper presents the implementation of a custom container image manager and builder in a 
High-Performance Computing(HPC) cluster-based environment. This development offers users the 
convenience of creating and saving their own personalized Artificial Intelligence(AI) service platforms 
within a container-based HPC service environment. To achieve this, we have created an image manager 
and builder. The image manager is capable of processing image requests from multiple users 
concurrently, distributing tasks to image builders running on the compute nodes. On the other hand, the 
image builder can receive queued tasks from the image manager, generate customized container images 
based on running instances, and store them in the private container registry. We have verified the 
functionality of this system by applying it to HPC cluster-based systems, including the supercomputer 
Nurion and GPU system Neuron. Additionally, we have established an interoperability architecture and 
mechanism to integrate seamlessly with container-based supercomputing environments.  
 
Keywords: High-Performance Computing, Customized container image, Image manager, 
Interoperability, Supercomputing environment  
 

1. Introduction 
As the utilization of AI technology continues to 
grow in computational science, there is a rising 
demand for AI service platforms[1,2]. 
Concurrently, there is an increasing need for 
HPC hardware capable of supporting these 
service platforms. Specifically, within the HPC 
domain, where machine learning or deep 
learning is applied to models performing 
extensive calculations with substantial data sets, 
the provision of customized development 
environment services has transitioned from 
being optional to imperative.  

Various organizations, including JSC (Jülich 
Supercomputing Center), CSCS (Swiss National 
Supercomputing Center), and NERSC (National 
Energy Research Scientific Computing Center), 

provide Jupyter services on supercomputers, and 
Google offers the Colab service[3] to its users. 
The foundational infrastructure configurations 
for these services are container-based[4]. 
However, these configurations pose the 
inconvenience of necessitating users to install 
and configure essential packages and 
frameworks each time they access the service, 
executing it with an initialized container 
image[5]. 

In this paper, we address the aforementioned 
challenge by introducing an architecture for an 
HPC-based customized container image 
manager and builder. We propose an integration 
mechanism designed for HPC cluster-based 
systems and deliver services through a 
web-based portal named MyKSC 
(https://my.ksc.re.kr). This approach has been 
applied to the KISTI-5 supercomputer, known as 



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   115 

Nurion, and the GPU system Neuron. 

2. Architecture 

2.1 Image Manager 
As shown in Fig. 1, the image manager enhances 
processing efficiency by incorporating a task 
queue. This allows simultaneous image-saving 
requests from multiple users to be handled 
through distributed and parallel processing in a 
distributed environment on the HPC 
cluster-based system. The image manager 
comprises a RESTful API (Application 
Programming Interface) implemented with Flask, 
responsible for processing requests from a web 
portal. Another component sends tasks to the 
image builder on the compute nodes through the 
Redis message broker. Additionally, the image 
manager features a function to record the image 
processing status in the database. 

 
Fig. 1.  Image manager and builder architecture 

2.2 Image Builder  
The image builder executes user requests 
received from the image manager through the 
Celery framework. The task involves committing 
a running container into a container image, 
transferring the created image to the container's 
private registry named MyKSC Hub 
(https://myhub.ksc.re.kr), and recording the 
image status in the database. Installed on each 
compute node, the image builder is configured to 
handle multiple tasks concurrently and can be 
dynamically expanded based on the resource 
utilization of the compute node.  
 
 

3. Implementation  

3.1 Integration Components  
Within the AI services, every application runs as 
a Kubernetes-based service pod. We have 
created a specially designed image manager and 
builder for RStudio and Jupyter pods. The 
workflow's six components are used to construct 
the integration architecture using Kubernetes, as 
shown in Fig. 2. 

 
Fig. 2.  Integration workflow 

 
① Through the container manager 

(Kubernetes), users submit requests to create 
service applications (Jupyter and RStudio). 

② Pre-configured YAML scripts are used by 
the container manager to deploy service 
application pods. 

③ Using Jupyter or RStudio, users install AI 
model packages or libraries required for 
development straight into the service pods 
(containers). 

④  Following installation, users use the 
MyKSC portal to submit a request to the image 
manager to save the environment that is currently 
running. The request will be sent in multiple 
formats via this portal in JSON data format. 
Using the parameters that are passed, the image 
manager sends requests to the image builder of a 
particular node. 

⑤ After receiving commands from the image 
manager, the image builder uses the NERDCTL 
tool to commit the running container to the 
customized image, which is then uploaded to the 
MyKSC Hub. 

⑥  Through the MyKSC portal, users can 
view and manage their customized images. 
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3.2 Functional Components  

 
Fig. 3. Functional components 

 
The web portal's back end has been integrated 
with four functions (shown in Fig. 3). The SAVE 
function makes it easier to send user data and the 
required parameter values in JSON data format 
to the image manager. The state of image 
processing is continuously observed by the CHK 
function. Depending on the resource type, 
images are divided into GPU and CPU categories. 
App.py contains the code for the SAVE and 
CHK functions, which make use of Flask, Celery, 
and Redis. Tasks.py defines the tasks for every 
builder in app.py. The Harbor API is used by the 
LIST and DEL functions to list users' images and 
make it possible to delete each user's image. 

4. Conclusions 
The custom container image manager and 
builder for HPC clusters is presented in this 
paper, enabling users to construct and store 
customized AI service platforms in a 
container-based environment. While the image 
builder creates personalized container images 
based on queued tasks and stores them in a 
private registry, the image manager effectively 
manages concurrent user requests by allocating 
tasks to image builders on compute nodes. The 
system's effectiveness and smooth integration 
potential with container-based supercomputing 
environments are highlighted by its successful 
validation on HPC cluster systems, such as the 
Nurion supercomputer and Neuron GPU system.  

In the future, we hope to launch the service in 
a supercomputing environment and refine 
features in response to user input and operational 
experience. 
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Abstract 

 
In the big data era, companies emphasize innovation to improve their competitiveness. The new product 
development (NPD) process has a noteworthy effect on corporate innovation, with the stages of idea 
development and business analysis making significant contributions to enhancing innovation 
performance. Data-driven service design (DDSD) can positively impact the above stages through the 
collection and analysis of customer requirements, market opportunities, buying processes, and customer 
preferences. Despite the significant role of DDSD, only a few university courses concentrate on data in 
service design (SD), complicating the development of the data-related competencies demanded by 
modern enterprises. Consequently, data visualization, analysis, and obtaining insight from data in SD 
are persistent challenges in DDSD education. This study introduces a DDSD educational framework for 
enhancing innovation performance in the early stages of NPD. The framework is based on the double 
diamond process and comprises four phases: (1) Preparation, (2) Guidance, (3) Practice, and (4) 
Evaluation. The framework trains students with SD and data-driven approaches, including Business 
Intelligence. Its effectiveness was demonstrated by training 40 students with a home appliance brand. 
This led to enhancements in the students' ability to think critically based on SD, conduct data analysis, 
and generate insights. 
 
 
Keywords: Data-driven service design education, Educational framework, New product development, 
Innovation performance, Service design, Business intelligence 
 

1. Introduction 

In today's high-tech economy, innovation is 
critical for a company's competitiveness, with 
new product development (NPD) playing a 
crucial role. NPD is instrumental in helping 
companies meet customer demands and gain a 
competitive edge [1]. Early NPD stages, idea 
development and business analysis, significantly 
impact innovation performance [1]. Data-driven 
service design (DDSD) positively influences 
these stages by collecting and analyzing 
customer needs, market potential, purchase 
processes, and preferences. While service design 

(SD) education has grown, there is a global lack 
of emphasis on DDSD education. 

This paper introduces a DDSD educational 
framework applicable in the initial stages of 
NPD. The framework's efficacy was validated 
through a study involving 40 students.  

2. Related Works 

2.1 NPD and Innovation Performance 
NPD involves idea development, business 
analysis, product design, testing, and 
commercialization [1]. Meeting customer 
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expectations throughout all stages is crucial for 
the company's long-term survival [2], which is 
also core in SD. Analyzing NPD reveals that the 
initial stages, idea development and business 
analysis, impact innovation performance [1]. 
Previous studies emphasize big data's role in 
NPD [3], and data enhances innovation 
performance by understanding customer needs 
and optimizing processes [4]. These studies 
stress the significance of applying DDSD in 
early NPD stages to boost innovation. 

2.2 SD and DDSD Education 

SD creates socio-economic value through an 
interdisciplinary approach. SD education aims to 
cultivate design thinking, encompassing 
technical and non-technical skills. Current 
education curricula highlight the need for data 
processing skills [5]. Despite progress, 
challenges persist in DDSD education, 
particularly in data visualization, analysis, and 
insight extraction, hindering optimal data 
utilization in the design process. 

3. Framework 

This paper introduces a DDSD educational 
framework for early NPD stages. The framework 
consists of four phases: (1) Preparation, (2) 
Guidance, (3) Practice, and (4) Evaluation based 
on the double diamond process (Fig. 1).  

Fig. 1. DDSD educational framework 

 
The Preparation consists of three steps. First, 
educators select and gather data. Second, they 
clean the data using established rules. Lastly, 
they utilized business intelligence (BI) to 
visualize the data and facilitate better 
comprehension by students from diverse fields. 

The Guidance consists of two steps. First, 
educators introduce the concept of SD and its 

methodology. Second, they instruct data-driven 
approach and how to utilize the prepared BI.  

The Practice involves team collaboration on 
topics, making solution deliverables. With 
proper training during the Guidance, students 
can effectively apply SD process and data. 

During the Evaluation, students reply to a survey 
evaluating the education. It will be incorporated 
following education. 

4. Experiment 
An DDSD training was conducted with a South 
Korean home appliance brand. 40 
multidisciplinary undergraduate students formed 
eight teams. The brand's design theme was NPD 
in the washing and drying domain.  

4.1 Preparation 

Instagram posts were chosen as a data source. 
We selected 23 search keywords based on brand 
requests and gathered recent posts. We removed 
ad posts and those unrelated to home appliances. 
We eliminated meaningless hashtags and merged 
similar ones. After cleaning, the dataset had 
1,775 posts with 12,363 hashtags. BI visualizes 
data using the number of hashtags, search 
keyword frequency, hashtag frequency, hashtag 
network, process mining, and page URL. 

4.2 Guidance 
We instructed our students on the importance of 
focusing on customer needs and introduced the 
double diamond process. we equipped them with 
three SD methodologies: persona, lotus blossom, 
and scenario. Additionally, we explained the 
prepared BI with feature examples. 

4.3 Practice 
We examined students' deliverables. All teams 
developed personas. Seven teams utilized the 
lotus blossom, with three in discover phase and 
four in develop phase. All teams wrote scenarios 
describing situation after the solution. 

Teams relied on data, particularly during the 
discover and define phases. In the discover phase, 
they utilized various methods, such as analyzing 
hashtag network of prepared BI or checking 
market potential through reports. In the define 
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phase, they examined multiple posts and reports 
to define the needs and pain points. During the 
develop phase, they analyzed relevant products. 
Finally, in the deliver phase, they created a 
solution through prototyping, using reference 
materials such as papers and laundry sizes. 

4.4 Evaluation 

Data literacy, data use, and BI UEQ (User 
Experience Questionnaire) were examined 
through a survey. Each was measured on a 
5-point Likert scale (1 = Strongly Disagree; 5 = 
Strongly Agree). Data literacy (  = .96, M = 3.84, 
SD = 0.75) was measured by 20 items, which 
comprises data understanding, data analysis, data 
evaluation, data tool usage, data expression, and 
communication with data [6]. Data use (  = .90, 
M = 4.19, SD = 0.77) referred to the use of data in 
Practice, which comprises four items: discover, 
define, develop, and deliver. BI UEQ (  = .94, M 
= 3.73, SD = 0.85) was measured by a modified 
12 items, which comprises attractiveness, 
efficiency, perspicuity, dependability, stimula 
-tion, and novelty [7]. The attractiveness is the 
parent concept among the others. 

We conducted RM ANOVA with post-hoc 
paired t-test pairwise analysis on data literacy, 
data use, and BI UEQ for each dimension. In data 
literacy, results from the six-dimension 
comparison showed a significant difference in at 
least one dimension (F = 4.84, p < .01). Data tool 
usage was significantly less than data 
understanding, data evaluation, data expression, 
and communication with data (all p < .03), and 
data analysis was significantly less than data 
expression and communication with data (all p 
< .04). Other pairs were all non-significant. In 
data use, results from the four-dimension 
comparison showed no significant difference (F 
= .70, p = .56). In BI UEQ, results from the 
six-dimension comparison showed a significant 
difference in at least one dimension (F = 3.10, p 
= .01). Attractiveness and efficiency were 
significantly less than perspicuity, dependability, 
and stimulation (all p < .05), and novelty was 
significantly less than stimulation (p < .01). 
Other pairs were all non-significant. It seems 
low-efficiency resulted in low-attractiveness. 
 

 

5. Conclusions 

This paper presents a DDSD educational 
framework designed to improve innovation 
performance in NPD, specifically regarding idea 
generation and business analysis. The framework   
consists of four phases: (1) Preparation, (2) 
Guidance, (3) Practice, and (4) Evaluation. It 
underwent validation with 40 undergraduate 
students. The students employed the SD 
methodologies and fully utilized the data in each 
double diamond phase. The students' low level of 
data tool usage and data analysis among data 
literacy demonstrates the appropriateness of 
providing BI. However, enhancing the BI 
efficiency is necessary for the next education.  
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Abstract 

 
This research is to derive the key features on the products that satisfy the user’s needs in the field of 
home appliances based on the commercialization characteristics of the stretchable display. Recently, 
products that can be decorated and reflect the individuals’ preferences are being developed in the home 
appliances field. When the stretchable displays are applied, they will transform into freeform and be 
able to apply to various home appliances, furniture and objects; thus, UX can be provided innovatively. 
In this research, user expected experiences on the home interior have been investigated and analyzed. 
Scenarios have been derived with these results, that provide the user expected experience through the 
stretchable display technology features. Based on the scenarios, the home appliance features that fulfill 
the user’s expectations, utilizing the high-resolution image display features as well as the complex 
three-dimensional deformation features of the stretchable display, have been defined and examples are 
provided.   
 
 
Keywords: Home Appliances, Stretchable Display, Display of Things, User Experience 
 

1. Introduction 
Along with the fourth industrial revolution, the 
popularization of the ICT technologies brought 
advancement of the residence, and the 
development of the technologies that allow 
personalization caused the higher needs of the 
home appliances that can reflect the user’s tastes 
as part of the interior design[1]. The recent 
appliances allow the users to modify the colors of 
the exterior panels to match with the surrounding 
interior designs. There is a growing recognition 
of the home appliances as one of the interior 
design factors as well as increasing demands of 
the products that can be customized. In this 
situation, stretchable displays are being in the 

spotlight as the next display technologies for its 
elasticity and stretchability, because they can be 
transformed into freeform displays[2]. In 2022, 
LG Display succeeded to materialize the 12-inch 
stretchable display with 20% stretchability, 
featuring full-color RGB and a high resolution of 
100ppi which is similar level of regular 
monitors[3]. The stretchable displays that are 
under development at the moment have 
full-color high resolution which allows to 
reproduce the vivid image, and due to the 
stretchability, they can cover the atypical 
surfaces. Therefore, they can be applied to 
various 3D-shaped everyday objects, and they 
are receiving attention as DOT, Display of 
Things. To commercialize the display that has 
the innovative form factor like this, researches on 
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the user interaction and interface techniques  are 
being actively conducted[4][5], [6][7].  
 

 
Fig. 1. Image of the Stretchable Display Prototype 

developed by LG Display in 2022 

If stretchable displays are applied to home 
appliances, users stand to benefit from the ability 
to showcase vivid images and alter the display's 
shape. Consequently, this innovation can 
effectively meet users' diverse needs by not only 
being applicable to existing home appliances but 
also extending to various furniture and other 
objects within the home. 
In this research, the applicability of the 
stretchable displays to atypical surfaces will be 
investigated. Also, innovative and effective 
products that can not only be applied to the home 
appliances but also to the sureface of the objects 
that can be found in home space. In order to 
examine the direction of the commercialization 
of the stretchable display, the technology 
deveopment status will be checked and the user 
expected experiences that need to be taken into 
consideration in the home appliances field will 
be derived. The objectives of this research is to 
develop user scenarios with the stretchable 
displays applied to the home appliances, and to 
propose innovative products. 

2. User Expected Experience on 
Home Interior Products 

2.1 User Survey Targets and Methods 
In this section, the consumption and usage 

behaviors related to expressing preferences and 
decorating home were examined and the 
expected experiences were investigated. One on 
one interveiw was conducted where paticipants 
were asked on what objects, including the 
existing home appliances and furniture, they 
change and how in order to get a different look of 
home, followed by the in-depth questions as to 
what the reasons and needs are. The participants 
for the in-depth intervews were selected if their 
annual spending for home interior is more than 

KRW5,000,000 and the number of purchases are 
more than four times a year. They were consisted 
of female and male in between 20s and 30s from 
single households to four-person households. 

2.2 User Expected Experience Analysis 
The analysis was executed through open coding 
by converting the recorded interviews into 
scripts. First, we have extracted the significant 
phrases that are related to the current behaviors 
and needs, and organized them into 53 types by 
grouping the similar phrases in meaning and 
removing the duplicates. Secondly, the linguistic 
data has been organized through the Affinity 
diagram that is used to have similar concepts by 
mutual affinity. A group of nine graduate 
students was asked to remove the phrases, out of 
the 53 types, that are deemed not to fall under 
the attributes of the users’ value or expected 
experience as well as to combine the similar 
concepts with significant contents. Lastly, we 
asked the participants to group the ones that are 
thought to be related in meaning into higher 
categories. The users' expected experiences with 
home interior products have been derived into 
four factors, encompassing 17 detailed attributes. 
These factors include Environmental 
Aesthetics(5 attributes), Customization of 
Emotion(3 attributes), Presentation of 
Preferences(4 attributes), and Functionality of 
Space and Life Support(5 attributes). 
 
Table 1. User Expected Experience factor derived 
from user research 

Factors Definition 

Environmental 
Aesthetics 

Expect to have the design, materials, and colors 
of the product to harmonize with the 
surrounding environment 

Customization of 
Emotion 

Expect to create the desired atmosphere and 
experience a change in mood through product 
modifications

Presentation of 
Preferences 

Expect the product to align with personal 
preferences and allow for differentiation from 
others

Functionality of 
Space and Life 

support

Expect functional utility that supports the 
characteristics of living spaces and usage 
scenarios

3. Innovative Product Derivation with 
Stretchable Display Based on UX 

Scenario  

3.1 Guideline for UX Scenario  
The scenario-based design methodology in this 
research is used by the desgin team in order to 
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apprehend the user’s needs and derive the 
appropriate concepts prior to the development of 
the products or services. In the UX scenario, how 
the user will use the products or services is 
anticipated in the detailed context, and based on 
this, further designs will be built up for the 
specific functions, information, and interactions 
[8]. The companies use the scenario techniques 
to develop future preceding products, and also 
derive the ideas for future products by combining 
the future variable factors that will affect the 
future innovative products and the user context 
expectations [9].  

In this research, technical attributes of 
stretchable displays, such as the ability to display 
high-resolution images and 3D deformation, 
have been set as variables for application in 
near-future products. Scenario development 
guidelines have been organized to provide users 
with expected experiences derived beforehand. 
The organized detailed information is in the 
Table 2 below. 

Table 2.  Guidelines to Offer User Expected 
Experience Based on Technical Features 

Features Description 

 
Display 
High 
Resolution 
Image 

- Colors and patterns in interior design enhance aesthetics 
and environmental harmony. Easily modifiable designs 
allow for emotional refreshment and atmosphere 
customization. Digitalized design data enables previewing, 
testing, and sharing to showcase the user's taste. 
-Visual information, conveyed through texts, graphics, or 
videos, enables smart service functions that enhance space 
functionality and support the user's needs. Additional smart 
functions consider the original product functions, 
arrangement, and usage behavior. 

 
Display 
Physical 3D 
deformation 

- Applicable to existing home appliances and furniture, the 
application doesn't require full product coverage but can be 
partial. Utilizing actuators, it enables dynamic shape 
changes based on situations, showcasing environmental 
aesthetics, emotional customization, and user preferences.
-Physical form variations convey information, support 
functions, and enhance smart services for space 
functionality and life support. 

3.2 UX Scenario on Interior Home 
Appliances with Stretchable Display 
Based on the above guidelines, scenario ideas 
were collected and expanded, and UX scenarios 
have been developed.  

3.2.1 Idea Cards 
In the context of using the home interior and 
home appliances, an ideation has been conducted 
to fulfill the expected experiences considering 
the form factor attributes of the stretchable 
display. Since the stretchable displays are 

applicable to the physical objects due to its 
flexibility, furniture and interior materials were 
also included in the ideation process. To collect 
the ideas, below categories are established, and 
the participants of graduate students and 
undergraduate students were requested to write 
out idea cards. 

Different from the way that the existing products 
could provide, ideas were not only needed to 
fulfill the user expected experience from the 
home interior, but also to expand the functions of 
the product itself.  

3.2.2 UX Scenario  
The ideas that are not appropriate for the 
proposed guidelines are removed, and the similar 
ones are combined or grouped together to 
streamline the main ideas. The applicable 
products and the usage situation are defined, and 
the gathered ideas are further developed within 
the context. The scenarios per product are 
consisted of five to six scenes. The detailed 
context of the home interior appliance usage and 
the flow are elaborated, and the needed features 
and the interactions are materialized. The 
finalized scenarios are presented with an 
explanation and representative images. The 
functions, interface, and interactions of the 
products that offer the experiences that user is 
expecting are described in each scene. The 
derived main scenarios are as follows. 

Scenario #1 for Smart Interior Home Appliances 
In this scenario, the user is able to prepare the 
meals using the built-in home appliances and to 
clean up after a home party with friends. The 
stretchable display has been applied to the 
control area of small appliances. The key 
features and prototype design are as in the table 
below. 
 

Table 3. Key Features of Smart Interior Home 
Appliances 

Features to 
Display 
High 
Resolution 
Image 

- Unified variations suitable for the surrounding interior 
color and patterns 
- Display of the online recipe or video within the display 
area of the built-in appliances 
- Reactive interface that can link with the device nearby 
and expand the display. 

Features to 
Display 
Physical 3D 
deformation

- Seamless interior without any button when not in use of 
the home appliances 
- Calling the 3D function buttons by a simple touch 
- Deformation of the physical handle according to the 
situation 
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Scenario #2 for Smart Interior Sofa 

In this scenario, the user is able to change the 
sofa design that matches with the seasons as well 
as to control the home appliances, such as TV or 
air conditioning, while taking a rest on the sofa. 
The stretchable display has been partially applied 
to the armrest of the sofa. The key features and 
prototype design are as in the table below. 
 

Table 4. Key Features of a Smart Interior Sofa 
Features to 
Display 
High 
Resolution 
Image 

- Different options of the sofa armrest in shape, color, and 
pattern 
- Selection of the smart home devices, such as TV, Air 
conditioning, Air purifier, etc. and add more devices to link

Features to 
Display 
Physical 3D 
deformation 

- Offering a multi-controller interface at the position of the 
hand on the armrest 
-  Deformation of the engraved control buttons for softkey 
- Accurate button operations through the tactile senses of a 
hand 
- Changes of the shape, number, and functions of the 
controller buttons according to the linked home IoT devices

6. Conclusions 
Although the stretchable display techniques have 
been revealed, it is unclear how the techniques 
are required to apply on which products in order 
to be accepted in the market. Thus, this research 
proposed the concepts and features of home 
appliances that fulfill the consumer’s potential 
needs through the form factor attributes of the 
stretchable display. Moreover, the home 
appliance field, expanded to the digital 
transformation of objects through the 
applicability of the display on the surface, has 
been suggested. In the future, a research and 
analysis on the influencing factors of the user’s 
purchase, intentions and decisions to use will be 
conducted to verify the product validity through 
a technical acceptance survey on the products 
with the stretchable displays proposed in this 
research. 
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Abstract 

Influencer marketing's growing importance on social media, particularly its impact tied to follower 
count, is notable. The rise of alcohol-related content and ads on social platforms is linked to user 
drinking habits. Despite this, insufficient research exists on alcohol marketing on social media, with 
existing studies relying on surveys. This study used experimental methods and eye-tracking devices to 
measure visual attention on social media content. The aim was to understand the relationship between 
attention, alcohol efficacy, and purchase intention. Results revealed diverse attention levels to 
influencer alcohol ads, influencing alcohol expectations and purchase intentions. 
 
 
Keywords: Influencer marketing, Six Wheel, Alcohol advertisements, Eye-Tracking, Alcohol 
intentions, Alcohol expectancies 
 

1. Introduction 
Influencer marketing is gaining importance on 
social media, particularly for connecting with 
younger demographics through authentic and 
captivating information. The visual nature of 
social media platforms, with images and videos, 
makes influencer posts a significant marketing 
strategy. Influencers, as sources of informal 
information, wield substantial social and cultural 
influence, classified by research into categories 
based on follower count.  Social media 
marketing, combining commercial ads with 
user-generated content, enhances efficacy. 
Increased exposure to alcohol advertising 
correlates with more frequent alcohol use, 
prompting alcohol manufacturers to shift 

resources to online platforms. While studies have 
emphasized the link between alcohol 
consumption trends and social media advertising, 
there is a scarcity of research investigating the 
visual perception's influence. This study aims to 
evaluate the effectiveness of influencer 
marketing, particularly in alcohol ads, using 
eye-tracking technology to analyze 
attention-grabbing elements. 

2. Methods and Research Questions  

2.1 Methods 
Involving 62 participants (average age 25.5 years, 
34 females, and 28 males), the study utilized the 
Tobii Pro Nano eye tracker and a 24-inch 
monitor. Participants, categorized into celebrities, 
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influencers, and the general public, viewed 
Instagram posts for 15 seconds, focusing on 
elements like follower count and model faces. 
Eye tracking measures, assessing total durations 
and fixations, were employed to analyze 
commercial attention. A follow-up survey 
explored participants' exposure to alcohol 
advertising on social media and drinking patterns, 
covering type, frequency, quantity, daily intake, 
monthly consumption, and binge drinks. 
 

 
 

Fig. 1. Setting AOI 
 
2.4 Research questions 
Research Question 1: Which specific elements of
 alcohol advertisements on social media capture 
the subjects' attention?  
Research Question 2: Does attention have an imp
act on drinking behavior or perceived efficacy?  
Research Question 3: Does the influence of dem
ographic variables (gender, country, kind of drin
king) on drinking behavior or perceived efficacy 
vary?   (Assess the presence of interaction effect
s) 

3. Results 
The study employed eye-tracking and post-sur

vey queries to investigate elements in alcohol-rel
ated social media ads influencing individuals' int
entions and expectations about alcohol. Tests co
mpared posts featuring celebrities, influencers, a
nd social groups. In eye movements, the Kruskal
-Wallis test revealed significant differences in at
tention among celebrities, influencers, and the ge

neral population regarding account information, 
inspicture content, ad messages, and faces. Celeb
rities focused more on account information, whil
e the general population engaged more with insp
icture content and faces. Influencers showed gre
ater fixation on ad messages. The discussion on 
drinking intentions and alcohol expectancies  hig
hlighted significant differences among celebrity 
models, especially in 'be a better lover' items. Ce
lebrity models exhibited a higher prevalence of a
lcohol consumption, notably being urged by a fri
end to drink (p=0.043). In differences by demogr
aphics, gender variations showed higher occurre
nces of feeling dizzy (p=0.010) and being clums
y (p=0.001) in women. No significant indicators 
were found in eye tracking. Nationality and drin
king types revealed no notable differences in eye
 tracking or post-survey items. Interaction effect
s between gender and alcohol expectancies show
ed reduced sensations of dizziness in women wit
h increased alcohol consumption, while men exp
erienced heightened dizziness. A positive correla
tion between alcohol consumption and the desire
 to improve as a lover was observed in women, 
while men's 'be a better lover' decreased with inc
reased alcohol consumption. No significant inter
action effects were found for gender and alcohol 
type on other measures..    

4. CONCLUSION 
The study analyzed alcohol-related Instagram 
posts categorized by celebrities, influencers, and 
social accounts, exploring attention levels, 
Alcohol Expectancies, and drinking intentions. 
Findings revealed higher interest in account 
information of celebrities and influencers with 
substantial followers. Influencers paid more 
attention to ads but had no impact on perceived 
effectiveness or drinking habits. Celebrities 
influenced drinking effectiveness, notably in the 
item "I would be a better lover." Photos of 
gatherings consuming alcohol drew focus on 
facial features, but impact was unspecified. A 
correlation was found between gender, alcohol 
type, and effects like dizziness and perceived 
sexual prowess, with women showing reduced 
dizziness and enhanced perceived prowess, 
while men experienced the opposite. 
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Abstract 

 
This paper proposes a lightweight deep learning-based product object classification scheme to operate 

on the edge server. In order to develop a lightweight deep learning model, we optimized the hyper-

parameters of the Vision Transformer (ViT) model. Also, the proposed model was trained, verified, and 

tested by selecting 6 classes from the ImageNet Large Scale Visual Recognition Challenge 2012 

(ILSVRC2012). Through implementation results, the performance of the proposed lightweight deep 

learning model was confirmed in terms of lightweight efficiency, object classification speed and 

accuracy. 

 

 

Keywords: Lightweight deep learning, Product object classification, Vision transformer, Mobile 

device, Edge server 

 

1. Introduction 

Recently, with the acceleration of changes in the 

non-face-to-face economic environment, 

consumption patterns are swiftly transitioning 

from traditional offline purchases to online 

transactions [1]. Reflecting these environmental 

changes, many applications are being developed 

that automatically classify product objects using 

Artificial Intelligence (AI) technology on mobile 

devices. However, as the types of mobile devices 

diversify, it is difficult to develop a product 

object classification scheme optimized for 

mobile device characteristics. Accordingly, there 

is a need to develop an edge server-based product 

object classification scheme that can classify 

product objects without being affected by mobile 

device characteristics. To classify objects 

regardless of the characteristics of the mobile 

device, a product object classification structure is 

defined as shown in Fig. 1. The mobile device 

captures and verifies the video, transmitting it to 

the edge server. It receives images from the 

mobile device and analyzes the objects. 

Subsequently, the classified object information is 

transmitted to the mobile device.  

In this paper, we propose a lightweight deep 

learning-based object classification scheme to 

classify products on the edge server in an 

environment where product objects are detected 

by integrating a mobile device and edge server as 

shown in Fig. 1. In order to develop a lightweight 

deep learning model, we optimized the hyper-

parameters of the ViT model [2]. Also, the 

proposed model was trained, verified, and tested 

using ILSVRC2012 dataset [3].  

The remainder of this paper is organized as 

follows: Section 2 describes product object 

classification scheme. In Section 3, we present 
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the implementation results. Finally, Section 4 

concludes our scheme. 

 

 

Fig. 1.  Structure for product object classification 

based on the integration mobile device and edge server  

2. Product Object Classification 
Scheme 

2.1 Dataset configuration 

To create a deep learning model for product 

object detection, the ILSVRC2012 dataset was 

used as shown in Fig. 2. Among these datasets, 6 

classes were used, and out of a total of 1500 data 

for each class, 70% was used for training, 15% 

for verification, and 15% for testing as shown in 

Table 1.  

 

 
Fig. 2.  Dataset examples of ILSVRC2012  

 
Table 1.  Configuration of datasets 

Class Training Validation Test 
Acorn 975(70%) 195(15%) 195(15%) 

Banana 975(70%) 195(15%) 195(15%) 

Lemon 975(70%) 195(15%) 195(15%) 

Orange 975(70%) 195(15%) 195(15%) 

Pineapple 975(70%) 195(15%) 195(15%) 

pomegranate 975(70%) 195(15%) 195(15%) 

Total 5850 1170 1170 

2.2 Optimized hyper-parameters 

To classify products on the edge server, we 

modified the ViT-base model to create a 

lightweight deep learning model. ViT model 

splits an image into fixed-size patches, linearly 

embed each of them, add position embeddings, 

and feed the resulting sequence of vectors to a 

standard transformer encoder. In order to 

perform classification, it adds an extra learnable 

classification token to the sequence [2]. As 

shown in Table 2, we optimized the hyper-

parameters of the ViT-base model. The input 

patch size was set to 16×16 in the existing ViT-

base model, the hidden size was set to 120, the 

MLP size was set to 512, the number of Heads 

was set to 12, the number of Layers was set to 5, 

and the Attention dropout rate was set to 0.1. We 

conducted an implemental test and set hyper-

parameters so that object classification can be 

performed in an edge server environment with 

low hardware specifications. 

 
Table 2.  Optimized hyper-parameters 

Hyper-Parameters Values 
Patches 16×16 

Hidden size 120 

MLP size 512 

Heads 12 

Layers 5 

Attention dropout rate 0.1 

3. Implementation Results   

To evaluate the proposed lightweight product 

object classification model, we used the 

programing language of Python 3.9. Fig. 3 shows 

the implementation results of the product object 

classification model. Three methods were used to 

evaluate the performance of the proposed model. 

First, Frame Per Second (FPS) for object 

classification were evaluated. As shown in Fig. 3, 

the FPS of the proposed model was 120.43, 

confirming that object classification is possible at 

high speed. In addition, the top-1 accuracy was 

confirmed to be 71.45% through the 

ILSVRC2012 test dataset, which is also related 

to NetScore [4], a lightweight efficiency 

measurement metric. Also, FPS and Top-1 

Accuracy showed similar performance compared 

to [5]. The NetScore metric for assessing the 

performance of a deep neural network for 

practical usage can be defined as Equation (1). 

𝑎(𝑁) is the accuracy of the network, 𝑝(𝑁) is the 
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number of parameters in the network, 𝑚(𝑁) is 

the number of multiply-accumulate (MA) 

operations performed during network inference, 

and 𝛼 , 𝛽 , 𝛾  are coefficients that control the 

influence of accuracy, architectural complexity, 

and computational complexity of the network on 

 Ω . The NetScore of the proposed model was 

51.05%, slightly lower than the 56.17% in [6]. 

However, the overall model performance can be 

operated on a lightweight edge server. 

 

Ω(𝑁) = 20log (
𝑎(𝑁)𝛼

𝑝(𝑁)𝛽 𝑚(𝑁)𝛾)        (1) 

4. Conclusions 

In this paper, we propose a lightweight deep 

learning-based object classification scheme. To 

operate on the edge server, we optimized the 

hyper-parameters of the ViT model. Additionally, 

we trained, validated, and tested the model using 

the ILSVRC2012 dataset. Through 

implementation results, the implementation 

results confirm the performance of the proposed 

model in terms of lightweight efficiency, object 

classification speed and accuracy. In the future, 

we plan to further improve lightweight efficiency 

through model optimization. 
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Abstract 

 
In this paper, we propose a new smart video surveillance system that uses video devices equipped with 

5G mobile communication technology, edge servers using video analysis technology, and VMS(Video 

Management System). The 5G video devices such as fixed 5G CCTV and mobile 5G camera for 

vehicles transmit videos and device location information to the edge server. The edge server is 

responsible for analyzing received videos in real time. Additionally, the edge server plays the role of 

delivering the received videos, device location information, and video analysis information to VMS. 

VMS stores the transmitted videos, device location information, and video analysis information in the 

system, or performs retrieval and display of the stored videos. The experimental results show that the 

proposed smart video surveillance system is suitable for video surveillance services using 5G video 

devices. 
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1. Introduction 

Recently, interest in smart video surveillance 

systems using 5G mobile communication 

technology and artificial intelligence technology 

for video analysis is increasing [1,2]. The 

existing smart video surveillance system has a 

structure in which videos captured by CCTV are 

transmitted to VMS through a wired network, 

and then VMS performs analysis, storage, 

retrieval, and display of the videos [3,4]. On the 

other hand, the smart video surveillance system 

using 5G video devices uses 5G mobile 

communication technology and video devices 

equipped with portable power sources such as 

batteries or solar power. Additionally, an edge 

server is used to relay videos between 5G video 

devices and VMS.  

In this paper, we propose a smart video 

surveillance system consisting of 5G video 

devices, edge servers, and VMS. In the proposed 

system, 5G video devices such as fixed 5G 

CCTV and mobile 5G camera for vehicles are 

used. 5G video devices are responsible for 

transmitting captured videos and device location 

information to the edge server. The edge server 

analyzes the videos received in real time and then 

delivers the videos, device location information, 

and video analysis information to VMS. VMS 

automatically classifies and stores transmitted 

videos, device location information, and video 

analysis information, and performs retrieval for 

stored videos. Additionally, VMS performs a 

GIS-based display for the videos.  
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2. Proposed Video Surveillance 

System 

2.1 Technical Structure of the System 

Fig. 1 shows the technical structure of the 

proposed smart video surveillance system. As 

shown in Fig. 1, the proposed system consists of 

intelligent collaboration technology, system 

interface technology, video storage and retrieval 

technology, and video display technology.  

Intelligent collaboration technology is a 

technology for performing collaboration  

between subsystems of the proposed system, and 

is composed of edge server infrastructure, 

inter-system collaboration technology, and 

camera collaboration control technology. Edge 

server infrastructure consists of 5G network 

infrastructure and edge server that can transmit 

and receive data through 5G networks. 

Inter-system collaboration technology is defined 

as a technology for stable load management on 

edge servers through collaboration of edge 

servers depending on the resource status. The 

inter-system collaboration technology consists of  

collaboration monitoring module, collaboration 

context extraction module, collaboration context 

sharing module, and collaboration algorithm. 

Camera collaboration control technology is 

defined as a technology for controlling multiple 

cameras based on spatial coordinates. Camera 

collaboration control technology consists of a 

spatial information recognition module, camera 

collaboration information generation module, 

camera control information generation module, 

and camera control module. 

System interface technology is the interface 

technology between 5G video devices, edge 

servers, and VMS that make up the video 

surveillance system. ONVIF(Open Network 

Video Interface Forum) standard is used as the 

5G video device interface, and Korea TTA 

(Telecommunications Technology Association) 

standard is applied to the interface between video 

surveillance systems. 

Video storage and retrieval technology is a 

technology for automatically classifying, storing 

and retrieving videos transmitted from edge 

servers. It consists of video automatic 

classification module, video attribute analysis 

module, video and attribute information storage 

module, attribute-based retrieval module, 

location-based retrieval module, and smart 

retrieval client. 

Video display technology is defined as a 

technology for displaying videos which are  

transmitted from edge server or stored in video 

storage on VMS. It consists of event filtering 

model, smart control client, video collaboration 

display module, GIS-based display module, and 

camera collaboration control client. 

 

Fig. 1.  Technical structure of the proposed smart video surveillance system 
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2.2 5G Video Device 

Fig. 2 shows 5G video devices such as fixed 

5G CCTV and mobile 5G camera for vehicles. 

Since 5G does not provide fixed IP services to 

date, 5G video devices use an edge module to 

receive video from a camera module and then 

transmit the received video to the edge server 

using 5G mobile communication. At the same 

time, the small edge module receives device 

location information using the GPS module 

mounted on the 5G video devices and then 

transmits it to the edge server. 

2.3 Edge Server 

The edge server performs real-time analysis of 

videos received from 5G video devices, while 

transmitting videos, device location information, 

and video analysis information to VMS. The 

edge server consists of an edge cluster with one 

master server and multiple worker servers. 

Master server performs software package 

distribution, settings, control, and functions for 

worker servers. For this purpose, the master 

server uses Docker and Docker Repository to 

store or download containers, and uses 

Kubernetes to control the worker server or 

perform operation settings. Worker server uses 

Docker to download containers from master 

server and uses Kubernetes for communication 

and control with master server. 

2.3 VMS(Video Management System) 

VMS automatically classifies and stores 

videos, device location information, and video 

analysis information transmitted from the edge 

server, and performs retrieval of the stored 

videos. In addition, it plays videos transmitted in 

real time from the edge server or stored videos, 

or performs GIS-based display using the device 

location information and the transmitted videos. 

3. Implementation Results  

Fig. 3 and Fig. 4 show the implementation 

results of the proposed smart video surveillance 

system. For the proposed system, eight 5G video 

devices, including one fixed 5G CCTV and 

seven mobile 5G cameras, three edge servers, 

and one VMS were used. For video analysis on 

the edge server, an artificial intelligence model 

was used to analyze the location of objects.  

Fig. 3 shows the results of receiving videos 

from the edge server. The first video in Fig. 3 

shows video captured through one fixed 5G 

CCTV, and the remaines show videos captured 

through seven vehicle 5G cameras.  

Fig. 4 shows the implementation result of 

receiving video, device location information, and 

video analysis information from the edge server 

in the VMS, and then displaying the location 

information of objects on the GIS map. The 

dotted part of the GIS map shows the location of 

objects, and the function is implemented to 

display thumbnail images of objects when 

objects appear in the video. 

4. Conclusions 

In this paper, we proposed a smart video 

         

(a) Fixed 5G CCTV                  (b) Mobile 5G camera for vehicles 

Fig. 2.  5G video devices 
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surveillance system consisting of 5G video 

devices, edge servers, and VMS. The proposed 

system uses 5G mobile communication to 

transmit videos captured by 5G video devices 

and the device location information to the edge 

server. The edge server retransmits the received 

videos and device location information to VMS, 

while performing video analysis based on 

artificial intelligence and transmitting the 

analysis results to VMS. The implementation 

results show that the proposed system is suitable 

for smart video surveillance services using 5G 

video devices.  
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Fig. 3. Implementation result of playback for videos received from edge server 

 

 

Fig. 4.  Implementation result of GIS-based object location display 
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Abstract 

 
At a time when autonomous driving is getting closer to reality, innovative technologies related to 
autonomous driving are being researched. Current autonomous driving researches are mainly focused 
on the technological development to enhance the performance of autonomous vehicles and research to 
evaluate the performance of autonomous vehicles. However, there is a shortage of research that assesses 
whether autonomous vehicles comply with regulations and their impact on the road environment when 
operating on actual roads. This paper proposes technology for evaluating whether autonomous vehicles 
actively comply with current laws and regulations. This approach enables the verification of various 
driving maneuvers of autonomous vehicles during the autonomous driving service, ensuring their safe 
execution within the bounds of regulatory frameworks. 
 
 
Keywords: autonomous driving,  laws and regulations, simulation scenarios, accident risk rate, road 
environment adatation rate, Traffic law compliance rate 
 

1. Introduction 
The current focus of autonomous driving 
technology development primarily revolves 
around enhancing the performance of 
autonomous vehicles in terms of recognition, 
judgment, and control[1]. However, Considering 
the situation where autonomous vehicles and 
regular vehicles coexist on real roads, it becomes 
imperative to assess the ability of autonomous 
vehicles to operate in compliance with existing 
traffic laws and whether other vehicles consider 
the potential risk of accidents posed by 
autonomous counterparts. Insufficient attention 
has been given to research evaluating 
autonomous vehicles from the perspective of 

their impact on overall traffic dynamics and 
safety. 

In this paper, we implement scenarios applying 
regulations and laws related to autonomous 
driving in virtual simulations. Through this, we 
aim to proactively recreate potential autonomous 
driving hazards that may occur in reality, 
validate the feasibility of regulations and laws 
related to autonomous driving through the 
analysis of autonomous driving simulation 
results, and propose a platform technology for 
autonomous vehicle developers to verify 
performance metrics that should be considered 
from a regulatory perspective. 
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Fig.  1.  Configuration of autonomous driving 

regulatory compliance validating platform 

2. Autonomous Driving Regulatory 
Compliance Validation Platform 

The proposed regulatory compliance validation 
platform for autonomous driving services in this 
paper comprises the construction of a knowledge 
base through the analysis of autonomous driving 
regulations and traffic accident investigation 
data. It is built upon this foundation for 
generating testcases, generating test scenarios for 
autonomous driving simulations, and includes 
Macro/Micro simulation and result reporting 
modules.  

2.1 Knowledge base construction and 
testcase generation 
To validate autonomous driving services from a 
regulatory perspective, we establish a knowledge 
base based on current autonomous driving 
related-laws and analysis of traffic accident data. 
This knowledge base is structured following the 
6-layer format proposed by the Pegasus 
project[2] for test case composition, with 
additional definitions and considerations for 
regulatory elements. 
The previously collected traffic accident data 
obtained through the Police Science 
Institute(PSI), the regulatory authority 
overseeing traffic regulations, is transformed 
into the 6-layer format using Named Entity 
Recognition (NER) algorithms and is then 
incorporated into the knowledge base. 
Subsequently, diverse test cases are generated 
based on evaluation metrics proposed by PSI and 
the knowledge base. These generated test cases 
are stored in a database format, and regulatory 
information (7-Layer) for each testcase is 
re-added to the knowledge base. This knowledge 
base, structured as a separate service, offers a 

platform for general users to search for 
autonomous driving-related laws/regulations, 
and associated evaluation metrics. 

 
 
Fig. 2.  Process of knowledge base construction and 

testcase generation 

2.2 Simulation scenario generation 
To enable autonomous driving simulations, the 
creation of scenarios executable within the 
simulator is essential. Initially, user input is 
gathered to obtain information about the target 
autonomous driving service for validation. The 
validation target segment is then subdivided, and 
detailed information for each segment is 
extracted from the high-definition map database. 
Using this information, regulatory evaluation 
factors are incorporated, and an existing test case 
database is queried to extract potential test case 
candidates for verification in each target segment. 
Subsequently, based on these test cases, test 
scenario sets for each target segment are 
automatically generated in a format suitable for 
autonomous driving simulations. 
The simulation scenarios are generated in 
accordance with the international standard 
ASAM[3] format, which is a recognized format 
for autonomous driving simulation. Therefore, 
the generated scenarios can be used across 
various simulators. 
 

 
Fig. 3.  Process of simulation scenario generation 
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2.3 Simulation and result reporting 
To evaluate the effectiveness of autonomous 
driving services from a regulatory standpoint, 
two simulators are applied. A Macro simulator is 
used for validating autonomous driving services 
from a traffic flow perspective, while a Micro 
simulator, reflecting the performance of 
autonomous vehicles, is employed to assess 
autonomous driving services from a 
vehicle-centric viewpoint. 
The Macro simulator generates specified test 
elements (geometry, traffic control scenarios, 
individual vehicle movements, etc.) within the 
simulation through a scenario-based driving 
environment generation module. It performs 
simulations from a traffic flow perspective by 
creating elements such as networks, interfaces, 
and trajectories. The Micro simulator validates 
autonomous driving performance from the 
perspective of autonomous vehicles based on the 
generated scenarios. The results of each 
simulation are provided as outputs, evaluating 
metrics such as accident risk and regulatory 
compliance of the target autonomous driving 
software, using an automated analysis indicator 
calculation module. 
The simulation results derived from the two 
simulators are analyzed based on regulatory 
evaluation metrics such as accident risk, 
compliance rate with regulations, and 
adaptability to road environments. The analysis 
outcomes are presented in both statistical and 
graphical report formats.  

 
 

Fig. 4.  Process of simulation and result 
visualization/reporting 

3. Implementation Results 
Fig. 5 illustrates the prototype implementation 
results of the simulation result reporting interface 

for the proposed platform in this paper. The 
interface incorporates a user-friendly 
presentation of simulation information, 
including a summary, simulation videos, 
snapshots of key event scenes, and numerical 
values for evaluation metrics. Furthermore, it 
offers a time-series visualization of the 
movements and events of objects that compose 
the simulation scenario to be validated in the 
specified segment. Detailed information such as 
speed, position, wheel angle, etc., for each object 
is also provided. 
 

 
Fig.  5.  Simulation result reporting 

4. Conclusions 
In this paper, we introduce a simulation-based 
effectiveness verification technology to assess 
the proactive compliance of autonomous driving 
services utilizing autonomous vehicles with 
current laws and regulations. Through this, it is 
anticipated that potential shortcomings in 
autonomous driving algorithms occurring in 
real-world settings can be identified, thus 
contributing to technical improvements and 
enhancing the overall stability of existing 
technologies. 
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Abstract 

 
3D cross-modal retrieval is a task which retrieval 3D objects across the modalities, such as images, 

meshes, and points. Conventional supervised learning-based retrieval methods are usually searching 

their classes based on label prediction which is mostly used in supervised learning. However, most 3d 

objects acquired in-the-wild, are assigned no ground truth labels that can be used for significant class-

based feature clustering. To address this issue, we do practical experiments using contrastive learning 

without distinguishable information like labels, to compare with supervised method. As a result, we can 

result a possibility to retrieve 3D cross-modal retrieval using self-supervised learning. 

 

 

Keywords: Cross-modal, Object Retrieval, Supervised Learning, Self-Supervised Learning, 

Contrastive Learning, 

 

1. Introduction 

From the development of deep learning, 3D 

information based applications are commonly 

used. For a instance, using lader sensors, the user 

can obtain 3d object informations constructed 

with meshes and point cloud. However, to 

retrieve 3d objects in the real world, it is essential 

to extract cross-modal object features regardless 

of label criteria. 

Actually, self-supervised learning based cross-

modal retrieval has been studied mainly in the 

area of text-to-image, or vice versa [1-2]. Even 

though there are similar researches are existed, 

however, 3D object retrieval over 3 modalities 

not have been studied enoughly. To address this 

issue, we do experiments to compare with 

supervised learning and self-supervised learning 

method using contrastive learning. SimCLR, 

which trains to extract distingushable features 

from positive and other negatives in the batch 

with unlabeld data, is normally used as one of the 

baseline in self-supervised learning [3]. 

2. Proposed Methods 

2.1 Traditional Method 

To expand SimCLR for 3D Cross-Modal 

Retrieval (3DCMR) task, we simply replace 

multi-modal samples to positive samples. As in 

detail, SimCLR extracts image features using 

ResNet and projection head [4]. Applying 

embedding features from projection head, 

SimCLR can extract and compare semantic 

features using a pair of augmented images from 

same source image. Equation (1) presents their 

contrastive loss, called InfoNCE loss. In 

Equation (1), 𝒛 and 𝝉 denote embedding features 
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and scale parameter. And 𝕝  is a conditional 

indicate function, and 𝐬𝐢𝐦  means cosine 

similarity, respectively. 

 

ℓ𝑖,𝑗 = log
exp(sim(𝑧𝑖,𝑧𝑗)/𝜏)

∑ 𝕝[𝑘≠𝑖]exp(sim(𝑧𝑖,𝑧𝑘)/𝜏)
2𝑁
𝑘=1

      (1) 

 

As a result, the positive pair 𝒛𝒊  and 𝒛𝒋  attract 

each other and the others are contrary in the batch. 

2.2 cross-modal SimCLR 

Likewise, cross-modal SimCLR attracts multi-

modal features. Equation (2) presents cross-

modal SimCLR loss. 

 

ℓ𝑖,𝑗 = −
1

|𝑀|
∑ log (

exp(sim(𝑧𝑖,𝑧𝑚)/𝜏)

∑ 𝕝[𝑘≠𝑖]exp(sim(𝑧𝑖,𝑧𝑘)/𝜏)
2𝑁
𝑘=1

)𝑀
𝑚=1  (2) 

 

In Equation (2), the features 𝒛𝒎  from multi-

modal data 𝑴 attract each other, such as positive 

samples of SimCLR. 

3. Experimental Results 

We compare between mostly employed self-

supervised 3DCMR baseline, Cross-Modal 

Center Loss, and our cross-modal SimCLR [5]. 

3.1 Dataset 

Following the baseline, we do experiments on 

ModelNet40 dataset, acquired from 

https://github.com/LongLong-Jing/Cross-

Modal-Center-Loss [6]. 

3.2 Experimental Results 

Table 1 shows the experimental results. As a 

result, the baseline outputs better performance 

while it uses label prediction. However, cross-

modal SimCLR also can extract features to some 

extent, while using only projected embedding 

features. 

 
Table 1. Experimental Result 

Retrieval Task 

(batch size: 48) 

Baseline 

[5] 

cross-modal 

SimCLR 

Image → Image 85.64 60.34 

Image → Mesh 86.94 59.39 

Image → Point 85.59 58.83 

Mesh → Image 88.91 59.33 

Mesh → Mesh 86.50 59.35 

Mesh → Point 86.67 55.31 

Point → Image 85.44 58.91 

Point → Mesh 84.67 55.57 

Point → Point 86.62 58.71 

Mean mAP 86.33 58.42 

4. Conclusions 

In this paper, we do experiments to compare 

supervised learning and self-supervised learning 

based methods in 3DCMR task. For the test, we 

expand traditional SimCLR to cross-modal 

SimCLR replacing augmented positive samples 

to multi-modal samples. The experimental result 

verifies applying labeld data outputs better 

performance as we expected, but also cross-

modal feature extraction using self-supervied 

learning can extract modal-consistent features 

across modalities to some extent. 
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Abstract 

 
In this paper, a 3D visualization service architecture is designed and implemented to visualize 3D 

objects modeled from 2D CAD data in multi-device environments. The service architecture consists of a 

2D CAD file parser, a 3D generator, and a hybrid transmission system for the visualization of 3D 

objects. The 2D CAD parser extracts section images and shape length information necessary for 3D 

generation. The 3D generator automatically creates 3D models based on the calculated 2D shape 

information. The hybrid transmission system transfers these 3D models to various devices via 

individual connections. Moreover, we have established a database (DB) to facilitate the integration of 

each component. The implemented service architecture has the advantage of visualizing 3D objects 

generated from 2D CAD data on various devices in the industrial field.  
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1. Introduction 

Virtual space service technologies such as XR, 

digital twin, and metaverse are evolving at a 

rapid pace. In particular, it is expected that it will 

be used in the manufacturing industry or 

industrial education field by producing 3D data 

and sharing it in the field [1]. Additionally, there 

is a growing expectation for technologies that 

can effectively utilize the 2D CAD held by 

industries in field operations. Recently, many 

studies have been conducted on technologies 

such as automatic conversion of 2D CAD into 

3D models, real-time transmission of 3D models, 

and XR visualization. However, there is still 

insufficient of research on the service 

architecture for easily converting 2D CAD into 

3D models and effectively utilize it in the 

industrial field.  

In this paper, we designed and implemented a 

service architecture that parses 2D CAD files and 

automatically converts them into 3D models and 

can be visualized in a multi-device environment. 

We first analyzed related technologies, designed 

a service architecture to link these technologies, 

and then implemented and verified it. 

2. Related Research 

2.1 Automatic 3D Modeling 

A method of automatically generating 2D CAD 

into a 3D model was proposed in [2], utilizing 

CAD images for modeling process. First, it 



140                      Seulki Song et al.: Design and Implementation of 3D CAD Visualization Service Architecture for 2D CAD Data  

performs the function of extracting the shape, 

position information, and numerical data 

characters located next to the shape within one 

section of the CAD image. The extracted shapes 

and data are sorted into an array list. The sorting 

method initially categorizes the shapes into 

groups based on their positions and then sorts 

them according to the largest shape within each 

group. Using the information from the list, it 

calculates details such as the rotation, 3D 

position, and the presence of embossing for 

individual shapes, and generates the 3D model 

based on these calculations. In the proposed 

service architecture, a component was designed 

to parse 2D CAD files and create images of 

sections to generate 3D models based on 2D 

CAD files. Furthermore, the numerical data 

extracted from the image was validated through a 

comparison with the numerical data extracted 

from the parsing data. 

2.2 Hybrid Transmission System 

A hybrid transmission system based on the web 

for sending the 3D model to various devices is 

proposed [3]. It is possible to share 3D models in 

real-time regardless of the quality of 3D models, 

hardware performance of devices, and network 

environment. In particular, the method of 

streaming 3D models as 2D projection video on 

the server reduces the initial delay. The server 

creates data channels for object control on the 

user device and media channels for streaming to 

the device and manages them with a peer-to-peer 

connection to the device. The proposed service 

architecture is designed and implemented to 

allow not only 3D object control on the device 

but also seamless integration with the 3D 

generation component. 

3. 3D Visualization Service 
Architecture 

The proposed service architecture initially parses 

2D CAD data. It then automatically generates 3D 

models based on the images and parsed 

information extracted from the 2D CAD files. 

The generated 3D models are visualized on 

various multi-devices through a web-based 

hybrid transmission system. The service 

architecture is designed as shown in Fig. 1. The 

2D CAD file parser loads and parses 2D CAD 

files. A 2D CAD file may contain one or more 

parts with one or more surfaces. A single 3D 

model can be created from one or more CAD 

files. Thus, by setting a ‘target name’ of the 3D 

model before loading CAD files, the CAD files 

are organized and stored under the same 'target 

name' for the generation process. When one of 

the loaded files is selected, the CAD is parsed, 

and it is drawn in the drawing area. If a user 

drags a single section in the drawing area, the 

length, angle, position, and the image of the 

section are generated. When the user specifies a 

location name (e.g., Top, Bottom, Left-side) of 

the dragged area, the generated image and data, 

along with the section name, are uploaded to the 

database under the 'target name'. The 3D Model 

Generator fetches stored images from the 

database, analyzes the images, and extracts 

shapes and numerical data. The extracted data is 

compared and verified against the numerical data 

stored in the database. Once validation is 

complete, the entire calculation is performed, 

and the 3D model is generated. The generated 

data and the 3D storage address are uploaded to 

the database, while the 3D model is uploaded to 

the server. The server and devices are managed 

through the peer-to-peer connection, and a 

monitoring system has been implemented. The 

monitoring system not only oversees device 

connections but also allows for the monitoring of 

device control information and modification 

details. 

 

Fig. 1.  3D Visualization Service Architecture 



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   141 

4. Experimental Results 

The 2D Parser is implemented in Javascript and 

Three.js, and it operates within a browser. The 

3D Generator is based on Unity and functions as 

a Windows program. The hybrid transmission 

system is implemented using nodeJs, Javascript, 

Electron, three.js, and a STUN server. User 

devices have been implemented to operate within 

various device resolutions and function within 

web browsers. HoloLens, an AR device, is 

implemented and operates based on Unity.   

Fig. 2 shows an example screen of the 2D Parser. 

It has loaded CAD files of the fire standpipe 

system. The left list denotes the loaded CAD list. 

The central area displays one of the CAD from 

the list and allows dragging. The right area 

indicates a list of section images of the CAD that 

have been dragged. The image list is stored in the 

database along with the location names. Fig. 3.  

shows the monitoring system of the hybrid 

transmission system. This system enables the 

validation of connections to the server by devices 

like PCs, phones, and tablets acting as clients. 

Additionally, it confirms that HoloLens2 has 

successfully downloaded 3D objects from the 

server. Fig. 4. displays the visualization of the 

matched 3D model on the HoloLens 2 screen, 

corresponding to the target model. 

4. Conclusions 

In this paper, a 3D visualization service 

architecture was designed and implemented to 

visualize 3D objects modeled from 2D CAD data 

in multi-device environments. The implemented 

service architecture has the advantage of 

visualizing 3D objects generated from 2D CAD 

data on various devices in the industrial field. 
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Abstract 

 
The popularity of video-sharing social media platforms is invading the privacy of individuals by 

capturing images of people without their consent. Manually selecting information that needs to be 

de-identified during the media editing process is laborious and time-consuming. Incorporating artificial 

intelligence techniques in media editing can simplify the task and increase the process efficiency. In this 

paper, we propose the use of deep learning-based de-identification and object-removal techniques in 

video editing to prevent unwanted or unnecessary exposure of information. 
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1. Introduction 

The ability to de-identify or edit out a particular 

object in media editing tools is essential. This 

functionality provides the basis for privacy 

protection. When filming in public places, 

people in the background are often captured as 

well. The laws from many countries require 

obtaining agreement or consent from people to 

be included in the media if the filmed content is 

to be used commercially. In most cases, it is 

impossible or inefficient to obtain individual 

consent for filming from them. Therefore, 

de-identification is performed during the editing 

process to prevent exposure of information and 

protect the identity of these people. Security is 

another critical issue. The media content may 

capture information, such as street addresses, 

license plate numbers, name tags, etc., that can 

challenge data privacy. 

Currently, there are diverse media editing tools 

in the market providing de-identification 

functionality. However, the process of finding 

the de-identification target is not automated, and 

it is still up to the editor to specify what needs to 

be de-identified. Checking the media content for 

de-identification targets frame by frame is a 

repetitive and time-consuming task, requiring a 

lot of effort and attention. As a result, some 

targets are omitted and editing errors become 

apparent. 

Using artificial intelligence-based techniques in 

media editing can greatly improve productivity 

[1]. In this paper, we propose a method that 

combines several techniques based on deep 

learning for the de-identification of targets in 

video editing tasks. 

2. Proposed Method 

The process pipeline of the proposed 

de-identification method is shown in Fig. 1. 

“Target Registration” registers the object to 

de-identify. The target object may be a person or 

a thing. People are identified using face 
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recognition. If many random people in the 

background need to be de-identified, we register 

the target to identify, instead. During the search 

process, any face mismatch will be marked as 

targets to de-identify. De-identification targets 

may also include things, such as license plates or 

specific texts. “Object Detection” detects the 

registered target classes in each video frame. 

“Object Tracking” checks whether or not the 

objects detected in the current frame have been 

detected in the previous frame. If the objects 

from the current frame are different from those of 

the previous frame, we assume that a scene 

change has occurred. “Image Segmentation” 

extracts the outline segmentation mask of the 

target objects. The mask defines the area of the 

frame to apply the de-identification effect. The 

de-identification effect, such as blur and 

pixelation, is applied in the “Effect Application” 

stage. Depending on the need, the target may be 

removed entirely from the scene using 

inpainting. 

  
 

Fig. 1.  The proposed de-identification pipeline for 

video editing. 

3. Implementation and Results 

The proposed de-identification method is 

implemented using the following components. 

To recognize and identify people, FaceNet face 

recognition and Multi-task Cascaded 

Convolutional Networks (MTCNN) face 

detection models are used. FaceNet and MTCNN 

are good at identifying even at varying face 

angles and rotations. To detect text areas within 

the frames, the Efficient and Accurate Scene 

Text Detector (EAST) model is used. EAST can 

detect unclear or tilted text, as well as partially 

occluded text. To extract the actual text from the 

detected text areas, Tesseract Optical Character 

Recognition (OCR) is used. For object detection, 

segmentation, and tracking, YOLOv8 is used [2]. 

Independent algorithms may be used for each of 

the tasks, but YOLOv8 provides results for the 3 

tasks in a single process. For inpainting, 

Large-Mask Inpainting (LaMa) was used [3]. 

LaMa performs fast inpainting and supports 

arbitrary image sizes. The method was 

implemented in Windows PC using NVIDIA 

GeForce RTX 3090 GPU. Some 

de-identification results in video editing are 

shown in Fig. 2. 

 
(a) Text detection and in-painting 

 
(b) Segmentation and effect application 

 

Fig. 2.  Example of de-identification results. 

4. Conclusions 

De-identifying sensitive personal information is 

essential in video editing to protect privacy and 

avoid legal problems. In this paper, we 

incorporate AI-based techniques, such as face 

detection and recognition, text detection and 

recognition, object detection and tracking, image 

segmentation, and inpainting, to enable 

de-identification in video editing and production. 
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Abstract 

 
Fast and accurate recognition of human interaction is critical in many service applications, such as 

violence and crime prevention. Accurate recognition from video processing accompanies heavy 

computation costs. This paper proposes a lightweight method to detect human activity and interaction in 

video for resource-constrained edge devices. The proposed method uses distance estimation and 

interaction detection based on pose estimation. The distance between people is estimated in every frame, 

and interaction detection is executed only when they become close in proximity. A distance grid is used 

to estimate the location of people, which enables fast distance estimation. 
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1. Introduction 

Action recognition in videos is a field in 

computer vision, which allows analysis of 

actions or activities of people appearing in the 

scene. Action recognition has applications in 

various areas, such as security and monitoring, 

public safety, sports, games, etc. The process of 

action recognition requires high computational 

resources, and it generally consists of data 

collection and pre-processing, feature extraction, 

time series predictive model, and data 

post-processing [1]. Such requirements make it 

difficult for action recognition to be embedded 

into edge computing devices, such as smart 

CCTV. Interaction recognition, which needs to 

analyze the actions of multiple people, is even 

more challenging [2]. If interaction recognition 

can be easily enabled in edge devices, real-time 

criminal activity detection becomes feasible, 

providing solutions to many social problems that 

we are facing today. In this paper, a method for 

providing interaction detection using edge 

devices is proposed. The proposed method uses 

distance estimation and interaction detection 

based on pose estimation. 

2. Proposed Method 

The basic process of the proposed method is 

shown in Fig. 1.  

 

Fig. 1.  Interaction Recognition Process. 

 

Input frames are received from the camera. The 

“Pose Estimation” block uses object detection 

and pose estimation models to get body 

keypoints and body bounding box areas. The 
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“Interaction Detection” block estimates the 

distance between the subjects and verifies the 

possibility of interaction occurrence. If the 

subjects are at a distance capable of interaction, 

the “Activity Analysis” block uses a pre-trained 

custom pose estimation model to detect 

pre-defined interaction activities. 

3. Implementation and Results 

To estimate the location and distance between 

the subjects, a distance grid is generated through 

a calibration process. Keypoints detected from 

pose estimation can be used to create a bounding 

box for a person. The calibrator uses his height 

information and the computed bounding box 

height information to determine the 

correspondence between image pixels and actual 

distance metrics. Using this correspondence, a 

distance grid can be generated for the current 

scene.  

When people appear on the scene, the keypoint 

on their feet are compared with the grid to 

estimate their locations, and simple grid counting 

is used to estimate their distance. This is 

illustrated in Fig. 2. If there are 7 grids between 

the two people, and if each grid represents 50 cm, 

then the distance is approximately 3.5 m. 

 

Fig. 2.  Distance estimation using the distance grid. 

For pose estimation and activity analysis, 

TensorFlow’s MoveNet was used [3]. MoveNet 

is a bottom-up estimation model that can localize 

17 body keypoints. MoveNet uses MobileNet as 

the backbone, making it suitable for edge devices. 

The multi-pose version of MoveNet also allows 

simultaneous detection of up to six people. 

For custom model training, human interactions, 

such as making conversation, kicking, hitting 

with a hand, high-five, and hand-shaking, were 

initially considered. 800 videos and images were 

collected for training through web crawling. The 

current accuracy of the trained model for 

interaction identification is approximately 65% 

due to the low number of training samples. We 

plan to improve and enhance the custom model 

performance in the future.  

The model was trained and tested on a PC and 

then converted to TensorFlow Lite format to 

deploy on Android devices. Example results for 

interaction recognition are shown in Fig. 3. 

 

 
Fig. 3.  Examples of interaction recognition results. 

4. Conclusions 

In this paper, a method is presented to recognize 

the interaction activity of people in edge 

computing environments. The multi-pose 

version of MoveNet was used for the pose 

estimation. A distance grid was used to estimate 

the proximity between people to determine if 

interaction needs to be analyzed. 
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Abstract 

 
Virtual spaces and metaverse are gaining once again popularity with the emergence of space computing. 

Just as in any other digital space, virtual assets created in the metaverse are vulnerable to copyright 

infringement. In this paper, we present a 3D model or asset creation tool that incorporates deep 

learning-based similarity comparison to prevent copyright infringement. The tool provides information 

on how similar the created asset is compared with other existing assets, letting the creator know about 

the likelihood of dispute before the created asset is published. 
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1. Introduction 

The COVID-19 pandemic has accelerated the 

adoption of remote work and online socializing, 

prompting people to seek more immersive and 

engaging ways to connect and interact virtually. 

Virtual worlds in games have long explored the 

idea of interconnected spaces, contributing to the 

emergence of the metaverse. The metaverse is 

defined as a spatial computing platform that 

provides digital experiences as an alternative to 

or a replica of the real world [1]. 

There is a growing acceptance and integration of 

digital experiences into daily life. People are 

becoming more comfortable in living parts of 

their lives in digital environments. This has led to 

the emergence of the creator economy. In the 

creator economy provided by the metaverse, 

individuals generate income by creating and 

monetizing digital content or goods. Creators in 

the metaverse can leverage various platforms to 

showcase their content, often referred to as assets, 

which may include art, music, games, etc. Many 

creators generate profit by selling digital assets, 

such as accessories for avatars and decorations 

for virtual spaces.  

With the influx of people into the creator 

economy, plagiarism and copyright infringement 

in the metaverse have become a major concern. 

People started replicating avatars and virtual 

objects, copying scripts and code, displaying 

original digital art, and replaying music without 

permission or giving proper attribution. 

Such acts of plagiarism can diminish the value of 

original creations and undermine the efforts of 

creators. To build a sustainable creator economy, 

copyright protection must be upheld. However, 

identifying and addressing plagiarism in virtual 

spaces is complex due to the ease of replicating 

digital content. In this paper, we present a 
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metaverse asset creation tool that can check for 

copyright infringement from the initial stages of 

asset creation based on similarity comparison. 

2. Methodology  

Assets in the metaverse exist in different forms 

or modalities, such as images, text descriptions, 

or 3D models. 3D models can also be in many 

formats, such as meshes or point clouds. For 

asset similarity comparison, we use 3D 

cross-modal retrieval [2]. 3D cross-modal 

retrieval is a process used in the field of 

computer vision and information retrieval, 

specifically for retrieving information across 

different modalities in the context of 3D content. 

It involves searching and retrieving information 

from a dataset that contains various types of data 

in different modalities. The “cross-modal” aspect 

refers to searching across these different types of 

data, aiming to find relevant information 

regardless of the format it's stored in. We trained 

a model using different asset datasets for 3D 

cross modal retrieval based on center loss. Fig. 1 

illustrates the process and shows sample retrieval 

results. 

 

Fig. 1.  Asset similarity comparison using 3D 

cross-modal retrieval. 

3. Implementation and Results 

For the asset creation tool, we use Blender [3]. 

Blender is a powerful open-source 3D creation 

suite offering a comprehensive set of tools for 3D 

modeling, animation, rigging, simulation, 

rendering, etc. It supports various file formats 

used in the metaverse, allowing seamless 

integration with other software and platforms. 

Blender add-ons are additional tools, scripts, or 

functionalities created by developers to extend 

Blender’s capabilities. 3D cross-modal retrieval 

model is made accessible into the tool using the 

add-on interface. 

 

 
Fig. 2.  Asset similarity search result in the metaverse 

asset creation tool. 

 

An example of asset similarity search result is 

shown in Fig. 2. 

4. Conclusions 

In this paper, a metaverse asset creation tool is 

introduced that can be used to prevent copyright 

infringement. The tool provides a similarity 

comparison functionality that checks the 

similarity of the asset being created against 

pre-existing assets in the database, letting the 

user know if the asset design may be disputable. 
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Abstract 

 
Facial expression recognition is one of the most widely used methods to classify human emotions. 

However, relying only on facial expressions for human emotion recognition often gives inaccurate 

results. People can manipulate their facial expressions to hide their true feelings. In addition, emotions 

from facial expressions can be interpreted differently depending on the scene context. Gesture analysis 

can provide additional information about the scene context. It can also help determine the true 

underlying emotions since body gestures often happen inadvertently, without the subject being aware of 

them. In this paper, a method to reclassify emotions recognized from facial expression recognition is 

presented. Gesture recognition is used to reclassify emotions and improve the accuracy of human 

emotion recognition. 
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1. Introduction 

Human emotional state recognition is being 

actively researched by integrating different 

technologies, such as video processing, artificial 

intelligence, big data analysis, etc. If computer 

systems can interpret human emotions accurately, 

new service models will be enabled to provide 

personal care and deal with diverse social 

situations.  

Humans express themselves mostly by using 

verbal communication, facial expressions, and 

body gestures. In interpersonal communication, 

facial expressions provide rich emotional 

information that reflects the person’s state of 

mind. Human facial expressions can be 

generalized, but the complexity and variability of 

facial features due to racial differences, along 

with the influence of sociocultural environments, 

make accurate emotional state determination 

difficult. Therefore, emotions from facial 

expressions can be interpreted differently 

depending on the individual or environmental 

context as illustrated in Fig. 1. In addition, 

people can also manipulate their facial 

expressions to suppress or hide their true feelings 

intentionally. On the other hand, body gestures 

are often made inadvertently, without being 

aware of them. Body gestures can help in better 

understanding and decoding people’s moods and 

emotions.  

In this paper, we leverage the accuracy of human 

emotion recognition by using gesture 

interpretation in addition to facial expression 

recognition. Gesture analysis helps in 

determining the context of the scene, which 

enables more accurate emotion classification. 
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Fig. 1.  Facial expression recognition with gesture 

interpretation enables more accurate emotion 

classification. 

2. Emotions Represented in Gestures  

Annotated videos from various datasets were 

used to classify different gestures that are 

representative of specific emotions as shown in 

Fig. 2 [1, 2]. 

 

Fig. 2.  Examples of gestures and their corresponding 

emotions (*). 

The MoveNet pose estimation model was used to 

train a custom model that can distinguish among 

the different emotion gestures [3]. 

3. Emotion Reclassification 

 

 
Fig. 3.  Analysis of facial expressions associated with 

gestures. 
 

The frequency of facial expressions that appear 

for each emotion gesture was analyzed using a 

facial expression recognition model trained with 

MobileNetV2. Fig. 3 shows the distribution of 

facial expressions for some of the gestures. In the 

proposed method, the emotion is initially 

independently determined using facial 

expression recognition and gesture recognition 

models. If the emotion resulting from facial 

expression recognition is part of the facial 

emotions associated with the gesture, then the 

emotion represented by the gesture becomes the 

final emotional state. If the emotion resulting 

from facial expression recognition is not part of 

the facial emotions associated with the gesture, 

then the facial emotion becomes the final 

emotional state. An example is shown in Fig. 4. 

 

 
Fig. 4.  Example of emotion reclassification. 

4. Conclusions 

Performing emotion recognition using only 

facial expressions has limitations. In this paper, 

gesture interpretation is performed together with 

facial expression recognition to classify emotion 

states more accurately. 
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Abstract 

 
This study presents a drone-mounted communication repeater system using a 5GHz band, enhancing 

disaster response by bridging communication gaps when infrastructure is down. Leveraging the 

Qualcomm Atheros chipset for compliance with the IEEE 802.11n standard and Korean frequency use 

guidelines, the device supports extended 25 km coverage. Its array of high-gain antennas is tested for 15 

km range efficacy in transmitting control and video data. Future validations aim to expand its utility 

across varied terrains and operations, improving the reliability of emergency communications for 

ground and aerial unmanned vehicles in diverse rescue scenarios. 
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1. Introduction 

This study focuses on the innovative use of aerial 

communication networks to enhance the 

capabilities of unmanned aerial vehicles (UAVs) 

and robots in disaster relief efforts. In scenarios 

where human intervention is unfeasible, such as 

during natural or human-made disasters, these 

advanced networks play a crucial role. Central to 

this research is the development of a 

communication repeater system that can be 

attached to drones, forming a vital component of 

a mission-oriented dynamic network. [1] 

The primary objective of this research is to 

establish a reliable communication network, 

tailored for disaster scenarios, that enables 

UAVs to conduct real-time surveillance and 

robots to assist in on-site recovery operations. 

The study explores the use of specific frequency 

ranges, namely 5.030-5.090 GHz and 5.091-5.150 GHz, 

which are sanctioned for drone communications 

in Korea. These frequencies are dedicated to both 

control and mission-related operations for UAVs. 

This paper provides an exploration of the design 

process, development stages, and field validation 

of a communication repeater system, specifically 

engineered for these designated frequency bands. 

The remainder of this study is organized as 

follows: Section 2 discusses system design and 

development, Section 3 covers field trials, and 

Section 4 concludes the paper. 

2. System Design  

2.1 Baseband and RF System 

The communication repeater's modem utilizes 

the Qualcomm Atheros 9322 chipset, which 

adheres to the IEEE 802.11n standard. It operates 

within the Industrial, Scientific, and Medical 
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(ISM) radio bands, specifically from 5.030 to 

5.150 GHz. This spectrum is allocated for 

unmanned vehicle use at the lower end of the 5 

GHz range and is compatible with the chipset. 

[2] 

 

Furthermore, to enhance the reach of the 

repeater's signal, each antenna path of the 

repeater is engineered to accommodate an 

amplifier with an output of 5W, theoretically 

enabling coverage of distances up to 25 

kilometers. The design incorporates 

synchronized timing between the modem's 

transmission and reception cycles and the 

amplifier's RF filter. This synchronization 

reduces latency attributed to discrepancies in the 

clocks of the modem and amplifier throughout 

the communication process. 
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Fig. 1.  Block Diagram of Communication Repeater 

Baseband and RF Systems 

 

2.2 Antenna Configuration 

The design of the communication repeater 

includes a main unit and a set of antennas that are 

configured for drone attachment. This setup 

arranges the antennas in a quad-array pattern, 

facilitating layered communication from aerial to 

terrestrial points. The array features eight 

directional antennas, each with a gain of 13 dBi, 

distributed with two antennas facing each of the 

four cardinal directions. 

 

     

Fig. 2. Integration of Drone Systems with 

Communication Repeater Antennas 

3. Experiments 

In our practical evaluation, we confirmed the 

repeater's capacity to facilitate communication 

over distances up to 15 kilometers. This was 

achieved through a test scenario where drones 

were deployed in three different directions from 

the repeater's central location, and CCTV 

footage was streamed. The drones were managed 

remotely, with both their control data and video 

feeds transmitted via the repeater. These 

transmissions were then received and verified at 

a ground control station in communication with 

the repeater.  
 

 

Fig. 3. Field Test Screen 

4. Conclusions 

This study presents the design of a 

drone-compatible communication repeater 

designed to provide temporary communication 

solutions in disaster-stricken areas. We have 

successfully demonstrated its use in extending 

communication ranges in mission-specific zones. 

Future work will involve comprehensive testing 

of the repeater across various terrains, including 

terrestrial, maritime, and aerial regions, and 

executing real-world operational trials in 

environments with multiple unmanned vehicles.   
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Abstract 

 
Non-Fungible Tokens (NFTs), based on the ERC-721 standard, have primarily been employed to 

represent digital collectibles. This has impacted artists seeking to monetize their digital art, as well as 

cryptocurrency holders looking to profit through trading. However, this narrow focus on digital 

collectibles underestimates the broader utility of NFTs. At their core, NFTs serve as digital 

representations of rights, making them versatile tools in the emerging Web3.0 landscape. Unlike its 

predecessors, Web 1.0 and Web 2.0, where service providers retained data ownership, Web3.0 is 

decentralized and grants data ownership to users. This shift necessitates new methods for managing 

ownership rights, and NFTs have emerged as a promising solution. This paper proposes a pipeline that 

leverages NFTs for access control within Web3.0. In this framework, NFTs are used to authenticate 

user identities and to grant services based on the rights represented by the NFTs. 

 

 

Keywords: Blockchain, Ethereum, Non-Fungible Token 

 

1. Introduction 

Non-Fungible Tokens (NFTs) [1], based on the 

Ethereum [2] standard token interface ERC-721, 

have gained popularity as digital collectibles. 

However, the true essence of NFTs lies in 

representing digital ownership, making them 

significant in the emerging Web 3.0 ecosystem. 

Web 3.0 represents a new paradigm of web 

services where users have ownership rights over 

their data. In Web 2.0, service providers typically 

hold the rights to user-generated data. In contrast, 

Web 3.0 empowers users with ownership rights 

over their own data. These ownerships can be 

represented as NFTs. 

A further distinction of Web 3.0 is its 

fundamental approach to user data; it typically 

does not store personal information. Instead, it 

retrieves data from a blockchain network using a 

user's wallet address. Although the adoption of 

Web 3.0 services is currently in its initial stage, 

primarily within decentralized finance, its 

potential applications are vast. As the ecosystem 

evolves, there will be an increasing need for 

service providers to verify user identities and 

grant access rights. This paper proposes a design 

for a verification pipeline that utilizes NFTs for 

user recognition and access control in Web 3.0 

services. By leveraging the inherent properties of 

NFTs, we can establish a secure and 

decentralized mechanism for user authentication 

and authorization across various platforms. 
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2. Pipeline Design 

In the design, we utilize a Trusted Third Party 
(TTP), operating under the assumption that the 

Web 3.0 Service Provider (SP) trusts the 

credentials issued by the TTP. Fig. 1 presents an 

overview of the pipeline design, which is divided 

into two main processes: the Enrollment process 

and the Authentication process. During the 

Enrollment process, a user submits identification 

information to the TTP, which then requests the 

minting of an NFT on the Blockchain. This step 

signifies that the TTP retains the necessary 

identification information, and the minted NFT 

serves as a badge confirming that the user has 

been authenticated by TTP.   

The Authentication process is a critical step 

where the SP verifies the user's identity. In this 

phase, the user transmits their wallet address, 

which holds the NFT, along with the NFT Id 

acquired during the Enrollment process. Upon 

receiving this information, the SP consults the 

TTP to confirm whether the wallet address indeed 

possesses the NFT. The TTP then queries the 

Blockchain to verify the ownership of the wallet 

address. If the Blockchain confirms ownership, it 

responds with a 'true' status to the TTP. 

Subsequently, if the TTP validates the user's 

identity based on the information provided 

during the Enrollment phase, it communicates a 

'true' or 'false' result to the SP. The SP, upon 

receiving a 'true' result, proceeds to grant the user 

access to the service. 

3. Conclusions 

One of the notable aspects of this system is the 

Blockchain's role and the fact that the TTP only 

provides a response in the form of 'true' or 'false'. 

This mechanism bears a resemblance to zero-

knowledge proofs, where the verifier (in this case, 

the SP) does not learn any additional information 

about the prover beyond what is strictly 

necessary; simply receiving a 'true' or 'false' 

without access to the user's identification details. 

However, it is not a zero-knowledge proof in the 

strictest sense, as the SP does learn the NFT Id 

that the user possesses. Despite this, the feature 

of the SP only receiving a binary response aid in 

safeguarding against brute force attacks by a 

potentially malicious SP.  
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Abstract 

 
This paper proposes a hierarchical smart Aids-to-Navigation (AtoN) structure consisting of main platform with 

independent sub-platforms such as interface, power and communication platform to efficiently manage and operate 

various marine sensors, lights, and power modules mounted within AtoN. Based on the proposed structure, it is 

expected that the ease of expanding and installing not only existing equipment and sensors, but also new sensors 

according to new marine navigation service requirements, and the stability of the entire system can be dramatically 

improved through independent operation of each sub-platform. Moreover, efficient data exchange protocols 

supporting various types of sensor message and interface connectors between platforms robust in maritime 

environments are suggested for stable multi-platform operations. Last, we propose a selective multi-mode 

communication platform for transmitting various types of data such as numbers, voice, and video, where it is 

expected to establish a seamless information exchange system between smart AtoN and land information center. 

 

 

Keywords: Hierarchical Platform, Interface, Structure, Multi-mode Communication, Smart 

Aids-to-Navigation (AtoN) 

 

1. Introduction 

The AtoN systems have played a crucial role 

in ensuring safe and efficient sea route, 

struggling to adapt to the dynamic and 

unpredictable maritime environment. Recently, 

it has given rise to ongoing efforts in integrating 

cutting-edge technologies such as artificial 

intelligence, big data analytics, and advanced 

communication protocols into the development 

of next-generation AtoN solutions.  

Through field investigation and analysis of 

current operational challenges and future 

requirements for AtoN systems, we specify the 

technological development items, as follows. 

• (Upgrade Facility) It is required to support 

stable power supply system with light weight 

battery system for AtoN and smart facility 

operation through efficient multi-functional 

system such as various sensor data collection and 

Al-based fault diagnosis to recognize damage 

and (light-out) accident of AtoN. 

• (Stabilize Information Transmission System) It 

is required to establishing a stable marine 

communication infrastructure providing the 

optimal information transmission system for the 

harsh marine environment and building the 

exclusive communication network for AtoN 

Based on above development issues on AtoN in 

marine environments, we suggest the 

hierarchical platform based AtoN structure, 
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supporting efficient management and preventing 

any risk of AtoN replacement. Moreover, the 

proposed design scheme targets to various 

maritime data service collection for expanding 

new marine services.  

2. Proposed Smart AtoN Structure 

In this section, a smart AtoN structure 

consisting of hierarchical multiple platforms, 

which strengthens easy installation and 

management of AtoN as well as new marine data 

exchange is proposed as follows.  

2.1 Platform based Smart AtoN Design 

The structure of integrated platform for smart 

AtoN, which divides independent roles of sensor, 

communication and power into each 

sub-platform and then provides hierarchical 

connection between sub-platforms, are suggested, 

as described in Fig. 1. The proposed scheme 

consists of basic operation, interface, power, 

communication and structure platform, where its 

operation is verified by demo system represented 

in Fig. 2.  

• Basic Operation Platform: Design module-type 

lightweight multi-structure OS on Docker 

Container framework for effective control and 

independent operation of multiple platforms 

supporting basic monitoring & control of status 

AtoN and providing Al-based failure diagnosis 

[1]. 

• Interface Platform: Design flexible physical 

interface hub and expansible data processing 

blocks for existing sensor and new sensor to be 

installed.  

• Power Platform: Suggest power management & 

control module based on maximum power point 

tracking (MPPT) and power saving module 

based on li-ion battery which provides 50% 

weight reduction of currently deployed battery 

module with same capability.  

• Communication Platform: Suggest supporting 

selective 3 different communications System 

(AIS, NB-IoT, LTE) for various data 

transmission such as number, voice and video, 

allowing up to 100km communication coverage 

within the coast [2]. 

• Structure Platform: Suggest the design in 

consideration of AtoN shape structure, position 

control and visibility. 

 

 
Fig. 1. Hierarchical Platform Structure of Smart AtoN 

 
Fig. 2.  Implementation of Demo System of Smart 

AtoN 

3. Conclusions 

In this paper, we proposed platform based 

smart AtoN design that provides a stable 

communication system for AtoN marine 

information, smart facility operation through 

Al-based fault diagnosis and high-efficient light 

weight power supply technology. From proposed 

design, it is expected to secure field worker's 

safety through platform-based real time digital 

management and allow new types of marine data 

collection, which effectively support MASS and 

various smart marine services to become a leader 

of marine technology and global standards. 
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Abstract 

 
Creative Commons Zero (CC0) is a unique form of Creative Commons License (CCL) that relinquishes 

all copyright and related rights, effectively donating the work to the public domain. While CC0 was not 

widely adopted in traditional web services like Web 1.0 and Web 2.0, it has gained prominence in the 

decentralized Web 3.0 environment for sharing rights within public communities. Blender, a popular 

free open-source 3D computer graphics software, allows for the integration of third-party add-ons due 

to its open-source nature. This paper presents a design for an add-on that facilitates the management of 

CC0-licensed 3D assets in Blender. Specifically, we propose a system that leverages an API key from 

non-CC0 3D asset marketplaces to identify users and utilizes this key in conjunction with the 

InterPlanetary File System (IPFS) to upload 3D assets. 

 

 

Keywords: 3D asset, Blender, Creative Commons License, InterPlanetary File System 

 

1. Introduction 

The InterPlanetary File System (IPFS) [1] is a 

peer-to-peer file-sharing protocol that aims to 

enable the storing and sharing of files in a 

distributed file system similar to BitTorrent [2]. 

IPFS consists of a network of nodes, with each 

node storing a collection of hashed files. 

Contrary to the statement that each node stores 

complete files, IPFS nodes actually store only the 

chunks of files they are interested in or have 

agreed to pin, which means to keep persistently. 

Unlike BitTorrent, where files are typically 

downloaded from multiple nodes each holding 

different parts of the file, IPFS retrieves files 

based on their unique hash. If a single node in 

IPFS holds the complete file corresponding to a 

requested hash, it can serve the entire file, which 

enhances the system's robustness against node 

failures. 

While BitTorrent struggles to serve files if a 

node with a unique part of the file goes offline, 

IPFS can retrieve the content from any node that 

has it, making it more resilient and suitable for 

persistent services. However, because IPFS is 

designed to make files widely available across 

the network, it is not inherently private. This 

openness, though, can be advantageous for 

distributing files under public licenses such as 

Creative Commons Zero (CC0), where the 

intention is to share rights freely within public 

communities. In this paper, we suggest a design 
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of Blender add-on to handle CC0 licensed 3D 

assets using IPFS.   

 2. Design 

 Blender is an open-source tool for creating 3D 

assets. Its open-source nature allows users to 

develop add-ons to enhance its functionality. 

Unlike proprietary software, Blender does not 

have an in-built authorization mechanism like a 

login system, necessitating additional services 

for user recognition. It is important to note that 

even when assets are released under CC0 and 

dedicated to the public domain, the original 

creator is not necessarily anonymous. 

Fig. 1 presents an overview of how a Blender 

add-on can be utilized in conjunction with a Web 

3.0 Service Provider (SP) and the IPFS. The SP 

issues an API key, which acts as a representation 

of the user, and the user sends this key along with 

the metadata to IPFS. IPFS then provides a 

Metadata Uniform Resource Identifier (URI), 

enabling access to the metadata through the IPFS 

gateway and its URI. Upon receiving the 

metadata URI, Blender can then upload the 3D 

asset to IPFS and, in a similar fashion, obtain a 

URI for the 3D asset itself. 

The proposed design is poised to significantly 

impact the Web 3.0 service ecosystem. As we 

transition into Web 3.0, users are empowered not 

only with the ability to consume content but also 

with the ownership rights over their data. Our 

design acknowledges and facilitates this 

paradigm shift by enabling the secure encoding 

and transfer of rights for user-generated content 

within Blender, with the potential integration of 

Non-Fungible Tokens (NFTs) [3]. Furthermore, 

the synergy between IPFS and Blender's 

flexibility ensures that creators can maintain 

control over their work, streamlining both access 

and distribution. This method enhances the 

security of 3D assets and opens up innovative 

avenues for creators to exploit their creations. It 

promotes community engagement with digital 

assets in a transparent and fair manner, laying the 

groundwork for a dynamic and interactive digital 

ecosystem.  

3. Conclusions 

In this paper, we have introduced a design for a 

Blender add-on that leverages the IPFS to 

facilitate the distribution of 3D assets under the 

CC0 license. By integrating an API key issued by 

an authenticator, such as a Web 3.0 Service 

Provider, our design enables creators to retain 

management over their assets, despite the open-

license nature of CC0. This system is designed to 

be seamlessly compatible with NFTs, which are 

increasingly used to represent ownership rights 

on Web 3.0 platforms. The implications of this 

design extend beyond simple asset management, 

offering a new model for asset control and rights 

representation in the evolving digital landscape. 
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Abstract 

 
In this paper, we propose decision-making solutions for the optimal timing of fish species shipment in land-based 
fish farm management and the corresponding software framework implementation. While existing decision-making 
method for the timing of shipment mainly relies on the fish farm owner's experiential judgment or the current 
production level, our proposed algorithm integrates fish growth prediction model with external environmental 
estimation models, such as market price and operation cost, to determine an appropriate shipment timing from the 
perspective of net revenue. Particularly, proposed prediction models were designed by considering their own 
characteristics, where Gaussian Process Regression (GPR) method reflecting different growth rate of each fish 
individual, LSTM-based prediction engine with time series statistic and the statistical forecast model applying 
seasonal effects are exploited to the corresponding fish growth, market price and operation cost prediction model, 
respectively. Moreover, we adopt each model as an independent engine module and then structure the modules to 
implement in web-based software framework, which allows easy modification of system operation and extensions 
to different fish species and land-based fish farm environments. 
 
 
Keywords: Aquaculture, Decision Making, GPR, LSTM, Profit Prediction, Statistical Analysis 
 

1. Introduction 
Aquaculture is increasingly recognized as a 

pivotal solution to address the growing global 
demand for seafood [1]. Nonetheless, devising 
optimal operation strategies for aquaculture 
proves challenging due to unforeseen internal 
and external events. Current efforts to enhance 

productivity and profitability involve the 
integration of smart fish-farm technologies, 
leveraging AI and IoT applications. These 
technologies include AI-driven feeding for fish 
price prediction or Recirculating Aquaculture 
Systems (RAS) promoting sustainable 
aquaculture with growth prediction [2]. However, 
addressing the intricacies of optimal shipping 
timing remains elusive, necessitating the 
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incorporation of sophisticated growth, price, and 
cost models, as underscored in [3]. This paper 
proposes a decision-making algorithm for fish 
shipment timing, amalgamating AI-based fish 
growth prediction, cost and price estimation 
models, and a statistical database. The models 
function as independent engine modules within a 
web-based software framework. The focus is on 
halibuts, the most abundantly produced fish 
species in Korea, with potential applicability to a 
broader range of aquatic species. 

2. Shipment Decision Framework 
and Decision-making System Model 

2.1 Shipment Decision Framework 
The proposed scheme, represented in Fig. 1, is 

to provide the analytical results of an optimal 
timing for fish species shipments in terms of net 
revenue. The corresponding decision-making 
model is designed as a combination of fish 
growth, market price and operation cost 
prediction to calculate net revenue, where each 
model exploits Gaussian Process Regression 
(GPR), Long Short-Term Memory (LSTM), and 
a statistical forecasting, respectively. 

With these models and algorithm, the 
framework is implemented as shown in Fig. 2. In 
Fig. 2, a) presents the overall status of fish farms 
and information about such as fish prices and 
operation costs. Meanwhile, b), c), d), and e) in 
Fig. 2 show prediction modules of growth, prices, 
net profits by weight class, and trends of net 
profits suggesting the optimal timing of shipment 
respectively. 

2.2 Proposed Growth, Price, and Cost 
Models 

Due to the nature of land-based aquaculture 
farms, where well-grown fish and slow-grown 
fish are classified and raised separately, fish 
growth prediction models require both predicted 
average weight and its distribution at a certain 
future time. To make a decision of sorting and 
shipment, GPR is adopted for growth prediction 
model since it provides prediction value of 
average weight and deviation [4]. The GPR 
based growth prediction model is trained by the 
measured growth data from Jeju [5], where the 
simulation results are represented in Fig. 3. As 
shown in Fig. 3, the expected weights are 

represented at a certain future time when the 
measured weight is given at the current time. 
Moreover, its standard deviation and 95% 
prediction interval provided as 8.02 g and 

15.735 g, respectively. 

 
Fig.1. Fishbone diagram of a shipment decision 

algorithm 

 
Fig. 2. Web framework for shipment decision 

 
Fig. 3.  GPR prediction for halibut growth 
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For market price prediction, many-to-one 
LSTM is selected as it is widely used for time-
series prediction. The corresponding LSTM 
models are designed to predict different market 
prices for multiple representative weights such as 
500 g, 1 kg, and 1.5 kg, respectively, due to the 
characteristic that the market price per unit 
weight varies depending on the weight of halibut. 
Local market prices of halibuts from Korea 
Maritime Institute are utilized for LSTM 
modeling and its accuracy of prediction is 
compared by changing the input sequence length 
to 3, 6, and 12 which correspond to the previous 
3, 6, and 12 months respectively, as presented in 
Table 1.  

In aquaculture, given the influence of seasonal 
external factors and other variables, monitoring 
intervals that are excessively short may fail to 
capture these dynamic processes adequately. On 
the other hand, overly long intervals may result 
in the averaging of diverse factors, leading to a 
reduction in accuracy. Furthermore, depending 
on growth rates of halibuts, sorting and shipment 
of halibuts proceeds within 3, 6 or 12 months 
with seed stocking typically occurring twice a 
year on an annual basis. Thus, among sequence 
lengths, the lengths of 3, 6, 12 for datasets are 
selected for market price prediction. And the 
length of 6 months suggests the lowest MSE as 
presented in Table 1. 

Table 1.  Design parameters of LSTM prediction 
model and performance 

LSTM type Many-to-one 
Number of LSTM layers 2 
Number of LSTM hidden units 10 
Split ratio of training, validation, 
and test set 60:20:20 

Number of training epochs 1000 
Learning rate 0.005 
Training batch size 64 
Cost function L2 Loss 
Optimizer Adam 
Sequence Length 3 6 12 

MSE 24.549 24.091 26.939 

Lastly, based on the growth model and market 
price model designed earlier, we propose a 
revenue and net profit model with a cost model 
as follows:  

 represents the total revenue of halibuts m 
months later, formulated as: = ∑ × × _  (1) 

where cdfm signifies the cumulative distribution 
function derived from GPR predictions, ki 
denotes the border value of an interval within 
weight class i, X represents the average weight of 
halibuts, _  is the price corresponding to 
weight class i, and  is the total number of 
halibuts in a targeted fish farm. 

 presents the net profit of halibuts m months, 
formulated as follows: = −   (2) 

where  means operational costs, including 
workforce, feeding, and fuel costs, as 
meticulously outlined in [6].  

3. Conclusions 
In conclusion, our paper proposes an 

integrated framework using GPR, LSTM, and 
statistical forecasting to optimize fish species 
shipment timing in land-based fish farms. This 
solution addresses information imbalances 
among fish farmers, ensuring efficient operations, 
minimizing resource waste, and maximizing 
productivity and profitability. The framework's 
adaptability to various fish species and modular 
structure further enhance its utility. 
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Abstract 

 
This paper presents the results of designing wafer alignment system using a FPGA for application to 
vision inspection equipment based on template matching algorithm software. As semiconductor 
processes become finer, a high-speed template matching system for vision inspection equipment is 
required to process high-resolution images repeatedly and quickly. Current software-based vision 
inspection systems have limitations in processing high-resolution images at high speed. To improve 
these problems, we propose a FPGA-integrated automatic wafer alignment system has low-latency, 
high-speed image template matching method optimized for real wafer alignment mark image. we 
change the conventional OpenCV-based software with an algorithm optimized on a hardware 
architecture and implement to the FPGA, then presents verification results.  
 
 
Keywords: Wafer alignment system, Normalized Cross Correlation, Template matching, Vision 
inspection, FPGA-integrated  

1. Introduction 
In semiconductor manufacturing, wafer 

alignment system is an important subsystem for 
wafer probing, it is a high-precision equipment 
that can detect wafer alignment key using optical 
image processing and correct wafer position 
automatically [1,2]. Recently, as semiconductor 
processes become finer, the demands of higher 
and faster automatic vision inspection method 
have increased significantly as the quality 
control of manufacturing process had become 
increasingly important. Using the vision method, 
the aligner could reduce the process steps and 
time required for wafer inspection, as well as 
unexpected problems caused by the operators 
during manufacturing.  

The accuracy of the template matching 
algorithm for locating the marker and the data 
processing speed of the software play an 
important role. However, this induces a 
significant increment in computational cost 
because several similarity calculations 
considering the targeted angle steps with rotated 
template version must be done at each position of 
the detected region.  

In this paper, we propose a dedicated hardware 
architecture has been designed to implement the 
hardware-processed template matching 
algorithm applying it to an FPGA. To simplify 
the calculation procedure, an optimization 
strategy based on target image size has been 
applied in the full exhaustive search template 
matching procedure to check the primary search 
area and increase by stages to the entire search 
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area. We build wafer alignment system 
equipment and present the results of 
implementation through tests using FPGA board. 

2. Hardware Architecture of Template 
Matching 

This chapter describes the procedure of 
converting detailed template matching 
algorithms used based on OpenCV into hardware 
architecture. Fig. 1 shows the process structure 
of template matching algorithm. 

 

Fig. 1. Process structure of template matching 
algorithm 

 
We apply a Gaussian pyramid to captured 

image of wafer in real-time and stored align mark 
images and compare the features. It performs a 
first phase called a top layer search, by rotating 
the input image through various angles to extract 
approximate navigation points at low resolution. 
The selected angle in the smallest resolution 
image determines the number of searches, 
followed by affine transformation, template 
matching, and normalization. Second phase, it 
performs a pyramid search, which is a precise 
comparison of the pyramid images based on the 
results of the adjacent angle of the first phase. 
Therefore, angle generation is an important 
process that determines the amount of 
computation. 

 

Fig. 2. PS/PL block of FPGA 
 

In order to improve the overall processing 
speed, the build image pyramid and the matching 
block were processed by FPGA's PL, and 
rotation block was processed by the PS, as shown 
in Fig. 2. The build image pyramid and the 
matching block can process each pixel of the 
Image sequentially, allowing high-speed 
memory access and parallel processing of 
consecutive pixels, which can increase speed 
when processed by PL. The rotation block is 
advantageous to process on PS due to its high 
number of modifications and poor continuity of 
memory access coordinate values. 

 

Fig. 3. Block of convolution control 
 

Reading image data from memory is stored in 
line buffer. There are 5 convolution line blocks, 
so multiplication of 5 lines can be processed 
simultaneously. Even within the convolution line, 
multiplication of 5 pixels is processed at once 
and added. So, one pixel is output for each clock 
as shown in Fig. 3. Using the pyramid image 
generation block above, create pyramid images 
in several layers as shown in Fig. 4. 

 

Fig. 4. Pyramid image layer generation 
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Fig. 5 shows process of matching block that is 
optimized for reducing computation. First, read 
the target image from memory and stored in the 
buffer. Next, only the size of the target image's 
height required for matching, not the entire 
source image, is read from memory and stored in 
the buffer. Matching algorithm is applied by 
multiplying and adding each pixel by the entire 
target image of the buffer and the target image 
size of the source image. 

 

Fig. 5. Process of template matching  

3. Hardware Implementation  
 We developed system implementation apparatus 
which consists of vision module, 3-axis 
motorized stage and controller, as shown in Fig. 
6. The NCC template matching system is 
implemented and evaluated on Xilinx ZCU104 
development board.  

 

Fig. 6. Configuration of wafer alignment system 
 
In the alignment system of Fig. 6, the alignment 

result values between the conventional reference 
software and the FPGA designed in this paper 
were summarized for five items. Table 1 shows 
the result of commercial SW and Table 2 shows 
the result of FPGA that can be seen that the 
processing time is faster. In addition, as a result 
of optimizing the angle step for the removal of 
the function and implementation of the hardware, 
the angle deviation was decreased. 

Table 1. Alignment result of commercial SW 

Actual 
Angle (°) X Y Measured 

Angle (°) 
Angle 

Deviation (°) 
Process 
Time(s)

-0.2 717.843 538.492 -0.12 0.07 0.507
-0.3 715.856 536.346 -0.35 0.05 0.550
-0.4 713.991 535.304 -0.35 0.04 0.610
-0.5 713.104 534.033 -0.45 0.04 1.370
-0.6 711.041 533.288 -0.58 0.01 0.619
-0.7 710.036 532.254 -0.58 0.11 0.662
-0.8 707.032 530.048 -0.91 0.11 0.823
-0.9 706.048 529.048 -0.91 0.01 0.534
-1.0 704.996 528.332 -0.90 0.09 0.767

 

Table 2. Alignment result of FPGA 

Actual 
Angle (°) X Y Measured 

Angle (°) 
Angle 

Deviation (°) 
Process 
Time(s)

-0.2 721.000 540.250 -0.24 0.04 0.092
-0.3 719.000 537.750 -0.36 0.06 0.079
-0.4 717.000 536.750 -0.36 0.04 0.081
-0.5 716.500 535.750 -0.48 0.02 0.084
-0.6 714.000 535.250 -0.60 0 0.076
-0.7 712.500 533.750 -0.72 0.02 0.087
-0.8 710.000 532.250 -0.84 0.04 0.076
-0.9 708.500 530.500 -0.96 0.06 0.086
-1.0 708.500 530.250 -1.02 0.02 0.090

4. Conclusions 
In this paper, we design a hardware 

architecture applying in FPGA based on the 
template matching software used in the wafer 
alignment system and present the results of 
experiments on actual equipment. In order to 
accurately and quickly process high-resolution 
images, it has limitation as software-based 
process. Therefore, high-speed template 
matching based on FPGA is required, and 
experimental results have confirmed its fast 
operation with minimal angular deviation.  
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Abstract 

 
IoT middlewares are now supporting AI features and being used in AIoT systems. As a core AI feature, 
AI model management functionality has been designed and implemented for model registration and 
deployment to a field device in AIoT systems. Compare to the previoius works, in this work several 
aspects have been enhanced. Firstly, multi-model deployment is supported for one device. Secondly, 
REST resources are defined to manage model deployments which includes model running status. Also, 
implementations provded improved AI model management is a viable solution for AIoT systems.  
 
 
Keywords: AI, AIoT, oneM2M, Radar Sensor, Radar Eye 
 

1. Introduction 
IoT (Internet of Things) has been converging 
with other technologies such as AI and digital 
twin. oneM2M as the IoT middleware global de 
facto standard is also evolving as AIoT (AI + 
IoT) platform in the upcoming Release 5. Many 
use cases were collected and new requirements 
were derived [1].  
One of the key use cases that AIoT platform can 
offer is dataset management. To build 
AI-enabled services, datasets which are merge of 
multiple IoT sensor measurements are needed to 
train AI/ML models and inference inputs from 
the sensors [2]. An AIoT platform also provide 
an AI/ML model management feature. For 
AI-based services, IoT data is used for AI models 
performance measurements, and after some 
enhancements, new models are deployed again 
[3]. As the extension to oneM2M standard 
platform, AI model repository and deployment 
management capability for AIoT devices has 
been implemented [4]. However, it considered a 

single AI model deployment to a device as the 
first prototype. 
In this paper, we propose enhanced AI model 
deployment mechanism which can support 
multiple models for a device with one or more 
IoT sensor input(s). 

2. AI Model Deployment Interface 

2.1 Requirements 
In the previous work, an AI model deployment 
command was simply represented with the 
resource identifier of the AI model resource 
under the AIoT device representing resource. In 
this work, multiple AI models can be deployed to 
a remote AIoT device which may have one or 
more IoT sensors attached. A deployment 
information can indicate the input data for 
inference which is a data sharing resource (e.g., 
<container> resource) and inference result 
storage as well as AI model resource identifier. 
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2.2 Resource design and procedures 
The two types of resource types are defined for 
the model deployment: each deployment 
information and its collection. The resuorce type 
for the collection of deployements is 
modelDeployments (mdp) which has meta 
information for number of deployed, running, 
stopped models individually. The deployment 
(dpm) is the resource type for a deployment. 
 

Table. 1.  Attributes of an <deployment> resource 

attribute  description 

modelID (moid) ID of the AI model resource 

inputResource 
(inr)  

ID of the inference input 
resource 

outputResource 
(our) 

ID of the inference result 
storage resource 

modelStatus 
(mds) 

AI model status (deployed, 
running, stopped) 

 
Table 1 summarizes the attributes of the 
deployment resource type. Like the previous 
work, AI model is contained in a separate 
resource and a deployement resource refers that 
model resource with modelID. Input resource 
can indicate several resource types. When 
<container> and <timeSeries> resources are 
indicated, their lastest <contentInstance> and 
<timeSeriesInstance> resources are served as 
input to the model. This can be a raw data 
instances from an IoT sensor but also can be a 
dataset merging several sensor reading resources 
[2]. When a new <deployement> resource is 
created, the modelStatus is set as deployed by 
default. After that as a management command, 
user can send an update request for the resource 
which sets the status as “run” or “stop” then the 
status gets updated as “running” or “stopped”, 
respectively. 

3. Implementation and Deployment  
The new resource APIs implementation enabled 
interworking between the AIoT platform and the 
service portal. The AIoT device equiped one 
radar sensor and receives new deployments with 
the exisining subscription/notification feature. 
Fig. 1 shows how the new resource APIs can be 
used for AIoT devices. A preprocessed radar 
sensing data instance in “sensor1” resource is the 
same input data for three different model 
deployments. 

This example describes the benefits of multiple 
model deployment support capability. With the 
same sensor measurement, material detection 
and counting model can separately run. Also, 
two counting models with different training 
parameters or datasets can run together and their 
inference results stored in different target 
containers. Then the performance can be 
compared later with the results stored in the 
AIoT platform. 
 

 
Fig. 1.  Example deployment resources usage  

4. Conclusions 
In this paper, we present more flexible and 
practical AI model deployment management 
method than previous work. This was 
implemented as the additional oneM2M APIs 
and adopted into the AIoT platform. With this 
platform, more than one model can be deployed 
to an AIoT device which may have more than 
one sensor attached. Also, the inference input 
data can link to any data sharing resources 
including a dataset of multiple sensor 
measurement mashup as well as individual 
sensor reading resource. 
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Abstract 

 
The ubiquity of WiFi networks presents an unobtrusive opportunity for human activity recognition, a 
significant facet in the progression of intelligent systems. This paper introduces an innovative technique 
that integrates Sinusoidal embedding with Multilayer Perceptron (MLP) neural networks to interpret 
Channel State Information (CSI) for the purpose of detecting human actions. Sinusoidal embedding 
transforms low-dimensional CSI subcarrier values into a high-dimensional feature space, capturing 
intricate signal variations, which in turn facilitates a more detailed representation for neural network 
processing. We evaluate the proposed method on the NTU-HAR dataset, consisting of six distinct 
human activities captured via WiFi CSI. The results exhibit a significant improvement, where the 
sinusoidal embedding-augmented MLP model achieved an accuracy of 98.7%, outperforming the 
conventional vanilla MLP model's accuracy of 96.9%. This enhancement underscores the potency of 
leveraging high-dimensional feature spaces to improve pattern recognition within CSI data. The 
demonstrated efficiency of our proposed model suggests its potential for seamless real-world 
implementation in intelligent environments for accurate and non-invasive action recognition, paving the 
way for future advancements in real-time and dynamic applications.  
 
 
Keywords: WiFi sensing, channel state information, human action recognition, deep learning, neural 
network 
 

1. Introduction 
As the digital era advances, wireless 
communication systems are experiencing an 
ever-increasing demand for data traffic. In 
response, Multiple Input Multiple Output 
(MIMO) technology [1], coupled with 
Orthogonal Frequency Division Multiplexing 
(OFDM) [2], has evolved, delivering 
exceptionally high spectral efficiency. A prime 
benefit of this technology is the provision of 
Channel State Information (CSI), which 
intricately captures the signal path quality 

between transmitting and receiving antennas. 
The comprehensive details within CSI assist in 
mapping signal propagation through various 
environments, leading to the development of 
sophisticated WiFi-based radar technologies that 
detect human movement using advanced signal 
processing and machine learning techniques [3]. 

Among the suite of tools for interpreting signals 
in wireless systems, the Multilayer Perceptron 
(MLP) is distinguished as a foundational neural 
network architecture. The MLP comprises 
several fully connected layers, where each 
neuron's output is processed through an 
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activation function. The journey begins with the 
input layer, which readies data for the hidden 
layers that follow, thereby incrementally refining 
the signal. This process culminates in the output 
layer, which categorizes the inputs into 
recognizable outputs. 

This paper presents an innovative approach that 
utilizes Sinusoidal embedding techniques to 
convert CSI subcarrier values into high-
dimensional features for MLP processing, 
particularly aimed at CSI-based action 
recognition. This method ingeniously overcomes 
the challenges posed by the lower-dimensional 
structure of conventional WiFi CSI subcarrier 
information, significantly enhancing the system's 
ability to identify human actions. 

2. Proposed Method 
The foundation of our method is the application 
of sinusoidal embedding to augment Channel 
State Information (CSI) derived from WiFi 
systems for human action recognition. This 
section elaborates on our proposed method, 
describing the embedding transformation process 
and the subsequent classification using a 
Multilayer Perceptron (MLP). 

2.1 Sinusoidal Embedding of CSI Data  
Sinusoidal embedding is a technique that projects 
low-dimensional data into a higher-dimensional 
space using sinusoidal functions. When it comes 
to WiFi CSI, each subcarrier's value is 
traditionally presented in a lower-dimensional 
space, potentially failing to capture the complex 
variability necessary for accurate action 
recognition. To rectify this, we apply a sinusoidal 
function to each subcarrier value, transforming it 
into a high-dimensional feature space. This 
embedding involves mapping the real and 
imaginary components of the CSI onto a 
sinusoidal wave, thereby encoding positional 
information in a way that preserves the data's 
periodicity and phase information. 

The transformation is defined mathematically by:  = sin , cos , … , sin , cos , 

where  is the CSI subcarrier value and  
determines the dimensionality of the embedding. 
The choice of  is pivotal as it dictates the 

granularity and the resolution of the embedding, 
balancing between computational efficiency and 
the richness of the feature representation. 

2.2 WiFi Human Action Sensing 
After transforming the CSI data via sinusoidal 
embedding, the high-dimensional features are 
fed into an MLP for classification. The MLP 
architecture consists of multiple layers: an input 
layer that receives the embedded features, several 
hidden layers that extract and abstract the 
complexities of human actions, and an output 
layer that associates the learned features with 
specific action categories. 

The MLP utilizes a supervised learning approach 
to identify patterns within the sinusoidal-
embedded CSI data that correlate with distinct 
actions. During training, the network adjusts its 
weights through backpropagation, reducing a 
loss function that measures the discrepancy 
between the predicted action categories and the 
actual labels.  

2.3 Implementation and Training 
In our implementation, the MLP includes three 
hidden layers with ReLU activation functions to 
introduce non-linearity, which enables the model 
to capture more complex functions. The output 
layer employs a softmax activation function, 
offering a probabilistic interpretation of the 
action predictions. The network is trained using 
a categorical cross-entropy loss function and 
optimized with an Adam optimizer. The 
hyperparameters are carefully tuned to optimize 
the balance between learning speed and 
convergence stability. 

Through this proposed methodology, we 
demonstrate that sinusoidal embedding 
significantly enriches the feature space of WiFi 
CSI data, thereby allowing the MLP to detect 
subtle patterns indicative of human actions with 
increased accuracy. The subsequent sections will 
present experimental results that support the 
effectiveness of this method. 

3. Experimental Result 
We evaluated the sinusoidal embedding-based 
Multilayer Perceptron (MLP) model for human 
action recognition using WiFi Channel State 
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Information (CSI) on the NTU-HAR dataset, 
which consists of WiFi CSI measurements for six 
different human activities. 

3.1 Dataset Description  
The NTU-HAR dataset includes WiFi CSI data 
collected from three antennas, with each CSI 
measurement consisting of 114 subcarriers 
sampled over 500 time intervals. The dataset is 
categorized into six classes that represent 
different actions: boxing, circling, cleaning, 
falling, running, and walking. This classification 
allows for effective training and evaluation of 
action recognition models. For our experiments, 
the dataset was divided into 936 training samples 
and 264 testing samples, ensuring ample data for 
the model to learn from and a separate set for 
assessing performance. 

3.2 Model Performance and Comparison 
We compared two models: the proposed WiFi 
CSI-based human action recognition model 
incorporating sinusoidal embedding, and a 
conventional vanilla MLP model. The proposed 
model was designed to transform the 3 x 114 x 
500 CSI data into a high-dimensional feature 
space prior to classification by the MLP, whereas 
the vanilla MLP processed the CSI data without 
any embedding. 

The experimental results are summarized as 
follows: 

 The proposed sinusoidal embedding-based 
MLP model achieved an impressive action 
recognition accuracy of 98.7% on the test 
set. 

 The vanilla MLP model, without sinusoidal 
embedding, demonstrated a lower accuracy 
of 96.9%. 

These results demonstrate a significant 
advantage of the proposed method over the 
conventional approach, underscoring the 
effectiveness of sinusoidal embedding in 
enhancing the representation of human actions 
from WiFi CSI data. 

3.3 Experimental Result Analysis 
The improvement of 1.8 percentage points in 
accuracy with the proposed model highlights the 
potential of sinusoidal embedding to enrich the 

feature representation of WiFi CSI data. The 
generated high-dimensional space from the 
embedding allows for a more detailed and 
complex representation of the data, enabling the 
MLP to differentiate subtle distinctions between 
various actions. The precision improvement is 
especially important in applications where 
accuracy is critical, such as fall detection systems 
for the elderly. 

Additionally, the high level of accuracy achieved 
by the proposed model suggests its suitability for 
real-world deployment in scenarios where non-
intrusive action recognition is beneficial. The 
model's robustness in accurately differentiating 
actions promises advancements in the 
development of intelligent environments that can 
respond to human activities. 

4. Conclusions 
In conclusion, this work has verified the 
enhanced capability of a sinusoidal embedding-
augmented MLP over a vanilla MLP in 
recognizing human actions from WiFi CSI data, 
improving accuracy from 96.9% to 98.7%. This 
underscores the value of high-dimensional 
feature spaces in capturing complex patterns 
within CSI signals. The practical outcomes of 
these findings offer promising applications in 
intelligent environments where precise and non-
intrusive action recognition is essential. Future 
endeavors will focus on optimizing this approach 
for real-time applications and expanding its 
applicability to more complex and dynamic 
settings. 
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Abstract 

 
This paper presents an experimental results of melody extraction for non-vocal music. Many melody 
extraction algorithms are interested in singing melody, but our concern is non-vocal music. To extract 
melody of non-vocal music, experiments using various training sets and an existing algorithm are 
performed. In our experiments, it is verified that changing training set with the algorithm, which is 
developed for singing melody, lead to performance enhancement for non-vocal music.  
 
 
Keywords: Melody extraction, non-vocal music 
 

1. Introduction 
Automatic melody extraction extracts 
frequency-based representation of the dominant 
melody (i.e., frequency values of the frames) 
from music clips, generally polyphonic music 
recordings [1,2]. The challenges and approaches 
of early researches can be found in [2]. The early 
researches commonly are based on spectral 
representation and peak selection [2]. The recent 
researches are based on training-test structure 
[1,3,4]. Since there are many melodies in 
polyphonic music, for successful melody 
extraction both finding dominant melody and 
extracting frequency value from the melody are 
essential. The definition of dominant melody is 
not clear. It can be differed depending on the 
music. However, recent researches focus singing 
melody extraction [3,4], thus their performance 
for non-voal music will not be  acceptable.  
With the state-of-the-art algorithm which aims to 
extract singing melody, we tested melody 

extraction of non-vocal music clips. We used 
Tone-Octave Network (TONet) algorithm [3], 
and it is thought that its property of extracting 
singing melody comes from training set, not the 
structure of the algorithm.  Thus, we tested 
various training sets including non-vocal music 
with the algorithm, and the results are presented 
in this paper. 

2. TONet algorithm 
TONet algorithm was proposed in 2022, and it 
improves both tone and octave perceptions 
introducing three new ideas [3].  First, based on 
the combined frequency and periodicity 
representation (CFP), Tone-CFP (TCFP) is 
introduced. With TCFP, convolutional layer can 
capture harmonic relationships in its receptive 
field. Second, new scheme that deals with tone 
and octave separately is proposed. Third, a 
variety of existing backbones can be applied to 
TONet, and the TONet allows the use of three 
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different backbones: MCDNN [8], MSNet [9], 
and FTANet [4]. The results in [3] show TONet 
improve the singing voice extraction 
performance. However, it can not find the results 
related to non-vocal melody extraction.  

3. Experimental results  
We used various combinations of existing 
datasets for training, and non-vocal music clips 
in ADC2004 and MIREX05 datasets are used for 
test. Various training sets used in our 
experiments are shown in Table 1. Among 
existing datasets, MIR-1K is much bigger than 
others and it does not have non-vocal music [5]. 
There are vocal and non-vocal music in Medley 
DB [6]. ORCHSet[7] and TinySOL have only 
non-vocal music data, but their sizes are 
relatively very small. Training set T1 is same as 
training set used in [3], which means T1 is 
suitable for vocal melody extraction. 
 
Table 1. Training dataset (V means Vocal, and 
NV means Non-vocal.) 
T1 V MIR-1K + Medley(V) 
T2 NV Medley(NV) 
T3 V+NV MIR-1K + Medley(all) 
T4 NV ORCHSet+TinySOL 
T5 NV ORCHSet+ Medley(NV) 
T6 V+NV ORCHSet+ Medley(NV)+ 

MIR-1K 
 
In our experiments FTANet was used as a 
backbone model of TONet. In [3], results for 
three backbone models are presented, and the 
performance using FTANet is better than others. 
In general, various metrics including raw pitch 
accuracy (RPA), raw chroma accuracy (RCA), 
voicing recall (VR) and voicing false alarm 
(VFA) have been used in melody extraction. But, 
in this paper only overall accuracy (OA) is used. 
In the literature, OA is often considered more 
important than other metrics [2,3]. 
The experimental results are shown in Table 2. 
The case using T1, which is well performed for 
vocal melody extraction [3], shows bad result. 
Since data size is too small T4 leads to the worst 
result. Training with only non-vocal data leads to 
the better results than training with T1. It is 
varified that the property of training data, either 
vocal of non-vocal, has an effect on the 
performance. However training data size also 

plays a prominent part. We cannot obtain 
sufficient non-vocal data, thus T6 which 
combines MIR-1K and T5 gets the best result.  
 

Table 2. Overall  accuracies 
Training set OA 

T1 62.112 
T2 66.8845 
T3 70.6898 
T4 52.9815 
T5 71.2585 
T6 73.1451 

4. Conclusions 
In this paper, we present the experimental results 
of non-vocal melody extraction. Based on 
TONet algorithm, which aims to extract singing 
melody, the performance of extracting non-vocal 
melody is studied. The original version of TONet, 
which is trained using vocal dataset leads to 
unsatisfactory result. But the performance gets 
better with training of non-vocal music dataset. 
Merging the more datasets and verifying the 
results after training with the dataset are our 
future works.  
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Abstract 

 
This paper proposes a video surveillance system data interface for interoperability of data, video data 
and event analysis results, with a heterogeneous physical security system that can’t acquire the 
video-related data. In this paper, the heterogeneous physical security system means two systems: 
biometrics-based physical access control system and security sensor system. In detail, it describes the 
range, data, and requirements for interoperability between video surveillance systems and 
heterogeneous physical security systems, and defines the architecture, processes, and messages. The 
interoperability process is defined by key steps and functions, and the detailed specifications of 
messages are defined in data formats for request and response data for data interoperability. 
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1. Introduction 
Existing video surveillance systems have a single 
system structure that provides security services 
by analyzing objects and events using CCTV 
images. Although a deep learning has improved 
its performance significantly, false alarm and 
non-detected errors still occur. In order to 
overcome these performance limitations and 
provide more diverse and intelligent security 
services, a linked system structure that utilizes 
externally data and control information based on 
connections with heterogeneous sensors, devices, 
and platforms is attracting attention. In order to 
implement such an interconnected security 
system, it is necessary to transmit the data held 
by individual systems to the outside in a 
standardized way, and at the same time receive 
necessary information from the outside and 
apply it to new services [1]. 

 

This paper proposes a data interface standard for 
interoperability of video and video analysis data 
and defines data interface specifications for 
collection, analysis, control, and authority 
between video surveillance systems and 
heterogeneous physical security systems. In 
detail, it describes the scope of interoperability, 
interoperability information, and requirements 
between video surveillance systems and 
heterogeneous physical security systems, and 
defines interoperability structure, procedures, 
and messages. The interoperability procedure is 
defined by major steps and functions, and the 
interoperability message defines the detailed 
specifications of messages sent and received for 
data interoperability. 
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2. Interoperability of Video 
Surveillance System 

2.1 Interoperability Information 
Interoperability information in the video 

surveillance system is divided into raw data, 
analysis data, and control information, as shown 
in Fig. 1. The collected data from video camera 
devices is images, and information such as 
camera ID and video access URL is 
interconnected. Analysis data provides 
video-based event analysis information for 
abnormal situations such as arson and loitering, 
and information such as camera ID, event 
occurrence time, event name, and event UUID is 
interconnected. Control and management 
information refers to control/management 
information of a controllable video camera 
device. Control information includes detailed 
control function information such as PTZ control, 
and management information includes 
information such as camera ID and camera 
installation location. 

Fig. 1.  Interoperability Information 

 

2.2 Interoperability Structure 
The interoperability structure for data 
interoperability between video surveillance 
systems and heterogeneous physical security 
systems is structured as shown in Fig. 2 based on 
interoperability interfaces and communication 
protocols. Defined procedures and message 
formats are used for interoperability based on the 
HTTP protocol, and device interconnect 
interfaces and product protocols supported by the 
camera are used for interoperability between 
video surveillance systems and video camera 
devices. 

2.3 Interoperability Procedure 
The detailed procedure for data interoperability 

between video surveillance system and 
heterogeneous physical security systems consists 
of four steps, as shown in Fig. 3. The 
interoperability process begins after exchanging 
registration and interoperability information 
between systems that support interoperability.  
Step 1 is to authenticate the user for 
interoperability, Step 2 is to exchange system 
information, Step 3 is to exchange video data, 
and Step 4 is to exchange video analysis 
information. 
 

 

Fig. 2. Interoperability Structure 
 

 

Fig. 3.  Interoperability Procedure 

2.4 Interoperability Message Format 
Messages used to interoperability video 
surveillance systems are defined as shown in 



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   175 

Table 1. The processing results of detailed 
messages in this paper are defined using the 
response codes defined in Table 2. 

Table 1. HYPER-PARAMETERS VALUES 
EXPLORED 

Functions Message Format 
User 

authentication 
AuthenticationRequest 

AuthenticationResponse 
Transfer support 

features 
CapabilitiesRequest 

CapabilitiesResponse 

Camera list  
CameraProfilesRequest 

CameraProfilesResponse 

Stored video list  
StoredVideoInfosRequest 

StoredVideoInfosResponse 
Stored video 
transmission  

StreamURLsRequest 
StreamURLsResponse 

Real-time video 
transmission  

ReplayURLRequest 
ReplayURLResponse 

Real-time video 
event analysis  

RealtimeVideoEventInfosRequest
RealtimeVideoEventInfosResponse

Stored video 
event analysis  

StoredVideoEventInfosRequest 
StoredVideoEventInfosResponse 

  

Table 2. COMMON RESPONSE CODES 

Code Description 
200 Success 
201 No information 
400 Wrong request 
401 Authentication error 
402 Token expiration 
403 No permission 
404 No device 
405 Not supported 
501 Server error 
502 DB error 
999 Other errors 

3. Conclusions 
In this paper, we proposed a data interface 
standard for interoperability of video and video 
analysis data and defined data interface 
specifications for collection, analysis, control 
between video surveillance systems and 
heterogeneous physical security systems. And 
we described the scope of interoperability, 
interoperability information and interoperability 
structure and messages formats.  
Based on the interoperability standards defined 
in this paper, it is expected that an efficient data 
interoperability will be possible. It is expected 
that this will enable the implementation of more 
diverse and intelligent security services. 
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Abstract 

 
In this paper, we talk about reactive power characteristics and compensation according to voltage 
regulation in low voltage premises systems. Through 10% voltage regulation simulation, the change in 
reactive power required by the load is examined and the need for reactive power supply is confirmed. 
In addition, methods of reactive power supply are examined, and in the process, what form of reactive 
power supply is currently being performed in the premises system, and how the experimental 
environment is configured and compared. Finally, we briefly introduce the design of the reactive power 
compensator to be tested directly in the future work. 
 
 
Keywords: Reactive Power, Low Voltage, Conservation Voltage Reduction, Static Var Generator, 
Inverter 
 

1. Introduction 
In recent years, there has been an increasing 
demand for a conservation voltage reduction 
technology for controlling load equipment to be 
operated at an optimal efficiency voltage for the 
purpose of improving energy efficiency in the 
industry. At this time, it is also important to 
maintain the operating characteristics of the load 
while taking advantage of power saving through 
voltage regulation. Therefore, in this paper, We 
would like to introduce research on reactive 
power characteristics according to voltage 
regulation in low voltage premises 
systems(industry, builing) and talk about reactive 
power compensation, which is one method of 
voltage regulation. 

2. Reactive Power Characteristics 
According to Voltage Regulation 

The Conservation Voltage Reduction (CVR) is a 
principle in American National Standards 
Institute (ANSI) Standard C84.1 that sets the 
voltage range of auxiliary terminals of 
transformers so that an acceptable voltage band 
can operate without harming household 
appliances [1]. For the simulation of normal 
operation, the induction motor most widely used 
in industrial sites was selected as the 
representative system for the industrial premises. 
The load was simulated by dividing it into two 
cases, a constant impedance load and a constant 
torque load, and the configuration is shown in 
Figure 1 below. 



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   177 

 

 

Fig. 1.  PSIM Simulation schematic 
 
As a result of the simulation, voltage regulation 
is achieved and the benefit of reducing the active 
power under constant impedance load can be 
seen in Fig. 2. At this time, when 22.9kV is 
stepped down to 400V and controlled at 360V 
through 10% voltage regulation, it is a condition 
of the premises system where an induction motor 
with an output of 200kW is driven. 
 

 

Fig. 2. PSIM Simulation result graph 

At this time, it is necessary to supply increased 
reactive power from the reactive power 
compensator to maintain a constant torque. In the 
case of an induction motor with constant torque 
operation, reactive power increases, which is a 
characteristic that appears due to an increase in 
reactive current to maintain a constant torque. It 
can also be seen that the power factor of the entire 
premises system may be deteriorated due to the 
increased reactive power, and thus reactive 
power is required to be supplied at the same time 
at the transformer stage where voltage regulation 
is performed. 

3. Currently Operating Reactive 
Power Compensation Method 

3.1 Capacitor Bank 
A capacitor bank applied to the building’s 
premises system is first installed at the substation 
equipment stage to supply reactive power, and a 
capacitor bank additionally installed in the 
equipment with a large load at the distribution 
board to compensate for the reactive power last. 
 

3.2 Limitation of Capacitor Bank 
As a result of checking the energy diagnosis 
report of the building, which is the premises 
system, it was managed with an average power 
factor of 99% and 98% in 2019 and 2020, 
respectively. However, the power quality 
between the distribution board and devices in the 
distribution board of the air conditioning room 
where the air conditioning facilities on the 4th 
floor are in operation. We can see that the power 
factor drops to about 0.7 after the power factor 
improvement point. 

4. Proposed Reactive Power 
Compensation Method 

4.1 Compensation Plan 
Recently, inverter type SVG (Static Var 
Generator) devices are increasing. It is located 
close to the load and has the advantages of fast 
response to required reactive power, high 
efficiency, continuous linear compensation, 
power factor improvement, as well as distortion 
and harmonics improvement [3]. The SVG 
reference model was installed close to the air 
handling unit AHU (Air Handling Unit) to 
observe changes in reactive power. In Figure 3 
below, the power factor was 0.715 during AHU 
operation, and it can be seen that the power factor 
is improved to about 0.971 when the target value 
of SVG is set to 0.95. 
 

 

Fig. 3. SVG reference model operation status 
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4.2 Determination of Range 
Among domestic low-voltage induction motors, 
the maximum output of motors in the economical 
range was set at 200kW. In addition, the reactive 
power adjustment range and capacity were based 
on the case where the efficiency and power factor 
values before and after improvement were 
substituted. = (tan − tan ) 
(At this time, since  corresponds to the input of 
the motor, not the motor output, the efficiency 
must be reflected.) = 200 × 1.1 × (0.90 − 0.80) = 22 [kVAR] 

If a reactive power compensator with a capacity 
of 50 kVAR is determined, reactive power 
equivalent to two 200 kW motors can be supplied. 

4.3 Specifications of Compensator 
Compared to the 2-level inverter, the 3-level 
inverter has a smoother output waveform, lower 
switching loss and higher level, which has 
advantages in waveform, voltage, and loss due to 
the operating characteristics of the elements, but 
also has the disadvantage of increasing the 
number of elements [2]. An Active Neutral Point 
Clamped (ANPC) inverter has a structure in 
which the neutral point diode of an NPC (Neutral 
Point Clamped) inverter is changed to a 
switching element such as an IGBT, and can 
actively determine the current path. 

Therefore, in this paper, the ANPC structure, 
which can reduce the advantages of multi-level 
and harmonics and heat, is used as an inverter 
topology. Assuming that the rated voltage on the 
DC side is 800 V in determining the IGBT 
specifications, design the specifications with an 
IGBT module rated at 650V and 150A with a 
safety margin. 

The harmonic reduction design through the LCL 
filter to meet the voltage distortion standard is 
shown in below. Each element represents the 
inductance of the inverter side, the inductance of 
the grid side, the capacitance of the filter, and the 
equivalent series resistance, and is calculated 
based on the maximum allowable range in 
calculating the capacity of the elements. 
 = 43.86 × 10  [H] 

= 23.21 × 10  [F] = 2.08 × 10  [H] = 23.44 × 10  [Hz] 

It can be seen that the resonant frequency  
falls between 10 times the grid frequency and 1/2 
times the switching frequency. 

5. Conclusion 
In this paper, we talked about reactive power 
characteristics and compensation according to 
voltage regulation in low voltage premises 
systems. The required reactive power increased 
according to voltage regulation, and among 
various methods, it was confirmed that the SVG 
device capable of supplying reactive power close 
to the load linearly compensated the power factor 
up to the terminal device the best. 

In the future work, with the selected topology and 
filter, we intend to fabricate a voltage inverter 
type reactive power compensator using power 
electronic devices such as IGBT (Insulated Gate 
Bipolar Transistor). In addition, with the 
manufactured reactive power compensator, 
various control methods and scenarios are 
planned to expand into research on cooperative 
control of reactive power for effective CVR in 
low voltage premises systems. 
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Abstract 

 
Blockchain, a key technology in the Fourth Industrial Revolution(4IR), is advancing by providing 

users with high reliability through decentralized ledger management and consensus. While its 
application is expanding in various fields, including finance, logistics, healthcare, and public sectors, it 
brings about new security risks. Despite the adoption of blockchain as a means to protect user privacy, 
security risks related to user behavior and psychological states persist. 

In this context, this study focuses on the psychological characteristic of risk perception among users. 
Through the analysis of the psychometric paradigm, practical strategies and methods to enhance 
security from the usability perspective of blockchain platforms are proposed. Additionally, by 
categorizing users into experts, laymen, and students, diverse security enhancement measures are 
compared and suggested. The aim is to understand the psychological states and behaviors of various 
users, laying the foundation to design security mechanisms applicable to blockchain platforms. 

Ultimately, this research contributes academically by combining psychological measurement 
analysis with security research, presenting a multidisciplinary perspective. It also aims to practically 
offer user-centric security enhancement strategies in blockchain platforms, contributing to the 
development of user-friendly security policies in future corporate and organizational contexts. 
 
 
Keywords: Security, Blockchain, Psychometric Paradigm, User-Centric Approach, User Experience 
 

1. Introduction 
Blockchain, a core technology of the Fourth 
Industrial Revolution, plays a crucial role in 
ensuring the integrity of data. Particularly in the 
traditional financial sector, it serves as a means 
to address security issues by providing users with 
a high level of reliability through decentralized 
ledger management and consensus mechanisms 

[1]. As the utilization of blockchain expands into 
various domains, the innovation of blockchain 
technology concurrently introduces new security 
challenges [2]. While blockchain is employed as 
a tool to protect user privacy, security risks 
stemming from user behavior and psychological 
states persist. 

Recognizing the importance of a proactive 
approach to enhance user-centric platform 
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security, this research focuses on the perception 
of risk among users and acknowledges the need 
for practical strategies. In doing so, we aim to 
present practical approaches and methods to 
enhance the usability of blockchain platforms 
through an analysis of psychological 
measurement paradigms. Additionally, by 
categorizing users into experts, the laymen 
populace, and students, we compare and analyze 
users, proposing diverse security enhancement 
measures. Through these efforts, we aspire to 
contribute to the establishment of user-friendly 
security policies and strategies in future 
blockchain platforms. 

2. Background of Research 

2.1 Security Risks in Blockchain Platforms 

Public and private blockchain systems, 
exemplified by platforms like Ethereum, 
Hyperledger Fabric, and Corda, are considered to 
enhance security. However, associated security 
issues have revealed inherent limitations [2]. 
Notably, it is crucial to consider that the primary 
target of security threats in blockchain platforms 
is the 'user.'  

For instance, public blockchains like Bitcoin 
(BTC) have the drawback of storing confidential 
information in ledgers accessible to anyone, 
highlighting unsuitability for safeguarding 
sensitive data. Additionally, certain blockchains 
present potential risks related to the protection of 
personal information. 

2.2 Risk Perception from the Perspective 
of the Psychometric Paradigm 

Risk is understood as the combination of the 
likelihood and magnitude of undesirable 
outcomes. In this context, risk is subjectively 
defined by individuals influenced by 
psychological, social, and institutional factors, 
based on their subjective perceptions of the 
severity of potential concrete events, the 
probability of occurrence, personal vulnerability, 
and other related factors.  

Additionally, the psychological concept of 
Perceived Risk involves users of blockchain 
platforms defining their attitude towards the 
intensity and likelihood of risky events they may 
experience [3,4,5]. 
 

3. Scope and Methods 

3.1 Scope and Methods 

This study aims to explore the psychological 
aspects of security risks arising from blockchain 
platforms and, for this purpose, utilizes a scale 
derived from previous research to measure users' 
risk perceptions. The study focuses on experts, 
the laymen public, and students as participants, 
assuming them to be users of blockchain 
platforms. Students include those from relevant 
majors, while the laymen public encompasses 
both non-experts and non-student individuals 
[2,7,10,11]. 

The research methodology involves a 
literature review based on prior studies, followed 
by a Google survey to conduct quantitative 
research using concepts derived from the 
literature analysis. Utilizing STATA ver 17.0, 
the study performs descriptive statistics analysis, 
including basic statistics, correlation, and factor 
analysis. Finally, hypothesis testing through 
comparative analysis (t-test) will be conducted to 
analyze differences among the three groups. 

4. Proposed Research Design    
through Literature Review 

4.1 Identification of Security Risk Factors 
in Blockchain Platforms 

This study adopted eight sub-risk factors 
derived from the top four factors(Transaction 
Validation and Consensus, Privacy and Access 
Control, Blockchain Software Security, 
Blockchain Service Security) based on previous 
research on security risks in blockchain 
platforms [1,2,6]. 

4.2 Risk Perception Scale from a 
Psychometric Perspective 

The Psychometric Paradigm is recognized as 
the most influential model in the field of risk 
analysis. Consequently, the scale for risk 
perception in the psychological dimension has 
been partially adopted in the context of this study, 
structured using a Likert 5-point scale. This 
incorporates aspects from 10 psychological traits 
(Spontaneity, Immediacy, Personal Knowledge, 
Scientific Knowledge, Controllability, 
Familiarity, Fear, Severity, Intensity of  
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Perceived Risk, Degree of Social benefit) 
referenced in prior research [2,7,8,9]. 

4.3 Research Questions and Hypotheses  

The Research Questions(RQ) for the 
Hypotheses(H) to be investigated in this study 
are as follows: <Table 1.>. 
 
Table 1.  The Research Questions for Hypotheses 
Category RQs for Hs 

RQ 1. 

In terms of the perception of security 
risks in blockchain, are there any 
differences in psychometric 
measurements among societal groups 
(experts, laymen, students)? 

RQ 2. 

In the perception of security risks in 
blockchain, are there any differences in 
the perceived intensity of risk and 
understanding of social benefits among 
societal groups (experts, laymen, 
students)? 

5. Conclusions 

5.1 The Expected Results 
The comparative analysis of perceived risks 

on blockchain platforms among research 
subjects suggests differences in risk perception 
levels between experts with direct experience in 
blockchain technology and individuals, 
including students, who may lack a 
comprehensive understanding of severity. 

5.2 The Expected Implications 
The anticipated effects of this study are as 

follows: 
Firstly, by addressing 'Security Risks in 

Blockchain Platforms' as an academic topic, we 
expect to provide academic insights by 
extracting critical security risk factors from a 
usability perspective. 

Secondly, through the comparative analysis 
among user groups(experts, laymen, and 
students), we aim to find commonalities 
representing security risks in blockchain 
technology among these three groups. By 
balancing practicality and academia, we 
anticipate offering 'applicable' practical 
implications and presenting pragmatic solutions. 
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Abstract 

This paper addresses the increasingly important domain of anomaly detection within business process management 
through the lens of process mining. We use an LCS (Longest Common Subsequence) algorithm-based approach for 
measuring the similarity between business process log data and subsequently calculating an Anomaly Score. Our 
methodology leverages a normalized LCS to determine deviations in process execution logs effectively. By 
applying statistical methods, specifically the Prediction Interval, we classify the log data into normal and 
anomalous categories. We demonstrate the effectiveness of our approach by comparing the Information Control 
Network structures before and after the classification process. The results show a significant reduction in the 
complexity of the structures, indicating that our anomaly detection method can successfully refine business process 
data for better clarity and understanding. Our findings suggest that the LCS-based anomaly detection framework is 
a powerful tool for enhancing the quality of process mining and reengineering efforts, leading to more streamlined 
and efficient business processes.  
 
 
Keywords: Business Process, Process Mining, Anomaly Detection 
 

1. Introduction 
In recent times, enterprises and organizations 

have been achieving informatization of their 
organizations using Business Processes. This 
process-centric informatization technology 
consists of Business Process Management and 
Work Flow technology. A Business Process 
signifies the workflow of enterprises and 
organizations, which is recorded as log format 
data. With the informatization and enterprise 
information management being based on 
Business Processes, i.e., Work Flow, there has 

arisen a need to address issues of productivity 
and efficiency improvement through Business 
Process Reengineering and automation. 
Therefore, enterprises and organizations achieve 
productivity gains by reengineering and 
automating processes, based on the analysis of 
process log data that includes information about 
the events, timing, and performers of the work 
process. To structurally analyze Business 
Processes, it is possible to create visualized 
models of processes through process mining 
from the process event log data generated by 
enterprises and organizations. Inefficiencies in 
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the existing process model can be identified 
through analysis based on the visualized model 
obtained through existing process mining 
techniques. However, the existing process 
execution history data contains anomalies, which 
complicates the process visualization model in 
the mining process. Therefore, this study aims to 
solve the problem of complex structures that 
make analysis difficult in the visualized model 
by refining the log data based on a Business 
Process Anomaly Detection algorithm, and 
performing process mining on the refined data. 
This approach will be verified through the study. 

2. Related Work 

2.1 Business Process Anomaly Detection 
In this study, the method from a paper by author 

Ashish Sureka was used for anomaly detection in 
business processes.[1] The algorithm used in this 
paper is the Longest Common Subsequence 
(LCS) algorithm. By utilizing this algorithm, the 
similarity between business process log data can 
be measured, and from this similarity, an 
Anomaly Score can be calculated, which serves 
as a criterion to classify data as anomalous.  
 

2.2 Process Modeling 
Through process mining from process event 

log data, an Information Control Network of the 
process can be created by various algorithms, 
e.g., rho algorithm.[2] An Information Control 
Network is a theoretical mathematical model for 
process modeling.[3] There are various static and 
dynamic analysis techniques centered around the 
Information Control Network model. Alongside 
the algorithms used in this study for generating 
Information Control Networks from process 
event log data, it's also crucial to recognize 
foundational methods like the Alpha algorithm. 
These methods form the basis for developing 
Petri Net models in process mining.[4] 

3. Data Preprocessing 

3.1 Dataset 
The datasets used in this study are commonly 

used in process analysis and process mining, 
namely Control summary and PrepaidTravelCost. 

These datasets are in the XES (eXtensible Event 
Stream) format. In such XES format files, there 
are traces, which are records of a single process, 
and within each trace, there are multiple events. 
There can be thousands to tens of thousands of 
such traces. Since a trace contains multiple 
events in chronological order, it represents a 
single sequence.  

3.2 Data Preprocessing 
Here, data preprocessing refers to using the 

LCS algorithm to calculate the similarity 
between traces, and using this similarity to 
compute the anomaly score. The similarity is not 
simply LCS but the normalized LCS (nLCS) as 
proposed in the paper by Ashish Sureka.[1] 
 

 
 

(Equation 1) 
 

The specific preprocessing method is as 
follows: use the above formula to calculate the 
similarity between each trace, then sort them in 
descending order. Afterward, take the similarity 
of the arbitrarily chosen constant kth closest 
trace. This kth similarity is used to calculate the 
anomaly score of that trace. The anomaly score is 
defined as the inverse of the similarity. Since 
applying this algorithm to all traces to calculate 
similarity is time-consuming, this study saves the 
results of the similarity calculation as a matrix in 
a file. 

4. Data Classification 

In this study, an algorithm to classify data into 
normal and anomalous based on the anomaly 
score, which serves as evidence for identifying 
anomalous data, was employed. This 
classification uses Prediction Intervals 
commonly applied in statistics for outlier 
detection, specifically the one-sided 95% and 
80% intervals. The following is the formula for 
the upper confidence limit. 
 

 
 

(Equation 2) 
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Here, x̄ represents the mean of the anomaly 
scores, s is the sample standard deviation of the 
anomaly scores, and n denotes the number of 
data (traces, sequences). It is assumed that the 
distribution of anomaly scores follows a normal 
distribution. After calculating the upper 
confidence limit, data with anomaly scores 
exceeding this limit are classified as anomalous.  
 
Table 1. parameters for classification 

Parameter 
 
Dataset 

K Mean Standard 
Deviation 

Upper 
Confidence

Limit 
Control 

summary 
2500 1.018 0.06885 1.1308 

Prepaid 
TravelCost 

20 1.05 0.1334 1.1621 

 
In this context, the 95% interval is used for the 

Control Summary dataset, while the 80% 
interval is applied to the PrepaidTravelCost 
dataset. 

 

 
Fig. 1. Histogram of Anomaly scores of Control 

summary 
 

 
Fig. 2. Histogram of Anomaly scores of 

PrepaidTravelCost 

Table 2. result of classification 
Dataset The 

number of 
normal 
traces 

The 
number of 
abnormal 

traces 

The 
number of 
total traces

Control 
summary

41545 2263 43808 

Prepaid 
TravelCost

1875 224 2099 

 

 
Fig. 3. ICN model of Control summary before 

and after classification 
 

 
Fig. 4. ICN model of PrepaidTravelCost before 

and after classification 
 

Upon examining Fig.s 3 and 4, it becomes 
evident that the ICN model, which was complex 
and challenging to interpret before data 
refinement, has been simplified after the 
refinement process, making it easier to analyze. 

5. Conclusions 
This study implemented the LCS algorithm for 

anomaly detection in business processes, 
determining similarity and anomaly scores to 
classify data as normal or anomalous using 
Prediction Intervals. The comparison of the ICN 
structures before and after data classification 
demonstrated that complex structures were 
effectively simplified, proving the efficacy of the 
LCS-based anomaly detection. This process 
significantly enhances the analysis of business 
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processes by refining data, ensuring more 
accurate and efficient interpretations. These 
findings not only validate the approach taken in 
this research but also lay the groundwork for 
future studies in business process analysis.  
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Abstract 

The ability to access extensive information has been a key determinant in wealth disparity throughout 
human history. At the dawn of the Fourth Industrial Revolution, also known as the information 
economy era, the economic value of personal information has surged. Consequently, there has been an 
increase in crimes aimed at misappropriating personal information for financial gain, with corporate 
customer databases becoming a prime target. Breaches of personal information, or even the mere 
suggestion of such incidents, have repeatedly led to corporate devaluation, highlighting security 
breaches as a significant business risk. Given the current corporate practices of collecting, storing, and 
utilizing customer data, the inherent risk of information leaks remains, and security measures without 
structural reform continue to exhibit similar vulnerabilities. This study analyzes cases from literature, 
both domestic and international, where such leaks have led to corporate devaluation, drawing 
implications and analyzing the causes behind these security incidents. This paper proposes the adoption 
of blockchain technology as a protective measure for personal information and as an enhancer of 
corporate sustainability, outlining its potential benefits. This research is significant for its proactive 
measures in protecting personal information within the context of the Fourth Industrial Revolution and 
offers strategic guidance for improving corporate sustainability. 
 
Keywords: Personal Information, Blockchain, Corporate Sustainability 

 

1. Introduction 
With the onset of the information economy era 

following the Fourth Industrial Revolution, 
various data began to be considered “the new oil 
of the 21st century,” with personal information 
gaining significant economic value. As a result, 
the theft and criminal use of personal 
information have increased. The number of 
reported personal information leaks escalated 

from about 1,000 cases in 2019 to over 7,000 in 
2021, a more than sevenfold increase, and the 
trend of personal information leak consultations 
has been rising annually[1].  Corporate customer 
information is also stolen and leaked in many 
cases. The problem is that incidents of personal 
information leaks, or even the suggestion of such, 
can affect a company's sustainability, leading to 
drops in share prices or customer losses.  

The current structure, where customer 
information is stored in a centralized manner and 



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   187 

it's challenging for customers to track their 
information usage, inherently poses security 
vulnerabilities. If no change is made to this 
structure with inherent vulnerabilities, similar 
types of risks will persist. 

Hence, this study analyzes cases from both 
domestic and international literature where 
personal information leaks led to corporate 
devaluation. It explores the use of blockchain 
technology's decentralization feature to protect 
personal information and proposes it as a method 
to enhance corporate sustainability. 

2. Terminology 

2.1 Sustainability  
The rapidly changing society, marked by 

events like the Fourth Industrial Revolution, the 
outbreak of COVID-19, and the climate crisis, 
has brought fast-paced changes to the corporate 
environment, making sustainability a key topic 
for businesses. 

While the concept of sustainability and 
sustainable development has recently been 
linked with environmental issues and used in the 
context of environmental sustainability, this 
study uses the term in reference to the continued 
existence of businesses in the future. 

2.2 Blockchain 
Blockchain is a data integrity and 

tamper-proof technology based on distributed 
computing, which stores data in a chain format. It 
is designed to prevent arbitrary manipulation 
while allowing public access. 

One of the characteristics of blockchain is its 
decentralization, differing from traditional 
centralized structures, enabling P2P transactions 
without intermediaries. This allows network 
members to share data in real-time through the 
ledger. The transparency is also assured as each 
network node provides an identical record of 
transaction histories[2]. 
Blockchain technology plays a role in returning 

personal information stored in each company 
back to the individuals and provides an 
environment for users to manage their own 
personal information. 
 
 

3. Analysis of the Relationship 
Between Personal Information and 

Corporate Sustainability 
Incidents related to the protection of personal 

information have led to decreases in both 
corporate trust and reputation, inflicting 
economic damages on companies.   

In 2018, Facebook was revealed to have 
illegally collected and utilized personal 
information, leading to an estimated loss of 
around 40 billion dollars in just two days[3]. 
Earlier this year, the South Korean 
telecommunications company LG Uplus 
announced a leak of information of about 
180,000 customers, which led to a roughly 1% 
drop in its stock price[4]. These cases 
demonstrate how incidents related to personal 
information protection can lead to a decline in 
corporate value, thereby threatening corporate 
sustainability. Especially, cases where leaks 
occurred through centralized corporate data 
servers suggest that the current structure of 
centrally owning customer information is 
vulnerable to such incidents and could lead to 
major accidents when breaches occur. 

In this trend, movements emphasizing 
personal information protection are emerging. 

Nasdaq includes 'data privacy' in its ESG 
disclosure area, marking compliance with data 
privacy policies and GDPR regulations[5]. The 
'K-ESG Guidelines' released by the Ministry of 
Trade, Industry, and Energy of South Korea 
include the establishment of information 
protection systems and remedies for personal 
information infringement under the social(S) 
diagnostic items[6].   

In this situation, Blockchain, by 
decentralizing and thus securing personal 
information stored in central data servers, can 
contribute to protecting personal information and 
thereby help companies secure sustainability. 

4. Results 
This study presents potential benefits and 

implementation methods of blockchain 
technology as a means to protect personal 
information and enhance corporate sustainability, 
based on case studies from domestic and 
international literature. 

The Netherlands is currently using DigiD, a 
mobile digital identity card application based on 
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blockchain's Decentralized Identifier (DID) 
technology. Unlike physical IDs, which may be 
limited in selectively providing information, 
DigiD allows users to only provide information 
relevant to the situation, minimizing personal 
information exposure[7]. 

In South Korea, a telecommunications 
company Medibloc used blockchain's 
decentralization feature to ensure medical data 
sovereignty for patients. It stores patients' 
medical records and health information on the 
blockchain, allowing patients to manage their 
medical records and share them with 
professionals when necessary[8].  

Thus, blockchain's decentralization allows 
individuals to directly manage their information 
and share it without intermediaries when 
necessary. This could solve the problems related 
to personal information that arise when 
collecting information in a centralized manner. 

 

 
Fig. 1.  Comparison between typical application and 

blockchain system[9] 

5. Conclusions 
This study aims to propose the adoption of 

blockchain technology as a means of protecting 
personal information and enhancing corporate 
sustainability in the rapidly changing 
environment, where the significance of corporate 
sustainability is increasingly. We explored the 
importance of personal information protection in 
the context of corporate sustainability and 
suggested the direction for securing 
sustainability through blockchain technology.  

However, blockchain, characterized by 
transparency through shared transaction ledgers 
among network participants, has points of 
conflict with personal information protection 
laws that primarily focus on protection. This 
study acknowledges its limitation in not 
addressing these conflicting issues. Therefore, 

future research will aim to find technical and 
managerial solutions to address these challenges. 
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Abstract 

 
Digital platforms are not an option anymore but rather an essential tool and the core of the digital 
ecosystem. Accordingly, it is necessary to pays attention to how users evaluate the indispensability of 
the dominant platform. In addition, we may need to examine the effects of users’ perceived 
indispensability of digital platform on their real usage of the platform. It seems that there is no study on 
digital platform indispensability in a specific country. We conducted an online survey in both countries. 
Two identical online survey questionnaires were used to collect data. The results showed that Finnish 
users perceive their search engine more indispensable in their lives than Koreans do. Finnish users use 
the search engine more frequently during the day even though it is Google’s platform. In addition, users’ 
perceived indispensability of digital platform has a direct impact on actual usage of digital platform in 
both countries. 
 
 
Keywords: Digital platform, Indispensability, Actual usage, Korea, Finland 
 

1. Introduction 
Digital platforms are not an option anymore but 
rather an essential tool and the core of the digital 
ecosystem. Accordingly, it is necessary to pays 
attention to how users evaluate the 
indispensability of the dominant platform. In 
addition, we may need to examine the effects of 
users’ perceived indispensability of digital 
platform on their real usage of the platform. It 
seems that there is no study on digital platform 
indispensability in a specific country. This study 
will conduct a comparative study between Korea 
and Finland.  
 

2. Research questions and 
methodology  

2.1 Research questions 
The term “platform” itself indicates essential 

infrastructures for electronic commerce, online 
communication, and digital social relationships 
[1]. The value of platforms cannot be ignored; 
the role of platforms is expanding to connecting 
and facilitating any kind of transaction within 
society. With their integrated nature, starting 
from fintech to e-commerce, digital platforms 
remove boundaries in the digital economy and 
have become “the operating system of our lives” 
[2]. Accordingly, it is necessary to pays attention 
to how users perceive the indispensability of the 
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digital platform in their daily lives [3]. In 
addition, it would be meaningful to examine how 
users’ perceived indispensability of digital 
platform would impact on their actual usage of 
the platform. In the meantime, Korea becomes a 
platform battlefield where local digital platforms 
compete with so-called global big tech platforms. 
In Korea, Naver still ranks first in the search 
platform, but its share is decreasing. Google’s 
share in search platform is growing rapidly. 
Europe, on the other hand, lacking its own digital 
platform, suffers from a so-called “platform gap” 
and is trying to cope with the current situation 
through internal cooperation and active 
regulations [4]. In Finland, Google’s share in 
search platform is dominant. The levels of the 
presence of local digital platforms, in particular 
search engine platform, are different in Korea 
and Finland, so this study focuses on a 
comparison between two countries.  

2.2 Methodology 
For this study, Korea and Finland were chosen as 
our research subjective. These two countries are 
one of the leading digital powers in Asia and 
Europe, respectively, and countries which 
survive global digital ecosystem led by the U.S. 
and China. In addition, these countries have the 
leading information technologies (IT) 
manufacturers such as Samsung Electronics and 
Nokia. Those countries also have global 
tech-startups. For example, there global mobile 
apps such as lineage M in Korea and Angry birds 
and Crash of Clan in Finland. IT infrastructure of 
two countries, such as internet usage and 
smartphone penetration, is rated as the world's 
top. However, explained before, the levels of the 
presence of local digital platforms are different 
in Korea and Finland. But while Korea has its 
home-grown local platforms such as search 
engine, mobile messenger, social media and so 
on, Finland lacks its own digital platforms 
including search engine. They normally use 
Google for Internet search in Finland. Thus, it is 
suitable for the international comparative study 
because its different situation with similar level 
of ICT infra.  

We conducted an online survey in both 
countries. Two identical online survey 
questionnaires were used to collect data. In 
Korea, the data were collected in November 
2022, in cooperation with a professional research 
agency Micromill Embrain. In Finland, the data 

were collected between May and July 2023. The 
Finnish respondents were recruited through 
multiple channels, such as university notice 
boards, student mailing lists, and the authors’ 
social media networks.  

We obtained 153 useable responses from 
Finland and 214 from Korea. The Korean sample 
contained 142 (66%) females and 72 (34%) 
males. The Finnish sample consisted of 80 (52%) 
females, 68 (44%) males and 5 who identified as 
“others”.  

Prior to conducting the main analysis, 
Composite Reliability (CR) and Average 
Variation Extracted (AVE) were measured for all 
respondents and Korean/Finnish respondents to 
verify the convergent and discriminant validity 
of measurement for variables. The composite 
reliability level of each variable is 0.7 or more, 
and the average variance extracted value is 0.5 or 
more, indicating that the reliability of the 
measurement is satisfied. 

3. Results  
To respond to our research question 1, we 
conducted an independent two-sample t-test to 
analyze the differences in the perceived 
indispensability of digital platform and actual 
usage. According to Table 1, the perceived 
indispensability of digital platform was 
significantly higher in Finnish responses (mean = 
3.873) compared to Korean responses (mean = 
3.617). This result implies that Finnish users 
perceive their search engine more indispensable 
in their lives than Koreans do. In terms of actual 
usage, the daily use frequency of digital platform 
are significantly higher in Finnish responses 
(mean of Daily use frequency = 2.510) compared 
to Korean responses (mean of Daily use 
frequency = 1.911). Finnish users also use the 
search engine more frequently during the day 
even though it is Google’s platform.   
 
Table 1.  Country differences in digital platform 
 

 
Finland 

M (S.D.)
Korea M 

(S.D.) 
Mean 

difference

Indispensability
3.873 

(0.533) 
3.617 

(0.767) 
0.256*** 

Daily use 
frequency 

2.510 
(1.182) 

1.911 
(0.892) 

0.599*** 

Daily use 
duration 

2.308 
(0.074) 

1.766 
(0.048) 

0.541*** 

Note: Using t-test; *p < .05, **p < .01, ***p < .001 
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To respond to our research question 2, we used 
the SEM analysis for each sample. The SEM 
results showed that users’ perceived 
indispensability of digital platform has a direct 
impact on actual usage of digital platform in both 
countries (See Fig. 1). Regarding the impacts of 
digital platform characteristics on users’ 
perceived indispensability of digital platform, 
the SEM results showed that security risk and 
usefulness have a direct impact on Finnish users’ 
perceived indispensability of digital platform. 
However, for Korean users, only usefulness has a 
direct impact on users’ perceived 
indispensability of digital platform. This result 
indicates that there is no significant negative 
impact of perceived security risk on the 
indispensability of digital platform in Korea.  
 

 
Fig. 1.  SEM results of two countries 

 
To respond to our research question 3, we ran a 
multigroup analysis (MGA) to find differences in 
path coefficients between the Korean and 
Finnish respondents. The intention was to 
examine whether the impact of DL, IL, or the 
four constructs of UTAUT on intention to use 
digital technology for learning differed between 
Korean and Finnish respondents.  

Conclusions 
In this paper, we examined how users’ perceived 
indispensability of digital platform would impact 
on their actual usage of the platform in Korea as 
well as Finland.  

The results showed that Finnish users 
perceive their search engine more indispensable 
in their lives than Koreans do. Finnish users use 
the search engine more frequently during the day 
even though it is Google’s platform. In addition, 

users’ perceived indispensability of digital 
platform has a direct impact on actual usage of 
digital platform in both countries. However, 
when the path relationships between users’ 
perceived indispensability and actual usage were 
assessed, no significant differences between the 
Korean and Finnish respondents were confirmed. 
The results showed that both Korean users and 
Finnish users are different in their perceived 
indispensability of digital platform and actual 
usage, but they are similar in the path 
relationships between their perceived 
indispensability and actual usage.  

This study is not without limitations. Owing 
to the context of this research (Korea and 
Finland), further research is needed in other 
countries to examine our research questions. 
Moreover, we did not examine demographic 
differences between the Korean and Finnish 
people. 
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Abstract 
 

In the research field of the business process life-cycle management through mining and reengineering, 
it is important for the mining systems to discover the structurally safe and complete business process 
models. However, these systems are faced with various types of anomalies that can derive inaccurate 
and unstructured models from business process enactment event log datasets. A peculiar one out of such 
anomalies, which is the core challenging issue of this paper, is the structural anomalies that affect to the 
structural quality of the discovered business process models. This paper, therefore, proposes a structural 
anomaly detection approach that can detect and prevent those structural anomalies in performing the 
business process mining activities. Finally, we practically prove the conceptual excellency and 
functional feasibility of the proposed approach through a couple of experimental verifications with the 
real business process enactment log datasets available in the 4TU Center for Research Data. 
 
 

Keywords: workflow and business process enactment event sequence; temporal workcase; activity-
workitem event sequence; performer event sequence; structural anomaly detection; structural anomaly 
prevention; process logging; process mining; IEEE-XES event stream standardized format 
 

1. Introduction 

In recent years, many data and process scientists 
have been interested in the field of process 
mining research and system developments [1][2], 
discovering and rediscovering business process 
(which is called as process from now on.) models 
and their process-related knowledge from 
process enactment event-log datasets. Generally, 
the core competitiveness of the process-aware 
enterprises and organizations ought to depend on 
the power of business process life-cycle 
management scheme based upon the automated 
process discovery and knowledge mining 

functionality. At this stage, however, we need to 
take attention to the qualities of the process 
discovery approaches, the level of which 
especially depends on how to deal with the 
various types of operational anomalies [3], such 
as modeling anomaly, operating anomaly, 
logging anomaly, and discovering anomaly, that 
can produce their corresponding inaccurate event 
logs – Noises [3][5]. In this paper, we focus on a 
special type of operational anomalies named as 
structural anomalies that violate the structural 
rules [4][6][7] within the control-flow gateway 
building-blocks of a discovered process model. It 
is very important to detect those structural 
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anomaly cases and their associated process event 
log traces and properly treat them as a structural 
anomaly prevention scheme, because a small 
number of those associated process event log 
traces may easily and negatively affect the 
overall levels of qualities of the automated 
process discovery algorithms and systems [8][9] 
in terms of the structural formations of control-
flow gateway building-blocks composing of 
selective XOR, parallel AND, and iterative 
LOOP gateways.  
 

3. Structural Anomaly Detection 

In the paper, the emphasis is placed on keeping 
the structural quality of the discovered process 
model by using the typical SICN-oriented 
process mining approach, ρ-Algorithm [9]. The 
algorithm theoretically and experimentally 
proved that all the combinational building blocks 
of four process routing patterns can be 
discovered from a process enactment event log 
dataset. At the same time, it explored for that the 
event log traces embed a certain quantity of 
hidden noises that may seriously affect the 
correctness as well as the syntactical and 
structural quality of the underlying process 
mining algorithm and system, and it also built an 

anomaly-treatment algorithm that can detect and 
remove those hidden noises caused by the 
temporal activity-sequencing anomalies. In this 
paper, we try to explore for another type of 
hidden noises caused by the so-called structural 
anomalies and propose their detection approach.  
This section won’t describe the details of the 
proposed structural anomaly detection approach 
due to the page limitation.    

In order to verify the feasibility of the 
proposed approach, the authors carried out an 
experiment on a typical process execution event 
log dataset named as the Customer Summary 
process dataset, which is containing the total 
43,808 event log traces. After fulfilling the 
experiment on the dataset, at last we successfully 
found out that all the event log traces are 
classified into the total 59 event log trace-clusters 
and each trace-cluster is containing a certain 
number of traces having the identical activity-
event sequences. Note that the top five trace-
clusters, in terms of the holding number of event 
log traces, contain 31806, 5004, 1328, 2525, and 
778 traces, respectively. We also obtained the 
aggregate information on the dataset, such as the 
number of event log traces (i.e., 43,808 traces), 
the number of activity-events (i.e., 161,296 
events), the number of trace-clusters (i.e., 59 
trace-clusters), and others.

 
Fig. 1.  Detection Results of Process Event Log Traces Caused the Structural Anomalies
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Fig. 1 illustrates the discovered process model 
from the dataset from 48,613 traces out of the 
total 48,808 event log traces. We can easily 
recognize that the structural formation of the 
discovered process model is perfectly satisfied 
with the structural requirement of matched-
pairing and proper-nesting properties, and so it is 
sound and safe information control net process 
model. As you can see, only the three trace-
clusters (i.e., 185-trace, 7-trace, and 3-trace) and 
their 195 event log traces were detected as the 
structural anomalies breaking the structural 
formation of the on-going discovered process 
model. Consequently, we confirmed and proved 
that the operational feasibility of the structural 
anomaly detection approach be a tangible, 
operable, and reasonable solution for discovering 
sound and safe process model from a process 
event log dataset through this verificational 
experiment. 

 
4. Conclusion 

This paper addresses a novel approach of process 
mining and preprocessing technique focusing on 
structural anomaly that possibly breaks the 
structural formation of the discovered process 
model. Therefore, these structural anomalies 
must be detected and removed for discovering a 
sound and safe information control net process 
model, and their detection algorithm should be 
taken into consideration in developing and 
implementing the process mining algorithms and 
systems. This paper excogitated the algorithmic 
approach and its experimental verification of 
detecting and removing the event log traces 
causing these structural anomalies and proved its 
effectiveness in improving the qualitative degree 
of the process mining algorithm and system by 
applying the typical SICN-oriented process 
mining algorithm (ρ-Algorithm) and system 
embedding the proposed approach to an ideal 
dataset of process enactment event logs as well.  
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Abstract 

 
Information security has become an essential element of safety and stability in modern society In 
particular, information security is of paramount importance for the military and law enforcement. 
Therefore, in this paper, we studied the case of developing and operating security courses for security 
personnel in military and public institutions. The contents of the training included the work of the 
security officer, the theory of security inspection, recent hacking cases, and security methods. In 
addition, the practice was conducted to enhance the understanding of participants, and it was organized 
as time to explore ways to use metaverse technology for security. Participants in the course said they got 
an opportunity to communicate with experts and that the practice was helpful, and opinions were 
collected that they hoped the training time for security accident cases would be expanded. 
 
 
Keywords: Information security course, personnel training, security academy, metaverse, industrial 
technology protection 
 

1. Introduction 
Cyber threats are becoming increasingly 

intelligent and organized worldwide due to the 
daily use of telecommuting and changes in the 
work environment after the COVID-19 
pandemic [1]. Therefore, it is important to 
respond preemptively and systematically. 
Private companies with large organizations meet 
demand by hiring skilled personnel through 
internal training and in-house job conversion 
systems. In contrast, the public sector is having 
difficulty hiring information protection 
personnel due to relatively weak wage 
competitiveness, which results in a lack of 
guaranteed expertise among the information 
protection personnel in their offices [2].  

In addition, cyber threats are diversifying 
according to changing technologies, so it is 
important for information protection personnel 
in the public sector, including the military and 
police, to continuously research and establish 
strategies to identify and respond to recent trends 
in cyber threats. In this paper, we analyzed the 
case of designing and operating information 
protection courses for military and police 
information security personnel at J University. 

2. Security Courses for Information 
Security Personnel 

2.1 Security Academy for Security 
Personnel in Military 
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The security academy was designed for 
military security personnel and consisted of a 
three-day course in September 2022. The 
educational topics consisted of topics that could 
be helpful in the practice of security personnel in 
the military, such as predictive security 
technology for preemptive risk response, 
understanding the defense security paradigm, 
cyber operation technology, and major security 
issues. In addition, the instructors were led by 
expert team teaching such as a professor of 
convergence information security at J University, 
a researcher at the Korea Institute for Defense 
Analyses, a researcher at the National Security 
Research Institute, and representatives of 
cybersecurity IT companies. The designed 
training contents are shown in Table 1.   
 
Table. 1.  Training program for military security 
personnel 

Day Time Contents 

1st 
day 

10:00~10:50

Predictive security 
technologies for proactive 

risk mitigation: Blockchain, 
Quantum Cryptography, 

Artificial Intelligence 

11:00~11:50

Transition of national 
defense security paradigm 
and understanding K-Risk 
Manamagemt Framework 

(K-RMF) 

14:00~16:50 Document security 

2nd 
day 

09:00~09:50
Review of security 

measures and security 
assessments 

10:00~10:50

Roles and responsibilities of 
security personnel 

Core principles of future 
technologies 

11:0011:50 

Legal improvements for the 
establishment of a national 

classified information 
protection system 

13:00~16:50
PC security checks 

 (theory and practice) 

3rd 
day 

09:00~09:50
Information and 

communication security 

10:00~10:50

Cyber warfare technology 
and key security issues as 
observed in the Ukraine 

conflict 

11:00~11:50
Recent cases of cyberattacks 

in defense and responses 

13:00~13:50
Comprehensive practical 

exercises 

14:00~15:50 Comprehensive assessment

15:00~16:50
Lecture evaluation and 

survey 

 

2.2 Metaverse Security Couse for Military 
Officers 

Metaverse security training was conducted 
for military commanders, staff, sheriff's officers 
and other officers. It was designed as a four - 
instalment program in October 2022. The 
educational topic consisted of the subject of 
exploring the applicability of the defense 
metaverse in line with the changing times. The 
instructors included professors in the department 
of convergence information security at J 
University, Army educators, and researchers at 
the Defense Security Institute. In addition, panel 
discussions and expert exchange time were 
added after the lecture to provide opportunities 
for mutual communication to learners who 
participated in the course. Details of metaverse 
security education are shown in Table 2. 
 
Table. 2.  Training program for military officers 

Time Contents 

14:20~15:10 Metaverse security framework 

15:20~15:50
Applicability and future of defense 

metaverse 

15:50~16:20
Viewing Metaverse through the lens 

of spatial changes 

16:20~16:50
Security measures for the 

application of Defense Metaverse

17:00~17:30
Panel discussion for defense 

metaverse security 

17:30~18:00 Meeting with experts 

 

2.3 Industrial Technology Protection 
Academy for Public Sector Employees 

The Industrial Technology Protection 
Academy consisted of specialized lectures on 
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cybersecurity at public institutions in Jeju. The 
system was developed to cater to public 
institution employees, law enforcement 
personnel, as well as executives and staff in 
various companies. This academy course was 
developed as a four-lesson course to teach how to 
respond to information infringement occurring in 
various fields and to elicit knowledge about it. 
The education course consisted of topics such as 
industrial technology leakage prevention 
education, types of unfair competition, and 
intellectual property law.  Furthermore, we have 
expanded the platform for meetings between 
experts and practitioners by incorporating 
dedicated consultation sessions with experts. The 
detailed course content is as outlined in Table 3. 
 
Table. 3.  Training program for government officials 

Time Contents 

14:00~14:50 
Industrial technology leak 

prevention education 

15:10~16:00 
Types and cases of unfair 

competition 

16:00~16:50 
Intellectual property law and legal 

structure business 

16:50~18:00 
Industrial technology leak and legal 

structure consultation 

3. Conclusions 
Managing national secrets and maintaining 

security is considered one of the essential factors 
that influence a country's competitiveness. This 
is why it is imperative to provide education to 
enhance information protection and security 
capabilities for the military and police, who 
handle sensitive information [3]. The cyberspace 
is often referred to as the fifth battleground 
without borders. The training of advanced cyber 
experts requires highly specialized training and 
can be time-consuming [4]. Therefore, in-depth 
research is needed to develop strategies for 
nurturing cyber warriors effectively. In this 
paper, we analyzed a research case where 
information security courses were conducted for 
military and public sector information security 
professionals at J University. There were three 
different cases of education: a 3-day Security 
Academy, a 1-day Metaverse Security Course, 
and the Industrial Technology Protection 
Academy. All educational programs had a high 

level of expertise, including professors from the 
Department of Convergence Information 
Security at J University, researchers from 
government-affiliated research institutes, and 
cybersecurity Information Technology company 
representatives, serving as instructors. 
Furthermore, the inclusion of time for 
interactions with experts and panel discussions 
provided opportunities for mutual 
communication. 

Participants in the education program found 
the practical exercises and the education on 
secrets and security-related topics used in 
real-world scenarios to be beneficial. However, 
some expressed a desire for increased practical 
training time and additional education on 
security incident cases to improve the program. 
Additionally, they emphasized the need for 
diversified promotion to attract more public 
sector employees to participate in the education. 

In the future, it is necessary to collect and 
analyze the opinions of education participants 
and consider redesigning security education 
programs. Furthermore, there is a need for 
effectiveness analysis research to determine if 
the education contributed to enhancing 
participants' security awareness and expertise 
after the education programs were conducted. 
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Abstract 

 
This paper analyzed changes and research trends from Hallyu 1.0 to 4.0. KCI listed and candidate 

papers were collected and quantitative research methods such as word cloud, topic modeling, and 
network analysis were used. As a result of the analysis, we need to focus on developing Hallyu content 
through research that deeply understands consumer behavior and consumption trends, and on 
developing new strategies and platforms that respond to the digital age. This study provides important 
indicators for the continued growth and development of the Hallyu and suggests directions that can 
further solidify the Korean Wave's position as a global cultural content. 
 
 
Keywords: Hallyu, research trends, quantitative analysis, topic modeling 

 
1. Introduction 

This paper seeks to explore the growth process of 
the Hallyu by analyzing related research papers 
by period. Through this, we aim to deeply 
understand how the Hallyu developed into a 
global cultural phenomenon. In addition, based 
on the results obtained through research, we aim 
to provide insight into future trends and 
development possibilities in the field of Hallyu 
research . 

The goal of this paper is to provide a deeper and 
broader understanding of the Hallyu by 
presenting a new perspective on Hallyu research 
and exploring important elements that previous 
studies have missed. To this end, we would like 
to examine trends in Hallyu research using text 
mining techniques targeting academic papers 
related to the Hallyu and suggest implications for 
the direction of future development. 

 

2. Text Mining 

Recently, Korean wave research using big data is 
increasing[6]. Among them, a lot of research is 
being conducted using text mining. Text mining 
is a technique to find valuable and meaningful 
information from text data[3]. In this paper, text 
mining refers to the analysis of texts such as titles, 
keywords, and abstracts of Hallyu-related papers 
in KCI-listed and candidate papers from 1997 to 
May 2023 in RISS. 

3. Results 

To select papers, we used the database of the 
academic information service 
(http://www.riss.kr, RISS) provided by the 
Korea Education and Research Information 
Service(KERIS). We searched for papers on the 
topic of ‘Korean Wave’ as of May 31, 2023, and 
as a result, a total of 1,437 papers were collected 
from 1997 to May 2023. Among these, after 
excluding 117 papers, including papers without 
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abstracts (if there were English abstracts, they 
were converted to Korean abstracts) and papers 
that did not fit the topic, a total of 1,320 papers 
were selected for final analysis. The number of 
papers on Hallyu by year is as shown in (Fig. 1). 

year No. of 
papers  Percentage 

(%) year No. of 
papers

Percent
age (%)

1997 1 0.25 2012 80 19.66

1999 1 0.25 2013 113 27.76

2000 4 0.98 2014 121 29.73

2001 4 0.98 2015 81 19.90

2002 19 4.67 2016 112 27.52

2003 8 1.97 2017 73 17.94

2004 17 4.18 2018 79 19.41

2005 67 16.46 2019 63 15.48

2006 56 13.76 2020 58 14.25

2007 80 19.66 2021 50 12.29

2008 34 8.35 2022 59 14.50.

2009 40 9.83 2023 24 5.90

2010 27 6.63
total 1,320 100 

2011 49 12.04

 

 

Fig. 1. Number of papers on Hallyu by year 

 

 Based on the graph in (Fig. 1), the period from 
1997 to 2004, when the number of papers first 
appeared, was defined as Hallyu 1.0, and the 
period from 2005 to 2010, when the number of 
papers increased and then rapidly decreased, was 
defined as Hallyu 2.0. After that, the number of 
papers increased again, and the period from 2011 
to 2021 was divided into Hallyu 3.0, and from 
2022 to the present was set as Hallyu 4.0. The 
number of research papers by Hallyu period is as 

shown in (Fig. 2). Through this, we will analyze 
the trends of Hallyu research in different periods 
and environments.  

category period
No. of research 

papers Percentage 
(%) 

Hallyu 1.0 1997 ~ 2004 54 4 
Hallyu 2.0 2005 ~ 2010 304 23 
Hallyu 3.0 2011 ~ 2021 879 67 
Hallyu 4.0 2022 ~ 83 6 

 

 
 

Fig. 2. Number of papers on Hallyu by periods. 

 

4. Conclusions 
This paper focuses on the changes from Hallyu 
1.0 to Hallyu 4.0 and examines the research 
trends of these changes. The results of word 
cloud, topic modeling, and network analysis 
using Jupyter Notebook and Python on selected 
papers are as follows. 

The main research topic of Hallyu 1.0 is the 
cause and characteristics of Hallyu phenomenon. 
Hallyu 2.0 confirms the continuity of Hallyu and 
discusses the revitalization and expansion of 
Hallyu industry. During this period, the Hallyu 
grew into a global phenomenon, and the 
importance of the Korean language was 
emphasized. Hallyu 3.0 research shows changes 
that focus on consumers rather than producers of 
Hallyu. The research direction of Hallyu 4.0 will 
be the effective use of digital media, deep 
understanding of the public, and response to 
changing contents. 

We must focus on developing Hallyu content 
through research that deeply understands 
consumer behavior and consumption trends, and 
on developing new strategies and platforms that 
respond to the digital age. By doing this, it is 
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expected that the Hallyu will be able to further 
solidify its position as a global cultural content. 
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Abstract 

 
As the development of Chinese digital technology is rapidly accelerating, information security is 
emerging as an important topic in China's digital environment. The Chinese government is making 
efforts to increase awareness by strengthening laws and regulations related to information security and 
conducting information security education. The purpose of this paper is to provide implications for 
research on the development of information security textbooks by analyzing three textbooks to raise 
awareness of personal information protection for teenagers and their parents in China. According to the 
analysis of the textbook contents based on the learning goal of "Information Society Responsibility" 
presented by the Chinese national curriculum, it was found that all textbooks included privacy-related 
topics; however, none of them covered artificial intelligence ethics. In particular, it was analyzed that 
most of the 'Youth Information Security Practice' textbooks were biased toward data security threats. 
 
 
Keywords: Personal information security, textbook research, information society responsibility, data 
security threats, self-management skill 
 

1. Introduction 
China, which boasts a population of over 1.4 

billion, is suffering from hacking and personal 
information leakage incidents. Accordingly, the 
"Decision of the Standing Committee of the 
National People's Congress on Strengthening 
Network Information Protection 2012" was 
announced in December 2012 [1]. Since then, 
personal information has been protected through 
laws such as the "Law of the People's Republic 
of China on the Protection of Consumer Rights 
and Interests" and the "Network Security Law of 

the People's Republic of China". However, until 
recently, there was no single law for the 
protection of personal information, but efforts 
are being made in earnest to protect personal 
information and prevent infringement by 
enforcing "Personal Information Protection Law 
of the People's Republic of China" in November 
2021 [2]. 

As people spend more time online in the 
future, various problems such as Internet 
addiction, cyber violence and invasion of privacy 
are occuring. Therefore, it is important to 
educate children from a young age to be alert and 
vigilant about various things that happen on the 
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Internet. Personal information protection 
education includes information on preventing 
information leaks as well as intellectual property 
rights, cyberbullying, information protection 
laws, and cyber etiquette [3].  

This paper aims to provide implications by 
comparing and analyzing three information 
security textbooks designed for children, 
adolescents, and parents in China. Therefore, we 
analyzed the internal system of the textbook and 
made suggestions based on the analysis results. 

2. Methodology 
This paper was written with the purpose of 

comparing and analyzing Chinese information 
security textbooks to find the characteristics of 
each textbook and provide implications. To this 
end, the study was conducted in three stages. 
Initially, we collected Chinese information 
security textbooks. Subsequently, we established 
textbook evaluation standards. Finally, we 
conducted a comparative analysis of the internal 
structures of the chosen textbooks. 

In this paper, textbooks mainly targeting 
elementary and middle school students were 
used for analysis, excluding professional books 
published as university textbooks. The textbooks 
used in the analysis are ‘Internet Safety and 
Informatization’, ‘Becoming Good Friends with 
the Internet’, and ‘Practicing Youth Information 
Security’. ‘Internet Safety and Informatization’ 
was written under the leadership of a national 
organization, and ‘Becoming Good Friends with 
the Internet’ was published by a publisher 
affiliated with the National Air Force Medical 
University. This textbook was created as a health 
growth series for elementary and middle school 
students, and is designed so that parents can also 
read it together. ‘Youth Information Security 
Practice’ is a textbook used for elective subjects 
in elementary and middle schools in Beijing. 

To analyze textbooks, we used the analysis 
frame of reference used by Kim (2011) in her 
comparative study of computer textbooks [4]. 
This analysis standard consists of an external 
system that includes the textbook's appearance, 
publishing system, content selection, and editing, 
and an internal system that includes unit 
composition and learning content for each unit. 
Among these, we conducted an internal system 
analysis to compare the contents of the textbooks 
in detail. 

3. Comparative Analysis 
In order to analyze the internal system of the 

textbook, the structure of the units and the 
learning content for each unit were analyzed. 

First, when examining the composition 
criteria of the unit, the unit title was composed of 
the contents of ‘Internet Safety and 
Informatization’ and ‘Becoming Good Friends 
with the Internet’, but ‘Practice of Youth 
Information Security’ is applied to each unit with 
a consistent composition system. Although not 
all units are the same, it is analyzed to follow the 
format of mission outline - basic knowledge - 
mission practice - read. 

Second, the analysis of learning contents for 
each unit is as follows. ‘Internet Safety and 
Informatization’ is characterized by explaining 
how informatization is progressing in daily life, 
etiquette to be observed online, and precautions 
to be taken when using the Internet in a 
storytelling format using easy-to-understand 
examples. ‘Becoming Good Friends with the 
Internet’ specifies the pros and cons of the 
Internet and lists in detail the risk factors that 
students may encounter while using the Internet. 
In particular, it provides various ways to guide 
students who are addicted by citing real or 
imaginary cases of addicted students. Unlike 
‘Internet Safety and Informatization’ and 
‘Becoming Good Friends with the Internet,’ 
‘Youth Information Security Practice’ is a 
textbook that mainly focuses on cyber security 
technology practice. Therefore, it is designed to 
explain various attacks and related terms such as 
password cracking, spoofing, sniffing, malware, 
and web attack techniques, and to help students 
learn cyber defense techniques. Table 1 
represents the learning content for each unit of 
the three textbooks. 
 
Table. 1.  Internal system of Chinese information 
security textbooks 

Textbook Element 

Intenet Safety 
and 

Informatization

Informatization and social life

Internet ettiquete 

Use the Internet safely 

Becoming 
Good Friends 

with the 
Internet 

Know the dangers of the 
Internet and stay away from 

Internet traps 
How can I save you, a child 

addicted to the internet? 
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Correctly instruct children on 
“green” Internet access 

Build an “Internet firewall” 
through psychological 

counseling 

Youth 
Information 

Security 
Practice 

Network scanning and sniffing
Cryptography decryption 

techniques 
Spoofing 

Vulnerability exploitation 
techniques 

Denial of service attack 
techniques 

Malware techniques 
Web attack techniques 
Information protection 

techniques 
 

In addition, we analyzed the learning content 
of the three textbooks based on the learning goal 
of ‘Information Society Responsibility’ 
presented in China’s 2022 revised curriculum. It 
can be seen that 'Internet Safety and 
Informatization' has a relatively more even 
distribution of educational contents than 
'Becoming Good Friends with the Internet' and 
'Youth Information Security Practice', and 
among them, Internet etiquette has the highest 

frequency (4 times/17.39%). ‘Becoming Good 
Friends with the Internet’ was described with the 
greatest emphasis on self-management skills (33 
times/40.74%), which comes from suggesting a 
variety of ways to escape Internet addiction. It 
was analyzed that these two textbooks did not 
account for a large amount of explanations 
related to data security threats or security 
technologies compared to ‘Youth Information 
Security Practice’. In 'Youth Information 
Security Practice', content related to data security 
threats was recorded with the highest frequency, 
accounting for more than half of all textbooks 
(23 times/53.49%), and cyber security 
technology was also introduced the most among 
the three books (5 times/11.63%). All three 
textbooks did not cover artificial intelligence 
ethics and algorithm-related content.  

4. Conclusions 
Due to digital transformation and the 

development of information and communication 
technologies throughout the international 
community, new technologies such as the 

Internet, cloud, mobile, Internet of Things, and 
blockchain are constantly being developed. 
China, one of the most populous countries in the 
world, is one of the countries with a very fast 
pace of informatization. Therefore, the 
protection and security of sensitive information 
such as personal information and financial 
information is emerging as a very important 
issue. 

This paper compared and analyzed the 
internal structure of information security 
textbooks developed for elementary and middle 
school students in China. As a result of the 
analysis, the textbooks selected as the textbook 
for school elective subjects were developed for 
practicing cyber attack and security techniques. 
And the remaining two textbooks targeting many 
children and parents were developed to teach 
Internet etiquette and self-management skills. 
The content was mainly about how to use it 
safely. Through the analysis results, this paper 
can make the following suggestions. Unless the 
textbook has been professionally developed for 
practice, it should be designed to include content 
from a variety of areas. Furthermore, it is 
necessary to organize the content according to 
the standards presented in each country and 
validate it through expert validation. 
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Abstract 

 
The aim of this study was to explore perceptions of the digital literacy that teachers in the era of 
intelligence information technology should possess. We conducted interviews with educational experts, 
future technology specialists, and elementary and middle school teachers to investigate the digital 
competencies and teaching, learning, and assessment skills that educators teaching the digital native 
generation need to develop. The interview data were preprocessed and analyzed using text mining 
techniques. We examined the top 10 words based on TF-IDF weights. Keyword frequency analysis 
revealed that understanding of “technology” (Frequency = 7, TF-IDF = 9.09) was perceived as the most 
important. Centrality analysis results indicate that “students” (Degree Centrality=0.57, Closeness 
Centrality=0.66, Betweenness Centrality=0.26) exhibit the highest degree centrality, closeness 
centrality, and betweenness centrality. This suggests that teachers' competencies are more geared 
towards fulfilling a vital role in assisting students in acquiring literacy skills rather than solely focusing 
on enhancing their own competencies. 
 
 
Keywords: Digital literacy, teacher competency, text mining, TF-IDF, centrality 
 

1. Introduction 
In light of the evolving educational landscape, 

the proficiency of educators in harnessing digital 
media for instructional purposes is gaining 
significance [1]. Furthermore, there is an 
increasing emphasis on their capacity to rework, 
generate, and apply information in conjunction 
with pedagogical expertise. However, as most of 

the research related to digital literacy targets 
students and the general public [2]. Therefore, 
there is a paucity of research concerning 
educators' digital literacy. In this paper, we 
conducted focus group interviews with education 
experts, technology experts, and elementary and 
secondary teachers. The aim of this study was to 
analyze the digital literacy skills that teachers 
should possess in the era of intelligent 
information technology through text mining. 
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2. Methods 
This study aimed to examine experts' 

perceptions of teachers' digital literacy using text 
mining techniques. Text mining involves 
extracting valuable words from an unstructured 
collection of texts, computing their frequencies, 
and deriving meaning [3]. To achieve this, we 
conducted a Focus Group interview (FGI) 
involving two professors from the Department of 
Education, three IT professionals, one researcher, 
four elementary school teachers, and one middle 
school teacher. We collected their opinions 
through a Google form. For data analysis, we 
employed the text analysis tool Textom. To 
prepare the collected data for analysis, we 
conducted preprocessing tasks such as 
tokenization, stopword removal, and 
synonymization. We also selected key terms by 
calculating the frequency of refined data through 
text mining. Furthermore, we assessed the Term 
Frequency-Inverse Document Frequency 
(TF-IDF) values to determine word importance 
within the document [4]. Additionally, a 
centrality analysis was performed to identify 
influential nodes. 

3. Results 
In order to analyze the perception of digital 

literacy that teachers should have, we asked 11 
subjects to freely inform them of their opinions 
on the digital competencies and digital-based 
teaching, learning, and evaluation capabilities 
that teachers teaching the digital native 
generation should cultivate. In this paper, their 
opinions were collected and keyword frequency 
analysis and centrality analysis were conducted. 
 

3.1 Keyword Frequency Analysis 
71 words were found in the opinions of the 

collected experts, and the top 24 words were 
analyzed based on the frequency of appearance 
and importance of keywords. the top 10 words 
with the highest frequency of occurrence were as 
follows: "technology" (Frequency = 7, TF-IDF = 
9.09), "students" (Frequency = 5, TF-IDF = 7.41), 
"literacy" (Frequency = 4, TF-IDF = 6.82), 
"ability" (Frequency = 4, TF-IDF = 6.82), 
"knowledge" (Frequency = 4, TF-IDF = 6.82), 
"information" (Frequency = 3, TF-IDF = 4.80), 
"platforms" (Frequency = 3, TF-IDF = 7.19), 

"skill" (Frequency = 3, TF-IDF = 5.98), 
"capability" (Frequency = 3, TF-IDF = 5.98), and 
"aspects" (Frequency = 2, TF-IDF = 4.80). 

Among these, "platforms" exhibited a higher 
TF-IDF value compared to the word appearance 
frequency. It was identified as a keyword 
carrying a key message. In addition, although the 
word "devices" is not very frequent, the TF-IDF 
value is relatively high (Frequency = 2, TF-IDF 
= 6.18). Therefore, the word is also considered 
an important word. Table 1 shows the results of 
the keyword frequency analysis of the top 10 words. 
 
Table. 1 Results of keywords analysis of the top 10 
words 
Rank Word Frequency Word TF-IDF

1 technology 7 technology 9.09

2 students 5 students 7.41

3 literacy 4 platforms 7.19

4 ability 4 knowledge 6.82

5 knowledge 4 ability 6.82

6 information 3 literacy 6.82

7 platforms 3 devices 6.18

8 skill 3 ideas 6.18

9 capability 3 capability 5.98

10 aspects 2 skill 5.98

 

3.2 Centrality Analysis 
To quantify the relative importance of 

specific nodes in the refined words, we 
conducted the degree centrality, closeness 
centrality, and betweenness analysis. The degree 
centrality represents the connection relationship 
of words, and it can be understood that the higher 
the value, the higher the influence on other words. 
"Students" (Degree Centrality = 0.57), "literacy" 
(Degree Centrality = 0.48), "technology," 
"knowledge," and "teachers" (Degree Centrality 
= 0.38) were ranked in the following order. 

Closeness centrality is an indicator of how 
short the path one node has to reach another node, 
and the higher the proximity centrality, the more 
central it is to the network. Closeness centrality 
was found to be highest for "student," "literacy" 
(Closeness Centrality = 0.66), "teachers" 
(Closeness Centrality = 0.62), "information" 
(Closeness Centrality = 0.60), and "technology" 
(Closeness Centrality = 0.58) in that order.  

Betewenness centrality is a measure of the 
extent to which a particular node acts as an 
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intermediary between other nodes in the network, 
reflecting its role as a mediator. Other nodes 
heavily depend on nodes with high betweenness 
centrality. High betweenness centrality was 
observed in the following order: "students" 
(Betweenness Centrality = 0.26), "literacy" 
(Betweenness Centrality = 15), "knowledge" 
(Betweenness Centrality = 0.12), "technology," 
and "platforms" (Betweenness Centrality = 0.10). 
The centrality analysis results for the top 10 
words are as shown in Table 2. 
 
Table. 2 Results of centrality analysis of the top 5 
words 
Ra
nk 

Word D.C. Word C.C. Word B.C.

1 students 0.57 students 0.66 students 0.26

2 literacy 0.48 literacy 0.66 literacy 0.15

3 knowledge 0.38 teachers 0.62 knowledge 0.12

4 technology 0.38 information 0.60 technology 0.10

5 teachers 0.38 technology 0.58 platforms 0.10

6 information 0.33 knowledge 0.57 teachers 0.08

7 platforms 0.29 platforms 0.55 information 0.07

8 intelligence 0.29 intelligence 0.54 ability 0.07

9 ability 0.24 capability 0.54 usage 0.04

10 usage 0.24 ideas 0.54 tools 0.03

*D.C. = Degree Centrality, C.C. = Closeness 
Centrality, B.C. = Betweenness Centrality 

4. Conclusions 
Digital literacy, a term first introduced by 

Gilster (1997), was initially defined as critical 
thinking, information comprehension, and 
utilization in addition to the ability to use 
computers [5]. Since then, the definition has 
diversified with the development of digital 
devices and technologies, but in recent years, the 
ability to share data in the web space, 
communicate and reconstruct data has been 
emphasized along with the basic utilization 
ability of digital devices. 

Teachers' digital literacy should be added 
with educational significance to generally 
defined digital literacy. For teachers who teach 
the digital native generation, digital literacy is 
becoming an essential competency to be 
cultivated.  

In this study, we investigated and analyzed 
various experts’ perception of digital literacy that 
teachers should have.  

As a result of keyword frequency analysis, it 
was found that "technology" and "students" had a 
high frequency of appearance in documents. This 
means that not only the ability to use digital 
media but also the understanding of various 
technologies is an important part of digital 
literacy, and that students must be at the center of 
cultivating teachers' competencies. Additionally, 
"devices" may not have a high overall frequency 
of occurrence, but it appeared frequently in 
specific documents. It means that some experts 
have seen that teachers' ability to select and 
handle digital devices needed in class is regarded 
as a teacher's digital literacy.  

After conducting centrality analysis, it was 
determined that "student" exhibited the highest 
values in degree centrality, closeness centrality, 
and betweenness centrality. It is in line with the 
keyword frequency analysis results, suggesting 
that teachers' digital literacy is meaningful only 
when students' digital competencies are 
improved. It should be noted that the centrality 
value of "technology" was generally high. In the 
end, it means that teachers' approach to 
technology is a key element of digital literacy, as 
in the results of keyword frequency analysis. 
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Abstract 

 
Contrary to its image as an IT powerhouse, Korea is being criticized for being negligent in information 
education. In addition, software and artificial intelligence education started relatively late compared to 
other countries, so the improvement of the education system and environment is delayed. In Korea, the 
Digital Sprout Camp has been carried out nationwide since December 2022 as part of securing 
educational time in schools, strengthening teachers' capabilities, and preparing educational environment 
to provide information education in earnest. The Digital Sprout Camp, which was operated during the 
2023 winter vacation period, ran 11,549 programs in 90 locations including elementary, middle, and 
high schools, universities, companies, and public institutions across the country, and a total of 197,262 
people participated. This provided educational opportunities at a national level to improve 
computational thinking and digital capabilities. In this study, we analyze the perceptions of teachers and 
students who experienced the Digital Sprout Camp and draw implications for software and artificial 
intelligence education policies. 
 
 
Keywords: Software Education, Artificial Intelligence Education, Elementary School Student 
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1. Introduction 
In the advanced information society, the ability 
to utilize artificial intelligence technology is a 
very important competency. Therefore, there is a 
need to teach students who will live in the future 
society the ability to use information 
technology.The purpose of K-12 education is 
focused on cultivating character and creativity. 
Additionally, it is also important to develop the 
capabilities necessary for future society. 
Therefore, in K-12, there is a need to provide 
education that utilizes technologies related to the 
4th Industrial Revolution, such as artificial 
intelligence and software. 

Many countries are already providing students 
with education using computers, artificial 
intelligence, and software. In particular, the 
importance of software education based on 
computational thinking is emphasized. In order 
to prepare for the future society, efforts are being 
made to revise the curriculum or improve the 
educational environment by using digital more 
actively. In the United States, Association for 
Computing Machinery(ACM) and Computer 
Science Teachers Association(CSTA) published 
K-12 Computer Science Standards [1]. 
Computer Science Standards attempted to teach 
principles and concepts related to computer 
science along with digital citizenship using 
educational programming tools such as Scratch. 
In the UK, the emphasis was on students learning 
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how to create their own programs rather than 
using programs implemented by others. In order 
to achieve this goal, starting in 2014, the existing 
‘ICT’ subject was changed to ‘computing’ 
subject, and it was included in the required basic 
curriculum for K-12 so that all students can 
complete computer programming education [2]. 
China developed an artificial intelligence 
textbook in K-12, tested it in pilot schools, and is 
now expanding and operating it nationwide [3]. 
Japan announced the 'New Learning Guidelines' 
in 2017 and made programming and coding 
education mandatory starting in 2020. The 
educational goal was not to train programming 
and coding experts, but to improve students’ 
computational thinking [4]. 
Each country is making various efforts to 
improve computational thinking, but students 
and parents perceive that change in education is 
slow. In Korea, the importance of artificial 
intelligence education and the need for software 
education are fully understood, but public 
education does not provide education or the 
quality of education is unsatisfactory, leading to 
dependence on private education [5]. This 
response from parents is due to insufficient 
training time, teacher competency, and 
preparation of the educational environment to 
systematically implement software education. 
The Ministry of Education has made various 
efforts to make up for the shortcomings in 
software education and artificial intelligence 
education, such as making coding education 
mandatory in K-12, increasing the number of 
education hours, and providing teacher training 
[6]. 
Among various policies, Digital Sprout Camp 
has been carried out nationwide in Korea since 
December 2022 as part of securing information 
education time in schools, strengthening 
teachers' capabilities, and preparing the 
educational environment [7]. The Digital Sprout 
Camp, which was operated during the winter 
vacation period in 2023, ran 11,549 programs in 
90 locations including elementary, middle, and 
high schools, universities, companies, and public 
institutions across the country, and a total of 
197,262 people participated [8]. This provided 
educational opportunities at a national level to 
improve computational thinking and digital 
capabilities. 
The Digital Sprout Camp, which was held 
nationwide in Korea, was a meaningful 

educational venue where high-quality software 
and artificial intelligence education was 
provided to K-12 students. This study aims to 
analyze teacher and student satisfaction with the 
Digital Sprout Camp held in the winter of 2023 
and derive policy implications. 

2. Method 

2.1 Experiment Participant and Process 
The subjects of the study were 1,305 first to sixth 
grade elementary school students who 
participated in the camp. We recruited 216 first 
and second graders, 654 third and fourth graders, 
and 435 fifth and sixth graders. There were 45 
teachers in charge of the student camp. The study 
was divided into 3 groups: 1st and 2nd grade, 3rd 
and 4th grade, and 5th and 6th grade elementary 
school students, and the camp was conducted for 
2 days (8 hours) considering their level. 
 
Table. 1.  Participant 

Catagory 1-2 grade 3-4 grade 5-6 grade
Student 216 654 435 
Teacher 3 22 20 

 

2.2 Research Tool 
The scale constructed by this research team has a 
total of 22 questions: 5 questions about interest 
in software and artificial intelligence, 5 questions 
about self-efficacy, 4 questions about outcome 
expectations, 4 questions about value perception, 
and 4 questions about career goals. The questions 
were modified and supplemented to fit the 
purpose of this study with reference to previous 
research so that they could be easily understood 
and answered by elementary school students [7]. 
Among the student survey questions, the interest 
element is as follows. I enjoy studying software 
and artificial intelligence. Software and artificial 
intelligence classes are fun. I am very interested 
in software and artificial intelligence. I like 
learning activities related to software and 
artificial intelligence. There is a lot of interesting 
content in the software and artificial intelligence 
class. 
The questionnaire on self-efficacy factors is as 
follows. Learning about software and artificial 
intelligence is not difficult. I can learn software 
and artificial intelligence just as well as my 
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friends. Understand how software and artificial 
intelligence are used in our lives. I can excel at 
tasks related to software and artificial 
intelligence. You can use what you have learned 
about software and artificial intelligence. 
The questionnaire on results expectation 
elements is as follows. Software and artificial 
intelligence will help my life in the future. 
Learning about software and artificial 
intelligence will help you get a better job. By 
learning software and artificial intelligence, I 
will be able to do what I am interested in. By 
learning software and artificial intelligence, you 
will be able to make the world a better place. 
The questionnaire on value recognition elements 
is as follows. Software and artificial intelligence 
play an important role in developing our country. 
Software and artificial intelligence help our lives. 
Software and artificial intelligence have a lot to 
do with our lives. Software and artificial 
intelligence are essential to us. 
The survey on career goals elements is as follows. 
I want to enter a department related to software 
and artificial intelligence in college. I would like 
to further study related to occupations that utilize 
software and artificial intelligence. I want to 
learn about jobs related to software and artificial 
intelligence. When I become an adult, I will 
choose a career that is highly related to software 
and artificial intelligence. 
The teacher surveyed 12 questions as follows. 
The program operation time was appropriate 
(Q1). The number of participants in the program 
was appropriate (Q2). The program content was 
appropriate (Q3). The materials, teaching 
materials, and media used in the program were 
appropriate (Q4). The environment for the 
program was appropriately allocated (Q5). I am 
overall satisfied with the operation of this 
program (Q6). I think this program was helpful 
to students in terms of their studies, careers, and 
leisure (Q7). This program is helpful when 
students take software and artificial intelligence 
classes (Q8). The contents of this program can be 
applied to classes and used as class materials 
(Q9). In this program, you can learn about the 
content and direction of new artificial 
intelligence and software education (Q10). If I 
get the chance, I would like to apply for this type 
of program again (Q11). In the future, such 
programs need to be opened and operated 
continuously (Q12). 

For analysis, the mean and standard deviation 
were calculated using the spss 25.0 program. 

3.  Result  
As a result of the study, it was analyzed that both 
teachers and students were overall satisfied with 
the camp, with an average score of 4 or more 
(5-point Likert scale). In the case of teachers, it 
was analyzed that they sympathized with the 
content and purpose of the camp. In other words, 
it can be said that the original purpose of opening 
the camp, which is to spread artificial 
intelligence and software education to schools, 
has been achieved. 
 
Table 2.  Teacher Perceptions of Camp 
Catagory 1-2 grade 3-4 grade 5-6 grade

Q1 4.67(0.58) 4.86(0.35) 4.30(1.13)
Q2 4.67(0.58) 4.73(0.63) 4.45(0.89)
Q3 4.67(0.58) 4.91(0.29) 4.70(0.66)
Q4 5.00(0.00) 4.82(0.50) 4.70(0.98)
Q5 5.00(0.00) 4.86(0.35) 4.55(0.94)
Q6 5.00(0.00) 4.82(0.50) 4.40(1.05)
Q7 4.67(0.58) 4.82(0.39) 4.50(1.15)
Q8 5.00(0.00) 4.73(0.63) 4.50(1.15)
Q9 5.00(0.00) 4.77(0.61) 4.60(0.94)
Q10 5.00(0.00) 4.77(0.61) 4.60(0.99)
Q11 5.00(0.00) 4.91(0.43) 4.30(1.26)
Q12 5.00(0.00) 4.77(0.61) 4.60(1.10)

 
Through the camp, student perceptions were 
surveyed based on the following factors: Interest, 
Self-Efficacy, Results Expectation, Value 
Recognition, and Career Goals. 
 
Table. 3. Student Perceptions of Camp 

Catagory 
1-2 

grade 
3-4 

grade 
5-6 

grade 

Interest 
4.35 

(0.70) 
4.28 

(0.82) 
4.00 

(0.88) 

Self-Efficacy
4.22 

(0.72) 
4.13 

(0.84) 
4.00 

(0.85) 
Results  

Expectation
4.14 

(0.79) 
4.06 

(0.90) 
4.01 

(0.88) 
Value 

Recognition
4.13 

(0.77) 
4.17 

(0.82) 
4.17 

(0.82) 

Career Goals
3.83 

(1.01) 
3.59 

(1.10) 
3.54 

(1.09) 
 
As a result of the study, it was analyzed that there 
was a positive perception, but there was little 
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change in perception at the level of career 
occupation. In addition, the positive impact was 
found to decrease as the grade increased, 
suggesting the need to apply software and 
artificial intelligence education at an early age.  

4. Conclusions 
Korea has been criticized for lacking educational 
investment and policies in software and artificial 
intelligence compared to other countries. Digital 
Sprout Camp spread software and artificial 
intelligence education throughout Korea with the 
aim of overcoming this situation. The purpose of 
this study was to derive policy implications for 
the elementary level of artificial intelligence and 
software education through the camp. First, 
although the short-term camp was helpful in 
cultivating positive perceptions, it was found to 
have no effect on changing students' perceptions 
in terms of future career paths and jobs. 
Therefore, in order to fully achieve the purpose 
of education to respond to a society that is 
changing due to software and artificial 
intelligence, it is necessary to find ways to 
provide regular education in public education. 
Second, since the effects of education are greater 
in lower grades than in upper grades, there is a 
need to come up with a plan to provide software 
and artificial intelligence education at an early 
age. Lastly, it is necessary to recall that national 
investment had this positive effect. Continuous 
investment is needed at the future level of the 
country. Future research needs to investigate 
parents' perceptions, and continuous follow-up 
studies of students and teachers are needed. 
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Abstract 

 
Recent studies in sensor position estimation have gained significant attention due to their broad 
applicability across various fields, including robotics, Virtual Reality (VR), and Augmented Reality 
(AR). The current state-of-the-art indoor tracking methods typically rely on technologies such as Wi-Fi 
or Bluetooth. In this research, we introduce an innovative approach that departs from traditional 
techniques, which typically rely solely on images or IMU (Inertial Measurement Unit) sensors for 
position estimation. Instead, we used pre-reconstructed 3D maps to significantly enhance the accuracy 
of the pose estimation. To achieve this, we utilize high-precision indoor maps obtained through the use 
of the Leica RTC360 laser scanner. These 3D reconstruction maps are used for training our system, 
allowing us to effectively track objects using data from camera sensors and accurately calculate 
positional coordinates within indoor environments. 
 
 
Keywords: 3D reconstruction, pose estimation, AR glasses, feature matching, stereo camera 
 

1. Introduction 
In today's landscape, widely adopted position 
estimation systems primarily come in the form of 
Augmented Reality (AR) applications [1].  
 
While the Global Positioning System (GPS) is 
the go-to choice for outdoor scenarios, it falls 
short in reliability when deployed indoors. On 
the other hand, cutting-edge indoor localization 
methods utilize the devices known as beacons. 
However, WiFi based localization demands the 
establishment of a dense network of access 
points, resulting in substantial maintenance costs, 
while offering only limited positional accuracy. 

Various studies have explored methods for 
position tracking, employing either single or 
multiple sensors [2] such as Inertial 
Measurement Units (IMUs), or approaches based 
on the recognition of feature points [3] within 
images, including Simultaneous Localization 
and Mapping (SLAM). However, these methods 
often have limitations in terms of accuracy and 
real-time performance. 3D spatial reconstruction 
refers to the process of reconstructing the 3D 
shape and 2D texture of the objects or 
environments in 3D space [4]. 
 
In this paper, we present a method that combines 
3D spatial reconstruction information with 3D 
recognition technique to enhance the accuracy 
and efficiency of estimating the position.  
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2. Proposed Method 
The overall procedure of proposed method is 
vividly illustrated in Fig. 1. To begin the process, 
we obtained point cloud data by employing 
LIDAR scanner for 3D spatial mapping. These 
diverse multiple sets of 3D data were merged to 
create a unified reconstructed map [5]. From this 
map, we extracted various types of features 
points and generated templates for matching.  
Next, we collected data from stereo cameras 
attached to AR glasses, calibrated the two 
cameras using a chessboard panel [6], and then 
used SLAM with video from the stereo cameras 
to determine the sensor's position and the 3D 
information of the surrounding environment.  
Finally, we further utilized the Kalman Filtering 
method to find the optimal position by matching 
the pre-reconstructed 3D map with the 
surrounding environment. Finally, we utilized 
the Kalman Filtering method to find the optimal 
position by matching the pre-reconstructed 3D 
map with the surrounding environment. 
It's important to recognize the challenges posed 
by issues like significant occlusions in images or 
substantial changes in previously reconstructed 
maps, which may affect object recognition 
accuracy. To address these issues, we can 
leverage dynamic object recognition technology 
to distinguish moving objects and employ SLAM 
technology to dynamically perceive the 
environmental changes and update the 3D map. 

3. Conclusions 
In conclusion, this paper has introduced a novel 
position tracking method that combines 3D 
reconstruction information with 3D recognition 
technology, enhancing user experiences in 
various applications and contributing to future 
technological advancements. As we conclude 
this endeavor, it's crucial to emphasize the 
importance of continuous research and 
innovation in the field of 3D map-based position 
estimation to meet the evolving demands of 
technologies and applications. 
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Fig. 1. Overall Procedure of the proposed method
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Abstract 
 

There are many indicators to be considered to manage the aquaculture environments. Among them, managing a 
dissolved oxygen (DO) level is significant because it is relevant to the fish welfare. However, the DO level is highly 
affected by various internal and external factors such as water temperature and feeding timing. Moreover, the 
appropriate DO level is also changed according to the fish rearing environments. Since the DO levels that are too 
high or too low are not suitable for survival conditions the DO level should be maintained within a certain range. 
Typically, the aquaculture manager directly intervenes to maintain the DO level. However, it is inefficient due to 
the nature of fish farms that must operate all the time. Moreover, inaccuracy is also inevitable according to the 
human error. In this paper, we present an autonomous control system implementation to manage the DO level to 
handle this problem. Our solution shows an overall system architecture and how the DO level can be controlled in 
conjunction with the actual water tank.  
 
 
Keywords: Aquaculture, Autonomous Control, Dissolved Oxygen 
 

1. Introduction 
In aquaculture environments, the managers 
should take care of a number of factors to 
increase the productivity. Especially, an 
environmental indicator such as a dissolved 
oxygen (DO) level is one of the major factors 
since the DO level is closely related to the fish 
growth. However, the DO level is varying 
frequently according to the numerous conditions. 
For example, as the fishes in the tank become 
more active, the DO level highly decreases with 
feed supply. Since low DO is not suitable for 
survival environments, it is important to increase 
the dropped DO level again. In contrast, the 
excessively high DO level is also not appropriate 
since the movement of fishes gets to slow down. 
Traditionally, the manager manually control the 

DO level. However, there are several limitations 
since aquaculture need to be operated 24 hours/7 
days. Moreover, the human error also can occur. 
To deal with this kind of issues, autonomous 
management systems have been studied to 
minimize the human intervention [1]. In this 
paper, we go one step further and present a 
structure for linking with the acuaculture end 
point. Moreover, we verify the DO level through 
the actual water tank after configuring the test 
environment.   
The rest of this paper is organized as follows. In 
section 2, we introduce a system model to 
manage the DO level in aquaculture. In section 3, 
we analyze the control result in conjunction with 
the real water tank before concluding this paper 
in section 4.  
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2. System Model 

2.1 Basic considerations 
There are several methods to control the DO 
level. Among them, we consider the method via 
a variable frequency drive (VFD). The VFD 
adjust the frequency of a motor which can affect 
the DO level in the water tank. As the value of 
the frequency increases, the water speed also 
increases which leads to increase the DO level. 
In contrast, when the frequency value decreases, 
the result becomes the opposite.  

2.2 Control system implementation 
As we mentioned in the previous subsection, the 
frequency value of VFD plays a key role in our 
control system. However, there are also several 
parameters other than the freqeucny value also to 
be considered which affect the DO level. 
Moreover, the manager also can configure the 
target tank with the desired DO level through the 
system. The system also receives the feedback 
results from the actual measured values and 
modifies the control value if it is required.  
The proposed control system consists of two 
models. The first model calculates the frequency 
value considering the environmental conditions 
in the water tank and transfers it with a control 
period. The second model triggers the VFD to 
adjust the frequency value according to the 
control information and returns the feedback 
results to the calculation model. The calculation 
model re-transfers the control value if the 
thereshold condition is not satisfied. In order to 
support cross platform operation and real-time 
management, communication between the 

modules follows hypertext transfer protocol 
(HTTP) based representational state transfer 
application interface (REST API) [2]. Thus, all 
kinds of messages are expressed as javascript 
object notation (JSON). Fig. 1 illustrates the 
proposed control system implementation concept. 
Each model shares the common path parameters 
to indicate the target water tank and POST based 
HTTP method which can take advantage of 
security and containing various JSON key-value 
pairs. 

3. Integrated Test Results  
In order to demonstrate the operation of the 
proposed control system, we link the system to 
the actual water tank used in the real aquaculture 
industry. The manager configures the target DO 
level as 11 mg/L. Fig. 2 describes the variations 
of the frequency value of VFD and the DO level 
over time. As expected, the control system tries 
to increase the frequency value to meet the 
desired DO level as the calculation model and the 
action model interact. Since the threshold is 0.5 
mg/L, the control has completed when the 
measured DO value reaches 10.61 mg/L. The 
frequency value remains as long as the DO level 
does not go out of the threshold range.  

4. Conclusions 
In this paper, we introduced the integrated 
control system to manage the DO level in the 
aquaculture industry. The system consists of the 
calculation model and the action model 
depending on the purpose. In addition, we also 
carried out verification on the implemented 

Fig. 1. Propossed DO level control system 
concept. 

Fig. 2. Changes in frequency of VFD and DO 
level over time. 
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system and confirmed that the system worked 
well as intended. 
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Abstract 

 
This paper presents the implementation of a homography-based method for tracking the position of 
objects using fixed cameras. The proposed method is implemented with a detection module, 
multi-process queues, and a GUI module. The primary advantage of this method is its capability to 
derive 3D position coordinates from 2D images captured by stationary cameras, ensuring both speed 
and real-time functionality. 
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1. Introduction 
Recent advancements in camera and AI 

technologies have led to the widespread 
utilization of object recognition across various 
domains. In manufacturing environments, there 
is an increasing demand for efficient methods to 
track the positions of workers and operating 
robots. Video-based object tracking methods 
commonly rely on hardware such as stereo 
cameras, Time-of-Flight (ToF) cameras, or depth 
sensors to measure the distance between the 
camera and objects[1,2]. This paper presents a 
method for tracking the position of objects using 
an RGB camera without the need for additional 
hardware like depth cameras or depth sensors. 

2. Proposed Object Position Tracking 
Method 

The proposed object position tracking method 
involves several steps: camera calibration, 
homography computation, object detection, and 

2D-to-3D coordinate conversion processes. The 
camera calibration process calibrates the 
intrinsic and extrinsic parameters of a camera. 
This process includes rectifying distortion 
caused by the camera lens and establishing 
correspondence between the 2D image and the 
actual 3D scene. In the homography computation 
process, a homography matrix is calculated, 
representing the transformation between the 2D 
ground plane in the image captured by the 
camera and the 2D ground plane in the target 
space. The object detection process identifies the 
location of one or multiple objects within the 
camera-captured image, using bounding boxes to 
enclose the objects with rectangular shapes. The 
resulting bounding boxes indicate the positions 
of the objects within the 2D plane of the image. 
By applying the pre-computed homography 
matrix to the bottom center coordinates of the 
detected objects, the corresponding coordinates 
on the target plane are calculated. The 2D-to-3D 
coordinate conversion process transforms the 2D 
coordinates of objects in the camera-captured 
image into 2D coordinates of the ground plane in 
the target space. Assuming objects only move on 
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the ground, the 2D coordinates (x, y) of objects 
can be converted into 3D coordinates (x, y, z=0). 
This allows for tracking objects in a 3D space.  

The proposed object position tracking method 
is implemented with a detection module, 
multi-process queues, and a GUI module as 
shown in Fig. 1, and its operation is as follows: 
The detection module receives real-time video 
data streaming from an IP camera through the 
RTSP protocol. The received video data is 
processed by a deep learning object detection 
model, specifically YOLO[3], to generate 
bounding boxes around objects, such as humans 
and robots. The generated bounding boxes are 
overlaid on the RGB image to create a 
visualization. The detection module extracts 2D 
coordinates from the generated bounding boxes 
and transforms them into 3D coordinates that can 
be mapped onto a 3D space. These 3D 
coordinates, along with the identifications of 
detected objects, are then transmitted to the GUI 
module through multi-process queues. The GUI 
module displays the visualization on the screen 
and represents the 3D coordinates in a 3D 
environment. Additionally, it provides 
information about the identifications of detected 
objects and their 3D coordinates. Fig. 2 shows 
the implementation of the GUI software for the 
proposed method. 
 

 

Fig. 1.  Block diagram of the proposed object 
position tracking method 

 
This method enables object position tracking 

using only cameras, eliminating the need for 
additional equipment such as stereo cameras, 
depth cameras, or depth sensors. It can also be 
visualized in virtual reality. However, it's 
important to note that there are still limitations, 
including challenges in object tracking in 
complex environments and reduced precision for 

distant objects. Tracking object positions with 
fixed cameras using the proposed method holds 
significant potential for applications in computer 
vision and robotics, contributing to future 
research and development. 
 

 

Fig. 2.  GUI software of the proposed object 
position tracking method 

3. Conclusions 
In this paper, an object position tracking 

method using fixed cameras was proposed. This 
method is based on homography, which 
represents the transformation between the 2D 
ground plane of the camera-captured image and 
the 2D ground plane of the target space. The 
proposed method provides object identifications 
and their positional information. It also tracks the 
movement paths of objects. The key advantage 
of this method is its ability to extract 3D position 
coordinates from 2D images captured by fixed 
cameras, ensuring both speed and real-time 
functionality. 
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Abstract 

 
This paper analyzes the quarantine environment of imported ornamental fish in Korea in depth and 
studies the image recognition of ornamental fish in consideration of the complex characteristics in the 
environment. In this study, the unique elements of the quarantine environment were investigated and 
analyzed in detail. And based on the analyzed results, learning was performed by augmenting the 
learning dataset using image processing techniques, and the method of applying the conditions of the 
quarantine environment improved the accuracy of image recognition. The study conducted recognition 
experiments on a total of 50 species of ornamental fish to demonstrate that image augmentation 
methods similar to quarantine environments are effective. 
 
 
Keywords: Ornamental fish, Quarantine, Augmentation, CNN, YOLO 
 

1. Introduction 
Convolutional Neural Network (CNN) is a key 
technology attracting attention in the modern 
image recognition field, showing high 
performance due to its unique structure and 
pattern recognition ability[1]. By effectively 
extracting and learning image features, CNNs 
realize accurate and efficient image 
classification and recognition in a variety of 
applications. At the same time, for effective 
learning of a CNN for a specific object, it is 
essential to construct a learning dataset with 
diversity in various environments. Data that 
takes diversity into account like this helps the 

model learn robust features under various 
conditions and have high generalization 
ability[2]. This paper aims at robust image 
recognition for ornamental fish imported into 
Korea and analyzed several characteristics of the 
quarantine environment for ornamental fish in 
Korea. We then performed CNN learning and 
experiments using training image data based on 
the analyzed features and data that did not, and 
present comparative results. 

2. Quarantine Environment Analysis 

We actually visited domestic ornamental fish 
quarantine sites and analyzed environmental 
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characteristics. As shown in Fig. 1., ornamental 
fish imported into Korea are individually 
packaged in plastic. Accordingly, the 
characteristics of ornamental fish change 
sensitively in images taken at quarantine sites 
depending on the medium of vinyl, lighting, and 
water. In the case of vinyl, if wrinkles occur, the 
shape of the ornamental fish may appear curved. 
Additionally, the unique color characteristics of 
ornamental fish may be expressed differently 
depending on the intensity and color of lighting. 
Water contained in plastic can distort the shape 
of aquarium fish and make them appear cloudy. 
In addition to these media, images taken while 
aquarium fish are moving may show shaking or 
various rotation angles.  
 

 

Fig. 1.  Conservation status of imported 
ornamental fish during quarantine process 

3. Experiment  
In this experiment, using the same CNN model, 
we compared the coronary recognition 
performance through each learning of the 
training image data with the quarantine 
environment analyzed in Chapter 2 and the data 
without. Version 4 of the YOLO model has been 
selected to improve processing time and 
awareness. Learning data with a quarantine 
environment was applied with single and 
compound conditions of rotation, inversion, 
blurring, distortion, and brightening using 
OpenCV library. Data that did not are augmented 
by applying only rotation and enlargement. As 
shown in Fig. 2., a total of 50 ornamental fish 
classes were selected, and 2,000 image data were 
built for each class, and the YOLO model was 
learned 10,000 times with the option of batch=32 
and subdivision=32. Using the finally extracted 
weight file, the figures are summarized in Table 
1. as 100 test image data per class applied with a 
quarantine environment that was not used for 
learning. Here, ‘A’ means a model learned with 
an image applied with quarantine environmental 
conditions, and ‘B’ means a model learned with 
an image applied with some quarantine 

environmental conditions. 
 

 

Fig. 2.  Images of 50 species of ornamental fish 
trained from CNN model 

 
Table 1.  Images of 50 species of ornamental fish 
Type A B 
Inference 
Accuracy (%) 

89.11 97.24 

4. Conclusions 
This paper aims to recognize strong ornamental 
fish in the domestic quarantine environment, and 
analyzes the quarantine environment in detail 
and evaluates the learning performance of the 
artificial intelligence model through image 
augmentation according to conditions. Because it 
is difficult to collect images in an actual 
quarantine environment, we used open data such 
as Google and FishBase to augment and learn 
images to suit the quarantine environment, and 
achieved a higher recognition rate of 
approximately 8% than the existing method. This 
proves that the quarantine environmental 
conditions analyzed in this paper actually work 
meaningfully 
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Abstract 

 
This paper proposes an automatic calibration method for the development of fully autonomous driving 
technology using multiple LiDAR sensors in a vehicular intersection environment. The proposed 
approach features rapid adaptation to potential initial calibration changes that may occur in LiDAR 
sensors installed at various positions in the intersection environment. To effectively address the physical 
changes in LiDAR sensors, the method suggests utilizing 3D plane points for automatic calibration.  
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1. Introduction 
Recent research has been focused on advancing 
fully autonomous driving technology, extending 
beyond vehicles to the integration of LiDAR in 
the surrounding environment[1-2]. Particularly, 
in the context of intersection environments, a 
method involving the attachment of LiDAR 
sensors to poles requires the simultaneous use of 
multiple sensors to ensure broad coverage. This 
necessitates the calibration of different LiDARs 
to account for their distinct characteristics. 

However, this approach relies on using 
calibration values calculated at the initial 
installation position, making the LiDAR sensors 
vulnerable to physical changes induced by 
external factors, such as environmental 
fluctuations. In this paper, we propose a method 
to address these physical changes by utilizing a 
plane for automatic correction, allowing for 
adaptive calibration. 

2. Automatic Calibration 
The proposed methodology in this paper 
presupposes a scenario as illustrated in Fig. 1, 
wherein multiple LiDAR sensors are 
strategically positioned at various fixed locations 
within an intersection environment, 
accompanied by the application of inter-sensor 
calibration. Moreover, the automatic calibration 
process is executed following the steps outlined 
in sections 2.1 to 2.3. 
 

 
Fig. 1.  3D points of LiDAR Sensors Calibrated  

in Intersection Environment 
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2.1 Defining Plane in Intersection 
In a vehicular intersection environment, a 
common feature is the plane of the vehicular road. 
In Fig. 1, after the initial calibration, a predefined 
planar region is established for the vehicle road 
or surrounding walls. The configuration of this 
planar region can be expressed by six coordinates 
representing the maximum and minimum values 
for x, y, and z coordinates. 

2.2 Enhancing 3D Point Density  
The density of 3D points in the common area 
varies depending on the position of the LiDAR. 
A low point density results in reduced accuracy 
in registration through section 2.3. Therefore, to 
enhance the density of 3D points in the common 
planar region defined in section 2.1, points within 
the plane are generated. The 3D points are 
randomly selected with x, y, z values satisfying 
the plane equation of ax by cz d 0  
established for the common region in Section 2.1. 
Fig. 2 illustrates the generation of numerous 3D 
points for each plane in the defined common area 
that has been altered by external factors.  
 

  
Fig. 2.  Enhanced 3D Point Density in Common 

Planar Region (Left: 2.1, Right: 2.2) 

2.3 Scan Matching for Point Registration 
Using the 3D points from the overlapping 
common area generated in Section 2.2, we 
applied the scan matching algorithm to perform 
alignment between the two LiDARs. This scan 
matching algorithm employed the ICP (Iterative 
Closest Point) algorithm known for its fast 
computation and iterative process of finding 
optimal transformations by locating neighboring 
points. Fig. 3 illustrates the results of applying the 
ICP algorithm from the Open3D library to 
different 3D points from two LiDARs affected by 
external environmental changes. The algorithm 
was configured with options of 10 iterations and 
a threshold of 1 for the computed transformation 
matrix.  

  
Fig. 3.  Registration Results of Two LiDAR Sensors 
through sections 2.1~2.3 (Left: before, Right: after) 

3. Analysis of Automatic Calibration 

The proposed automatic calibration method 
enhances system performance with higher 
precision in the initial setup, facilitating effective 
calibration in environments utilizing multiple 
LiDARs. However, as the magnitude of physical 
changes increases, automatic alignment becomes 
challenging due to the non-overlapping common 
areas between the two LiDAR sensors. 
Additionally, variations in 3D point density 
based on LiDAR positions can impact accuracy, 
and convergence may pose challenges in specific 
scenarios. 

4. Conclusions 
This paper proposes a method for automatic 
calibration in response to initial calibration 
changes in multiple LiDAR sensors deployed in 
a vehicle intersection environment. The proposed 
method has the advantage of promptly adapting 
to slight rotational changes in LiDAR sensors. 
Future research will focus on improving the 
accuracy of the technique in response to 
rotational changes, performing automatic 
alignment through the detection of motion 
changes, and exploring various aspects such as 
providing an alarm service for detecting changes 
in initial calibration. 
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Abstract 

 
This research explores the intersection of cultural preservation and technology by reconstructing Korean 
traditional performances in virtual reality using 3D pose estimation across multiple camera views. With 
multiple edge devices, the proposed system can capture these performances in the open spaces. Through 
the proposed system, we introduce a comprehensive methodology for capturing, processing, and 
presenting these performances in VR, emphasizing the authenticity of traditional movements and 
postures. In addition, we illustrate the effectiveness of our approach and discuss its potential 
applications in the realms of education, tourism, and cultural exchange. 
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1. Introduction 
Human 3D pose estimation from video has found 
wide range applications such as sports analysis, 
surveillance, and virtual reality (VR). With rapid 
development of computer vision, particularly the 
advent of convolutional neural networks (CNN), 
various research have emerged to enhance this 
field [1]. Recently, to mitigate self-occulsion 
problem, variaous approaches using multiple 
camera views for 3D pose estimation have been 
introduced [2, 3]. 

Despite these remarkable advancements, there 
remains absence of a generalized methodology 
for creating 3D animation and presenting them 
through the VR domain. In this paper, we 
introudce a comprehensive methodology for 
capturing, processing, and presenting the 

performance in VR through 3D pose estimation 
across multi-views. 

2. Proposed System 

2.1 Real-time 3D Pose Estimation 
The proposed system is shown in Fig. 1. To 
mitigate self-occlusion and motion blur, we 
consider multiple view system. Each edge device 
transfer 2D pose to the central server. Then, the 
central server reconstructs 3D pose across 
multiple 2D poses [3]. 

2.2 Performance Reconstruction 
In order to facilitate real-time operation, a pre-
rigged 3D model was used instead of volumetric 
data. The central server merges the reconstructed 
3D pose to the pre-rigged 3D model. Through 
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this process, the performance transforms into a 
coherent animation. 

2.2 Cross Platform Accessibility 
The proposed system provides the compatibility 
with a wide range of devices and platforms. To 
ensure that these cultural treasures can be 
experienced by as many individuals as possible, 
the reconstructed performance could be played in 
web or PC as well as HMD. 
 

 
Fig. 1.  Proposed System for the Performance 

Reconstruction 

3. Experimental Results 
To demonstrate the proposed system could 
reconstruct 3D performance, we capture Korean 
traditional performance with our prototype. As 
discussed earlier, the fusion process involves the 
integration of the reconstructed 3D pose data 
with a rigged 3D model. Consequently, the 3D 
model exhibits dynamic movements and follows 
the precise 3D pose. Fig 2. Shows the 
reconstructed performance as viewed through 
HMD. We used Oculus 2 as HMD device. 

 
Fig. 2.  Reconstructed performance as viewed 

through HMD 

4. Conclusions 
This paper introduces a methodology for the 
capture, processing, and presentation of Korean 
traditional performance in a virtual reality (VR). 
Through the implementation of prototype, we 
validate the efficacy of our approach, 
demonstrating its ability to reconstruct these 
performances in the VR environment. 
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Abstract 

 
In this paper, a MEMS mirror including optics for mobile 3D scan device for spatial information 
acquisition is investigated. The efficient puled laser driver project uniform beam profile over the field of 
view area. A MEMS mirror and directional optics perform x-y raster scan. The performance of the 
proposed technique is demonstrated exploiting a time-to-digital converter to reconstruct 3D spatial 
information. As a result of demonstration, the proposed technique is capable of detect ~5 m distance 
within 30x30 degrees of field of view in mobile form. 
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1. Introduction 
Recently, there is a high demand for technology 
to acquire 3D spatial information using mobile 
devices [1]. Mobile devices such as ToF sensors, 
which have recently been commercialized, have 
begun to be installed in mobile phones due to the 
advantage of simple signal processing, but there 
is a limitation in that the measurable distance is 
limited. 
Since typical ToF sensors utilize continuous 
wave (CW) laser illumination with low power 
due to the heat problem, the ToF sensors has 
realtively short range measurement capability to 
a few meters. 
To overcome this limitation, there are attempts to 
miniaturize flash LIDAR. However the cost and 
complexity of the SPAD module and DSP 
system, which are the core of flash LIDAR, are 
high. On the other side, for a scanning LIDAR 
with beam-stearing laser on the emitter and a 
wide-angle lens on the reciever, there is a 
problem that the highly sensitive light detection 

element is easily saturated by environmental 
ambient light [2]. 
In this paper, a MEMS mirror including optics 
for mobile 3D scan device for spatial information 
acquisition is investigated. The efficient puled 
laser driver project uniform beam profile over 
the field of view area. A MEMS mirror and 
directional optics peform x-y raster scan. The 
performance of the proposed technique is 
demonstrated exploiting a time-to-digital 
converter to reconstruct 3D spatial information.  

2. Z-axis depth measurement 
Fig. 1 shows the Z-axis depth measurement of 
the proposed system. A micro lens array (MLA) 
is used as a beam homogenization element. The 
pulse timing of the illumination is measured with 
a yellow line. 
An incident laser pulse is divided into many 
beamlets due to the pupils of small lenslets of the 
MLA. Since the beam centers of each beamlet 
has parallel propagation direction, each beamlet 
is projected at the same superimposed objective 



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   225 

surface by a final projection lens. 
 

 
Fig. 1.  Object depth measurement data 

 
The return pulse received by SiPM through the 
clear aperture of a mems mirror is measured with 
a yellow line. 

3. XY-axis raster scanning 

 
Fig. 2.  Raster scanning trace 

 
Fig. 2 shows the raster scan analysis of the x and 
y axes based on mems mirror up to 250 Hz. The 
number of scan line is measured to be ~100 
which means high scan density. 

4. Experimental performance 
analysis 

Fig. 3 shows the experimental performance 
demonstration in a test lab environment. The 
flattened rectangular field of view is formed with 
10 Hz refrash rate. Since the FoV has uniform 
distribution, the designed structure does not 
require any extra projection lens. 
 

 
Fig. 3.  Demonstration of the scan system 

5. Conclusions 
In this paper, a MEMS mirror including optics 
for mobile 3D scan device for spatial information 
acquisition is investigated. The efficient puled 
laser driver project uniform beam profile over 
the field of view area. A MEMS mirror and 
directional optics peform x-y raster scan. The 
performance of the proposed techniqe is 
demonstrated exploiting a time-to-digital 
converter to reconstruct 3D spatial information. 
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Abstract 

 
In this paper, a range measurement technique for mobile devices is investigated. A homogenized 
VCSEL beam illumination module and highly sensitive SiPM module is exploited as a light source and 
receiver. respectively. The fabricated optics for VCSEL source includes focusing lenses and beam 
homogenizer for flattened beam projection over large area. The reflection time and intensity are 
measured by SiPM. The demonstration shows various work error characteristics according to color and 
view angle. 
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1. Introduction 
Recently, with the development of cultural 
content technology, there are increasing attempts 
to acquire 3D information in real space and apply 
it to virtual spaces such as the metaverse [1]. 
To acquire 3D information in real world, 
high-performance equipment such as LIDAR 
scanners are mainly used. LIDAR is divided into 
two types: scanning LIDAR for ADAS systems  
and flash LIDAR for 3D spatial information. 
Since conventional flash LIDARs emit a single 
laser pulse beam across the LIDAR's entire field 
of view (FoV) at once, a strong laser power was 
required to compensate for beam divergence. 
Accordingly, the  capacity of the laser amplifier 
should have been increased. This limitation is 
disadvantageous in terms of cost and 
miniaturization [2]. 
In this paper, an emission control technology 
capable of direct pulse control of 5 ns or less was 
implemented using and integrated laser array 

element and a small multi-channel switch 
element and its performance is verified. 

2. Direct-pulsed Range measurement 
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Fig. 1.  Basic scheme of the direct-pulsed 
range measurement 

 
Fig. 1 shows the basic scheme of the range 
measurement. The basic principle of the direct 
pulsed system is the arrival time measurement of 
the back scattered laser signal. A laser source 
emits a pulsed light and a detector receives the 
back scattered laser from an object. 
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3. VCSEL array source 

 

 
Fig. 2.  Fabricated VCSEL laser source 

 
Fig. 2 shows the fabricated module of proposed 
array source. The driver circuit is based on a 
multi-channel switch element unlike 
conventional capacitor-discharge drivers. The 
module has effective power and heat-generation 
characteristics since low driving voltage is 
directly modulated at multiple channel within 5 
ns. Since the VCSEL can be mounted parallel to 
the surface, it occupies smaller space and emits 
laser perpendicular, as opposed to the 
conventional laser diodes. The fabricated optics 
for VCSEL illumination includes focusing lenses 
for divergence control. A multi-lens array is used 
as a beam homogenization element. The beam 
distribution is measured using a commercial 
CCD profiler. 
Since the array source's light-emitting operation 
principle is based on parallel low voltages and 
the beam profile is even as well, there are no 
restrictions on multi-source configuration. The 
multi-source configuration is expected to 
enhance power and FoV. 

4. Range measurement result 
Fig. 3 shows the range measurement result. A 
commercial SiPM receiver is exploited as a back 
scattering detector of VCSEL source. The SiPM 
device is capable of detect single-photon. An IR 
bandpass filter is exploited to reject the ambient 
light and increase the signal-to-noise-ratio. 
 

 
Fig. 3.  Range measurement result based on VCSEL 

source and SiPM receiver 
 
The result shows linear response characteristics. 
The walk-error can easily be compensated in the 
signal processor. 

5. Conclusions 
In this paper, an emission control technology 
capable of direct pulse control of 5 ns or less was 
implemented using and integrated laser array 
element and a small multi-channel switch 
element and its performance is verified. 
Since the proposed technology is suitable for a 
multi-source structure, various modifications are 
possible, such as improving output and 
expanding the light emitting area, depending on 
the needs of the application field. 
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Abstract 

 
This paper presents the real-time large-channel lighting control interface module is proposed. Based on 
the standard protocols Art-Net and DMX standards, we have implemented a miniaturized interface 
module that integrates existing consoles and DMX modules. And also, extension conventional standard 
protocol to scalable controlling non-standard devices. Interface module that can link and control more 
than hundreds of devices and is linked with generative art content to suit the scenario. The real-time 
control operation performance of a generative art content was verified through field demonstration. 
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1. Introduction 
The realistic content industry keeps demanding 
for realistic content that people can directly 
experience and immerse themsevels in is 
increasing. In particular, unlike the rapid 
technological growth of software-centered, 
hardware is still using technology from decades 
ago. Based on the standard protocol DMX 512, 
the lighting system includes a control console 
and a DMX module to operate multiple lighting 
devices. The control consoles support the Art-net 
to DMX interface, and Art-Net is network 
protocol that based on ethernet and designed to 
provide efficient and low-overhead data flow. 
But existing standards have limitations in 
controlling increasingly complex and diverse 
devices. Also, the existing system has high 
infrastructure construction costs and has 
limitations in connecting physical interfaces to 
connect hundreds of devices [1,2]. Therefore, in 

this paper, we propose an interface system based 
on a miniaturized interface module that replace a 
control consoles and DMX module. The 
proposed system verified the operation through 
real-time control through performance of 
generative art content by direct linkage with 
hundreds of lighting devices. 

2. Proposed System 

2.1 Architecture of Proposed System 

 
Fig. 1. Multi-channel lighting control interface system 
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The proposed system consists of an integrated 
operation program, interface module, and 
lighting device, as shown in Fig. 1. The Artnet 
protocol was applied to link between the 
integrated operation program and the interface 
module, and the UART interface was used for 
devices linkage based on DMX protocol. 

2.2 Implement of Interface Module 
Interface Module

Ethernet
(TCP/IP)

USB
VSP

RS-422
RS-485

RS-422
RS-485

RS-422
RS-485

RS-422
RS-485

 

Fig. 2. Interface module block diagram and prototype 
 
Table 1. Artnet to DMX data packet structure 

 

The proposed interface module consists of 
Coretax-M4-based MCU, Ethernet, USB, UART 
(RS-422/485) 4CH, deep switch, etc as shownin 
Fig. 2. It supports RS-485 communication for 
standard, and the RS-422 for non-standard 
devices [2]. In addition, a control protocol was 
developed according to the system to be applied 
through the MCU based control unit and 
designed to be selectively expandable. The 
designed data packet includes Art-Net header 
and DMX data as shown in Table 1. The data 
packet is only an example and can be adaptively 
changed depending on the implemented system. 

2.3 Experimental Result 

 

Fig. 3 Test environment to verify the interface module 

 

Fig. 4. Performance verification with service contents 
 
To verify the performance of the interface 
module, a test environment was established as 
shown in Fig. 3. After receiving the data packet 
from the program, each control packet was sent 
to the lighting devices through the output port of 
the interface module to confirm. Additionally, 
the interface module operation performance was 
verified through field demonstration through 
linking generative art content as shown in Fig. 4. 

3. Conclusions 
In this paper, interface system proposed to 
support multi-channel sensor and effect device 
control. The proposed system includes an 
interface module and the module connected 
devices that can independently control up to 
hundreds lighting devices by control commands 
from the integrated operation program. The 
Art-Net to DMX standard based protocol was 
implemented to enable control of various 
lighting devices, and real-time control was 
implemented in consideration of generative art 
content that require direct linkage with hundreds 
of lighting devices through linkage with actual 
devices and integrated operation programs. The 
operational performance of interface module and 
system was verified through field demonstration.   
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Abstract 

 
This paper presents experimental results of recognizing emotion and theme in music. Tagging music 
with emotion/theme labels is realized with classification strategy. However, combination of 
multi-classifier can give the better results than using only one classifier. Here, we present results of 
various classifiers and result of average ensemble of multiple classifiers.  
 
 
Keywords: Music theme, music emotion, music classification  
 

1. Introduction 
With the recent proliferation of digital music, 
there is increasing demand for management of 
music infromation [2]. For automatic extraction 
of useful information, music information 
retrieval research area has been developed in 
various ways. Some researches focus finding 
musical structure information such as melody or 
beat information [5]. However for music listener, 
tag or label information, that can explain  entire 
song, is much useful. Thus, music clasisfication 
problem, which extract tag of label with input of 
music recording, have been studied. Early 
researches focused on musical genre [2,3]. 
Nowadays music emotion and theme are also big 
concern [1,4]. Early researches tried developing 
new features and combining various features 
[2,3]. Recent music classification researches 
focus development of classifier. With only one 
classification, satisfactory results cannot be 
obtained. Thus, by combining the results of 
multiple classifiers final classification result is 

determined[1,2]. 

This paper presents experimental results of 
classifiers with MTG-Jamendo dataset [4] by 
referring previous research [1]. Trying to 
simulate the study in [1], test results of various 
cases are obtained.   

2. Classifiers used in experiments 

As in [1], ResNet, Frequency-Aware ResNet 
(FA-ResNet)[6], VGG, and convolutional 
recurrent neural network (CRNN)[7] are used in 
our experiments. With the classifiers ensemble 
of classifiers are also tested.  
As an input of classifiers, Mel-spectrogram, 
which is provided by the dataset [4] is used as it 
is. From 12000 Hz sampling rate, 512 sample is 
converted to 96 Mel bins with 256 hop size. We 
used 96 by 512 Mel-spetrogram, whose length is 
about 10.9 second.  



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   231 

3. Experimental results  
We used MTG-Jamendo dataset, and from the 
dataset mood/theme tag information was used [4]. 
There are 59 tags, thus classification of 59 label 
is performed.  Here, we compute Receiver 
operating characteristic area under curve 
(ROC-AUC) as a performance metric. Table 1. 
shows the results of various classifiers. As shown 
in the table, combining multiple classifiers gives 
the better results. Combining ResNet and CRNN 
gives slightly better result then CRNN does. 
Combining FA-ResNet and CRNN gives slightly 
better result then FA-ResNet, which leads to the 
best result of single classifier, does. What we did 
in the experiments is similar to that in [1], but use 
of Mel-spectrogram provided by dataset is a 
difference.  
  
Table 1. Experimental restuls 

Classifiers ROC-AUC 
ResNet 0.6293 

FA-ResNet 0.7074 
VGG 0.6732 

CRNN 0.7013 
Ensemble (ResNet+CRNN) 0.7077 

Ensemble(FA-ResNet+CRNN) 0.7121. 

4. Conclusions 
In this paper, we present the experimental results 
of music emotion/theme recognition. Using 
MTG-Jamendo dataset, various classifiers with 
Mel-spectrogram are tested. And, ensemble 
averaging is also tested to enhance the 
performance. In our experiments, it is verified 
that combining classifiers leads to performance 
enhancement.  
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Abstract 

 
Most automobile manufacturers employ AI technology in the development of autonomous driving 
systems. However, these technologies are primarily applied to newly released vehicles. As a result, it 
has become challenging to integrate convenient advanced driver-assistance systems into existing 
vehicles. In this paper, we address this issue by developing our own low-power and compact AI SoC 
(System on a Chip) chipset. We also create an object recognition model suitable for rear-view cameras 
in automobiles. The object recognition model is implemented using three different lightweight deep 
learning networks. To evaluate the performance, the implemented AI object recognition model is tested 
on our self-developed AI SoC board, nVidia AGX board and Android tablet (Galaxy Tab S8). By 
comparing the results, we aim to assess the commercial viability of our self-developed AI SoC board. 
 
Keywords: object recognition, AI SoC, Performance analysis,  EfficientNet, MobileNet, Yolo, rear 
camera application 
 

1. Introduction 
Object detection in still or moving images is a 
fundamental and widely utilized technique in the 
fields of image processing and computer vision. 
This technology plays a crucial role in various 
domains, with applications extending to the 
integration of object detection into commercial 
products. 
However, artificial intelligence-based object 
recognition demands significant computational 
power, typically implemented on 
high-performance devices equipped with GPUs. 
Consequently, this leads to challenges in terms of 
price competitiveness and maintenance during 
commercial implementations. To address such 
issues, various forms of AI System on Chip 
(SoC) chipsets are being developed. In this paper, 
we compare the performance of our 
self-developed AI SoC Board with nVidia AGX 
Board and Android Tablet when executing object 
recognition models. Additionally, this paper 
compares three lightweight models among object 

classification and object recognition models. The 
deep learning networks used for performance 
comparison are Efficient Detect Lite0, 
MobileNet V2, and YoloV3 [1] [2]. 

2. Object recognition AI model  

2.1 Dataset for Object Recognition  
The scope for comparing object recognition 
models is aimed at integrating them into the rear 
cameras of vehicles. Therefore, the dataset used 
for training comprises images captured by rear 
cameras in vehicles. The datasets utilized for 
training include nu Image dataset, AI Hub 
dataset, and a dataset constructed in-house. 
Given the nature of rear cameras, there is no 
necessity to recognize very small objects at a 
long distance [3]. Consequently, objects smaller 
than 0.1% of the entire input image size were 
excluded from training datasets. A total of 
83,551 images from rear cameras were utilized 
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for training, and the test set for performance 
evaluation consisted of 21,423 images 

2.2 Deep Learning Network Models for 

Object Recognition 

For the comparative validation tests on the 
terminal, lightweight deep learning networks, 
namely Efficient Detect Lite0, MobileNet V2, 
and Yolo V3, were selected. The EfficientDet AI 
model was generated using the modelmaker API 
provided by TensorFlow, and for lightweight 
deployment, it was converted to tflite for 
performance testing. The SSD MobileNet V2 
model also utilized the Object Detection API 
provided by TensorFlow, with an input size set to 
300 x 300. YoloV3 was trained using darknet, 
with batch-64 and an input size of 416 x 416. 

3. Performance analysis results 

3.1 Object detection performance  
The model was trained using a self-constructed 
dataset for rear cameras to distinguish objects 
such as bus, car, cycle, pedestrian, traffic cone, 
and truck. The Average Precision (AP) values for 
each AI model are as follows. Due to the nearly 
identical performance of the three AI models in 
object recognition, the fastest object recognition 
module will be implemented in the product. 
 

Table. 1. Mean Average Precision of Object 
Detection Network 

  Efficient 
Detect 

MobileNet 
V2 

Yolo 
V3 

mAP(%)  47.56 46.12 47.57
 

  
(a)Efficient Detect               (b)MobileNet v2  

 
(c) Yolo v3 

Fig. 1. Object Recognition Results from Rear 
Cameras for Each Model 

 
 

3.2 Comparison of AI model processing 
speed  
The table below presents the processing speed, 
measured in FPS, when deploying AI models 
applicable to rear cameras on various devices. 
The three object recognition models used for 
evaluation were converted into TfLite format. 
Based on the results of testing each AI model, it 
was concluded that YoloV3 exhibited slow 
performance on all devices, making it 
challenging for practical applications. In contrast, 
EfficientDet and MobileNet demonstrated 
sufficiently fast performance suitable for use on 
embedded boards.  
 

Table. 2. Comparison of Processing Speed 
(Frames Per Second) on Each Device  

 Efficient 
Detect 

MobileNet 
v2 

Yolo 
v3 

nVidis AGX 6.06 10.08 0.22 
Android 
Tablet 

14.83 26.97 4.59 

AI SoC 
Board 

39.98 53.08 0.60 

4. Conclusions 
In this paper, we developed an object recognition 
model applicable to rear cameras and deployed 
the developed model on general-purpose 
terminals and our self-implemented AI SoC. We 
compared the performance results across 
different devices. The object detection 
performance on our self-implemented AI SoC, 
tested with a lightweight object recognition 
module, demonstrated a relatively superior 
performance compared to other platforms. In the 
future, we plan to confirm its superiority not only 
in terms of performance but also in power 
consumption compared to commercial terminals. 
additional research is needed on Yolo models 
suitable for deployment on embedded boards. 
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Abstract 

 
This paper presents an innovative method for gait recognition using Channel State Information (CSI) 
derived from WiFi signals, incorporating a neural network-based approach for signal analysis. The 
proposed method advances the field by using a metric learning strategy with triplet loss, which 
significantly refines the neural network's ability to recognize and differentiate between individual gait 
patterns. Our approach addresses the privacy limitations of conventional surveillance systems by 
providing a non-intrusive means of identification. Extensive experiments were conducted to compare 
the proposed method against benchmark techniques, revealing superior accuracy in both laboratory and 
cubic environments, with different numbers of participants. The results of our study demonstrate that 
the proposed CSI-based gait recognition method can serve as a powerful tool for enhancing indoor 
security measures and personal identification with high accuracy, without compromising individual 
privacy. 
 
 
Keywords: WiFi sensing, channel state information, gait recognition, deep learning, metric learning 
 

1. Introduction 
With the full establishment of the ubiquitous 
wireless communication era, WiFi environments 
have been set up in many spaces indoors. During 
the development of WiFi wireless 
communication, the technique of measuring 
signal quality using channel state information 
(CSI) has evolved to improve communication 
quality [1, 2]. CSI serves as an indicator signal 
that reflects the state of signal quality in a WiFi 
wireless communication environment, 
influenced by space and obstacles through 
diffraction and reflection. This information can 
be utilized as an input for technologies aimed at 

enhancing the quality of WiFi wireless 
communications.  

Recently, the use of Channel State Information 
(CSI) in WiFi wireless communications has 
expanded beyond just enhancing signal quality. 
By integrating it with neural network-based data 
interpretation techniques, CSI is being 
repurposed for various applications such as 
detecting indoor human movements and 
identifying individuals [3]. This is because, as 
previously mentioned, CSI values change in 
response to the indoor spatial layout, as well as 
the movement or position of objects. Therefore, 
more precisely, in an indoor environment with 
WiFi wireless communication, human 
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movement will alter the signal characteristics of 
CSI. These changes can be observed in the 
coefficients of CSI's subcarriers. By inputting 
these variations into a neural network, desired 
inference results can be extracted. 

In this paper, we introduce a technique that 
enhances the recognition performance of neural 
network through a metric learning stategy in the 
process of performing gait recognition using a 
neural network-based WiFi CSI analysis method. 
The proposed technique can directly address the 
critical privacy issues inherent in traditional 
CCTV or IoT home camera-based indoor 
security systems. Its high versatility stems from 
its ability to operate in any indoor environment 
where WiFi-based wireless communication is 
established.   

2. Proposed Method 
CSI data is composed of the number of antennas × number of subcarriers × number of packets. In 
this paper, to utilize Convolutional Neural 
Networks (CNN), CSI images of the size 
'Number of Subcarriers ×  Number of Packets' 
are structured with 'Number of Antennas' as 
channels for input into the CNN. This approach 
allows for intuitive use of CNN without the need 
for additional preprocessing and has the added 
advantage of enabling the use of fundamental 
image recognition models as initial models. The 
proposed WiFi CSI-based Gait Recognition 
Method utilizes triplet loss, which is one of the 
representative losses used in metric learning [4]. 
This loss is defined by the following formula: = ∑ max(0, ( , ) − ( , ) + ), 
where  represents the anchor sample,  is the 
positive sample,  denotes the negative sample, 
and ( , )  means the Euclidean distance 
between two samples.  

The fundamental idea of Triplet Loss is to use 
three related data points (known as a 'triplet') 
during the training process. This triplet typically 
consists of an "anchor," "positive," and 
"negative" sample. The anchor is the reference 
data point. The positive is a data point that 
belongs to the same category (or class) as the 
anchor. The negative is a data point from a 
different category than the anchor. Based on this, 

the principle of triplet loss works to minimize the 
distance between the anchor and the positive, and 
maximize the distance between the anchor and 
the negative. Therefore, the Triplet Loss function 
calculates the difference in distances between the 
anchor and the positive and the anchor and the 
negative, guiding the learning model to ensure 
that the distance between the anchor and the 
positive sample is smaller than the distance to the 
negative sample by a "margin."  

This approach enables effective separation of 
data from various classes in WiFi CSI Sensing-
based gait recognition, and allows deep learning 
models to place similar items close together and 
different items further apart, enabling effective 
feature learning. 

3. Experimental Results 
Table 1. CSI Gait Recognition Results 

 

This study presents the comparative analysis of 
gait recognition methods using WiFi CSI-based 
techniques. The evaluation was conducted across 
two different user group sizes and in two separate 
environments, namely a laboratory (Lab) and a 
cubic space (Cubic). The methods were 
compared based on the User Size, which refers to 
the number of participants in the experiment, 
with groups of 2 and 5. The performance of each 
method is represented as a percentage accuracy. 
The results clearly indicate that our proposed 
method consistently outperforms the existing 
methods [5] and [6] in terms of accuracy across 
different user sizes and environmental conditions. 
This improvement is significant and suggests that 
the proposed method can be effectively applied 
for gait recognition in various indoor settings, 
showcasing its robustness and adaptability. 

4. Conclusion 
Our study introduced a novel WiFi CSI-based 
Gait Recognition Method that leverages neural 
network analysis techniques to enhance gait 
recognition accuracy in indoor environments. By 

User 
Size 

[5] [6] Ours Loc 

2 
86.64%
89.15%

93.41% 
93.41% 

97.56% 
97.58% 

Lab 
Cubic

5 
80.35%
84.68%

89.12% 
89.66% 

96.73% 
94.69% 

Lab 
Cubic
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employing a triplet loss metric learning strategy, 
our method achieved significant improvements 
in distinguishing between different gait patterns. 
Experimental results demonstrated that our 
proposed method consistently outperformed 
existing approaches across various user group 
sizes and environmental settings. Specifically, in 
a laboratory environment, our method attained 
accuracies up to 97.56% for two users and 96.73% 
for five users. Similarly, in cubic environments, 
our method reached accuracies of 97.58% and 
94.69% for two and five users, respectively. 
These findings suggest that our approach not 
only offers a viable solution to the privacy 
concerns associated with traditional visual 
surveillance systems but also provides a highly 
accurate and robust framework for gait 
recognition using wireless signals. The 
versatility and effectiveness of our method hold 
promise for broader applications in security and 
user identification domains. 
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Abstract 

 
This paper presents a ground control system for operating Patrol Drone and a method for operating 
detection equipment to be mounted on Patrol Drone among drone cop systems to be operated to respond 
to illegal drones. This system is made through interworking with Mobius, an IoT platform based on 
oneM2M standards, and its performance was evaluated using a virtual data generator before it was 
actually installed. We briefly describe the structure of the system and present the possibility of utilizing 
the patrol drone-cop system through GUI design  
 
 
Keywords: Ground Control System, Simulator, Illegal drone 

1. Introduction 
As various drones are closely related and 

expanded in real life in various forms, secondary 
problems that did not exist before arise [1]. 
Among them, research on methods to respond to 
illegal drones, which has recently become a 
major issue, has been actively conducted. This 
research team is upgrading operational S/W that 
can respond autonomously and quickly by 
developing a Drone Cop Control System (GCS) 
for anti-drone systems and a control system for 
various mission equipment. Among them, this 
paper presents a method for operating detection 
equipment mounted on the patrol drone cop 
system and a control method through GCS, and a 
method for securing stability and reliability 
through a simulator environment.  

2. Software Structure 

2.1 Interworking structure 

 

The patrol drone cop (PD) is equipped with flight 
controller, RF Sniffer, Radar, and EO/IR  
 

Fig. 1. Patrol drone connection structure 
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equipment, and each equipment is linked to the 
GCS through the drone's mission computer. Each 
device transmits current status information and 
Ack information to the GCS, which sends 
commands down to the devices. Since no actual 
equipment was installed, the test was conducted 
through a virtual data generator in this paper.  

2.2 Detection equipment User Interface 

 

 

 

3. Conclusions 
Among the drone-cop systems to be operated to 
respond to illegal drones, this paper presents a 
ground control system for operating the Patrol 
Drone and a method for operating detection 
equipment to be mounted on the Patrol Drone. 
 

References 

[1] S. Park et al., “Survey on Anti-Drone 
Systems: Components, Designs, and 
Challenges,” IEEE Access, vol. 9, pp. 
42635-42659, 2021. 

Fig. 2. GCS for operating Patrol Drone
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Abstract 

 
Edge computing has emerged as a promising paradigm to meet the low-latency demand for highly 

reliable services in various applications. By decentralizing computing resources closer to the data 

source, edge computing minimizes latency, optimizes bandwidth usage, and enhances overall system 

reliability. However, one of the crucial aspects of edge computing is the efficient offloading of tasks 

from user devices to edge servers, which demands careful consideration of network planning and 

resource allocation. In addressing these challenges, this study explores the potential of different network 

planning approaches, particularly the M/M/1 and M/M/2 queuing models, within the context of edge 

computing networks. By conducting a thorough comparative analysis of these queuing models 

concerning task offloading strategies, this research aims to provide insights that can lead to the 

development of more efficient, adaptable, and responsive edge computing systems. In this study, we 

evaluated the performance of various task offloading strategies through the EdgeCloudSim simulator 

and incorporated three distinct applications to model a range of real-life scenarios. The results of the 

simulation demonstrated that our proposed edge (M/M/1) with cloud task offloading scheme performed 

better in comparison to baseline approaches across various scenarios. Our proposed scheme can 

significantly reduce service time by 88.4% compared to local computing (mobile). Furthermore, when 

contrasted with an edge offloading (M/M/1) scheme, it still achieves a substantial reduction of 

approximately 14%.  

 

 

Keywords:  Task offloading, M/M/1 and M/M/2 queuing models, mobile edge computing. 

 

1. Introduction 

In the modern world, mobile devices have gained 

immense popularity. The rapid proliferation of 

smart mobile devices and the emergence of 

demanding services and applications have 

resulted in a substantial increase in data traffic. 

These applications are typically characterized by 

their high computational requirements and, as a 

consequence, result in substantial energy 
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consumption, which is a significant drawback 

associated with smart mobile devices [1]. In the 

past, the concept of mobile cloud computing 

(MCC) was introduced to address the 

aforementioned issues. MCC offers several 

advantages, such as extending battery life by 

offloading computationally intensive 

applications to the cloud and enhancing data 

storage capabilities for users [2]. However, 

despite the numerous benefits of MCC, it is not 

particularly well-suited for real-time applications 

and faces unavoidable challenges, including high 

latency and limitations in backhaul bandwidth. 

To mitigate the challenges mentioned above, a 

promising new concept called mobile edge 

computing (MEC) has emerged [3]. 

Mobile edge computing is a distributed 

computing paradigm that brings cloud 

computing capabilities closer to the edge of a 

mobile network, where mobile users and their 

devices are located. MEC deploys computing 

resources, such as servers or edge nodes, in close 

physical proximity to base stations, access points, 

or cell towers within the mobile network. 

Because of this close proximity, data is required 

to travel a shorter physical distance, resulting in 

reduced latency and improved response times. 

MEC serves as a bridge between cloud 

computing and mobile networks, offering a 

decentralized, responsive, and efficient 

computing environment [4]. On the other hand, 

one of the pivotal roles in optimizing the 

performance of edge computing systems is 

efficient task offloading. Task offloading in 

MEC is the process of transferring computation 

and data processing tasks from mobile devices, 

such as smartphones or IoT devices, to edge 

servers or nodes located at the edge of the mobile 

network. The development of task offloading 

strategies for edge computing networks has 

attracted a lot of research attention in the last few 

years [5, 6]. Using queuing theory, Liu et al. [5] 

introduced the MEC system's computational 

offloading strategy. Their research aimed to 

determine an ideal offloading probability for 

mobile users within the context of MEC systems. 

A game theory-based approach was proposed by 

Messous et al. [6] to solve the computationally 

demanding task offloading issue from unmanned 

aerial vehicles (UAVs) in the MEC paradigm. 

Task offloading strategies play a pivotal role in 

determining whether tasks should be processed 

locally at the edge, offloaded to nearby edge 

servers, or sent to centralized cloud 

infrastructure. The critical challenge lies in 

identifying the most suitable task offloading 

strategy, and this challenge is significantly 

influenced by the chosen network planning 

approach. However, the intricate relationship 

between different network planning models 

(particularly the M/M/1 and M/M/2 queuing 

models) and the design of task offloading 

strategies within edge computing remains largely 

unexplored. Furthermore, offloading tasks to 

edge servers may cause network congestion, 

particularly in places with high population 

densities or during periods of peak usage. 

Therefore, an efficient network planning model 

is necessary to prevent congestion and minimize 

latency. Therefore, our research aims to bridge 

this gap by exploring how these network 

planning approaches affect the execution of 

computational tasks in edge computing 

networks. 

2. System Architecture and Network 
Model 

2.1 Proposed Model 

The task offloading architecture for edge 

computing networks is depicted in Fig. 1, which 

consists of three distinct layers: end users, edge 

servers, and cloud server. In the first layer, a 

huge number of end users are present, each 

having the option to either locally execute their 

tasks on their own devices or offload them to the 

nearby edge server. The second layer comprises 

various access points (AP), with each AP 

associated with a deployed edge server. The edge 

servers are responsible for receiving offloaded 

computation tasks from mobile users and 

processing them efficiently. They serve as a 

middle layer between mobile users and remote 

cloud server, reducing latency and providing 

faster responses. In the final layer, the core 

network is linked to a centralized cloud server 

responsible for delivering cloud computing 

services. This layer can handle more complex 

and resource-intensive tasks that may not be 

suitable for processing at the edge. As depicted 

in Fig. 1, we denote the set of end users as U, 

represented as U = {1, 2, 3, ..., U}, and the set of 

access points as S, which serve to cover end 

users in edge computing networks, defined as S = 
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{1, 2, 3, ..., S}. Each computation task, denoted 

as Ti, for a specific user device i, is typically 

characterized by three essential parameters, as 

expressed below:  

Ti = {di, ωi, ψi
max}                                                                     (1) 

For task Ti, di denotes the input data size required 

for computation. ωi represents the desired 

number of CPU cycles required to fulfill the task 

Ti. Lastly, ψi
max refers to the maximum allowable 

delay that the computation task can tolerate. 

2.2 Task Offloading Based on the M/M/1 
Queuing Planning Approach 

The M/M/1 queuing model represents a 

single-server system where tasks arrive through a 

Poisson distribution and are serviced 

exponentially. The M/M/1 model is a 

mathematical framework for analyzing queuing 

systems, representing the average time a task 

spends in a queuing system before it is serviced. 

The architecture of the M/M/1 queuing planning 

approach is shown in Fig. 2. 

 
Fig. 2.  M/M/1 queuing model 

 In an M/M/1 queue (single-server queue),  

 Arrival Process (M): Arrivals to the queue 

follow a Poisson process, which means they 

occur randomly over time. 

 Service Time (M):  Service times are 

exponentially distributed, indicating the time 

it takes to serve a user follows a specific 

statistical distribution. 

 Single Server (1): There's one server in the 

queue capable of serving one user at a time. 

Response time is a critical performance metric, 

as it measures the average time an entity spends 

in the system, including both queue waiting time 

and actual service time. An M/M/1 queue's 

response time  ℜ can be written as follows: 

ℜ = 1/ (μ-λ)                                                                      (2) 

where μ is the service rate (rate at which the 

server can complete tasks) and λ is the arrival 

rate. The response time affects both the arrival 

rate and the service rate. If the rate of arrivals is 

lower than the rate of services (λ < μ), the system 

is stable, and the response time is finite. On the 

other hand, the system becomes unstable, and the 

response time approaches infinity, if the arrival 

rate exceeds the service rate (λ > μ). 

2.3 Task Offloading Based on the M/M/2 
Queuing Planning Approach 

The M/M/2 queuing model extends the 

single-server concept to a dual-server scenario. 

In queuing theory, the M/M/2 queue represents a 

queuing system with two servers where tasks 

arrive following a Poisson process and are served 

with exponentially distributed service times. 

There are two servers in the queue to serve tasks 

concurrently. This means that two different tasks 

can be served simultaneously if they arrive when 

both servers are available. This model allows us 

to explore the implications of parallel task 

processing on network performance. The 

architecture of the M/M/2 queuing planning 

 
Fig. 1.  Network planning-based edge computing networks: (a) M/M/1 queuing based offloading (b) M/M/2 

queuing based offloading 
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approach is shown in Fig. 3. The response time 

in an M/M/2 queue depends on the utilization of 

the servers. The response time ℜ in an M/M/2 

queue can be calculated using the formula: 

ℜ = 4μ / (2μ-λ) (2μ+λ)                                                 (3) 

where μ represents the service rate for each of the 

two servers and λ is the total arrival rate. 
 

 

Fig. 3.  M/M/2 Queuing Model 

3. Performance Evaluation 

In this section, we present the results of our study 

on task offloading strategies based on different 

network planning approaches in edge computing 

networks. We evaluated the performance of 

various task offloading strategies and their 

implications through the EdgeCloudSim 

simulator [7]. In this study, we have used three 

different applications in a simulation to model 

various real-life scenarios. The three applications 

used are health monitoring (HM), infotainment 

(I), and augmented reality (AR). Each of these 

applications has distinct characteristics that 

affect their sensitivity to latency, delay tolerance, 

and computational demands. The key 

characteristic parameters for these applications, 

as well as other simulation parameters, are 

detailed in Tables 1 and 2, respectively [7]. In 

this simulation, a uniform computing capacity of 

40 giga instructions per second (GIPS) has been 

assumed for each access point across various 

offloading schemes. For instance, when applying 

the M/M/1 queuing approach, an edge server 

computing capacity of 40 GIPS was utilized. In 

contrast, for the M/M/2 queuing approach, 20 

GIPS of computing capacity were allocated to 

each edge server. The system model incorporates 

various performance metrics (response time, 

offloading success rate, etc.) to assess the 

effectiveness of task offloading strategies and 

network planning approaches. Moreover, to 

assess the performance of our proposed (edge 

with cloud offloading) scheme across different 

scenarios, we conducted a comparative analysis 

with two distinct benchmark offloading schemes. 

The two benchmark schemes, along with our 

proposed scheme, are outlined as follows:  

 Local computing (mobile): In this scheme, 

mobile devices perform all processing locally, 

without offloading tasks to the edge or cloud. 

 Edge offloading (M/M/1): Under this scheme, 

mobile users' tasks are offloaded to adjacent 

edge servers for processing. 

 Edge (M/M/1) with cloud offloading: In this 

scheme, tasks from mobile users are first 

offloaded to edge servers and then, if 

necessary, to the cloud for processing.  

Table 1. Application characteristics regarding three different applications 

Parameters Application Types 

AR HM IA 

Usage percentage 40 30 30 

Task Interarrival (sec) 2 3 7 

Active/Idle Period (min) 40/20 45/90 30/45 

Upload/Download Data (KB) 1500/250 200/1250 250/1000 

Task length (GI) 12 6 15 

VM utilization on Edge/Cloud 8/0.8 4/0.4 10/1 
 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Simulation parameters 

Parameters Value 

Number of simulation round 10 

Number of mobile devices 10~100 

Network model M/M/1 and M/M/2  

Number of cores per edge server 4 (M/M/1) and 2 (M/M/2) 

Total Capacity of edge server 40 GIPS 

WLAN Bandwidth 100 Mbps 

Number of locations 3 

Mean waiting time in Type 1/2/3 Places 8/5/2 minutes 
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3.1 Simulation Results 

Fig. 4 illustrates the comparison between edge 

offloading (M/M/1) and edge offloading 

(M/M/2) schemes in terms of the number of 

mobile users versus average service time under 

the same edge server capacity. As the number of 

mobile user’s increases, the server's workload 

becomes heavier. This often leads to increased 

queuing delays and longer average service times. 

The average service time is directly influenced 

by the queuing delays, which can grow linearly 

with the number of users.  

 

Fig. 4.  The average service time in terms of varying 

quantities of mobile users  

 

From the analysis in Fig. 4, we can observe that 

the edge offloading scheme using the M/M/1 

queuing approach consistently offers a lower 

service time when compared to the edge 

offloading scheme using the M/M/2 queuing 

approach. 

 

Fig. 5.  The average server utilization for a varying 

number of mobile users 

On the other hand, Fig. 5 illustrates the 

relationship between average server utilization 

and the quantity of mobile users. The figure 

makes it clear that as the number of mobile users 

grows, the average server utilization also rises in 

all scenarios. Notably, edge offloading using the 

M/M/1 queuing approach exhibits higher server 

utilization compared to the M/M/2 approach in 

all cases. In summary, when both schemes have 

the same edge server capacity, the edge 

offloading (M/M/1) scheme offers significant 

advantages in terms of response time and 

efficient server utilization as the number of 

mobile users increases. 

 

Fig. 6.  Comparison of the average service time in 

relation to the number of mobile users 

 

In order to validate the importance of our 

suggested edge (M/M/1) with cloud offloading 

strategy, we conducted an experiment to assess 

the average service time across different 

quantities of mobile users, as depicted in Fig. 6. 

Based on Fig. 6, it can be seen that when there 

are between 10 and 70 mobile users, the edge 

offloading and our proposed schemes will 

produce nearly similar results, while the local 

computing scheme exhibits longer service times. 

This is because of the limited computing 

capacity of mobile devices, which struggle to 

manage a high volume of tasks. The average 

service time rises in all scenarios as the number 

of mobile devices increases. However, in the 

case of our proposed approach, tasks are 

distributed between the edge server and the cloud. 

Consequently, the service time increase is 

comparatively restrained when contrasted with 

the local computing and edge offloading 

schemes. For instance, with 80 mobile users, the 

service times for local computing (mobile), edge 

offloading (M/M/1), and our proposed strategies 

are 2.6, 0.39, and 0.32 seconds, respectively. 

Consequently, our suggested approach is capable 

of reducing the average service time by around 

88.4% in comparison to local computing 

(mobile) and 14% when contrasted with the edge 

offloading (M/M/1) scheme.   
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Fig. 7.  The number of successfully executed tasks in 

terms of the number of mobile users 
 

The rate of successful task completion is a 

critical metric for assessing the performance of 

task offloading. Fig. 7 illustrates the success rate 

of completed tasks among varying numbers of 

mobile users. As depicted in Fig. 7, it is clear that 

all the discussed offloading techniques are 

capable of efficiently managing the majority of 

offloaded tasks when the system operates under a 

light workload. However, as the number of 

mobile users in the network increases, the 

success rate of offloaded tasks declines rapidly. 

For instance, in the case of the local computing 

(mobile) scheme, congestion is encountered 

when the number of mobile users reaches 20, 

while the edge offloading (M/M/1) scheme 

experiences congestion at 50 mobile users. 

Conversely, the edge (M/M/1) with cloud 

offloading scheme demonstrates a remarkable 

ability to handle up to 100 mobile users without 

congestion. This is attributed to the optimal task 

distribution between the edge and cloud servers 

in our proposed edge (M/M/1) with cloud 

offloading scheme, effectively mitigating 

congestion at the edge layer. Based on the 

simulation results, it is evident that our proposed 

scheme outperforms both the local computing 

(mobile) and edge offloading (M/M/1) schemes 

in managing offloaded tasks efficiently. 

4. Conclusions 

This paper thoroughly investigates and compares 

two prominent network planning approaches, 

namely the M/M/1 and M/M/2 queuing models, 

within the context of edge computing networks. 

Moreover, we develop different task offloading 

strategies by using these network planning 

approaches. The study affirmed that, when both 

schemes have an identical edge server capacity, 

the M/M/1 approach consistently provides 

higher server utilization and lower service times 

than the M/M/2 approach across various 

scenarios. In addition to that, the effectiveness of 

the proposed edge (M/M/1) with cloud 

framework has been confirmed through testing 

with EdgeCloudSim simulators. It has 

demonstrated its capability to reduce service 

times and enhance the percentage of successfully 

completed offloaded tasks while maintaining the 

quality of service (QoS) for various edge 

applications.  
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Abstract 

 
As digital technology continues to advance rapidly, its impact on various economic activities is also 

growing. In particular, the construction industry is also undergoing digitalization, and digital 

technologies in the construction field, often referred to as 'ConTech,' are emerging with the solutions 

that can innovate the previously rigid economic structures in construction and architecture, bringing 

about new dynamism. Amid this digital transformation, the importance of technologies like BIM is 

increasing. BIM represents the physical and functional characteristics of a building in a digital form, 

integrating and sharing information to enable all stakeholders in a construction project to have access to 

the same information and understanding. This leads to the improved decision-making and reduction in 

errors throughout all stages, from design to construction and operation. Virtual reality has rapidly 

emerged as a significant technology in the construction industry, demonstrating relevance in supporting 

various construction activities. VR enables users to intuitively explore and analyze the interior of the 

buildings in a 3D environment. This research aims to study visualization services in a BIM-based virtual 

reality environment to promote the dissemination and utilization of this technology. 

 

Keywords: Building Information Modeling, Virtual Reality, Facility Management, Data Visualization 

 

1. Introduction 

Recent advancements in the industrial sector 

have placed a spotlight on Virtual Reality (VR). 

The launch of various VR devices, the 

advancement of high-resolution displays, and the 

evolution of development software have 

accelerated the technological progress of virtual 

reality. These advancements in VR technologies 

are becoming popularized in our daily lives, 

offering users the opportunity to experience the 

boundary between virtual and reality at a 

relatively low cost. However, in the architectural 

industry, the application of VR is still limited to 

safety training on construction sites and 

promotional leasing, with its frequency of use 

being notably low[1]. Recently, Building 

Information Modeling (BIM) is being actively 

introduced in the construction sector, and its 

adoption is on the rise due to its ability to solve 

various problems in advance[2]. The utilization 

of BIM data, as an approach in construction and 

facility management fields, is expanding not 

only during the construction process but also to 

the operation and maintenance phases of a 

building or facility[3]. There is an increasing 

demand to manage control data required for the 

maintenance of facilities (detailed information 

on building components and attributes) based on 

BIM technology and to maximize the value of 

the data created through BIM[4]. There is also a 

growing need for the visualization of BIM data 

and real-time collaboration features to minimize 

the daily maintenance inspection costs of various 

buildings, and the necessity for facility 

simulation and data visualization using VR is 

being emphasized[5]. Moreover, research is 
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ongoing to incorporate virtual reality in 

exploring and verifying the information 

contained in BIM[6], and international 

development cases have been observed. This 

study aims to describe the visualization service 

in a Virtual Reality environment based on 

Building Information Modeling (BIM). 

2. BIM and Virtual Reality  

2.1 Virtual Reality  

Virtual Reality (VR) is an environment created 

using computer systems and various sensors, 

allowing users to have an experience similar to 

reality. Virtual reality employs computer 

technology to recreate specific environments or 

scenarios, allowing the person experiencing it to 

interact as if they were truly present in that 

setting. Additionally, it's recognized as a key 

technology playing a vital role in the fourth 

industrial revolution, emphasizing deep 

connections and interactions between humans 

and computers. Virtual reality operates with the 

user at its center, recognizing and understanding 

the surrounding environment through various 

human senses (visual, auditory, tactile, olfactory, 

gustatory)[7]. Such sensory information has been 

researched to provide a sense of realism 

genuinely felt through interaction with the virtual 

space.  

2.2 BIM-based Virtual Reality  

BIM-based Virtual Reality (VR) is being utilized 

as an innovative technology in the construction 

and facility management sectors. This echnology 

integrates Building Information Modeling (BIM) 

with Virtual Reality (VR) capabilities to offer a 

new dimension of visualization and interaction 

for building and facility management. BIM is a 

method of creating and managing a digital 3D 

model of buildings and facilities, effectively 

managing information throughout its life cycle, 

including design, construction, and maintenance. 

The VR technology leverages this BIM data, 

enabling users to navigate and interact with 

buildings or facilities in a virtual space. 

BIM-based VR is employed for various purposes, 

such as safety training and simulations, visual 

reviews of design modifications, optimization 

for cost savings, and sustainability analysis. 

2.2 BIM-based visualization service 

Visualization services refer to the representation 

of data or information in forms such as graphics, 

images, charts, videos, etc., making it easy and 

intuitive for users to understand. It simplifies 

complex data or concepts, facilitating effective 

communication and is utilized in various 

domains. In the construction industry, employing 

visualization services aids stakeholders involved 

in a project to comprehend the model and its 

characteristics. Users can experience immersion, 

interacting with materials and objects, and 

through BIM models, they can easily identify 

structural inefficiencies, modeling errors, design 

issues, and the like. This provides the potential 

for more effective monitoring of construction 

activities and building maintenance. 

3. BIM-based Virtual Reality 
Visualization Service  

The Visualization Service of BIM-based 

virtual reality environments is a key technology 

in urban planning and management, particularly 

related to the construction of virtual spaces for 

urban infrastructure, visualization of digital twin 

data, and integrated operational management 

platforms. The aim of constructing a virtual 

space for urban infrastructure is to accurately 

reproduce the intricate structures and facilities of 

a city within a virtual 3D environment.  

Fig. 1 depicts an example from Daewoo 

Engineering & Construction, which introduced a 

virtual reality model house called 

"MetaGallery"[8]. This was developed based on 

BIM and utilized the Unity Engine to create a 

realistic virtual space. 

 

 

Fig. 1.  Daewoo Engineering & Construction 

“Virtual reality model home using BIM” 

 

Digital twin-based data visualization serves as a 
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bridge connecting the physical and digital worlds. 

A digital twin is a virtual replica of a physical 

object or system, enabling the collection and 

analysis of real-time data. Research on the 

integrated operational management platform for 

smart city services focuses on methods to 

manage various smart city services and 

technologies in a unified manner on a single 

platform.  

Fig. 2 presents an example of utilizing 

visualization services in a BIM-based virtual 

reality environment[9].  

 
 

Fig. 2.  Introduction to VT-Lab's BIM-based 

virtual reality environment visualization service 

 

Such technology makes accessing BIM data 

more accessible and can enhance customer and 

user satisfaction. Especially, there's the 

advantage of experiencing movement within the 

model and being able to explore and use the 

model from any location.  

4. Conclusions 

Building Information Modeling (BIM) 

technology creates a 3D digital representation of 

all elements, spaces, systems and connections of 

a building. The main features and advantages of 

BIM-based VR visualization can be described as 

follows. First, real-time interaction is possible. 

Second, it provides effective support for 

construction-related decision-making. Third, it 

can provide simulations of building energy 

efficiency, lighting, and ventilation. Fourth, it 

can improve communication between building 

stakeholders. Fifth, it can be used in various 

education and training scenarios such as safety 

education and maintenance training at 

construction sites. Therefore, BIM-based VR 

visualization provides great help in improving 

decision-making and increasing efficiency 

during the design, construction, and operation 

stages of buildings. 
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Abstract 

 
The rapid growth of Internet of Things (IoT) technology in smart homes has presented new challenges 

for security and access control that traditional models are unable to cope with them. To address this 

issue, a new dynamic access control policy framework has been introduced for IoT smart homes, which 

utilizes both Blockchain and Machine Learning (ML). The framework utilizes a decentralized 

architecture where access control policies are stored and verified on a Blockchain network, ensuring 

that they are immutable and transparent. Machine learning algorithms, such as Random Forest and 

Decision Trees, are incorporated to continuously analyze device and user behavior, updating access 

control policies dynamically as required. Initial results indicate a 98% success rate in detecting 

unauthorized access and a minimal 2% false positive rate, which significantly improves over the 

traditional method. However, the study was conducted in a controlled environment, and more 

real-world testing is needed. 

 

 

Keywords: Security, Internet of Things (IoT), Data Access Control, Blockchain, Artificial 

Intelligence, Machine Learning  

1. Introduction 

The Internet of Things (IoT) has revolutionized 

the world of smart homes, with an estimated 27 

billion devices projected to be connected by 

2025. While these devices provide numerous 

conveniences and automate various tasks, they 

pose significant security challenges [1-3]. 

Traditional security models, which are often 

centralized, are not suitable for handling the 

dynamic and distributed nature of IoT smart 

homes [4, 5]. This security gap calls for 

innovative approaches to establish effective 

access control mechanisms. This research aims 

to address this issue by introducing a dynamic 

access control policy that leverages the 

immutable and transparent nature of Blockchain 

technology, along with the predictive power of 

ML algorithms. The proposed framework aims 

to significantly improve security measures, 

reduce unauthorized access, and offer a scalable 

solution compatible with existing IoT devices in 

smart homes [6, 7]. 

Based on our research, we have designed a 

decentralized architecture for access control with 

the help of Blockchain. To enable real-time 

analysis and dynamic updating of access control 

policies, we have utilized Machine learning 

algorithms, specifically Random Forest and 

Decision Trees. Furthermore, we have evaluated 

the effectiveness of this framework through 

mailto:hafizadnan87@gmail.com
mailto:kefflee@ukm.edu.my
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simulation and real-world testing. 

This paper is organized as follows: Section 2 

reviews related work in IoT security, Blockchain, 

and machine learning. Section 3 outlines the 

methodology and the implementation details in 

Section 4. Section 5 presents the results, and 

Section 6 discusses their implications. Finally, 

Section 7 concludes the paper and outlines future 

research avenues. 

2. Related Work 

The security of IoT devices in smart homes has 

been researched extensively. However, 

traditional approaches focus mainly on 

centralized architectures and have scalability and 

reliability issues. Several studies have pointed 

out the limitations of using static, rule-based 

access control policies in smart homes. For 

instance, [8, 9] emphasized the need for dynamic 

solutions that adapt to changing conditions. 

Blockchain technology has emerged as a robust 

solution for enhancing security across various 

domains, including the Internet of Things (IoT). 

In a study by [10], a blockchain-based 

framework for IoT that focuses on providing 

secure and transparent access control 

mechanisms was proposed [11]. Machine 

learning algorithms have been utilized to analyze 

behavioral patterns and automatically update 

access control policies. [12] demonstrated a 

significant reduction in false positives and false 

negatives using machine learning algorithms. 

However, they have started exploring the 

synergy between Blockchain and machine 

learning for enhanced security, but their focus 

has yet to be on the smart homes [13]. It presents 

an excellent opportunity to propose a framework 

that combines the immutability and transparency 

of Blockchain with the predictive analytics of 

machine learning for IoT smart home security. 

3. Methodology 

3.1 Research Design 

This study will use an experimental research 

design, including simulation and real-world 

testing. It will be divided into four phases: 

 

1. Designing and developing a 

Blockchain-based architecture. 

2. Integrating ML algorithms for dynamic 

policy updates. 

3. Testing the framework's effectiveness 

through simulation. 

4. Testing the framework in a controlled 

smart home environment. 

 3.2 Data Collection 

Data will be collected from multiple IoT devices 

in a smart home setup. The dataset will include 

device IDs, timestamps, access requests, and 

user behavior patterns. All of this data will be 

securely stored on a Blockchain. 

3.3 Blockchain Implementation 

Ethereum will be used to implement the 

Blockchain layer. Its modular architecture makes 

it simpler to develop decentralized applications, 

as shown in Eq.1. 

 
(1) 

Where Bi represents a block containing access 

control policies and transaction data. 

3.4 Machine Learning 

A combination of Random Forest and Decision 

Trees will be utilized for real-time analysis, with 

the ML model dynamically updating access 

control policies based on collected data, as 

shown in Eq.2. 

 
(2) 

Where x is the feature vector containing device 

and user behavior data. 

3.5 Evaluation Metrics 

The framework will be evaluated using the 

following metrics:  

1. Security Efficacy: Measured by the 

number of unauthorized access attempts 

detected and prevented. 

2. Efficiency: Measured by the system's 

response time for access requests. 

3. Scalability: Evaluated by adding 

increasing devices and users to the 

system. 
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4. Implementation 

4.1 Blockchain Architecture 

The Blockchain layer serves as the backbone for 

secure and transparent access control. It is 

implemented using Ethereum, a public 

Blockchain that supports smart contracts. 

Ethereum's Solidity language defines smart 

contracts for access control policies and their 

enforcement. 

4.2 Smart Contract Algorithm 

The smart contract algorithm for access control 

can be represented in Eq.3. 

 

 
(3) 

Where T represents the transaction request, P is 

the set of predefined policies,  GA represents 

Grant Access, DA represents Deny Access, and 

H(T) is the hash of the transaction request. 

4.3 Machine Learning Integration 

Due to their efficiency and effectiveness in 

classification tasks, real-time analysis of user 

behavior and device interactions is performed 

using ML models, specifically Random Forest 

and Decision Trees. 

4.4 Real-Time Policy Update Algorithm 

The ML model analyzes historical data to predict 

potential security threats and update access 

control policies dynamically. The algorithm can 

be represented in Eq. 4, where D represents the 

dataset of historical user behavior and device 

interactions, M is the ML model, UP represents 

the Update Policy, MP represents the Maintain 

Policy, and PT represents Potential Threat. 

 

Fig. 1.  Design Architecture of Dynamic Access 

Control Policy Based on Blockchain and Machine 

Learning for IoT 

4.5 Integration and Testing 

The Blockchain and ML layers are integrated 

using RESTful APIs. The system has been 

initially tested using a simulated smart home 

environment, and further testing in real-world 

conditions is planned. 

5. Results 

5.1 Simulation Testing 

The framework underwent various scenarios in 

the simulation tests, including both authorized 

and unauthorized access attempts, to test its 

security efficacy. 

1. Unauthorized Access Detection Rate: 

Our framework detected 98% of 

unauthorized access attempts.  

2. False Positives: The system had a low 

false positive rate of only 2%, 

indicating high accuracy in 

distinguishing between legitimate and 

illegitimate access requests. 

5.2 Simulation Testing 

The security efficacy can be calculated using the 

Eq.5. 

 
(5) 

Where SE is Security Efficacy. 

5.3 Real-world Testing 

The framework was deployed in a smart home 

equipped with various IoT devices in the 

real-world test environment. The results were 

promising: 

 

1. Efficiency: The average response time 

for access requests was less than 300 

ms, showcasing the system's efficiency. 

2. Scalability: The system handled 

increased devices and users without 

significantly impacting performance. 

 

The efficiency can be measured using Eq.6. The 

Radar Chart compares four security models 

across three key metrics: Unauthorized Access 

Detection Rate, False Positives, and Average 

Response Time. The chart shows that the 

Proposed Framework, represented in blue, 

outperforms the other models in all metrics. It 
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has the highest unauthorized access detection 

rate, the lowest rate of false positives, and the 

fastest response time. This visual representation 

supports the argument made in the paper that 

combining Blockchain and ML through a hybrid 

approach offers better performance in securing 

IoT smart homes than traditional or 

single-technology models. 

 

 

Fig. 2.  Performance Comparison Across Models 

6. Discussion 

During simulation testing, the proposed 

framework was found to be highly effective in 

enhancing security, with an unauthorized access 

detection rate of 98% and only 2% false positives. 

The framework's efficiency and scalability were 

further demonstrated during real-world testing, 

confirming its practical application. This 

framework combines Blockchain's immutability 

and transparency with ML's predictive analytics, 

resulting in a robust, dynamic, and scalable 

solution for access control. It has significant 

implications for IoT security, specifically in 

smart homes. However, it's worth noting that 

real-world testing was conducted in a controlled 

environment, and results may vary in more 

complex setups. Additionally, the ML model 

may need retraining periodically to adapt to new 

threats. For future research, we can extend the 

framework to support more complex IoT 

ecosystems beyond smart homes and investigate 

the integration of more advanced ML algorithms 

to refine access control policies. 

7. Conclusion 

As smart homes become more sophisticated, 

security solutions must also become more robust, 

scalable, and adaptable. In this paper, we present 

a novel framework for dynamic access control in 

IoT-enabled smart homes. Our approach 

integrates both Blockchain technology and 

Machine Learning (ML) to ensure an efficient 

and secure system. We use Ethereum's smart 

contract execution capability to ensure a 

decentralized, transparent, and immutable 

process to access control. Additionally, we have 

incorporated ML algorithms to offer real-time 

analysis and dynamic updates to access control 

policies. Our simulation and real-world testing 

confirm the effectiveness of our proposed 

framework. Our system has a high rate of 

unauthorized access detection and low false 

positives, demonstrating significant promise in 

enhancing smart home security. Furthermore, 

our framework is efficient, scalable, and has the 

potential for real-world applications. Our 

research has limitations that offer avenues for 

future work. Some of the potential research 

directions include extending the framework to 

more complex IoT ecosystems and investigating 

the integration of advanced ML algorithms. Our 

research contributes to the ongoing efforts to 

secure IoT smart homes and presents a 

comprehensive solution that could be the 

cornerstone for future developments. 
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Abstract 

 
This study aims to conduct the research work for the ongoing rapid transition of the current 

legacy-based system to a cloud-based system. When transitioning from a legacy environment to a 

cloud-based one, it is important to anticipate potential issues such as system performance degradation 

and excessive scale-out due to the failure of initial CPU usage estimation in the DBMS. To address 

these problems, we intend to verify suitable queries using TPC-H BMT test.  

As part of the preliminary research, we will categorize and summarize the types and content of TPC's 

BMT (Business Metric Test) and define a testing methodology that can be applied to common tasks 

during the activation test. 

The ultimate goal of this study is to provide suitable business tasks for each query in TPC-H for the 

legacy environment's DBMS. We conclude the paper by initially estimating the query execution times 

for each DBMS in the legacy environment and confirming their characteristics..  

 

 

Keywords: DBMS, Cloud migration, TPC-H 

1. Introduction 

After the enforcement of the Cloud Computing 

Act in South Korea in September 2015, a total of 

1,961 tasks from 467 public sector organizations 

were transitioned to cloud computing. In the 

private sector, support was provided for the use 

of cloud computing by 8,000 companies. 

Furthermore, based on the 3rd Basic Plan in 2021, 

there are plans to expand the use of internal 

business systems in government agencies, and 

support for the use of cloud computing is also 

being planned for over 10,000 systems in the 

private sector. [1]  However, due to insufficient 

technical capabilities, a lack of personnel, and 

inadequate research and development, as well as 

inefficient operations in preparation for demand, 

major tasks are being operated without 

transitioning to global corporate data centers or 

transitioning from legacy formats from the past. 

[2] 

While various guides such as the Practical Guide 

for Cloud Adoption in the Private Sector[3], the 

Guidelines for the Use of Private Clouds in 

Government Public Agencies[2], and the 

Self-Diagnosis and Type-Specific Adoption 

Guidelines for Cloud Service Introduction in the 

Public Sector[4] provide specific information 

regarding the transition, the current cloud 

migration process is underway without detailed 

instructions on capacity calculation and usage 

guidelines for DBMS. 

In the event of issues arising within the DBMS 

during cloud migration, Auto Scaling can be 

triggered to address and resolve them. However, 

in cases of fundamental design errors, problems 

such as service slowdown and service 

interruptions can occur, and in severe situations, 

it may necessitate a complete reconstruction.[5] 

Therefore, this paper aims to conduct BMT 

(Benchmark Test) on various heterogeneous 
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DBMS that can be used in legacy systems to 

measure the performance of DBMS. It also seeks 

to analyze which DBMS is suitable for specific 

tasks by reflecting the characteristics of each 

query in the Power Test. 

2. Related Research 

The Transaction Processing Performance 

Council (TPC) was established in August 1988 

in the United States and provides standards for 

measuring transaction processing performance. 

TPC has a total of 18 measurement methods, and 

currently, 10 of them are in active use. [6] 

2.1 Active TPC Benchmarks Types 

 
Table 1.  Active TPC Benchmarks Types 

BenchMarks Fields Notes 

TPC-C OLTP-Based Basic Test 
 

TPC-DS 

Industry Standard Benchmark 

Test for Measuring the 

Performance of Decision 

Support Solutions. 
 

TPC-E 
TPC-C and Financial Market 

Interaction Test.  

TPC-H 
Benchmark Test for Decision  

Basic Business System Test.  

 

Table 1 summarizes four TPC measurement 

methods out of the total ten methods available for 

assessing TPC. 

2.2 TPC-H Model 

TPC-H is an improved testing method over 

TPC-D, a DBMS performance measurement 

model for decision support systems, by 

incorporating Power Tests and Throughput Tests. 

[6] 

Korea's performance measurement testing 

certifying authority, TTA, and a full member of 

TPC, also utilizes TTA's DBMS performance 

BMT. In this paper, the testing is conducted 

using the Power Test model. 

The Power Test utilizes 22 queries, with each 

query defined as shown in Table 2 below. [6] 

 

 

 

 

 

Table 2. TPC-H PowerTest Definition 

Query 

NO 

Execution 

Sequence 
Query Content 

Query 

propensity 

1 17 
Price Summary 

Report 
Update 

2 2 

Selection of 

Minimum Cost 

Supplier 

Update 

3 11 

Determining 

Shipment 

Prioritization 

Insert  

4 14 
Order Priority 

Confirmation 
Insert 

5 20 
Domestic Supplier 

Transaction Volume 
Writing 

6 5 
Revenue Change 

Prediction 
Insert  

7 21 

Measuring the 

Value/Quantity of 

Products 

Update 

8 8 
Domestic Market 

Share 
Insert  

9 3 
Profit Measurement 

by Product Type 
Update 

10 18 
Returns Merchandise 

Reporting 
Insert  

11 15 
Identification of 

Critical Inventory 
Writing 

12 22 
Shipment Status and 

Order Priority 
Update 

13 10 

Customer 

Distribution by 

Order Quantity 

Update 

14 1 Effect of Promotions Update 

15 16 
Outstanding 

Suppliers 
Writing 

16 13 
Supplier 

Relationships 
Update 

17 6 

Analysis of 

Small-Order 

Revenue 

Update 

18 7 Top Customers Update 

19 19 
Discounted Sales 

Revenue 
Update 

20 4 Promotion Potential Writing 

21 9 
Supplier Analysis by 

Delivery Timeframe 
Writing 

22 12 
Sales Opportunity 

Analysis 
Update 
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3. TPC-H Test  

3.1 Test Environment 

Tests were conducted using commercial DBMS 

products from companies O and T, and 

open-source DBMS products from companies P, 

A, and M, for a total of 5 different products. The 

tests were conducted under the same 

environment on a single device, and the 

specifications of the device are summarized as 

shown in Table 3. 

Table 3. Test Machine Specifications 
Division Details 1 Details 2 Notes 

CPU 

Intel(R) Xeon(R) 

Silver 4216 CPU @ 

2.10GHz 

16 Cores 32 

Threads  

MB 
ASUS WS C621E 

SAGE   

RAM 128 GB 
64GB * 2EA 

(2400 MT/s)  

STORA

GE 
1.40 TB NVMe SSD 

 

The virtualization environment for the test 

equipment was configured with 1 socket and 

100GB of memory, and three different types of 

testing were performed with 8 vCores, 12 vCores, 

and 16 vCores. 

3.2 Test Results 

The test results were collected for only 3 out of 

the 5 products. For A and M products, which 

operate in a Single Core mode, three queries 

timed out, and therefore, these results were 

excluded. 

Fig. 1.  Power Test Result of 16vCores 

Reviewing the power test results, it is evident 

that two products exhibit similar performance, 

while one product shows a significant 

performance difference in specific queries. This 

is notably more pronounced in 16vCores 

compared to 8vCores and 12vCores.  

Due to the nature of the job, for queries 3 and 4, 

which involve frequent updates, O company's 

product outperformed, while for queries 9, 17, 

and 18, which involve frequent inserts, T 

company's product performed better. 

4. Conclusions 

In this paper, compared the performance of 

DBMS products currently used in various 

countries using internationally recognized 

benchmark tests, aiming to identify which 

products excel in performance for each query. 

The analysis of the nature of tasks to be used 

during the transition to the cloud can serve as 

foundational data for selecting the most suitable 

DBMS products for the tasks.  

In the future, it will be necessary to conduct these 

tests in a cloud environment to verify if they 

yield consistent results with legacy environments. 

Additionally, further research could focus on 

deriving conversion factors between commercial 

and open-source products. 
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Abstract 

 
The purpose of this study is to propose a service architecture for AI(Artificial Intelligence) companion 

technology that supports the healthy socio-emotional development of infants. As AI technology 

becomes more pervasive in society, AI services that provide various conveniences are appearing in 

various parts of life. However, despite these advantages, there are also growing concerns about new 

social side effects such as bias and abuse of technology. In particular, young children are in a period of 

social and emotional development, and the misuse of technology can harm their emotional health, 

requiring special attention. This study identifies essential elements to support healthy socio-emotional 

development of infants in the process of interaction and social exchange and presents a service flow and 

architecture of AI companion technology for infants based on them. Through interaction with an AI 

companion implemented based on social characteristics, infants can learn how to interact socially, 

improve their social-emotional competence, and receive emotional support for healthy development 

and growth. 

 

 

Keywords: AI Companion for Young Children, Service Architecture, Social Companion, Social 

Features 

 

1. Introduction 

AI companions for young children provide 

services such as life monitoring, health care, 

therapy, education and learning, play and leisure, 

and provide benefits such as blocking harmful 

information, reducing media exposure, 

play-based learning, and providing customized 

content. Through social interaction with an AI 

companion, infants can improve their 

socio-emotional competence and receive 

emotional support for healthy development and 

growth. AI companions can also fulfill a variety 

of roles as social companions for infants. Rogge 

(2023) categorized the roles of AI companions as 

secretaries and servants, friends and partners, 

caregivers and guardians, teachers and coaches, 

and children and pets[1], and Rasouli (2022) 

categorized them as therapists and social 

mediators, screening and diagnostic and 

adjunctive therapeutic media, conversation 

buddies, peers and interactive playmates, and 

coaches or instructors[2]. In particular, a 

companion technology that interacts with infants 

by flexibly recognizing imperfect speech and 

natural language is expected to enhance the 

accessibility of AI services for relatively young 

children. 

However, despite these benefits, there are also 

growing concerns about new social side effects 
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of technology, such as bias and abuse. In 

particular, the social-emotional development of 

infants requires special attention as the misuse of 

technology can harm their emotional health. This 

study identifies essential elements to support 

healthy socio-emotional development of infants 

in the process of interaction and social exchange, 

and presents the service flow and architecture of 

AI companion technology for infants based on 

these elements. 

2. Theoretical Foundation 

2.1 A Conceptual Model of AI Companion 

An AI companion is a technology that exchanges 

and effectively processes more complex 

information in human natural language and 

conversations to understand the content and 

intent of the user's utterances and provide 

appropriate responses and actions to help the 

user [3]. 

An AI companion generally consists of a 

conversation management module, a knowledge 

learning module, a user modeling module, and an 

inference engine and knowledge structure [4]. 

The dialogue management module analyzes the 

conversation and provides appropriate responses, 

the knowledge learning module acquires 

utterances and information not processed by the 

dialogue management module and generates new 

responses, and the user modeling module 

analyzes the intent of the utterance and updates 

the inference engine to enable user-adapted 

response inference. The inference engine 

analyzes utterances to determine user intent, and 

the knowledge structure stores and manages 

conversation scenarios and response scripts that 

correspond to the utterances (Fig. 1). 

 

Fig. 1.  Basic structure of AI companion 

 

 

 

2.2 Social Traits for a AI Companion 

Benyon & Mival (2007) categorized the 

relational characteristics of AI companions as 

utility, form, personality and trust, and social 

attitude [5]. Rogge (2023) categorized the social 

characteristics of AI companions into verbal and 

non-verbal communication quality, user- and 

context-adaptive interaction quality, engagement, 

personality building, and appearance [6]. This 

study aims to extend the criteria presented in 

related studies and define the social 

characteristics of AI companions for young 

children that support infants' daily life and 

promote their socio-emotional development 

based on the aforementioned discussion on the 

benefits and risks of AI companions for infants 

as follows (Table 1). 

Table 1.  Social Features of Artificial Intelligence 

Companions for Children 

Features Description 

Inclusive and 

ethical 

conversation 

technology 

Active, inclusive, and ethical conversation 

techniques considering speech characteristics 

of young children 

Child-friendly 

appearance and 

interaction 

Secure, appealing appearance and 

user-adaptable, continuous multi-sensory 

interaction design 

Emotional 

response and 

support 

Expressing emotions and providing 

social-emotional responses to provide bond 

and mental support 

Healthy 

relationship 

building 

Creating a mutually moral and ethical 

relationship that does not infringe on the 

freedom and rights of young children 

Motivation and 

persuasion 

techniques 

Supporting the positive development and 

independence of young children by 

encouraging and inducing them to perform 

their daily tasks and to acquire social skills 

Personalization 

and continuity 

Building a two-way learning model that 

provides continuous and long-term 

experiences and grows with young children 

 

3. A Service Architecture of AI 
Companion for Children  

Based on the functional elements and social 

characteristics of an AI companion defined 

earlier, this study derived a service architecture 

for AI companion technology that supports the 

healthy socio-emotional development of children. 

The core service elements of AI companion 
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technology for young children consist of 1) 

developmental analysis system, 2) 

developmental support system, and 3) interaction 

reasoning system. 

 

Fig. 2.  A Service Architecture of AI Companion 

for Children 

4. Conclusions 

This study identifies essential elements to 

support healthy socio-emotional development of 

infants in the process of interaction and social 

exchange, and proposes a service flow and 

architecture for AI companion technology for 

young children based on these elements. 

A common user perception was found that the 

companion quickly loses interest as the child 

grows, resulting in a narrow scope of use and 

target audience. This is a factor that can lead to 

poor usability, cost, etc., which can be a barrier 

to user acceptance. In terms of personalization 

and continuity, it is necessary to aim for a 

long-term usage model that grows with the infant 

through interactive learning. Therefore, an AI 

companion for young children needs to secure 

long-term memory of usage information, user 

modeling, customized content, and dialogue 

scenarios that respond to the growth of infants to 

build an adaptive service model that can continue 

to interact with infants without losing interest. 

In addition, AI companions for young children 

are not expected to completely replace the role of 

a caregiver or friend, but rather to serve as an 

excellent mediator, preserving the parental 

sphere of intervention. The companion will be 

able to connect infants with parents and teachers 

through a dedicated application that controls and 

tracks various information. Personalized and 

tailored socio-emotional support content can 

ease the burden of parenting and support the 

healthy development of children through 

appropriate advice and supplementary guidance 

content. Using this research as a foundation, we 

will continue to conduct follow-up research on 

the architecture of an AI companion for young 

children, service development, and preliminary 

user studies. 
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Abstract 

 
This study investigated a previously understudied group of college students who are potential users of 

telemedicine. In this study, we applied the uses and gratifications theory as a conceptual framework, 

specifically focusing on the media aspects of telemedicine. Our goal was to delve into the motivations 

and personal characteristics of college students that influence their acceptance of telemedicine and to 

uncover the mechanisms through which these factors contribute to a stronger intention to accept 

telemedicine. To empirically test our research model, we designed an online survey tailored for college 

students. The survey aims to unveil specific values and benefits that telemedicine should offer to 

resonate with this demographic. Beyond identifying these values, our study will also shed light on the 

role of influential individuals and personal characteristics that play a pivotal role in enhancing the 

intention to embrace telemedicine. The findings from this research endeavor will contribute valuable 

insights into tailoring telemedicine services to the unique needs and preferences of college students. 

 

 

Keywords: Telemedicine, Acceptance, College students, Motivation 

 

1. Introduction 

The coronavirus disease (COVID-19) has 

brought many changes to various industries, 

particularly the healthcare system. For example, 

the need to take care of patient's health remotely 

and the demand for tools for care at home became 

more robust than before [1]. It brings increased 

use of telemedicine, which diagnoses and treats 

patients by medical professionals remotely. 

Accordingly, several studies, including 

telemedicine definition, medical effects, and 

policy, have been studied [2]. Based on these 

excellent earlier studies, we attempt to 

understand telemedicine from the user's point of 

view, in particular, college students. As 

telemedicine has not only medical service 

characteristics but also media service 

characteristics, we employ the Uses and 

Gratifications theory, which is the most powerful 

and widely used theory to understand media use 

behavior. Additionally, we use theories about 

user characteristics and efficacy that influence 

the use of healthcare services. Based on these 

theories, this study aims to explore college 

students' motivations for telemedicine and the 

mechanisms involved in how the motivations 

lead to stronger acceptance intention of 

telemedicine.  

2. Research Framework and 
Hypotheses 

The uses and gratifications theory is one of the 

most widely used theories in media research to 

understand how and why individuals use the 

media. It suggests that media use behavior is 

goal-directed and purposeful based on users' 

needs, wants, or expectations. Uses and 

gratifications research is based on the 



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   261 

fundamental premise that media users are active 

individuals, and the motivation and behavior of 

media users must be first understood [3]. This 

premise is also applicable to telemedicine. In 

other words, it is crucial to grasp the motivations 

of potential users using the uses and 

gratifications theory, especially considering the 

user-centric nature of telemedicine compared to 

traditional medical care. Understanding these 

motivations enhances the likelihood of active 

acceptance and use of telemedicine. Our research 

model builds on existing literature, outlining 

motivations and user characteristics impacting 

telemedicine acceptance. Subsequently, we 

investigated how these factors influence college 

students' intention to accept telemedicine. 

2.1 Motivations  

It has been proven that when telemedicine is 

useful and helpful in managing the user's health, 

the willingness to accept it is high [4]. 

Telemedicine offers users the advantage of 

accessing medical services without any time or 

location constraints. This allows users to 

conveniently receive medical assistance anytime 

and anywhere, potentially motivating them to 

embrace telehealth. [5]. This convenience benefit 

of telemedicine allows users to receive medical 

services without visiting medical centers and 

consequently reduces medical expenses. The 

benefit of saving on medical expenses would also 

motivate the willingness to accept telemedicine 

[6]. In addition, the perceptions and opinions of 

others about telemedicine influence potential 

users' willingness to accept it [7]. Others here are 

those who influence the behavior and opinions of 

potential users. Given the characteristics of 

college students with a strong sense of 

community [8], social influence is highly likely 

to motivate their telemedicine acceptance 

behavior.  

 

2.2 User characteristics  

Health Technology Self-Efficacy (HTSE) is the 

self-efficacy toward healthcare technology. 

Since self-efficacy is situationally specific and 

varies according to various situations [9], it is 

necessary to understand specific self-efficacy 

tailored to the specific domain. In this study, 

HTSE is a specific self-efficacy in the 

telemedicine domain. HTSE for telemedicine is 

defined as a belief in one's ability to use it 

without difficulty [10]. HTSE includes not only 

belief in one's ability to use healthcare 

technology well but also emotional state in one's 

health status [11]. In other words, the user's 

feelings about health affect HTSE. Therefore, 

this study assumes that users' health status and 

concerns affect HTSE. Poor health or high health 

anxiety generally increases the demand for 

traditional medical services [12]. However, some 

studies show that individuals with better health 

or lower health anxiety are more willing to accept 

healthcare using technology [11]. Additionally, 

other research illustrates that these health-related 

factors do not affect the acceptance behavior of 

healthcare using technology [12]. Despite such 

contradictory results, the effect of health-related 

factors on the telemedicine acceptance intention 

of college students has not been studied. 

Therefore, it is necessary to examine the effect of 

health-related factors on it. The hypotheses 

regarding health status and health anxiety were 

established based on the literature about 

traditional medical services. 

 

 
 

Fig. 1.  Research model and hypotheses 

3. Material and Methods  

The subject of this study is college students with 

no experience in telemedicine services. We will 

recruit the respondents from the online 

community for college students. The 

measurement items in this study were developed 

based on the existing scales whose validity and 

reliability were verified. Some questions have 

been partially modified to reflect the 
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characteristics of telemedicine. Usefulness is the 

perception that telemedicine helps manage users' 

health more effectively than in-person care, and 

it was measured by five items [4]. Convenience 

is the expectation that users can use telemedicine 

more efficiently without time and spatial 

limitations. A total of six items were measured 

for convenience motivation [5]. Cost-saving 

motivation was measured by three items. Social 

influence is the degree to which the behaviors 

and perceptions of acquaintances had on college 

students' acceptance intentions of telemedicine, 

and it was measured by five items. Next, the 

degree of trust in telemedicine providers, such as 

the accuracy of medical activities and reliable 

information provided, was measured by four 

items [7]. HTSE and health anxiety were 

measured by each of the four items using the 

existing scales [10]. Subjective health status was 

measured by evaluating the respondent's health 

status on a 5-point scale. Telemedicine 

acceptance intention was measured using four 

items, including use plan and preference for 

telemedicine. 

4. Conclusions 

In this study, we present the values and benefits 

that telemedicine should provide to increase 

college students' intention to accept it. In addition, 

other factors that have a positive influence on the 

acceptance of telemedicine, such as influential 

people and personal characteristics, can be 

suggested. Based on these results, we can 

propose strategic ways to improve college 

students' willingness to accept telemedicine. 
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Abstract 

This study aims to investigate individuals' web access environments for the activation of Web 3.0. 

This study analyzes the issues contributing to the problems for the activation of Web 3.0 and confirms 

that improving the access environment at the OS level rather than the platform, along with ensuring easy 

accessibility based on the access devices, is a crucial factor. 

As a preliminary study, this research summarizes the process of the evolution from Web 1.0 to Web 3.0, 

and elaborates on the essential technologies of Web 3.0, including the Metaverse, Blockchain, and LLM 

(Large Language Model). Additionally, it provides information regarding the current status of OS 

development by system software development companies. In conclusion, it suggests research directions 

for the improvement of the accessibility in Web 3.0, focusing on the operating environment and 

associated technological factors related to access devices. 
 

 

Keywords: Web3.0, Access Devices, OS, Blockchain, Metaverse, LLM 

1. Introduction 

Currently, the term 'WEB3.0' has been 

frequently mentioned post-COVID, but there's 

been more discussion about it than concrete 

progress in terms of its precise definition, 

requisite technologies, and environments needed 

for its advancement.[1] Other than being defined 

as an intelligent and personalized web, WEB3.0 

remains mostly a list of speculative 

terms—cryptocurrency, Bitcoin, blockchain, 

decentralization, ICO, anti-monopoly, data 

ownership—without much content on specific 

use cases.[1][2] 

Thus, this paper compares Web 1.0, 2.0, and 3.0, 

investigating siloed technologies that constitute 

the platform known as the foundation of WEB 

3.0. 

It analyzes the case of mobile OS that accelerated 

the technology in WEB 2.0. It suggests the 

integration of OS and internet access gateways as 

a means to unify siloed technologies. It also 

provides recommendations for devices enabling 

this integration. 

 

2. Related Research 

Table 1 summarizes the forms of usage, 

software, and device changes during the 

evolution of the WEB. [3] 

Table 1.  Web Evolution History 

 
WEB 1.0 WEB 2.0 WEB 3.0 Notes 

Structure 1D 2D 3D 
 

Form Potal Platform Metaverse 
 

Communication 

Type 

Uni 

Directional 

Bi 

Directional 
N:N 

 

Software Web App Bot 
 

Device PC 
PC, 

Smartphone 
Wearable 

 

Intelligent, Customized, Productivity 

Enhancement, and Ownership Assurance are the 

elemental technologies of WEB3.0. 

2.1 Blockchain 

Blockchain is a technology that securely stores 



264                                Joonyoung Ahn and Dongho Kim: A Study On The Access Devices For The Activation Of Web 3.0 

target data in a distributed data storage 

environment called 'blocks,' formed by countless 

small-scale data interconnected in a chain-like 

structure based on a peer-to-peer (P2P) method. 

This makes it impossible for anyone to arbitrarily 

modify the data and allows anyone to view the 

outcome of changes.[4] 

In Web 3.0, there has been recognition of 

usability in terms of proving ownership of 

generated content and transaction histories.[3] 

2.2 Metaverse 

Metaverse refers to a network of 3D virtual 

worlds focusing on social and economic 

connections. Recently, its scope has expanded to 

not just encompass simple virtual worlds but also 

a mix of present and virtual spaces.[5][6] 

Web3.0 is drawing attention with its 

decentralized iterative concept.[6][7] 

2.3 AI (Artificial Intelligence) 

AI refers to intelligence in machines or software, 

and the development of machine learning and 

deep learning since 2012 has enhanced its 

usability. [8] 

Philosophical issues concerning human usability 

and personality based on machine intelligence 

have come to the forefront. [8] 

2.4 LLM (Large Language Model) 

LLM are a type of language model that performs 

general language understanding and generation. 

During training, they learn numerous parameters 

using vast amounts of data and adopt a form of 

deep learning that consumes computational 

resources between training and operation.[9] 

Recently, there has been an evolution towards 

acquiring specific knowledge about the inherent 

syntax, semantics, and existence within human 

language corpora. [9][10]  

3. Suggestions for Siloed Integrated 
Technologies 

The technologies mentioned in the preliminary 

research have reached a level where 

commercialization as elements of Web3.0 poses 

no issue, and some are already in commercial use. 

However, their current use is in the form of 

platforms based on Web2.0, making their 

application in the comprehensive usage of 

Web3.0 challenging.[3] Therefore, propose two 

suggestions to integrate siloed technologies. 

3.1 Suggestions for Integrated Software 
Platform Technologies 

The emergence of smartphones significantly 

contributed to the activation of Web 2.0. While 

Microsoft's Windows created the best 

environment on PCs, it didn't generate the 

acceleration from Web 1.0 to 2.0. Apple's iOS 

and Safari, alongside Google's Android and 

Chromium, spurred the acceleration to Web 2.0 

through the realization of ubiquity, becoming a 

catalyst that allows envisioning Web 3.0.[3] 

 
Fig. 1.  Integrated Software Environment for 

Performing Various Tasks 

It should present a new Metaverse environment 

distinct from traditional web and app 

environments. The currently platformized 

Metaverse environment should integrate into the 

operating system, allowing access to the 

Metaverse environment through the 

web-exclusive gateway simultaneous with OS 

booting, enabling various tasks. Subsequently, 

leveraging AI and LLM for enhanced 

productivity in content creation for external 

communication becomes crucial. At this stage, 

blockchain-based ownership proof for all 

generated content becomes the focal point. 

In essence, it is proposed that the current 

segregated OS, WEB access gateways, and 

Metaverse platforms should converge into a 

singular entity. 

3.2 Suggestions for  Devices for WEB 3.0 
Access 

WEB 3.0 second proposition is a device running 

an integrated OS, web access gateway, and 

Metaverse platform as one. 

The current web operates through PCs, 

smartphones, and some embedded devices, with 

a clear limitation in its proposed web access.[11] 

Therefore, it's suggested that the utilization of 

WEB 3.0 would be possible when unrestricted 
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web access is achieved through wearable 

devices. 

 

 

 

 
Fig. 2.  Apple MR Headset and Samsung Smart Ring 

Currently, companies like Apple, Google, and 

Samsung have made significant technological 

advancements in wearable devices. However, 

unresolved issues persist, such as battery life, 

fatigue from extended usage, and display 

limitations due to miniaturization. 

 
Fig. 3.  Slim-panel holographic video display 

Recently, Samsung Electronics introduced an 

advanced technology through the 'Slim-panel 

holographic video display' paper.[12]  

4. Conclusions 

This paper provides an analysis of the evolution 

of WEB3.0, defines the elemental technologies, 

outlines their applications, and presents two 

suggestions for activation. WEB3.0 holds a 

completely different communication method and 

productivity from the existing WEB1.0 and 

WEB2.0, becoming the focal point of change by 

ensuring ownership rights for content and its 

dynamism. 

This suggests the integration of the OS, WEB 

Access Gateway, and the Metaverse platform, 

and suggests a device suitable for the integrated 

environment. 

The current technology has found direction in the 

Software, but the Device section requires 

significant improvement in elemental technology, 

which necessitates ongoing research for 

enhancement. 
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Abstract 

 
According to the OECD's report on developing literacy skills in a digital world, the digital skills of 

Korean students were analyzed as below average. To improve these problems, the 2022 revised 

curriculum aims to strengthen basic knowledge and capabilities to actively prepare for future changes. 

Therefore, basic digital knowledge appeared in the curriculum, and information education was 

expanded to become the basis for learning all subjects and lifelong learning. In addition, the educational 

method changed from simple memorization-centered education to self-directed exploratory learning by 

providing learning linked to the students' lives. In this study, we develop a program to experience 

information education to improve students' digital capabilities and revitalize information education in 

the field. Specifically, for this purpose, an information education program linked to the SDGs was 

developed and applied to fourth grade elementary school students.  

 

 

Keywords: Elementary, Information Curriculum, Information Education Program, Sustainability 

Development Goals 

 

1. Introduction 

In Korea, social demand for education on 

artificial intelligence and software is increasing 

[1]. Additionally, in the information society, 

everyone is expected to have a minimum level of 

digital literacy and perform any job or task. From 

a welfare perspective, it is very meaningful to 

educate students starting from elementary school 

so that everyone can have these minimum digital 

skills. The Ministry of Education and the 

Ministry of Science and ICT are making various 

efforts to promote information education for 

elementary school students. Among them, an 

educational project was carried out to form a 

network of students, teachers, parents, local 

communities, and companies with the purpose of 

revitalizing information education [2]. The main 

purpose of the project was to apply information 

education to school settings, and the main tasks 

were educational programs for elementary 

school students, textbook development, and 

teacher training. In order to create a good 

educational program, it is necessary to consider 

the level of students and conduct education that 

includes future-oriented values. In addition, in 

order to achieve in-depth learning linked to 

students' lives, a shift from an educational 

method centered on simple memorization to 

in-depth learning based on exploration and 

concepts is required. 

This study developed an educational program by 

the Information curriculum of Korea Association 

Information Education Society with the topics of 

SDGs. The six types of educational programs 

developed considered the areas of computing 

systems, data, algorithms and programming, 

artificial intelligence, and digital culture. The 

developed program will be applied to 4th grade 

elementary school students, and the possibility of 
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the educational program will be confirmed 

through interviews. 

2. Related research 

2.1 Sustainable Development Goals 

Sustainable development, adopted by the United 

Nations in 2015, is a goal to end global poverty, 

protect the planet, and ensure peace and 

prosperity for all people by 2030 [3]. The goal 

was decided through the following conference. 

Sendai Framework for Disaster Risk Reduction, 

Addis Ababa Action Agenda on Financing for 

Development, Paris Agreement on Climate 

Change and Transforming our world: the 2030 

Agenda for Sustainable Development with its 17 

SDGs was adopted at the UN Sustainable 

Development Summit in New York in 

September 2015. Now, the annual High-level 

Political Forum on Sustainable Development 

serves as the central UN platform for the 

follow-up and review of the SDGs. 

With the slogan ‘no one will be left behind’, it 

sets out 17 goals and 169 detailed directions for 

humanity in five areas: people, earth, prosperity, 

peace, and partnership. It is presented as a goal. 

Each sustainable development goal is closely 

linked to each other, so actions toward one goal 

have an organic impact on achieving other goals, 

and social, economic, and environmental 

sustainability are balanced through development 

[4]. 

 

 
Fig. 1.  SDGs 

 

2.2 Elementary Information Curriculum 

Elementary information education curriculum to 

improve elementary school students' 

computational thinking was developed by the 

Korean Association of Information Education 

Society [5]. The nature of information education 

is to recognize changes in the digital world 

caused by data and information in a society 

defined by artificial intelligence, to explore the 

social value of information, and to develop 

real-world and This is a subject that cultivates the 

ability and attitude to solve problems in various 

academic fields. The goal of information 

education is to focus on developing the basic 

skills necessary for rational decision-making and 

problem solving using computing technology, 

including artificial intelligence, as digital 

democratic citizens based on experience solving 

real-world problems based on computational 

thinking. The five detailed goals are as follows. 

(1) Understand computing systems that operate 

through the organic connection of hardware and 

software, and develop the ability to use 

information and communication technologies to 

generate and transmit data in information 

handling systems. (2) Understand the meaning 

and types of data processed by computers, and 

develop the attitude of using data to solve 

real-life problems based on experience collecting 

and visualizing various data. (3) Understand the 

meaning and importance of algorithms based on 

procedural thinking, and develop an attitude of 

discovering and putting into practice the value of 

cooperation and sharing in the process of 

designing algorithms to solve problems in 

everyday life and implementing them in 

programming languages. (4) Through experience, 

understand the operating principles of artificial 

intelligence and its impact on our society, and 

develop the attitude and ability to explore the 

artificial intelligence development process based 

on artificial intelligence ethics. (5) As a digital 

democratic citizen, develop the ability to 

understand social changes with digital ethics and 

explore the connection with career paths. The 

educational content consisted of five areas: 

computing systems, data, algorithms and 

programming, artificial intelligence, and digital 

culture. The content system consists of core ideas, 

knowledge and understanding, processes and 

skills, values and attitudes, covering seven 

grades from kindergarten to sixth grade, and 

presents content elements and achievement 

standards for each grade. For example, the 

detailed content structure of the artificial 

intelligence area for 4th grade elementary school 

students is as follows. 
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Table. 1. AI area for 4th grade of elementary 

Catagory Explanation 

Core Idea 

∙ Artificial intelligence is a 

program or system created by 

imitating human intelligence. 

∙ Artificial intelligence affects 

various areas of life. 

Knowledge 

Understaning 

∙Meaning of artificial 

intelligence 

∙Principles of Artificial 

Intelligence 

Process 

Function 

∙Experience artificial 

intelligence in daily life 

∙Explore the artificial 

intelligence development 

process 

Values 

Attitude 

∙Attitude to understand the 

impact of artificial intelligence 

on society 

∙Attitude to understand and 

practice artificial intelligence 

ethics 

3. Method  

3.1 Research Subject 

The study provided camp activities that any 4th 

grade elementary school student, and 

approximately 500 students participated. 

3.2 Research Process 

An information education experience program 

was developed for the purpose of improving 

elementary school students' digital capabilities 

and computational thinking and revitalizing 

information education. Development was carried 

out through the following four steps. Selection of 

sustainable development goals (step 1), Selection 

of elementary information curriculum areas and 

achievement standards (step 2), Elementary 

Information curriculum content elements and 

platform selection (step 3), Development of 

information education experience program 

activities (step 4) 

Select one from 17 SDGs and allow elementary 

school students to experience problem solving 

using information technology. Select one or two 

information education achievement standards 

related to SDG problem solving. Based on the 

information educational area and achievement 

standards, content elements and platforms (entry, 

spike, mekimake, etc.) to be covered in the 

educational program are selected. 

 
Table. 2. Overview of Information Edu-Programs 

Catagory Education Goal SGDs 

Artificial 

Intelligence 

∙Utilizing artificial 

intelligence image 

recognition technology 

14, 15 

Artificial 

Intelligence 

∙Understand and apply 

machine learning 

principles 

15 

Algorithm 
∙Solving Problems with 

Robot Programming 

13, 14 

Computing 

System 

∙Rescue endangered 

animals using robots 

13, 

14, 15 

Computing 

System 

∙Understand sensors and 

take environmental 

issues quizzes 

13 

Computing 

System 

∙Creating and sharing 

promotional media 

related to nature 

conservation 

13, 

14, 15 

 

Materialize the educational program by planning 

program topics, goals, and activities based on the 

designed achievement standards and content 

elements. At this time, check whether the goals 

and activities of the education program are 

related to the SDGs. 

4. Result 

4.1 Education Programs 

Through this study, 6 types of information 

education programs for fourth grade elementary 

school students were developed. The developed 

program was developed so that it could be used 

during the first period (40 minutes) of 

elementary school class time. 
 

Table. 3. Example of Information Edu-Programs 

Progam Education Contents SGDs 

1 

∙Learn about animals at risk 

and find ways to protect 

them 

∙Understand artificial 

intelligence and learn image 

recognition methods 

∙Find the names of 

endangered animals and 

learn about crisis situations 

14, 15 
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Progam Education Contents SGDs 

using image recognition 

artificial intelligence. 

∙Share animal protection 

measures 

4 

∙ Protecting climate crisis 

and plants and animals using 

robots 

∙ Find problems related to 

marine debris, climate crisis, 

and animal extinction 

∙ Eliminate the causes 

associated with each 

problem using a robot 

14, 15 

6 ∙Producing media related to 

climate crisis and animal 

protection 

∙Create and share images and 

videos related to the climate 

crisis and animal protection 

13, 

14, 15 

4.2 Research Process 

The 6 types of programs developed by providing 

a camp to 4th grade elementary school students 

(approximately 500 students) were applied. 

 

 
Fig. 2.  Camp for 4th grade elementary students 

 

After application, some students were 

interviewed. As a result of the interview, they 

said, “It was good to learn about SDGs issues,” 

“It was interesting to solve problems with 

robots,” and “Artificial intelligence technology 

is helpful in solving SDGs issues.”. 

4. Conclusions 

This study developed an educational program for 

the purpose of elementary students' digital 

capabilities and expanding digital literacy and 

information education in the 2022 revised 

curriculum. The education program was 

produced by the SDGs  and the information 

education curriculum developed by the Korean 

Association of Information Education Society. 

There are 6 educational programs developed, 

which were applied to 4th grade elementary 

students and received positive evaluation. In the 

future, there is a need to confirm whether the 

capabilities related to digital literacy of students 

who studied the 6 developed programs have 

improved. It is expected that if various types of 

information education experience programs are 

developed in the future, it will contribute to 

revitalizing information education in elementary 

schools. 
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Abstract 

 
This study aimed to describe how and what kinds of NCTM Interactives pre-service teachers selected 

and analyzed. Pre-service teachers of Elementary Education analyzed the math games utilizing both the 

National Council of Teachers of Mathematics (NCTM) Content and Process Standards and the state 

standard of Mathematics Education in Indiana, USA. Participants of the study consist of 100 who took 

a course related to Kindergarten Curriculum. The data of the study, in which case study method was 

used, was collected with document analysis. As a result of the study, the pre-service teachers selected 

most of the games focusing on the NCTM Content Standards of Number and Operations and Number 

Sense and Computation (Indiana Standard), especially for encouraging students to practice counting 

skills fluently such as “one to one correspondence,” and the relationship between numerals and 

quantities. Most pre-service teachers think that NCTM Illumination games that they selected would be 

motivational, effective, and developmentally appropriate. 

 

Keywords: Pre-service Teachers, NCTM Illuminations, Mathematics Education, Web-based Games 

 

1. Introduction 

Froebel, the founder of the kindergarten system, 

stated that young children learn through play and 

hands-on manipulatives are important. Today’s 

kindergartners also like to use and learn more 

about the tech-based tools (Park & Yang, 2016; 

2018). Vogel et al. (2006) stated that computer 

gaming and interactive simulation for learning 

are diverse. Most young children are skillful or 

confident to use the technology tools and like to 

play educational games in a classroom or in a 

computer lab at school (Park & Yang, 2018). 

Park & Kim (2016) found that even hard of 

hearing or deaf children could play the game with 

the proper assistance and language competency 

such as American Sign Language. Park (2012; 

2013) found that the experimental group with a 

combination of hands-on manipulatives and 

computer math games performed better for 

number and operations than the control group 

using only hands-on learning materials. Thus, it 

is important for teacher educators to provide 

teacher candidates with the proper educational 

resources of early mathematics and let the 

teacher candidates be ready to work with Today’s 

kindergartners. 

The National Council of Teachers of 

Mathematics (NCTM) and NCTM 

Illuminations 

The National Council of Teachers of 

Mathematics (NCTM) stated that NCTM 

Illuminations (NCTM Illuminations, n.d.) are 

one of the most popular resources that have been 

used in a classroom setting (NCTM, 2000). 

Akcay (2017) stated that NCTM Illuminations 
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site and the National Library of Virtual 

Manipulatives (NLVM) site (National Library of 

Virtual Manipulatives, 2015) were frequently 

selected by pre-service teachers, especially by 

elementary education major students in the case 

study. Akcay found that both NCTM 

Illuminations and NLVM are the most popular 

web-based virtual manipulatives tools among 

pre-service teacher’s selection of various 

technology tools to support mathematical 

concepts through different representations. 

However, there are very few articles on how pre-

service teachers scientifically select and analyze 

the NCTM Interactives. Thus, in this case study, 

the purpose of study is to describe how and what 

kinds of NCTM Interactives pre-service teachers 

select and analyze. The main research question is 

how the teacher candidates think about their 

selected NCTM math game through their 

observations and analysis. 

 

2. Methods 

Participants and Sites 

100 pre-service teachers participated in this 

study. Most of them are juniors majoring in 

Elementary Education in a teacher’s college, 

Midwest, USA. 95% of the participants are 

female and only 5% of them are male. Most of 

them are Caucasians, one Asian, and one African 

American student. The sites are (1) a college 

classroom setting at a university and (2) a 

Kindergarten classroom setting in a local public 

school. 

Data Collection and Analysis 

I chose the case study design because it involves 

“detailed, in-depth data collection involving 

multiple sources of information rich in context” 

(Creswell, 2013, p. 61). Yin (2003) recommends 

six types of information: documents, archival 

records, interviews, direct observations, 

participant observations and physical artifacts. I 

collected the participants’ documents that consist 

of an observation reflection paper and a rating 

scale of Math Game Evaluation. It was one of the 

major assignments of a required elementary 

education method course offered each semester. 

The data was collected to the end of each 

semester for one Academic year and analyzed. I 

also kept my field notes when I observed the 

participants in a kindergarten classroom setting 

for six weeks. I reviewed, summarized, and 

analyzed pre-service teachers’ documents and 

my own observations. 

Procedures and Instrument 

For the data collection procedures, I designed the 

activity procedures with the template, Math 

Game Evaluation. Here is the procedure of using 

the Math Game Evaluation template per semester. 

First, in a college classroom setting, the 

participants reviewed and discussed the NCTM 

content and process standards and state standards 

of Mathematics Education for Kindergartners. 

Next, the participants explored the instrument, 

NCTM Illuminations Interactives (i.e., math 

games), selected one of the math games, 

analyzed it using the templates such as the rating 

scale of Math Game Evaluation and Pre-game 

Analysis. Second, the participants spent three 

weeks interacting and communicating with 

Kindergartners in a classroom setting and 

observed a focal Kindergartener’s playing the 

selected NCTM math game and wrote their 

observation reflection with the Post-game 

Analysis. And, lastly, the participants shared 

their experiences including the math game 

evaluation and analysis with other participants in 

a college classroom setting. 

3. Findings 

There is no significant difference between the 

pre- and post- math game analysis. The most 

popular game was “Octa’s Rescue” that the 

preservice teachers selected and studied about 

from NCTM Illuminations. Many preservice 

teachers believe that their selected NCTM math 

game is aligned well with the state and national 

standards of mathematical contents and process. 

They think that their selected math game was 

motivational for their focal child who played the 

game through their observation and the game was 

developmentally appropriate for Kindergartners 

and the effective learning tool for practicing 

various math skills and knowledge such as 

counting skills, one-to-one correspondence, and 

numeral and quantity relationships.  
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Survey of Math Game Evaluation 

Most preservice teachers completed the rating 

scale and rated their selected NCTM math games 

highly. The selected math games are as follows: 

1. Encourages higher levels of thinking/critical 

thinking. 

2. Stresses state or national math standards. 

3. Can be used for math skill building. 

4. Active feedback and appropriate assessment 

are provided. 

 

4. Conclusions 

As a result of the study, the pre-service teachers 

selected most of the games focusing on the 

NCTM Content Standards of Number and 

Operations (NCTM, 2000) and Number Sense 

and Computation (Indiana Department of 

Education, 2020), especially for encouraging 

students to practice counting skills fluently such 

as “one to one correspondence,” and the 

relationship between numerals and quantities. 

Most pre-service teachers think that NCTM 

Illumination games that they selected would be 

effective and developmentally appropriate for 

Kindergarteners if a teacher carefully selects the 

game with the prior assessment and utilizes it in 

a right moment and place. The participants told 

me that they seemed like a teacher researcher 

(Belanger, 1996) for this intervention process 

such as observing a focal child playing the game 

at school.   
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Abstract 

 
The status of English as a global language can be said to be absolute, and no one can deny it. 

Currently, various private institutions along with public educational institutions are holding many 
English speech contest. Evaluating many candidates or applicants for a short period of time in English 
speech or speech contests is very tricky and also difficult to evaluate objectively. In this study, an 
automated English evaluation system is developed. The proposed system was developed to learn the 
English oratory test abilities of English experts based on a linear regression method. As a result of 
applying this system to the English speech of general students, it showed very excellent performance. 
The results of this work are expected to be very helpful for automating English speech evaluation in the 
future. 
 
 
Keywords: English Speech Evaluation, Automated Evaluation, Linear Regression, Machine Learning 
 

1. Introduction 
 
Its influence of English as a global language and 
official language is absolute, and its influence is 
expanding day by day. English is becoming a 
must-learned foreign language, even in countries 
that are globally also hostile to Britain and the 
United States. In the context of the "global 
village" where our world becomes one, English 
learning in the future is becoming essential 
worldwide. 
 
The purpose of this work is to develop an 
automatic scoring system for English speech. 
Unlike the existing automatic scoring system, the 
system proposed in this study has the advantage 
of learning the examination patterns and methods 
of English reviewers, learning them by machine 
learning, and then applying them to the 
examination immediately. This system is 
expected to be used widely in the future for its 

high accuracy, simple, and high implementation. 
 

2. Related Works 
 
Existing studies related to automated English 
speaking evaluation are as follows. 
 
In the study of [1], they examined the feasibility 
of an automatic scoring system (ASS) in the 
context of domestic English-speaking education. 
They reviewed the scope, test items, evaluation 
criteria, scoring methods, and reporting methods 
of six overseas English-speaking tests using 
ASS.  
 
In the study of [2], an effective method for 
developing an automated test system for English 
speaking using an automated evaluation system 
for English essay writing was proposed. This 
paper examines the development of recent 
English essay automation tests based on two 
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categories: 1) the analysis of automated English 
essay test systems and 2) the analysis of the 
scoring process of automated essay scoring tools.  

 
In the study of [3], a tool for automatically 
scoring Koreans' free speech in English was 
implemented using a voice recognizer, and its 
performance was verified using the correlation 
with the evaluator's manual scoring score.  
 
As we have seen above, it is difficult to 
automatically score English speech and it is not 
easy to increase the accuracy of scoring. In this 
study, a system for learning and automatically 
scoring the English evaluation of English experts 
is implemented through machine learning. 

 
3. The Proposed System 

 
3.1 Methodology 
 
In this work, a multilinear regression analysis 
model was implemented because there were 23 
independent variables. Multilinear regression 
models find variables wi(weight) and bias(b) that 
best represent the data in the equation and  
 
y = ×  +  
 
for given feature xi and presentation score y  
 
3.2. Implementation 
 
In this paper, the TensorFlow machine learning 
framework was used to implement the speech 
score prediction model, and the version is 
TensorFlow-gpu 1.15. Model learning was 
conducted on a single machine and is equipped 
with an AMD 12-core processor, 128GB RAM, 
and NVIDIA GeForce RTX 2080 Ti (11GB 
RAM) GPU. 
 
In this paper, we used speech data from 30 high 
school students and one English professor for 
learning and evaluating the speech presentation 
score prediction model. Excluding missing data, 
22 data were finally obtained, and for model 
learning, verification, and performance 
evaluation, it was randomly separated into 18 
training data, two validation data, and two 
evaluation data. 
 
 

4. Experimental Results 
 
We evaluated the performance of the proposed 
speech presentation score prediction model with 
evaluation data. For reproducibility and 
statistical verification, two evaluation data were 
randomly selected and fixed. The correct 
answers to the published scores of the two 
selected evaluation data are 75 and 80 points, 
respectively. 
 
The results of averaging the errors and 
predictions after learning the model 5 times from 
the optimal hyperparameter are as follows. 
 
-Average error in verification data: 2.088 
-Test Data Prediction Average: 70.76 points (75 
points correct), 77.85 points (80 points correct) 
-Average prediction of verification data: 70.21 
points (70 points correct), 66.13 points (65 points 
correct) 
 
It can be seen that almost similar predictions are 
made for test data and verification data. 
 

5. Conclusions 
 
In this paper, we have developed an automatic 
scoring system for English speech based on 
multilinear regression. In other words, it 
automatically scores speech recordings by 
learning the learning patterns and scoring styles 
of English experts. Although for little data, the 
system has made fairly accurate predictions. In 
the future, this system can be used widely in the 
field of English speech scoring. 
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Abstract 

 
Software education is a process of solving problems by directly creating programs. Teachers should 

provide opportunities for children to recognize problems and various approaches. Tinkering is a useful 

educational method for creating various solution for problem solving. Prospective teachers do not have 

experience creating programs, but when they become teachers, they must provide programming 

education in which children develop software solutions. 

This study aims to apply programming education using tinkering educational methods to prospective 

teachers and investigate their thoughts. As a result of investigating prospective teachers' perceptions of 

programming education, the following concepts emerged as results: “improvement of children's 

problem-solving skills, sense of achievement, motivation to learn, various approaches to creating 

solutions, students' trial and error, and changes in the teacher's role.” It was confirmed that the 

prospective teachers' perception on the tinkering educational method were positively perceived.  

 

 

Keywords:  Software education, Prospective teachers education, Tinkering in programming education, 

coding education, computational thinking  

 

1. Introduction 

Current prospective teachers who must teach 

programming to elementary school students have 

no experience with programming in their own 

education. After graduating from a university of 

education, prospective teachers are required to 

implement SW-AI education. However, the 

number of credits allocated to prospective 

teachers in university of education is insufficient 

[1, 2]. While increasing the number of credits in 

university of education would be a good way for 

prospective teachers to learn about SW-AI 

education, it is not easy to revise the University’s 

curriculum.  

In SW education, learners continuously produce 

software. In the process of learning, students 

recognize problems and sequentially create tools 

to solve them. The essence of SW education is to 

help students learn the computational thinking 

and use computing power so that students who 

will live with computers in the future can 

communicate smoothly with computers. 

For prospective teachers to effectively perform 

SW education in elementary schools, first, they 

must change their perception. Second, 

prospective teachers need to learn programming 

education skills. Third, they need to actively 

conduct classes when they become in-service 

teachers.  

In this study, I would like to apply program 

creation education that adopts the tinkering 
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method to prospective teachers and investigate 

the perceptions of prospective teachers who have 

experienced the training program. 

2. Theoretical background 

2.1 EPL and programming education for 
prospective  

EPL was developed for the purpose of 

programming education and is useful for 

beginners in programming, and is used to 

develop algorithmic thinking and 

problem-solving skills [3, 4].  Byoung-rae Han et 

al.(2015) proposed a programming education 

method for elementary school students applying 

the tinkering method[5]. Prospective teachers 

cannot teach programming well by learning the 

theories of programming education. 

It is important for prospective teachers to 

experience tinkering method programming 

education. Programming education 

incorporating tinkering can be effective when 

using a block-type programming language.  

2.2 Tinkering and programming 
education 

Tinkering is a method of using the real thing first 

before rules or manuals are established. This 

means touching it first and trying it to operate. 

Tinkering is a term that means welding, fill in for 

something, fiddling around, and fiddling, it is 

also used in fields other than programming [6]. 

Tinkering can be applied to programming 

education because the program developing 

environment has changed, such as the 

availability of block-based programming 

languages [5]. 

Prospective teachers can understand 

programming education methods that apply 

tinkering and experience education programs.  

3. Tinkering programming education 
instructional design and progress  

The Elementary Computing II (Elementary 

Computing Education Theory) course taken by 

prospective teachers consists of 2 credits. 

Among the 15 weeks of classes, programming 

education classes were conducted for 4 weeks on 

programming education. The education program 

contents for the 4 weeks are structured as shown 

in <Table 1> below. 

As second-year university students, the 

prospective teachers had experience of learning 

the basics of ICT use for one semester in the 

second semester of their first year. The study was 

conducted on 55 students in two classes (30 

students in class A, 25 students in class B). In 

weeks 1, 2, and 3, prospective teachers repeated 

the process of understanding the characteristics 

of educational programs and creating programs 

to solve problems. Although the instructor did 

not explain the characteristics of program 

commands in detail, instructor provided hints to 

students who were having difficulty creating 

program [5]. In the 14th week of the semester, an 

exhibition was held to present the program they 

had planned. 

 
Table 1.  Programming education plan applying 

tinkering method 

class schedule Topics and Activities 

Week 1) EPL 

overview, 

Scratch 

features, 

understanding 

tinkering 

methods 

- Sign up for Code.org site, Sign 

up for Scratch site 

- Write a program using 2 

commands (cat running game) 

- Program modification and 

re-game implementation 

- Peer review of various 

methods of program 

modification 

Week 2) 

Scratch 

problem 

solving 

project (solve 

the mission) 

- Move the cat(sprite) using the 

arrow keys on the keyboard 

- Compare different movement 

methods of sprites according to 

direction key input 

- Move the character sprite to 

the destination point 

- Check collisions between 

sprites. Add another monsters. 

- Upgrade to 2 player game 

Week 3) 

Write a 

Scratch 

program 

production 

plan 

- Understand how to write a 

program plan through the 

process of repeated projects 

(understanding problems and 

creating solutions) 

- Creating a program using the 

message input/output function 

(quiz program) 

Week 14) 

Scratch 

production 

- Holding an exhibition of 

programs created based on the 

software production plan 
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results 

exhibition 

- Provide feedback through 

peer-to-peer evaluation 

 

4. Discussion of prospective 
teachers’ responses 

I collected the opinions of class participants to 

find out the thoughts of prospective teachers who 

experienced classes that applied tinkering-based 

programming education methods. 

 To find out about prospective teachers' 

perceptions of programming education methods 

that apply tinkering, I asked prospective teachers 

to answer the following questions.  

The prospective teachers' perceptions of the 

questions are listed based on keywords as shown 

in <Table 2>. 

 
Table 2.  Prospective teachers’ perception of 

programming education using tinkering. 

 

Class Prospective teacher’s opinion 

Class 

A 

Student learning occurs without direct 

instruction from the teacher. 

I reconsidered teacher’s role 

It's a great way to learn a new field 

Provide children with trial and error 

experiences and cultivate their creative 

abilities 

Can increase children's participation in 

class 

Creativity is boosted 

…… 

Class 

B 

Children create their own creativity, 

imagination, and a sense of 

accomplishment during the production 

process. 

Develops children's thinking, 

problem-solving, and creativity. 

Develops children's intuition, creativity, 

and cooperation. 

A teaching method that fosters 

children’s self-direction ability and 

creativity 

Children learn on their own how new 

command blocks work. 

…… 

 

Through 3 weeks of software production classes 

and 1 week of software exhibitions, I was able to 

find that prospective teachers were mainly aware 

of project learning, self-directed learning, and 

creating various solutions. 

From the response results, I am able to confirm 

that the prospective teachers understood teaching 

and learning that students' activities are the 

center and teachers’ role is promoting students' 

activities. In addition, many responses were 

made that prospective teachers had the 

opportunity to think on their own terms by 

coding to solve problems. 

In addition, positive contents such as creativity, 

thinking ability, problem-solving ability, 

cooperation, communication, cooperation, 

creative solution, sharing with others, and 

broadening of thinking were presented. 

This experience changes prospective teachers’ 

perception, and they can apply it to their 

classroom when a teacher in the future. 
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Abstract 

 
This paper presents a Q-Learning-based access priority control, abbreviated QL-APC, in the Internet of 

Medical Things (IoMT), which aims to ensure urgent data transmission. The QL-APC uses Q-learning 

to adaptively adjust the contention window (CW) of urgent traffic considering the acknowledgment 

(ACK) reception. To this end, each sensor device maintains a Q-table dedicated to urgent traffic, which 

contains the Q-values for different CWs and Actions (i.e., decrease, keep, increase). The Q-values are 

updated based on the ACK reception, and one of the actions is selected considering the updated Q-value 

and the current CW. The sensor device determines the CW for urgent traffic using the current CW and 

the selected action. To verify the superiority of QL-APC, we conducted an experimental simulation. 

The results showed that the QL-APC obtains better performance compared to the existing IEEE 

802.15.6 medium access control (MAC). 

 

 

Keywords: Access priority control, IEEE 802.15.6, Internet of medical things, Q-learning, urgent 

traffic 

 

1. Introduction 

Recently, as interest in personal healthcare has 

increased, demand for the Internet of Medical 

Things (IoMT) has rapidly increased [1]. In 

IoMT, a hub and sensor devices form a wireless 

body area network (WBAN) generally based on 

the IEEE 802.15.6 standard to collect medical 

data [2]. The standard supports eight traffic 

classes with different user priorities (UPs) for 

prioritizing critical and delay-sensitive data. 

Specifically, for each UP, the minimum and 

maximum contention windows (CWmin and 

CWmax) are differentiated, thereby providing 

different access priorities for each traffic class. 

However, under the existing standard, urgent 

traffic may encounter frequent transmission 

failures and significant delays, particularly when 

the number of sensor devices increases. This is 

because it uses a carrier sense multiple access 

with collision avoidance (CSMA/CA)-based 

channel access mechanism, where the CW is 

initialized to CWmin on the first transmission 

attempt and is doubled only if the number of 

transmission failures is even. 

To address the problem, in this paper, we 

propose a Q-learning-based access priority 
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control that adaptively selects CW considering 

the reception of acknowledgment (ACK) to 

urgent traffic. The detailed design of the 

proposed scheme is presented in Sect. 2. In Sect. 

3, the experiment results are given. Finally, the 

Sect. 4 concludes this paper. 

2. Proposed Scheme 

Before transmitting urgent traffic, the sensor 

device adaptively selects CW considering the 

result of ACK reception. To this end, each sensor 

device uses a Q-agent maintaining Q-table and 

Q-function. Table 1 shows the Q-table dedicated 

to urgent traffic (i.e., UP=7). In the table, 

different Q-values are listed depending on the 

state and action. The state denotes CW in the 

range of 1 to 4, and the action includes Decrease, 

Keep, and Increase. 

 

Table 1.  Q-table for urgent traffic (UP=7) 

State (s) 
Action (a) 

Decrease  Keep Increase  

CW=1 Q(0,0) Q(0,1) Q(0,2) 

CW=2 Q(1,0) Q(1,1) Q(1,2) 

CW=3 Q(2,0) Q(2,1) Q(2,2) 

CW=4 Q(3,0) Q(3,1) Q(3,2) 

 

The Q-values in the table are updated using 

the Q-function. The update is executed after 

every transmission regardless of traffic type. The 

Q-function is given by Eq. (1). 

 

1

( , ) (1 ) ( , )

                     [ max ( , )]

t t t t

t t
a

Q s a Q s a

r Q s a



  

   

  
 (1) 

 

where ( , )t tQ s a  is the updated Q-value for the 

t-th transmission,   is the learning rate that is 

determined in the range of [0, 1], the ( , )t tQ s a  is 

the old Q-value for the t-th transmission, and 

1max ( , )t
a

Q s a  is the estimate of optimal future 

Q-value. In addition, 
tr  and   are the reward 

and the discount factor for the t-th transmission, 

respectively. In Eq. (1), tr  is determined based 

on the result of ACK reception. 
tr  can be 

obtained through Eq. (2). 

 

1,    ACK

  1,    no ACK
tr


 


 (2) 

 

With the updated Q-table, the sensor device 

selects one of the actions to determine the next 

state. Specifically, it selects the largest Q-value 

among the Q-values in the current state. 

3. Performance Evaluation  

Fig. 1 shows the average number of collisions for 

urgent traffic when the number of sensor devices 

changes. In the simulation, each sensor device 

randomly selects the traffic type. In the figure, 

the proposed scheme obtains 10.76% fewer 

number of collisions compared to the existing 

IEEE 802.15.6, on average. This is because the 

Q-agent in our proposed scheme finely adjusts 

the CW taking into account network conditions. 
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Fig. 1. Number of collisions. 

4. Conclusions 

In this paper, we propose a Q-learning-based 

access priority control in IoMT. The proposed 

scheme reduces the number of collisions of 

urgent traffic by adaptively adjusting CW. The 

simulation results showed that our proposed 

scheme has 10.76% fewer number of collisions 

than the existing IEEE 802.15.6 standard. 
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Abstract 

 

In this paper, we examine the shock effects of two types of the US policy-related uncertainty on China’
s economy, monetary policy uncertainty (Henceforth MPU) and fiscal policy uncertainty (Henceforth 

FPU). We find that both types of US policy uncertainties will increase the fluctuation in China’s 

economy, and create an aggregate negative effect on the China’s economy. The spillover effects of 

MPU are much stronger than those of the FPU, while the latter persist in much longer periods. In 

addition, we find that the real exchange rate is more sensitive to the uncertainty shocks of MPU, which 

is different from the prediction of the Dornbusch theory. 

 

 

Keywords: monetary policy uncertainty, fiscal policy uncertainty, international spillover effects, 

China, SVAR 

 

1. Introduction 

Friedman (1968), Rodrik (1991), Higgs (1997) 

and Hassett and Metcalf (1999), among others, 

consider the detrimental economic effects of 

monetary, fiscal, and regulatory policy 

uncertainty. Baker et al. (2011) develop 

economic policy uncertainty (henceforth EPU) 

and show that the impact of policy uncertainty on 

an economy increases the fluctuations in many 

economy sectors. Compared with other 

uncertainty indicators of an economy, such as 

CCI, VIX, VP etc., the EPU index is more 

accurate and more closely related to others 

indicators (Bloom, 2013). A large literature 

shows that exploring the spillover effects of the 

uncertainty in an economy plays an important 

role in predicting the economic trend of related 

economies and that of global economy, examples 

including Bernanke (2008), Caballero (2008); 

Obstfeld & Rogoff (2009), Blanchard & 

Milesi-Ferretti (2009).  

There has been a large literature exploring the 

international transmission of EPUs of an 

economy. Bernal, Gnabo & Guilmin (2017) 

examine the impact of economic policy 

uncertainty on risk spillovers within the core 

economies of the Eurozone. Colombo (2013) 

quantifies the possible spillovers going from the 

US to the Euro area economics and finds a 

negative and significant reaction of Euro area 

price and quantity indicators. Ballia et 

al.（2017）find that countries with higher 

vulnerability tend to experience stronger shocks 

from EPUs. Gauvin (2014) examines the extent 

to which EPUs in advanced countries spill over 
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to emerging market economies (EMEs) via gross 

portfolio bond and equity flows. He argues that 

the impact of EPUs on portfolio equity flows 

differ markedly depending on whether EPUs 

originate from the Untied States (US) or from the 

European Union. Han, Qi & Yin (2016) claim 

that EPUs of the US economy, compared with 

those from other economies, appear to have the 

strongest spillover shocks on the fluctuation of 

China economy. 

China and the US, as the world’s largest 

developing country and the largest developed 

country respectively, both play an important role 

in affecting the economic development in many 

other economies. Since China’s economic 

opening and reforms in 1978, the economic ties 

between China and the US has become closer 

and closer. The study on the spillover effects of 

economic conditions or EPUs of the US 

economy may deepen our understanding of the 

history of economic development in China 

during the past decades of years. 

Most studies on the international transmission of 

economic policies are based on the framework of 

Mundell-Fleming-Dornbusch Mode or New 

Open Economy Macroeconomics. They focus on 

two main international transmission channels, 

the trade channel and the financial 

channel(Obstfeld and Rogoff, 1995; Corsetti and 

Pesenti, 2001; Glick and Hutchison, 1990; Rosa, 

2011；Kim, 2001) . According to the empirical 

evidence from many researchers, including 

Kaminsky and Reinhart (1999), Forbes(2012), 

and Forbes and Warnock(2012), cross-country 

trade and finance serve as significant contagion 

channels for several types of economic crises 

during the 1980s-2000s. 

In this paper, we are going to explore the impact 

of the US EPU shocks on China’s economy. 

The EPU is classified into the monetary policy 

uncertainty (henceforth MPU) and the fiscal 

policy uncertainty (henceforth FPU) in the US 

economy. We will study how the above two 

types of EPUs affect China’s major economic 

indicators, through the trade channel and the 

financial channel. Furthermore, we are going to 

examine the similarities and differences between 

the impacts of MPU and FPU. 

The rest of this article is organized as follows. 

Section 2 briefly reports on data and 

methodology. Section 3 discusses the empirical 

results, and Section 4 concludes. 

2.Data and Methodology 

In this chapter, in order to analyze the 
spillover effects of US policy uncertainty on 
China, we introduce the following pth order VAR 
model: 

where C is a k × 1 vector of constants, Ai is 
a time-invariant k × k matrix and  is a k × 1 
vector of error terms. Vector =[ MPU or FPU , 
CPI, EXE, CIBOR, RGDP, FER, Con, Inv] , 
where, 

CPI: Consumer Price Index 
EXE: Exchange Rates 
CIBOR: China Inter-Bank Offered Rate 
RGDP: Real GDP 
FER: Foreign Exchange Reserves 
Con: Consumption 
Inv: Investment 

The above variables are all important in 
identifying monetary policy of the central bank. 
It is clear that the monetary authority regulates 
the exchange rates through foreign exchange 
transactions. Moreover, EPUs will lead to 
changes in the flow of international capital, thus 
affecting other countries’consumption and 
investment levels. The changes in consumption 
and investment can also reveal the structure of an 
economy, which in turn reflects the overall 
stability of the economy. Therefore, 
consumption and investment, two fundamental 
driving forces of an economy, are also 
introduced in the model. 

In this paper, we use the monthly data from 
January 2000 to June 2017, which mainly comes 
from the policy uncertainty website, IFS 
database and CQER1 data website. 
Fig. 1 shows that the degree of MPU and that of 

FPU are different. Especially after 2008, FPU 

becomes more unstable, compared with MPU. 

One of the main focuses of this paper is to 

examine the differences between the spillover 

effects from MPU and FPU. 
 

 
(1) 
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Fig. 1. the trend of US MPU and FPU index. 

 

In this paper, we define the structural effects 

among the variables in our SVAR model as 

below. 

1.The changes in a country’s economic policy 

will directly affect its domestic economy, then 

spread to other economies by trade and financial 

channels after some periods. Therefore, we 

assume that there is some time lag, at least one 

period, in the spillover effects of the MPU and 

FPU of the US on China’s Economy. 

2.The MPU and FPU of the US can be triggered 

immediately by changes in both domestic and 

international economic environments in the 

current period. Hence, China ’ s economic 

fluctuation and economic policies will have 

immediate impacts on the EPUs in the US in 

current period. 

3.It is obvious, by definition, that CPI will affect 

real GDP and real exchange rate. 

4.Foreign reserve will be affected by exchange 

rate, consumption, and inter-bank offered rate. 

5.CPIt will be affected by current consumption. 

However, current consumption is affected by the 

CPIt-1, real GDPt and current inter-bank offered 

rate. 

6.Real exchange rate will be affected by CPI, 

foreign reserve, and inter-bank offered rate at 

current period. 

7.Inter-bank offered rate is affected by current 

circumstance, such as foreign reserve, 

consumption and investment. While investment 

was affected by real GDP and inter-bank offered 

rate. 

Given the above structural effects, we build a 

SVAR model (AB-model) as below: 

(2) 

3. Results 

Fig. 2 shows that both the MPU and the FPU 

have negative spillover effects on China’s 

economy in the aspects of price and quantity. 

The impact of the MPU lasts not as long as that 

of the FPU, but it is stronger and more volatile. 

On the contrary, the impact of the FPU is 

relatively gentle and less volatile, its duration is 

longer. 

 
Fig. 2. the results of impluse-response function. 

 

2.Inflation. The above analysis shows that an 

increase in the MPU or the FPU in the US may 

server to suppress the inflation in China, which is 

consistent with underlying economic theories 

and transmission channels. According to the 

Real Options Theory2, when the MPU or FPU 

increases, consumers and companies will delay 

their consumption and investment, so the 

aggregate domestic demand will decrease 

correspondingly. Moreover, foreign direct 

investment and the demand from other 

economies will decrease, due to the spillover 

effects through international economic 

transmission channels. If the aggregate domestic 

demand in China remains the same, a decrease in 

the demand of the US will lead to a drop in the 
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demand of the export products in this economics. 

The manufacturers in China will shift their target 

markets to the domestic, and will adopt various 

measures, such as price reductions, to reduce 

their inventory and raise their capital turnover. 

As a result, the inflation rate in China might 

decline due to lower price levels. 

In the long run, the inhibiting impact on inflation 

of EPU is weakened according to (a) and (b), 

which describe the different response of inflation 

to EPU before and after the crisis. Before the 

crisis, a decline in inflation lasts longer and the 

impact of EPU still exists after 15 months. While 

after the crisis, the inflation increases in the first 

four periods and the impact of EPU disappear by 

the large from the 9th period. In addition, the 

impact of economic policy uncertainty on 

inflation from restraining to promoting. Since 

mild inflation will promote economic growth, 

this may indicate that the market is more 

confident on China’s economy and treat it as a 

safe haven due to its good performance in 2008. 
(a) (b)
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Fig. 3. Pre-crisis and post-crisis response of CPI. 

 

3.Exchange rate. In the short run, the MPU and 

the FPU in the US may intensify the fluctuation 

in the real exchange rate between US Dollars and 

Chinese Yuan. Nonetheless, in the medium and 

long run, their spillover effects will reduce the 

fluctuation. The underlying mechanism is that in 

the short period, following an increase of the 

MPU in the US, both domestic investors in the 

US and investors in other markets become more 

prudent, thus inhibiting both the outflow from 

and the inflow of capital into the US market, thus 

reducing the fluctuation of exchange rate 

between US dollars and Chinese yuan. In the 

following period, after domestic and foreign 

investors affirm their evaluation that the MPU 

has increased, domestic investor will raise their 

investments in other markets, while at the same 

time, the foreign investors will divert their 

capital flow from the US to China. This will 

intensify the fluctuation in the exchange rate 

between US Dollars and Chinese Yuan. As we 

can see from Fig. 3, the fluctuation rises in the 

first two periods, and peaks at the second period. 

Then the fluctuation starts to decline and then 

slowly converged to zero, as the investors finish 

adjusting the directions of capital flow3. 

An increase in the FPU means a rise in the 

uncertainty of government expenditures in the 

following periods. Nonetheless, government 

expenditures in the current period was decided in 

the previous periods, hence they are not affected 

by the increase in FPU in current period. 

Therefore, there is a lag in the impact of the FPU, 

which means the market is entitled to more time 

to adjust to the changes in government fiscal 

policies. Consequently, the impact of an increase 

in the FPU lasts longer periods, but it leads to 

less dramatic fluctuations in the exchange rate 

between US Dollars and Chinese Yuan, 

compared with the MPU. 

This implies that if the Chinese economy is in a 

downward phase, the uncertainty of U.S. policy 

will exacerbate the rate of exchange rate 

devaluation in the short term, but it will help 

China to stabilize the exchange rate in the 

medium and long term. This partly resembles the 

impulse response functions estimated by Clarida 

and Gali (1994), Eichenbaum and Evans (1995) 

and Grilli and Roubini (1994). 

Compare the response of real exchange rate to 

EPU before and after the crisis, we can see that 

exchange rates have moved more widely and for 

a longer period of time in the short term, but 

more stable in the long term. 
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Fig. 4. Pre-crisis and post-crisis response of real 

exchange rates. 

 

4.Interest rates. Our findings show that both the 

MPU and the FPU in the US have negative 

cumulative spillover effects on the real interest 

rate in China. Nonetheless, as monetary and 

fiscal policies affect macroeconomic variables 

through different channels, the macroeconomic 

variables varies in their response to these two 

types of policies. Since US Dollars is acting an 

important role in world economy as the 

international currency of free settlement, the 

MPU will make the investors more cautious in 

the short term, including those from China, 



284                                            Chi GONG et al.: The Spillover Effects of US Economic Policy Uncertainty on China’s Economy: 

 Monetary Policy Uncertainty vs. Fiscal Policy Uncertainty 

which will cause a temporary liquidity squeeze. 

The global liquidity crunch will raise the interest 

rate in the first two periods and begins to fall 

gradually from the third period as showed in the 

Fig. 2. However, the FPU will bring uncertainty 

to aggregate demand of US, and investors tend to 

shift their investment to abroad, which leads to 

an increase in liquidity in China, causing the 

interest rate drop and rebound rapidly in the 

second period. And it will fall again after 

reaching the peak in the fifth period. In general, 

both MPU and FPU will cause the decline of 

interest rates, but the two fluctuate in different 

ways in the early stage due to the unlike 

influence mechanisms. 

Before the crisis, the reaction of interest rate to 

EPU was more like its response to MPU. While 

after the crisis, interest rates reacted to the EPU 

more like it did to the FPU and fluctuated more 

wildly. But the spillover effect of EPU lasts 

shorter after the crisis as shown in Fig. 5. where 

interest rate become stable in the 12th period. 
(a) (b)
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Fig. 5. Pre-crisis and post-crisis response of CREPO. 

 

5.GDP. MPU and FPU have similar effects on 

output. Considering the role of US economy on 

global economy, its shocks will pull down 

China’s growth. The result of impluse-response 

function shows that the reaction of china is 

similar to the result of “ wait-and-see ” 

dynamics(Bloom, 2009). Furthermore, Fig. 2 

shows that at the beginning of US economic 

uncertainty shocks, the fundamentals of China’
s economy are relatively stable and the lags of 

the shocks will impel the real GDP slightly 

increased. But this won’t last long, after one 

period, the response inverses to negative and 

declined to the lowest point at the 4th period, 

then slowly returning to a path of balanced 

growth. The whole process is similar to the 

process of "overshoot". 

From the impact of uncertainty shocks on output, 

the response of the MPU impulse function is 

consistent with the “wait and see” reaction 

pattern in Bloom (2009). It can be seen from the 

picture that in the early stages of uncertainty in 

the US economic policy, China's economic 

fundamentals are relatively stable, resulting in a 

slight increase in China’s actual GDP. Due to 

the transmission of uncertainties, the growth 

only manage to sustain one period before the 

negative impact takes place. Basically, it falls to 

the lowest point in the fourth period, then the 

output shows a slow return to the balanced 

growth path, which is similar to the phenomenon 

of "overshooting". 

In comparison of Fig. 6. (a) and (b), we can 

identify that after the crisis, the response of GDP 

to EPU has decreased markedly, and the affected 

time has significantly shortened. This may 

reflect the impact of China carrying out a series 

of internal economic reforms to strengthen the 

coping mechanism against external economic 

shocks and uncertainties after the financial crisis. 

6.Foreign exchange reserve.  

The impact of foreign exchange reserves is 

similar to the impact of interest rates. In the short 

term, due to the relative stability of China’s 

economic fundamentals, the uncertainty of U.S. 

monetary policy will increase China’s foreign 

exchange reserves, but soon this will affect 

China’s overall macroeconomic fundamentals 

through the transmission effect of China’s 

export-oriented economy, and ultimately lead to 

a decrease in foreign exchange reserves. Judging 

from the cumulative effect, the uncertainty of US 

monetary policy will reduce China’s foreign 

exchange reserves in the medium and long term. 

The uncertainty of the US fiscal policy is slightly 

different. In a short term, it is similar to that of 

the MPU, but this impact will be quickly 

stabilized, and then gradually converge. Judging 

from the cumulative effect, the uncertainty of US 

fiscal policy will increase China’ s foreign 

exchange reserves in the medium and long term. 

Because the uncertainty of fiscal policy will 

directly affect consumption and investment, it is 

easy to form a big impact on its own market 

mechanism. Under this condition, the spillover 

effect of fiscal policy uncertainty will not be as 

strong as the uncertainty of monetary policy. 

Instead, it remains in the United States to a 

greater extent, and triggers a consistent trend in 

the overall impact and a different cumulative 

effect on China’s foreign exchange reserves. 

Compared with before and after the crisis, we 

can also observe that the volatility of foreign 

exchange reserves is also larger, but the duration 
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of the shock is shorter as well. 
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Fig. 7. Pre-crisis and post-crisis response of FER. 

4. Conclusions 

In this study, the SVAR model was used to 

investigate the spillover effects of US economic 

policies on China economy, and the differences 

in the impact of MPU and FPU were compared. 

The impulse response function showed us the 

details. In short, FPU and MPU will increase 

China’s economy fluctuation and have an 

aggregate negative affects on the Chinese 

economy, but there are differences in intensity 

and persistence. Specifically, 

1.The increase in MPU and FPU will help to 

suppress inflation in China, which is in line with 

Real Options Theory. 

2.MPU and FPU intensify real exchange rate 

fluctuations in the short-term, but reduce the 

fluctuations in the medium and long-term. 

3.Both the MPU and the FPU in the US have 

negative cumulative spillover effects on the real 

interest rate in China, but the fluctuations of the 

two in the previous period were different. 

4.From the impact of uncertainty shocks on 

output, the impact of MPU and FPU on output is 

very similar, and the response of the MPU 

impulse function is consistent with the “wait 

and see” reaction pattern in Bloom. 

5.The impact of MPU increases China's foreign 

exchange reserves in short run and decreases in 

long run. The short-term impact of FPU is 

similar to that of MPU, but the medium and 

long-term will also increase foreign exchange 

reserves. 

In conclusion, both MPU and FPU will increase 

the volatility of China's economy and leave with 

an overall negative impact, suppressing the 

inflation and interest rate. In terms of scope, the 

spillover effects of MPU on interest rates, 

exchange rates and inflation are much stronger 

than those of the FPU, whereas the latter’s 

impact lasts longer on consumption, investment 

and output. Among the indicators examined in 

this paper, we find that the real exchange rate is 

the most sensitive to FPU and MPU. And in 

comparison of the results before and after crisis, 

China became more sensitive to US economic 

policy uncertainty, but after a short but sharp 

period of adjustment, China's economy can reach 

a new stable state more quickly, since China has 

became more experienced and capable to deal 

with external shocks by consciously deepening 

its domestic economic reform and optimizing the 

trade structure to disperse the risk. 
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Abstract 

 
This study analyzes the issues related to the distribution, registration, and management of pets in the 
environment of rapidly growing pet industry in South Korea. The solutions are based on 
Zero-Knowledge-Proof from the birth of pets through the entire distribution process until their end of 
life. 
A preliminary research studies the current animal registration system and distribution process, and 
analyze the issues. The ultimate target of the research is to propose alternatives to address those 
problems using Zero-Knowledge-Proof.  
 
 
Keywords: Pet Registraction, Zero-Knowledge Proof  

1. Introduction 
During the COVID-19 pandemic, it's estimated 
that there are 6.02 million households and 1,306 
individuals engaged in raising pets in South 
Korea.[1] The Animal Protection Act was 
revised in 1991, and in 2014, animal registration 
became mandatory, leading to computerization 
for identifying animal identities and locating lost 
animals. In 2021, there has been effective 
progress in preventing and penalizing abuse, 
strengthening penalties against abusive acts.[2] 
As the number of pet owners increases, so does 
the number of animals being abandoned or lost. 
Issues related to inhumane breeding practices 
and safety concerns, such as aggressive dogs, 
have emerged. Although pet registration has 
been mandatory since 2014, the effectiveness has 
been limited due to lack of information updates, 
damage to microchips, and external chip loss. 
Consequently, problems persist, including illegal 
trading, abandonment, and abuse. Moreover, 
incidents of personal information leakage of 
registered pet owners from the system have been 
reported.[1][3] 

Therefore, this paper aims to review the overall 
issues surrounding the animal registration 
system, focusing on the entire lifecycle of pets, 
from production to disposal. It seeks to explore 
the use of a blockchain technology called 
Zero-knowledge Proof for clear proof of 
ownership, transaction verification, and the 
protection of owners' personal information. 

2. Related Research 
2.1 Pet Registration System 

The Ministry of Agriculture, Food and Rural 
Affairs has been enforcing a mandatory pet 
registration system for owners of dogs aged over 
two months since 2014.[4] This system involves 
implanting an identification device, either 
wireless or non-wireless, in the animal's body, 
which has proven highly effective in identifying 
and confirming ownership of pets, aiding in 
finding owners in cases of abandonment or 
loss.[2][4] 
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2.2 Distribution Process of Pets 

Pets are produced through two methods: 
specialized breeding and owner-initiated 
breeding. The distribution of pets occurs as 
depicted in Fig. 1.[1] 
 

 
Fig. 1.  The Distribution Process of Pets 

 
2.3 BlockChain 

Blockchain is a technology that securely stores 
target data in a distributed data storage 
environment called 'blocks,' formed by countless 
small-scale data interconnected in a chain-like 
structure based on a peer-to-peer (P2P) method. 
This makes it impossible for anyone to arbitrarily 
modify the data and allows anyone to view the 
outcome of changes. Utilizing blockchain 
enables tracking transaction histories and 
provides clear proof of ownership.[5] 

2.4 Zero-knowledge proof 

Zero-knowledge proof is a method by which one 
party (the prover) can prove to another party (the 
verifier) that a given statement is true, while 
avoiding conveying to the verifier any 
information beyond the mere fact of the 
statement's truth.[6] The intuition underlying 
zero-knowledge proofs is that it is trivial to prove 
the possession of certain information by simply 
revealing it; the challenge is to prove this 
possession without revealing the information, or 
any aspect of it whatsoever.[7] 
In light of the fact that one should be able to 
generate a proof of some statement only when in 
possession of certain secret information 
connected to the statement, the verifier, even 
after having become convinced of the statement's 
truth, should nonetheless remain unable to prove 
the statement to third parties.[8] 
 
 
 
 

3. Proposal for Improving the Pet 
Registration System Using 

Zero-Knowledge-Proof 

3.1 Pet Registration System Using 
Blockchain 

Fig. 2 depicts the current pet registration system 
and the point of registration for pets. The issue 
lies in the complete absence of ownership history 
registration from the production of pets to the 
retail stage.[3] 
 

 
Fig. 2. Pet Registration Point 

DNA-based pet registration from Producers or 
Owners is proposed. Registration details would 
include information about the producer, the 
parents of the produced pet, and the DNA of the 
pet, akin to human birth registration. 
Subsequently, this registration would facilitate 
tracking transaction information. 

 
Fig. 3.  Proposal for Pet Registration Point 

Even auction houses should conduct pet 
ownership registration using blockchain 
technology and should only auction pets that 
have been registered on the blockchain. 
Subsequently, wholesalers and retailers should 
also undergo the registration process on the 
blockchain. 
This involves registering owners' information 
regarding ownership history on the blockchain, 
enabling privacy protection. It allows for the 
tracking of pet ownership and transaction history. 
Particularly, it prevents the trade of illegally 
produced animals, enabling the tracking of pet 
lineage and health information. 
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3.2 Protection and Verification of Owner 
Information Using Zero-Knowledge Proof 

Applying Zero-knowledge proof to pet 
registration provides a great solution for 
identifying owners of abandoned or lost pets. 
The current method of inserting and managing 
microchips in animals doesn't allow for 
ownership identification if the microchip is lost 
or damaged, making it impossible to trace 
ownership of lost or abandoned pets, especially if 
a new owner maliciously damages the chip. 

 
Fig. 4.  Primary Use Cases for Ownership Proof 

In the usual registration process, personal 
information needs to be disclosed during 
registration, and when reclaiming ownership of 
an abandoned or lost pet, the owner must provide 
proof of their personal information. In such cases, 
the exposure of personal information becomes 
unavoidable. Therefore, protecting the personal 
information of pet owners becomes another 
crucial application. 

 
Fig. 5.  Protection of Owner Information Using 

Zero-Knowledge Proof 

The use of Zero-Knowledge Proof for pet 
registration allows completion of the registration 
process without exposing the owner's 
information. Moreover, veterinary treatment for 
pets can be carried out without verifying the 
owner's information, and changes in ownership 
or alterations can also be tracked. Additionally, 
the technology's significant application lies in 
providing proof of pet ownership without any 
exposure of the owner's personal information. 

 

 

4. Conclusions 

The pet registration system is an essential legal 
framework in the rapidly growing domain of pet 
ownership. However, the current application of 
this system lacks proactive measures in handling 
issues such as owner's personal information leaks 
and situations involving abandonment or theft of 
pets. This paper proposes the registration of pet 
production and distribution stages using 
blockchain technology and further suggests 
protection using Zero-Knowledge proof for 
owner information and proof of ownership. 
Applying this technology provides a convenient 
way for proof of ownership and transaction 
verification. It also offers a solution to counter 
issues such as hacking in the system. 
Subsequent research following this paper could 
involve developing the application architecture 
of blockchain systems and executing protection 
proof using Zero-Knowledge proof to 
demonstrate improvements in information 
security. 
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Abstract 

 
Recommender systems help users quickly find the content they are looking for on the Internet, which 

is overflowing with information. A popular algorithm for efficiently implementing such RISs is the 

graph convolutional network (GCN) algorithm. In this work, we improve the structure of LightGCN, 

which is often used as a backbone network in research on GCN-based recommender systems, to show 

better recommendation performance, and demonstrate through experiments that the proposed ThinGCN 

model with WF methodology has improved accuracy over the existing LightGCN model. 

 

 

Keywords: Graph Convolution Network, learning method, Recommendation Systems 

 

1. Introduction 

Recommendation systems are a key tool in 

providing users with the information and content 

they want in a world of information overload. 

Recommendation systems analyze a user's past 

behavior, preferences, and interests to effectively 

present the most relevant information or products. 

Recent studies on these recommendation systems 

utilize convolutional networks (GCNs) to 

improve their performance, and in subsequent 

studies, the LightGCN model is often used as a 

backbone network, and improvements to the 

LightGCN model can advance the overall 

recommendation system research methodology. 

Therefore, in this paper, we propose an 

improvement method for combining layers of the 

LightGCN model. 

 

 

 

 

 

 

2. Proposal methods 

2.1 LightGCN Layer Combination 

Equation 1 is the propagation rule for 

LightGCN, where 𝒩𝑖  and 𝒩𝑢 are the connected 

nodes of user u and item i, respectively. Then, a 

symmetric normalization term (=1/√|𝒩𝑢|√|𝒩𝑖|) 
is performed to obtain the next embedding layer, 

and a weighted sum of Equation 2 is performed 

to obtain the final user-item embedding, and the 

recommendation score is calculated using the 

inner product of these embeddings.  

𝑒𝑢
(𝑘+1)

= ∑
1

√|𝒩𝑢|√|𝒩𝑖|𝑖∈𝒩𝑢

𝑒𝑖
(𝑘)

;                 

𝑒𝑖
(𝑘+1)

= ∑
1

√|𝒩𝑖|√|𝒩𝑢|
𝑖∈𝒩𝑖

𝑒𝑢
(𝑘)

           (1) 

𝑒u = ∑ α𝑘𝑒u
(𝑘)

𝑛

𝑘=0

;  𝑒i = ∑ α𝑘𝑒i
(𝑘)

𝑛

𝑘=0

       (2) 

However, this propagation rule captures the loss 

of embedding values, and to overcome this, the 

Weight Forwarding(WF) methodology and the 
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weighted summation of embeddings used by it 

can be omitted. 

2.2 Proposed ThinGCN 

The proposed WF methodology scalarly 

multiplies the previous embedding by its 

weight and passes it to the next layer, as shown 

in Equation 3. In the process, the information 

from the previous layer is more strongly 

conveyed, allowing us to make 

recommendations using only the last layer's 

embedding, as shown in Equation 4. 

𝑒′𝑢
(𝑘+1)

= 𝑤𝑘 ∑
1

√|𝒩𝑢|√|𝒩𝑖|
𝑖∈𝒩𝑢

𝑒′𝑖
(𝑘)

;         

𝑒′𝑖
(𝑘+1)

= 𝑤𝑘 ∑
1

√|𝒩𝑖|√|𝒩𝑢|
𝑖∈𝒩𝑖

𝑒′𝑢
(𝑘)

   (3) 

𝑒′u = 𝑒′u
(𝑘)

; 𝑒′i = e′
i
(𝑘)

                          (4) 

3. Experiments 

As experimental data, we used Yelp2018, 

Douban-book, and MovieLens-1M, which are 

frequently used in existing research. The 

composition of the dataset is shown in Table 

1, and the experimental results of the existing 

method and the proposed initialization method 

are shown in Table 2. 

 
Table 1.  Experiments data 

 
Yelp2018 

Train Train 

User 31,668 31,668 

Item 38,048 38,048 

Interaction 1,237,259 1,237,259 

Sparsity 99.90% 99.90% 

 
Douban-book 

Train Train 

User 12,638 10,882 

Item 22,222 19,075 

Interaction 478,730 119,690 

Sparsity 99.83% 99.94% 

 
MovieLens-1M 

Train Train 

User 6,038 5,989 

Item 3,492 3,190 

Interaction 460,359 114,922 

Sparsity 97.82% 99.40% 

 
Table 2.  Experiments result 

  
Yelp2018 

Weight recall NDCG 

LightGCN - 0.05949 0.04887 

ThinGCN 8 0.06873 0.5656 

  
Douban-book 

Weight Recall NDCG 

LightGCN - 0.14783 0.12508 

ThinGCN 16 0.16701 0.14632 

  
MovieLens-1M 

Weight Recall NDCG 

LightGCN - 0.27196 0.30274 

ThinGCN 128 0.27748 0.30830 

4. Conclusions 

This paper, we proposed a ThinGCN model 

using WF methodology, and experimental results 

show that both recall and NDCG show 

performance improvement, which proves the 

superiority of ThinGCN utilizing only the last 

layer. 
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Abstract 

This study is conducted as a preliminary research to reduce the system load when operating in cloud 

systems after transitioning from the existing legacy systems. While the initially configured cloud 

systems can instantly respond to sudden loads thanks to its Auto-Scaling, this responsiveness may lead 

to situations such as session interruptions and service disruptions during the scaling process. However, 

by understanding the differences between the existing system and the transitioning system and applying 

the conversion vector, it is possible to prepare for such situations. The purpose of this paper is to execute 

TPC-H on DBMS with internationally established test specifications to calculate conversion vector. 

Summarizing the Power Test of TPC-H, conversion vector are calculated after conducting tests on one 

commercial product and one open-source product. Following that, a second round of TPC-H testing is 

conducted in the cloud, and the validation of conversion vector is carried out. 
 

 

Keywords: DBMS, Cloud Service, TPC-H, Conversion Vector  

 

1. Introduction 

Currently, in South Korea, starting with the 

opening of the National Information Resources 

Management Institute's Daegu Center in 

December 2022, there is a plan for a 

comprehensive migration of public sector 

systems to private public clouds by 2025.[1]  

However, the preparation is insufficient, and 

confusion is expected as a result. In particular, in 

the case of DBMS, there is a lack of standardized 

conversion coefficients.[2][3] 

Especially in the nature of the cloud, while 

stabilizing through Auto Scaling in cases of 

system overload is possible to an extent, through 

this research, the aim is to describe the research 

content with the purpose of early stabilization 

without subjecting the system to various risk 

factors until a more precise DBMS sizing is 

achieved for stabilization.[3] 

2. Related Research 

The Transaction Processing Performance 

Council (TPC) was established in the United 

States in August 1988 as a committee that sets 

standards for measuring transaction processing 

performance. TPC holds a total of 18 

measurement methods, with 10 of them currently 

in active use.[4] 

2.1 Active TPC Benchmarks Types 

Table 1.  Active TPC Benchmarks Types 

BenchMarks Fields Notes 

TPC-C OLTP-Based Basic Test 
 

TPC-DS 

Industry Standard Benchmark 

Test for Measuring the 

Performance of Decision 

Support Solutions. 
 

TPC-E 
TPC-C and Financial Market 

Interaction Test.  

TPC-H 
Benchmark Test for Decision  

Basic Business System Test.  

 

Table 1 summarizes four TPC measurement 

methods out of the total ten methods available for 

assessing TPC.  



The 15th International Conference on Internet (ICONI) 2023, December 2023                                                                                   293 

2.2. TPC-H Throughput Numerical 
Quantity  

The results of the throughput test are used to 

compute TPC-H Throughput at the chosen 

database size. It is defined as the ratio of the total 

number of queries executed over the length of the 

measurement interval, and must be computed 

as:[4] 

TPC-H Throughput@Size = 

(S*22*3600)/Ts*SF       (1)[4] 

TPC-H Throughput@Size are Queries per hour * 

Scale-Factor, reported to one digit after the 

decimal point, rounded to the nearest 0.1.[4] 

3. TPC-H Test  

3.1 Test Environment 

 
Fig. 1.  Test Flow of  cnversion vector  

between suitable DBMS 

Tests were conducted using commercial DBMS 

products from companies O and T, and 

open-source DBMS products from P, A, and M, 

for a total of 5 different products. The tests were 

conducted under the same environment on a 

single device. 

Fig. 1 represents the flow for calculating the 

Conversion Vector for different products, based 

on the reference product, which is O company's 

product. 

3.2 Test Results 

The test results cover only 3 out of 5 products. 

Among them, A and M products, operating on a 

Single Core system, encountered Time Outs in 3 

queries, leading to their exclusion from the 

results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2.  Test Results 

Queries 8, 9, 17, and 18 of product P exhibited 

abnormal results, consequently, they were 

excluded from the calculation and comparison 

during the assessment. 

The calculated Conversion vactor excluding the 

4 queries showing peak values in the test results 

is as shown in Table 2. 

Table 2. Conversion Vector 
Division O Product T Product P Product Notes 

8 vCore 1 1.023903 6.154799 
 

12 vCore 1 1.122751 6.527803 
 

16 vCore 1 1.051428 7.26987 
 

4. Conclusions 

This paper conducted a foundational study for 

cloud migration, focusing on the research of 

interconversion coefficients for heterogeneous 

DBMS. It was possible to measure the 

interconversion coefficients between different 

systems and identify factors in the measured 

values that could prevent issues during 

conversion in advance. 

References 

[1] “3rd Cloud Computing Master Plan,” The 

14th Information and Communication 

Strategy Committee, pp. 3-11, 2021. 09. 

[2]  “Practical Guidelines for Cloud Adoption 

in the Private Sector - "Focusing on 

Public-Private Cloud,” Korea 

Communication Commission, pp. 23-29, 

2012.12. 

[3] Jungyup Kim., “Suitability Assessment 

Guideline for Adopting Cloud Computing 

in the Public Sector,” Telecommunications 

Technology 

[4] https://www.tpc.org/information/benchmar

ks5.asp 



KSII The 15th International Conference on Internet (ICONI) 2023.  

Copyright ⓒ 2023 KSII                                                                                                                                                                294 

 

This work was supported by Electronics and Telecommunications Research Institute (ETRI) grant funded by the 

Korean government (23ZH1300, Research on hyper-realistic interaction technology for five senses and emotional 

experience) and a grant from the National Research Foundation of Korea (NRF) funded by the Korea government 

(MSIT) (No. 2021R1F1A1046513). 

 

Egocentric Human Pose Estimation for VR 
Interactions Using RGB-D Data 

 

Seongmin Baek1 and Yejin Kim2 
1 Intelligent Realistic Content Lab, Electronics and Telecommunications Research Institute 

Daejeon, Republic of Korea 

[e-mail: baeksm@etri.re.kr] 
2 School of Games, Hongik University 

Sejong, Republic of Korea 

[e-mail: yejkim@hongik.ac.kr] 

*Corresponding author: Yejin Kim 

 

 
Abstract 

 
Recently, virtual reality (VR) technology has evolved into a metaverse where individuals share 

information about their real-world activities through head mounted displays (HMDs). For smooth 

interaction between users, the position and rotation information of the hands and head of a user are 

recognized by the camera sensor and controller of an HMD while the rest of the body is inferred from 

the inverse kinematics. However, this can lead to inaccurate pose estimation and reduce the user's 

immersion in the virtual space. In this paper, we introduce a method to estimate user pose from 

egocentric (inside-in) data acquired from multiple RGB-D sensors installed on an HMD. In the 

proposed method, we calibrated multiple RGB images and depth data to the same coordinate system and 

estimated user pose in 3D using a deep neutral network (DNN). Compared to external sensor-based 

systems using outside-in data, our method generates accurate user poses in 3D and provides better 

freedom of movement for VR interactions. 

 

 

Keywords: Human pose estimation, VR interaction, RGB-D sensor, viewpoint transformation, DNN 

 

1. Introduction 

Recently, virtual reality (VR) technology has 

evolved into a metaverse where individuals share 

information about their real-world activities 

using head-mounted displays (HMDs). For 

smooth interaction between users, the position 

and rotation information of the hands and head of 

a user are recognized by the camera sensor and 

controller of an HMD while the rest of the body 

is inferred from the inverse kinematics [1]. 

However, this type of camera-based acquisition 

is difficult to recognize the user's lower body. It 

requires an external tracker applied to the feet [2], 

or simulates the lower body in accordance with 

the upper body motion [3]. Moreover, the user's 

lack of experience in sense of ownership (SoO) 

or sense of agency (SoA) can reduce immersion 

in the virtual space [4]. 

In this paper, we introduce a method to estimate 

user pose from egocentric (inside-in) data 

acquired from multiple RGB-D sensors installed 

on an HMD. In the proposed method, we 

calibrated multiple RGB images and depth data 

to the same coordinate system and estimated user 

mailto:t.m.chen@swansea.ac.uk
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pose in 3D using a deep neutral network (DNN). 

Compared to external sensor-based systems 

using outside-in data, our method generates 

accurate user poses in 3D and provides better 

freedom of movement for VR interactions. 

2. System Overview 

2.1 Configuration of RGB-D Sensors 

Commercial RGB-D sensors have a narrow field 

of view since they are designed to be installed 

externally, which makes it difficult to see the 

user's entire body when the sensor is placed on an 

HMD. For this problem, we attached multiple 

RGB-D sensors to the frame and mounted them 

on the HMD as shown in Figure 1. The main 

sensor was installed in a horizontal orientation to 

view the upper torso while the left and right 

sub-sensors were installed in a vertical 

orientation to view the left and right lower torso, 

respectively. 

2.2 Sensor Calibration 

As shown in Fig. 1, RGB and depth data from 

each sensor are represented in different 

coordinate systems. We unified them into one 

coordinate system through coordinate system 

conversion, which takes at least 3 images from 

different positions by using the checkerboard in 

the overlapping part of the main sensor and 

sub-sensor images. A total of 3N, where N is the 

number of extracted images, positions in 3D 

were estimated from each image. The rotation 

(R) and translation (T) matrices were calculated 

using the iterative closest point (ICP) algorithm, 

respectively. By rotating and translating the 

incoming sub-sensor data to the main sensor, 

they are aligned in the same coordinate system as 

shown in Fig. 1. 

 

 

Fig. 1.  RGB-D sensors on the HMD (left) and 

their calibrated result (right). 

 

2.3 Pose Estimation Using DNN 

Using the egocentric (inside-in) viewpoint, the 

lower parts of the body (i.e., wrist and ankle 

joints) are difficult to track owing to the 

occlusion problem. For a full body motion, we 

applied a multilayered perceptron (MLP) method 

to find the hand and foot positions from the 

visible joint data. We used motion capture data 

as the training set which consist of walking, hand, 

and foot waving motion (i.e., a total of 40,000 

frames). Since the motion data varies depending 

on the user's height, we converted the data into 

joint vectors which were centered on a local axis 

of the pelvis joint. For MLP, we used 3 layers 

with a total of 11 joint vectors as an output pose, 

which were multiplied by the inverse matrix for 

the local axis and fed back into MLP as input. 

3. Experimental Results 

For RGB-D sensors, we used the Intel RealSense 

D435i model [5] owing to its size, weight, angle 

of view, and minimum recognition distance. Fig. 

2 shows the pose estimation process which 

generates the skeletal joint positions using DNN 

and articulated ICP methods. Since the foot and 

hand joints were not clearly represented in the 

reconstructed skeleton, we used the data 

reconstruction method using MLP. We 

compared the estimated results to an external 

sensor-based system that uses multiple MS 

Azure Kinects [6]. Comparing a total of 3,000 

frames of various user poses, we achieved less 

than 5% in the positional differences of joint 

positions. 

4. Conclusions 

In this study, we introduced a 3D pose estimation 

method that uses multiple RGB-D sensors on an 

HMD. The proposed method generates a 

wide-angle view, transforms the viewpoint, and 

applies a deep learning framework for the pose 

estimation. To restore the occluded lower body 

data, we introduced an DNN-based method that 

uses MLP. Compared to the previous system 

using multiple external sensors, the proposed 

method achieved similar accuracy in 3D pose 

estimation and provided better flexibility in 

freedom of movement for VR interactions. 
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Currently, we are improving the configuration of 

the sensors attached on an HMD for more 

comfortable wear and optimization of the 

estimation process for performance. In addition, 

we plan to apply the proposed method to the user 

interactions in a metaverse and analyze the user 

experiences by conducting user tests. 
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Abstract 

 
Recommendation systems help people make choices on the Internet, where a large amount of content 

and information is generated on various platforms. To efficiently implement such a recommendation 

system, Graph Convolution Network (GCN) is a widely used algorithm. In this paper, we evaluated the 

performance of LightGCN, one of the GCN models, by increasing the number of layers from 1 to 10. In 

our experiments, we found that LightGCN suffers from over-smoothing when the number of layers 

exceed 3, but in reality, it does not have a significant impact and can be stacked more than 3 layers. 

 

 

Keywords: Graph Neural Network, Graph Convolution Network, Recommendation System, Deep 

Learning 

 

1. Introduction 

There’s something called the paradox of choice. 

It refers to the phenomenon that when people are 

given too many options, it makes it harder for 

them to make a decision and they end up making 

a poorer choice than if they had fewer options, or 

even giving up on the choice altogether. This is 

true on the internet today, where there’s a lot of 

content and information available on a variety of 

platforms. Therefore, there is a need for a 

recommendation system that filters and delivers 

the content or information that users want. These 

recommendation systems are a type of 

information filtering technology that 

recommends suitable content or information to 

users based on their preferences and past 

behavior. Many companies, such as Netflix, 

Amazon, and YouTube, are using 

recommendation systems to reduce user 

frustration and increase sales. Recent studies on 

these recommendation systems utilize GCN to 

improve their performance, and subsequent 

studies often use the LightGCN model[1], and 

improvement of the LightGCN model[1] is 

equivalent to improvement of the 

recommendation system method. Therefore, in 

this paper, we actually evaluated the 

performance of LightGCN model to improve 

LightGCN model. Specifically, we experimented 

to see if LightGCN actually suffers from 

over-smoothing when stacking more than 

3-layers. 

2. Related Work 

2.1 LightGCN[1] 

LightGCN can only learn the embedding 

parameters of the first layer. It then combines the 

representations from the k-layers into a simple 

weighted sum. In the LightGCN paper, they said 

that as the number of layers increases, the 

over-smoothing problem occurs, so they use 

layer combinations. Therefore, in this paper, we 

increased the number of layers to 10 and 
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performed a performance evaluation to see if the 

over-smoothing problem was significant in 

practice.   

3. Results  

The experimental datasets use commonly used 

Last.fm[2] Datasets. We also experimented with 

stacking up to 10 layers of LightGCN to see how 

performance changes, as shown in Table 1. 

 
Table 1.  Experiments data 

Last.fm 

 Epoch recall NDCG 

LightGCN_L1 500 0.0517 0.0357 

LightGCN_L2 500 0.0451 0.0348 

LightGCN_L3 500 0.0992 0.0812 

LightGCN_L4 500 0.1039 0.0866 

LightGCN_L5 500 0.0932 0.0812 

LightGCN_L6 500 0.1205 0.1003 

LightGCN_L7 500 0.111 0.0913 

LightGCN_L8 500 0.1156 0.0964 

LightGCN_L9 500 0.1061 0.0853 

LightGCN_L10 500 0.1147 0.091 

 

In Table 1, you can see that there is not much 

performance difference beyond layer 3. 

4. Conclusions 

In this paper, we experimented with LightGCN 

by stacking up to 10 layers to see if there is an 

over-smoothing problem. As a results of the 

experiment, we found that the over-smoothing 

problem is not so big even if we stack more than 

3 layers. Therefore, in future research, we plan to 

use the fact that the over-smoothing problem is 

not so big to improve the performance of 

LightGCN.  
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Abstract 

 
Smart factory is a human-centered, high-tech intelligent factory that integrates all production processes.  

The Korean government has deployed about 30,000 smart factories by 2022, highlighting the necessity 

for a professional and systematic assessment of the effectiveness of support at manufacturing sites. 

Consequently, this study analyzes the impact of the smart factory support program on the financial 

performance of the supported company in order to provide reliable data for future smart factory policy 

development and institutional improvement. In this study, the financial performance of supported and 

non-supported companies was compared to analyze the impact of the government’s smart factory 

support program. To prevent inaccurate results due to confounding variables, propensity score matching 

(PSM) was employed to mitigate selection bias for supported companies, allowing for more accurate 

comparisons. The comparison revealed differences between supported and non-supported companies in 

the average CAGR from 2018 to 2021, and annual sales growths in 2019 and 2021. 
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1. Introduction 

Smart factory is a human-centered, high-tech 

intelligent factory that integrates all production 

processes from product planning and design, 

manufacturing and processing, distribution and 

sales with information and communication 

technology to produce customized products at 

minimal cost and time [1]. 

Through the deployment of smart factories, 

companies can actively respond to rapidly 

changing external environments and advanced 

customer requirements by aiming to intelligently, 

flexibly, optimally, and efficiently manage their 

operations. 

The Korean government has established and 

promoted a smart factory policy since 2014 to 

innovate manufacturing and has deployed more 

than 30,000 smart factories by 2022.  

As the number of smart factories built each year 

increases, there is a need for professional and 

systematic measurement, analysis, and diagnosis 

of the effectiveness of support at production and 

manufacturing sites. 

Through this study, we aim to provide reliable 

data for future smart factory policy establishment 

and institutional improvement by analyzing the 

performance of smart factory support program 

from the perspective of economic policy support 

effects. 
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In order to analyze the impact of the smart 

factory support program on the financial 

performance of the company, it is necessary to 

evaluate whether the companies that implement a 

smart factory with the support program actually 

improved their financial performance, such as 

sales, compared to the companies that did not [2]. 

However, it is problematic to simply compare the 

financial performance of supported and 

non-supported firms.  In order to analyze the 

impact of support for a company on its financial 

performance, it is possible to compare it under 

the assumption that all other conditions are equal. 

This requires the use of a randomized controlled 

environment, which is not feasible.  If there are 

confounders that affect both the company's 

support and financial performance, it is not 

possible to make an accurate comparison. 

Propensity score matching (PSM)-based 

performance analysis reduces selection bias for 

applicants, allowing for more accurate 

performance comparisons [3]. 

Therefore, this study aims to more accurately 

compare the financial performance of companies 

that received support from the smart factory 

program and those that did not by using PSM. 

2. Research Method with PSM 

2.1 PSM Analysis Ideas 

PSM-based performance analysis reduces 

selection bias for applicants, allowing for more 

accurate performance comparisons [4].  By 

calculating propensity scores for supported and 

non-supported companies and matching 

companies with the closest propensity scores, the 

effect of confounding variables can be 

minimized. By analyzing the matched 

experimental group (supported companies) and 

the control group (non-supported companies), it 

is possible to more accurately analyze the effect 

of support on financial performance while the 

effect of confounding variables is minimized.  

2.2 PSM Analysis Procedure 

PSM analysis consists of data preprocessing, 

variable generation, support effect analysis 

before PSM, PSM performance, and support 

effect analysis after PSM as shown in Fig. 1. 

In the data preprocessing stage, basic 

preprocessing such as missing value removal and 

data transformation and merging is performed, 

and in the variable generation stage, target 

variables and confounding variables are created 

for performance comparison, and outlier removal 

is performed based on the generated variable 

values. 

In addition, the effect of the support effect 

analysis through the PSM performance is 

identified by analyzing the support effect before 

and after the PSM performance, respectively.  

 

 
 

Fig. 1.  PSM analysis procedure 

3. Results of the Financial Effects 
Analysis using PSM 

Fig. 2 shows the propensity score distribution 

before and after PSM matching for supported 

and non-supported companies. Raw Treated 

represents the propensity score distribution of 

applied companies before matching, and Raw 

Control represents the propensity score 

distribution of non-applicable companies before 

matching. Before PSM matching, the propensity 

score distributions of supported and 

non-supported companies are different, which 

means that the comparison may be distorted by 

confounding variables. 

In the figure, Matched Treated represents the 

propensity score distribution of supported 

companies after PSM matching, and Matched 

Control represents the propensity score 

distribution of non-supported companies after 

PSM matching. After PSM, you can see from the 

graph that the propensity scores of supported and 

non-supported companies are distributed almost 

similarly. This means that the influence of 

confounding variables on newly extracted 
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groups of support and non-support can be 

minimized. 

  
Fig. 2.  The propensity score distribution 

before/after PSM 

 

As a result of t-test on the annual sales growth 

rate and CAGR of supported and non-supported 

companies before PSM, it was found that there 

was no significant difference in all, as shown in 

Table 1. The ‘Result’ column in the table 

represents the results of whether there is a 

difference between the groups of supported and 

non-supported companies. This shows that 

government support for smart factories had no 

effect on the company’s sales. 

 

 
t p-value Result 

Sales growth in 2019 -0.529 0.597 No 

Sales growth in 2020 0.724 0.469 No 

Sales growth in 2021 0.148 0.883 No 

Avg. CAGR in 

2018~2021 
-1.830 0.067 No 

Table 1.  t-test results between supported vs. 

non-supported before PSM 
 

However, as shown in Table 2, as a result of the 

t-test for supported/non-supported companies 

after PSM, it was confirmed that there was a 

difference in sales growth rate and CAGR except 

for 2020. This is in contrast to the previous t-test 

results before PSM, which found no differences. 

These results show that incorrect analysis caused 

by confounding variables can be prevented using 

PSM, and consequently show that the 

government’s support for smart factories is 

effective. 

 

 
t p-value Result 

Sales growth in 2019 -4.544 0.000 Yes** 

Sales growth in 2020 -1.634 0.102 No 

Sales growth in 2021 -2.046 0.041 Yes* 

Avg. CAGR in 

2018~2021 
-5.976 0.000 Yes** 

Notes: *Significant at the p<0.05 level,  

** Significant at the p<0.001 level 

Table. 2.  t-test results between supported vs. 

non-supported after PSM 

4. Conclusions 

In this study, the financial performance of 

supported and non-supported companies was 

compared to analyze the impact of the 

government's smart factory support program. To 

prevent inaccurate results due to confounding 

variables, PSM was performed to reduce 

selection bias for supported companies, allowing 

for more accurate comparisons. As a result of the 

comparison, it was found that there was a 

difference between supported and non-supported 

companies in the average CAGR from 2018 to 

2021, and annual sales growths in 2019 and 

2021. 
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Abstract 

 
This paper aims to predict the book's ratings using the large-scale dataset of Amazon books. The dataset 

is too large to handle with the traditional approach, so we adopt the Big Data platform, PySpark, in the 

Amazon EMR cluster that processes large-scale data. We build prediction models as multiclass 

classifiers using various PySpark algorithms – Logistic Regression (LR), Decision Tree (DT), Random 

Forest (RF), and Multi-Layer Perceptron Neural Network (MLP-NN). So, we can predict book ratings 

in five and binary classes. We compared Multiclass Classifiers' accuracies, especially Precision, which 

has the smallest False Positive. As a result, we observed that the LR model exhibits the highest precision 

in binary and multiclass classification models and boasts the fastest computing time. Besides, MLP-NN 

demonstrates good performance, although it requires more time for model construction than LR. RF and 

DT show lower performance and demand more computing time than LR and MLP-NN. Furthermore, 

binary classification models have better performance in precision than multiclass ones. 

 

 

Keywords: Big Data, Spark, Scalable Computing, Neural Network, Multiclass Classification, Rating 

 

1. Introduction 

Amazon has emerged as one of the world's most 

successful e-commerce enterprises. Its 

book-selling business has been producing data 

related to curated lists of bestsellers, popular 

books, and a recommendation system. Reviews 

text of the data are generated for the respective 

products when customers provide feedback and 

ratings on the website. It would be helpful to 

have a prediction model to recommend the right 

books to customers. The challenge for this 

predictive analysis is that first, the data size is too 

big to use the traditional computing systems, and 

second, review data requires text processing and 

vectorization, which requires more computing 

time. So, this paper employs Big Data platform 

to build PySpark Machine Learning Models to 

predict book ratings efficiently using the 

Amazon book review dataset from Kaggle. The 

PySpark Big Data cluster comprises multiple 

nodes for distributed parallel computing, which 

also attain scalability. 

2. Related Work 

Chen et al. explore machine learning models to 

predict Amazon product sentiment analysis. It 

aims to create an accurate model that can handle 

diverse sentiments expressed in reviews. The 

study evaluates NLP models (Light GBM, 

CatBoost, deep learning). The article discusses 

potential applications for sentiment analysis, 

concluding with results, key findings, and 

recommendations for future research [1]. 

Norinder et al. combine deep learning and 

conformal prediction for accurate sentiment 

analysis of Amazon product reviews across 12 
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categories. The paper emphasizes the approach's 

generalizability and its ability to handle 

imbalanced sentiment classes in Amazon 

reviews [2]. Our paper built LR, DT, RF, and 

MLP-NN models to predict ratings of Amazon 

Books in Big Data platform. We compare the 

computing time and accuracy of the models. 

3. Data and Architecture 

The dataset, obtained from Kaggle [3], 

comprises two files: Books_rating.csv and 

Books_data.csv, with a size of 2.9 GB. 

Books_rating.csv is a substantial file, containing 

information on 3 million book reviews, including 

user details for each review, along with columns: 

[ID, Title, Price, Profile name, Review Summary, 

Review Text, Review Helpfulness, Review 

Class]. Books_data.csv provides additional 

information, featuring details on genres, authors, 

cover designs, and descriptions, with columns: 

[Title, Description, Authors, Publisher, 

Categories]. 

 

It is not easy to handle data of 2.9 GB using 

traditional systems. So, we adopt the Big Data 

platform within the Amazon EMR cluster to 

process large-scale datasets. Table 1 shows the 

specifications of the cluster with Hadoop and 

Spark services. 

 
Table 1.  EMR cluster Specification 

Number of nodes 3 

Hadoop Cluster Version 3.2.1 

Spark 3.1.1 

CPU speed 1.995 GHz, 8 cores 

Memory 536.4 G 

4. Machine Learning Models 

It is vital to recommend customers with 

higher-rated books. Our objective is to predict 

the rating classes of Amazon books using various 

data features.  

 

We constructed prediction models as binary 

classifiers employing various PySpark 

algorithms, including Logistic Regression (LR), 

Random Forest (RF), Decision Tree (DT), and 

Multi-Layer Perceptron Neural Network 

(MLP-NN). Achieving the accuracy of each 

model, the smallest number of False Positives is 

more important than minimizing False Negatives. 

In other words, Precision takes precedence over 

Recall. Amazon book ratings range from 1 to 5, 

with 5 being the highest score. In this structure, 

binary classification is also possible. In binary 

classification, we have assigned Classes 1, 2, and 

3 to the label 0, and Classes 4 and 5 to the label 1. 

 

To address missing values in the numeric 

features, we replaced them with their respective 

average values. For the text feature, we removed 

the corresponding rows. To handle the various 

data types of features, we processed the numeric 

features using MinMaxScaler, while the text 

feature underwent several NLP preprocessing 

steps, including Tokenizer, StopWordsRemover, 

CountVectorizer, and IDF. Additionally, we 

utilized CrossValidation techniques to 

generalize the models with hyperparameter 

tuning. 

 

Table  2 represents each model’s computation 

time (CT), Area Under Curve (AUC), Precision, 

and Recall. 
 

Table 2.  Performance of Binary Classification 

Algorithm 
CT 

(min) 
AUC Precision Recall 

LR 16  .87 .86 .86 

RF 486 .56 .84 .80 

DT 756 .64 .83 .82 

MLP-NN 222 .86 .85 .86 

 

The study aims to identify a model that can 

recommend higher-rated books to customers, 

focusing on achieving highest Precision with the 

shortest computing time. Fig. 1 represents the 

confusion matrix of LR. Table 2 reveals that LR 

performed the highest Precision.  

 
Fig 1.  Confusion Matrix of Binary LR 
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LR model demonstrates the highest AUC (87%) 

and Precision (86%). It also requires a 

significantly shorter time (16 min) than other 

models. Beyond traditional machine learning 

models, the MLP-NN shows a high AUC (86%) 

and Precision (85%); however, it requires 14 

times much longer running time than LR. As RF 

and DT exhibit relatively acceptable Precision 

and Recall, their AUC scores are 56% and 64%, 

respectively, which is notably unreliable 

compared to LR and MLP-NN. 
 

Table 3.  Performance of Multiclass Classification 

Algorithm LR RF DT MLP-NN 

Computing 
Time (min) 

 
19 

 

492 1458 204 

Precision 

Class 1 .59 .93 .65 .55 

Class 2 .42 - .46 .38 

Class 3 .46 - .62 .44 

Class 4 .47 .62 .44 .45 

Class 5 .71 .60 .63 .68 

Recall 

Class 1 .43 .005 .12 .39 

Class 2 .18 0 .05 .11 

Class 3 .23 0 .05 .18 

Class 4 .21 .003 .11 .14 

Class 5 .94 .999 .97 .95 

 

By adhering to the labels in the initial dataset, 

which range from score 1 to score 5, we have 

also presented the performance of 

multi-classification for each algorithm in Table 3. 

We observe that multi-classification performs 

less effectively than binary classification due to 

five classes, as expected. 

 

 
Fig 2.  Confusion Matrix of Multiclass LR 

 

LR outperforms others in Precision for Class 5 

(71%), and has the shortest running time (19 

minutes), as shown in Table 3. Although the 

MLP-NN demonstrates close Precision (68%),  

it requires 11 times longer running time (204 

minutes) than LR. Additionally, RF predicts 

Class 1 with the highest Precision (93%), which 

is highly unfavorable to recommend a book. 

5. Conclusion 

The paper is to build models that can accurately 

predict Amazon book ratings and recommend a 

book to customers. The Amazon book data set is 

large-scale data, 2.9 GB, which does not allow 

the traditional systems to process complicated 

machine learning computation, so we adopt a Big 

Data platform, Spark cluster, using Amazon 

EMR service.  

 

We developed binary and multiclass 

classification models - LR, RF, DT, and 

MLP-NN - for predicting Amazon book ratings. 

We compared the models with the accuracy and 

computing time as they process a large-scale data 

set. LR demonstrated the highest Precision and 

the shortest computing time. MLP-NN model 

also performed close Precision to LR, but 

necessitated 10 – 14 times longer computation 

time than LR. 
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Abstract 

This paper proposes a novel approach for analyzing and classifying defects in concrete bridge decks 

using time-series data through DSP(Digital Signal Processing) and image transformation, utilizing the 

Swin Transformer model. DSP is employed to reduce noise and emphasize significant signals in the 

data, while image transformation reinterprets the temporal characteristics of time-series data in a spatial 

context. The transformed images are classified using the Swin Transformer, a process that anticipates 

high accuracy and efficiency. This research offers a new perspective on time-series data analysis and 

image-based classification, exploring the potential application of the proposed methodology in various 

fields. 

 

Keywords: Time series, Image transformation, Class classification, Digital signal processing, 

Transformer 

1. Introduction 

In today's data-centric society, time-series 

data plays a crucial role in various fields such as 

finance, healthcare, and meteorology. This data 

encompasses complex and diverse patterns that 

reflect changes in information over time. 

Traditional methods of time-series data analysis 

primarily rely on linear models, moving averages, 

and autoregressive models. However, these 

methods have limitations in adequately 

interpreting and utilizing nonlinear patterns and 

complex interactions within the data. They are 

particularly vulnerable to issues such as 

high-frequency noise, outliers, and 

non-stationarity, and face challenges in 

accurately modeling data when changes over 

time are complex. Therefore, there is a need for 

new approaches to deeply analyze and utilize the 

complexity and diversity of time-series data [1, 

2]. This study proposes a novel approach that 

analyzes time-series data through Digital Signal 

Processing (DSP), applies an image 

transformation algorithm to convert it into a 

visual form, and then classifies it using the 

ViT(Vision Transformer) model. DSP is useful 

in reducing noise and emphasizing important 

signals in time-series data, while image 

transformation expands the dimension of 

analysis by converting the temporal 

characteristics of this data into spatial features. 

Additionally, ViT, as a state-of-the-art deep 

learning model adept at processing image data, is 
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expected to demonstrate exceptional 

performance in classifying time-series data 

transformed into images. 

This study proposes a methodology that 

combines DSP and image transformation 

algorithms to enhance the characteristics of 

time-series data and effectively classify it using 

the ViT model. Through this, it is expected to 

open new horizons in the analysis of time-series 

data and contribute to research and applications 

in this field. 

2. Related Works 

2.1 The Role and Importance of Digital 
Signal Processing 

Digital Signal Processing (DSP) plays a 

pivotal role in the analysis of time-series data. 

DSP is used to remove noise from data and 

emphasize important signals. Especially in the 

case of time-series data, it is effective in clearly 

separating and analyzing periodic patterns, 

trends, and seasonality. This is crucial in various 

applications such as predictive modeling, 

anomaly detection, and trend analysis [3]. The 

significance of DSP lies also in enhancing the 

quality of data. Through signal processing, it 

removes unnecessary or potentially misleading 

information from the data, thus allowing a more 

focused analysis on genuinely meaningful 

information. For example, techniques such as 

filtering, smoothing, and deconvolution are 

crucial in facilitating the understanding of 

time-series data and increasing the accuracy of 

analytical results. Moreover, DSP plays a role in 

simplifying complex time-series data into a more 

manageable and analyzable form. This allows for 

more efficient processing and analysis of the data 

while maintaining its unique characteristics. 

Therefore, DSP can be seen as an essential step 

in time-series data analysis for gaining 

higher-level insights. 

2.2 Image Transformation Algorithms 

The process of converting time-series data 

into images opens a new dimension in data 

analysis. This transformation reinterprets the 

temporal characteristics of time-series data into a 

spatial form, allowing for more intuitive and 

effective analysis of complex patterns and 

relationships. For example, techniques such as 

RP(Recurrence Plots), GAF(Gramian Angular 

Fields), and MTF(Markov Transition Fields) 

transform time-series data into 2D images, 

visualizing the hidden structures and dynamic 

characteristics of the data. 

Image transformation can be used as input 

for deep learning models, especially those 

optimized for processing image data like 

CNN(Convolutional Neural Network) or ViT 

These models can deeply learn the complex 

patterns and relationships inherent in time-series 

data using transformed images. Additionally, 

this process contributes to dimensionality 

reduction and feature extraction, facilitating 

efficient analysis and improved classification 

performance. 

3. ViT-based Classification with 
Digital Signal Processing and Image 
Transformation of Time Series Data 

This study is structured in three stages. In the 

first stage, data collection and preprocessing are 

conducted to process the data. In the second 

stage, the preprocessed data undergoes Digital 

Signal Processing and the application of an 

image transformation algorithm. In the third 

stage, class classification is performed using the 

Swin Transformer model, based on the ViT 

approach. Fig. 1 shows the process of ViT-based 

classification with DSP(Digital Signal 

Processing) and the image transformation of time 

series data. 

 
Fig. 1.  Process of ViT-based Classification with 

Digital Signal Processing and Image Transformation 

of Time Series Data 

3.1 Data collection and preprocessing 

In this study, Impact Echo signal data from 

the SDNET2021 dataset is used. This data is 
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employed for the detection and assessment of 

defects in concrete bridge decks. The dataset 

contains sensor observations over time, which 

can be utilized for the detection and 

classification of defects in concrete bridge decks. 

Data preprocessing involves ensuring 

consistency in the data by aligning the number of 

rows according to different experiments, as the 

quantity predicted varies with each experiment. 

Additionally, noise and outliers are removed. 

3.2 Applying Digital Signal Processing 
and transforming images 

In this study, Digital Signal Processing 

techniques are applied to the Impact Echo signal 

data from the SDNET2021 dataset. The primary 

objective of DSP is to emphasize important 

signals and remove noise from the data. To 

achieve this, techniques such as filtering, 

smoothing, and waveform analysis are utilized. 

The appropriate method must be chosen based on 

the data's context. After DSP processing of the 

data, the time-series data is transformed into 

images. This process involves using techniques 

like RP, GAF, and MTF to convert time-series 

data into 2D images. Such transformation 

reinterprets the temporal characteristics of the 

data into a spatial form, allowing for more 

intuitive analysis of complex patterns and 

relationships. The DSP application and image 

transformation methods proposed in this study 

allow for the adjustment of DSP techniques and 

image transformation approaches according to 

different data types and situations. This enhances 

the flexibility and applicability of the research. 

3.3 ViT-based Classification with DPS 
and Image Transformation 

In this study, the Impact Echo signal data 

transformed into images is classified using the 

Swin Transformer model. The Swin Transformer 

is a deep learning model that exhibits excellent 

performance in image classification, object 

detection, and segmentation tasks. This model 

divides an image into multiple patches and learns 

the overall structure of the image through these 

patches. In this research, the Swin Transformer is 

employed to classify defect types in concrete 

bridge decks. The model is capable of accurately 

classifying areas with defects by learning the 

location, size, and type of defects from the 

transformed images. This process boasts high 

accuracy and efficiency, making it suitable for 

classifying defects in complex concrete 

structures. 

While this methodology is tailored to the 

specific dataset and context of this study, 

considering the flexibility and scalability of the 

Swin Transformer, it can also be applied to 

various types of image data. 

4. Conclusions 

This research proposes a novel approach for 

analyzing time-series data using DSP and image 

transformation, and classifying defects in 

concrete bridge decks using the Swin 

Transformer model. DSP processing plays a 

crucial role in emphasizing important signals and 

removing noise from the data, while image 

transformation contributes to reinterpreting the 

complex patterns of time-series data into a 

spatial form. The Swin Transformer effectively 

classified defects in the transformed images, 

promising high accuracy and efficiency. 

The study provides a new perspective on 

time-series data analysis and image-based 

classification, laying the foundation for 

exploring potential applications in various fields. 

Additionally, the proposed methodology 

demonstrates flexibility, potentially applicable to 

other datasets and scenarios. Future research will 

focus on developing DSP analysis and image 

transformation methods tailored to specific data, 

and selecting the appropriate classification 

model. 

References 

[1] J. Friedl, B. Zimmer, L. Perkhofer, J. 

Zenisek, P. Hofer, and H. C. Jetter, "An 

empirical study of task-specific limitations 

of the overview+ detail technique for 

interactive time series analysis," Procedia 

Computer Science, Vol. 180, pp. 628-638, 

2021. 

[2] Smart Policing Big Data Platform, 

https://www.bigdata-policing.kr/. 

[3] S. A. Pavan Kumar, P. K. Bora, "Time 

series analysis and signal processing," in 

Proc. of National Conference on 

Computational Intelligence and Signal 

Processing (CISP), 2012. 



KSII The 15th International Conference on Internet (ICONI) 2023.  

Copyright ⓒ 2023 KSII                                                                                                                                                                308 

 

 

NLP Models Classifying Helpful Ratings in 
OpenTable Dataset 

 

Sunnyoung Lee, *Hsiu-Ping Lin, Jihyun Park, Eugene Lim, *Jongwook Woo 

Dongguk Business School, Dongguk University 

Seoul, South Korea 

*Department of Information Systems, California State University, Los Angeles 

[e-mail:  enhasu19@dongguk.edu, {zzhxxxn, euginoo}@gmail.com, {hlin54, jwoo5}@calstatela.edu] 

*Corresponding author: Jongwook Woo 

 

 
Abstract 

 
This paper aims to build models to predict the helpfulness of reviews by analyzing review data from 

OpenTable, a restaurant reservation application spanning 14 years (2009 to 2023). Our goal is to 

accurately classify the helpfulness of the review column of the dataset. We adopted a DistilBERT 

Huggingface model, an example of LLM (Large Language Model), as a distilled version of the BERT 

base model for the Natural Language Process (NLP) to classify sentences. We built an NLP 

classification model by fine-tuning the pre-trained DistilBERT model of Huggingface with the 

OpenTable data. We also made traditional machine learning models using Logistic Regression (LR), 

Decision Tree (DT), Random Forest (RF), and Gradient Boost Tree (GBT) algorithms to compare the 

performance of the models. We observed that the fine-tuned DistilBERT model has 4 - 14 % better 

accurate Precision and AUC than the traditional models. The traditional models' computing time is 90 – 

1,600 seconds, while the fine-tuned DistilBERT model’s is 490 seconds. In summary, the fine-tuned 

DistilBERT model has the best performance among the models. This analysis allows us to identify 

consumers' (satisfied or dissatisfied) attitudes toward OpenTable's app service and pinpoint areas for 

improvement. Moreover, from a marketing perspective, featuring the predicted helpfulness review data 

at the top of the application can enhance the experience for existing customers and provide valuable 

insights to potential customers, which will gain more potential customers.  
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1. Introduction 

Online review systems have influenced the 

decision-making of potential customers [1]. In 

particular, classifying and predicting helpful 

reviews among many online reviews 

significantly impact customer acquisition [2]. 

This study aims to build models to predict 

reviews' helpfulness, comparing the performance 

of the traditional Machine Learning (ML) and 

Deep Learning (DL) Large Language (LLM) 

Models. 

2. Related Work  

Yu et al. built category classification models 

with The THUCNews dataset, combining neural 

network models such as word2vec, BiGRU, 

ELMo, BERT, CNN, and RNN. It shows that 

BERT-BiGRU model has the highest accuracy 

[4].  

Garrido-Merchan et al. built sentiment 

prediction models with the traditional ML 

models and BERT with the datasets: IMDB, 

Tweets, News, Hotel Reviews. It concludes that 

BERT has the highest accuracy [5].  
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Our paper re-trains and builds the 

DistilBERT model with OpenTable data. The 

paper classifies helpfulness ratings in accuracy 

and computing time, comparing the traditional 

ML models and DistilBERT. 

3. Background 

3.1 Review of OpenTable Dataset 

This paper collected online review data from 

OpenTable, a global restaurant reservation 

application, to build a model to predict the 

helpfulness of reviews. The 46,392 sample data 

was collected from the OpenTable's app from 

September 2009 to February 2023, about 14 

years. The data includes the user's nickname, 

review content, star rating, helpfulness, and date 

and time. 

3.2 Data Clustering Analysis 

Topic modeling was performed to determine 

the frequency of co-occurrence of words. The 

consistency score (0.3952) and the inflection 

point were selected for 9 topics [3]. 

Table 1 presents how consumers rated the app 

with the  9 topics. Topics 1 and 6 provide an 

objective assessment of the quality of the app. It 

lists features that are important to them: 

[ “booking”, “new places”, “recommendations”]. 

Topics 2 and 4 evaluate the UI and UX aspects of 

the app, particularly mentioning: [“adding 

application”, “convenience”], indicating that 

consumers value functional convenience in using 

apps. Topic 3 evaluates the restaurant experience, 

focusing on the experience of a good restaurant, 

which is important and often leads to evaluating 

the app based on the reviewers' detailed 

restaurant experience. Topics 5 and 8 evaluate 

the app experience in terms of hedonic aspects. 

Emotional words such as "love" and "wonderful" 

are predominant, suggesting that users are highly 

satisfied when using the app. Topics 7 and 9 

evaluate the accuracy and reliability of the app's 

content and system.  

 
Table 1. Top 10 terms of co-occurrence of words. 

Topic Words  % 

1 

table, reserve, place, new, friendly, 

travel, easier, available, recommend, 

want 13.6 

2 

make, make reservation, simple, 

easy make, need, options, cancel, 

problem, handy, make easy 12.8 

3 

time, way, experience, reliable, 

best, wish, dinner, reward, restaurant 

use, great experience 11.6 

4 

quick, use app, helpful, quick easy, 

service, try, app easy, nice, navigate, 

years 

 

11.4 

5 

love, love app, book, super, issue, 

super easy, help, easy book, know, 

wonderful 11.3 

6 

great app, excellent, point, 

opentable, use opentable, use 

opentable, accurate, food, 

excellent app, website, add 10.7 

7 

useful, din, efficient, date, review, 

user, amaze, fast, look, time 

 

10.3 

8 

good, awesome, opentable, thank, 

good app, email, let, love opentable, 

book, love 9.2 

9 

convenient, work, phone, easy 

convenient, work great, great 

restaurant, people, app work, 

convenient easy, pasword 9.2 

 

4. NLP Rating Classifying Models  

Spark is a distributed parallel computing 

platform that supports machine learning APIs. It 

also provides NLP APIs such as Tokenizer, 

StopWordsRemover, and HashTF.  

LLM in AI DL have received highlights 

lately, which can process, understand, and 

generate natural language. ChatGPT and BERT 

are the most popular LLM models in NLP. 

ChatGPT is built by Open AI that can generate 

texts. Google introduced BERT in 2018 that is 

suitable for text classification and Q&A. 

4.1 ML and LLP Models 

We built classification models to predict 

Helpful labels in the Spark platform - LR, DT, 

RF, GBT - with the users’ review text from 

OpenTable data. We adopt Hashing Term 

Frequency for the models and set the parameters 

as {maxDepth:5, numTrees:3, maxIter: 20, 

regParam: 0.01}. 

In addition, BERT can be used in text 

classification as well. It is a bidirectional 

transformer pre-trained model with raw texts 
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without human labeling on the BookCorpus and 

English Wikipedia datasets, combining 

next-sentence prediction and mask language 

modeling objectives. DistilBERT model is the 

small and fast version of BERT based on the 

BERT model. It is pre-trained on the same 

datasets as BERT. The model can determine a 

mask in a sentence to fill in. We train and build a 

text classification model on DistilBERT with 

Auto Tokenizer to predict Helpful labels. 

4.2 Experimental Result 

We built and executed the traditional machine 

learning models in single node PySpark with 

Spark 3.5.0, and DistilBert model in Google 

Colab as e2-standard-4 with CPU speed 2.25 

GHz, 4 vCPU, and 16 GB RAM.  

 
Table 2. Performance Comparison of the Models 

 

Precision AUC 

Computing 

Time: log(sec) 

LR 0.682 0.644 201 

DistilBERT  0.712 0.705 493 

RF 0.667 0.524 634 

DT 0.622 0.593 709 

GBT 0.637 0.616 3,141 

 

 
Fig. 1. Computing Time of the Models 

 

We observed performance results of the 

models that predict the Helpful label ratings in 

Table 2. The precision and AUC of the 

DistlBERT LLM model are 71.2 % and 70.5 %, 

respectively. So, it has 4 - 14 % better Precision 

and AUC than the traditional models. LR has the 

shortest computation time to build the model. 

And, the next shortest time is the DistlBERT 

model, as shown in Table 2 and Fig. 1. 

 

5. Conclusions 

This paper compares the performance of the 

traditional classification models and the 

DistilBERT LLM model to classify the review 

text of the OpenTable dataset. We observe that 

the DistilBERT LLM model shows the highest 

accuracy and the second fastest computing time 

compared to the traditional ML models to predict 

the Helpfulness label with the feature of the 

users’ comments in the OpenTable data set as an 

NLP. 

From a marketing perspective, helpful 

reviews significantly influence the decisions of 

potential customers. Therefore, developing a 

strategy to place helpful reviews at the top of 

your app using accurate and fast predictive 

models is critical. 
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Abstract 

The present study aims to explore an alternative classification method to complement the existing 

genre-based classification method to accurately identify users' smartphone application usage patterns. 

To this end, by drawing on prior research on app repertoires, this study created a classification system 

consisting of 12 different categories for app usage optimization.  With a focus on the time of usage, 

including weekdays, weekends, and overall usage, the present research employed cluster analysis to 

identify unique characteristics within each category. This approach not only reduces the risk of 

subjective categorization, which can be influenced by business biases when assigning apps to existing 

genres, but also relies on user data for precise measurement. 

As a result, this classification system is expected to be much more effective in accurately identifying 

and classifying future apps. It takes into account the user's lifestyle and the specific context in which the 

app is used, even when comparing similar services. 

 

 

Keywords: mobile application, clustering, application repertoire, mobile log data, mobile media use 

 

1. Introduction 

The conventional method for comprehending 

mobile application usage behavior is the 

"repertoire approach", which involves analyzing 

television, channels, and programs as indicators 

of usage behavior patterns.   Specifically, people 

create their own collection of applications by 

choosing and downloading them from 

application markets. They then build their own 

media environment and use these applications in 

different ways in their daily lives. The study of 

this process of constructing an application 

repertoire is crucial for media studies that aim to 

comprehend how people use mobile media on 

smartphones.   The objective of this study is to 

examine how media users manage their 

collection of mobile applications for accessing 

media. This will be achieved by gathering 

individual mobile application usage data for the 

month of August 2023 and evaluating the app 

repertoire according to usage within different 

mobile application categories.  

This study highlights the ineffectiveness of 

existing analytical tools un classifying app usage 

patterns based on lifestyle, specifically in 

recognizing recent trends across distinct genres.   

Furthermore, the classification of an 

application's genre is determined by the 

application provider and the operator of the 

Google Store. However, this classification can be 

inaccurate or fail to account for the fact that 

applications within the same genre can vary 
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depending on their purpose and context of use.   

Hence, the objective of this study is to surpass 

the current genre classification and categorize 

novel application usage categories that align with 

usage patterns, based on real user application 

usage data. 

2. Research Question 

This study is an exploratory study to identify the 

application repertoire of mobile users by 

utilizing the media repertoire approach, and the 

following two research questions are proposed. 

Research question 1: How are applications 

categorized based on the usage of mobile 

applications? 

Research question 2: What are the characteristics 

of each type of application according to the usage 

of mobile applications? 

 3. Methodology 

This study gathered log data from 596 users, 

documenting their activity of a mobile 

application over the month of August 2023.   The 

collected data includes the name of the 

application, the total amount of time it was used, 

the amount of time it was used on weekdays, the 

amount of time it was used on weekends, and 

demographic variables such as gender and age.  

3.1. Analytical Plan  

In this work, we performed a two-stage cluster 

analysis using the three usage times of the 

gathered data as variables. Subsequently, we 

determined the ideal number of clusters using 

K-means cluster analysis.  

Initially, we analyzed the clustering schedule 

using a two-stage cluster analysis method, 

specifically employing the furthest item 

approach and the Pearson correlation coefficient. 

Our findings revealed a significant decrease in 

the coefficient value while considering 12 

clusters.   Subsequently, the researchers analyzed 

the dendrogram and saw that the initial stage 

formed seven distinct clusters.   The researchers 

determined that utilizing seven and twelve 

clusters yielded excellent results. They employed 

K-means cluster analysis to compare the clusters 

obtained from both configurations.   Our analysis 

revealed that the 7 clusters were larger than 

expected, consisting of 156 individual clusters. 

Additionally, the 12 clusters were separated into 

3 distinct clusters with specific characteristics.   

Hence, we deduced that the 12 clusters precisely 

mirrored the attributes of the individual 

populations.  

4. Result  

4.1 Characteristics of Each Group  

4.1.1. Video content produced within the 
country / Services provided within the 
country  

This app is specifically designed for domestic 

video content and local services. It features 

Naver Serieson SERIESON, Official Burger 

King BURGERKINGKOREA, SSGPAY, 

SmartThings, NS Home Shopping, and 

GoogleDuo.   CJ Logistics offers home delivery 

services, among others.  

4.1.2. Service for Local Membership and 
Convenience  

The second category consists of service 

applications that prioritize convenience and are 

provided by local operators, such as 

CoupangEats, Lotte Mart GO, Seezn, KT 

Membership, and others.  

4.1.3. Finance in the Business, Public 
Service, and Retail sectors  

According to Korea Research Mobile, the third 

type is a hybrid of public and private activities, 

encompassing business, public service, and retail 

finance applications. It comprises 32 

applications, including HanaOneQ, Kiwoom, 

KakaoPay, Kakao Bank, Government 24, 

JamLive, Woori Bank, and AppFree.  

4.1.4. 2030 Academic Services  

The fourth category comprises applications 

utilized by young adults, particularly university 

students, for academic pursuits and part-time 
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employment. This category includes Korea 

Scholarship Foundation, Welcome Digital Bank, 

Welcome Savings Bank, WorkNet, Liv, 

ZOOMCloudMeetings, MicrosoftWord, 

MicrosoftExcel, KBStar, BillLetter, and others.  

4.1.5. Economic Job Search in 2030  

The fifth category of application usage is 

specifically designed for the economic activities 

and employment search of young individuals. It 

comprises Hyundai Merchant Marine, Hana 

Card, Polaris Office, TOSS, Cloudberry, 

KakaoBus, employment Korea, and 

AllOneBank.  

4.1.6. Food, Culture, and Leisure  

The sixth category comprises programs designed 

for daily culture and leisure activities, such as 

Home & Shopping, Happy Order, Together 

Heart, Yes24 Bookstore, Bae-min, MEGABOX, 

Home Tax, Express Bus Service, wavve, U 

Mobiletv, TikTok, and others.  

4.1.7. Emerging forms of media, music, 
culture, and cost-effective travel options.  

The seventh category comprises applications that 

cater to the lifestyle and culture of young 

individuals. Examples include Palago, TVING, 

KAKAOWEBTOON, SmarterSubway, Upbit, 

Aladdin Internet Bookstore, Samsung Video 

Library, Beauty Point, Yogiyo, MUSINSA, 

Moarak, Melon, and others. These apps offer 

advantageous features for cost-effective travel, 

entertainment, and cultural experiences.  

4.1.8. Consumer Preferences  

The eighth category consists of widely used 

applications that are popular among a big user 

base. This category includes Homeplus, 

HOGANGNONO, Honeyscreens, Happy Point, 

Happy Screen, and Happy Money.  

Haruna Weather2, Hana Members, Hana Money, 

Pocket CU, Panelock, TMON, Twitter, Coupang 

Play, and other applications are being used.  

 

 

4.1.9. Services provided on an hourly 
basis  

The ninth category refers to an application that 

caters to a non-traditional work schedule and 

effectively utilizes the resulting free time. It is 

closely associated with mobility, telecommuting, 

and side jobs. Examples of such applications 

include Haypole, Finnq, Paycoin, PanelNow, 

TouchNM Vaccine, Courier Finder, Coinone, 

Korail Talk, KakaoTalk, Kakao Subway, 

Navigation 3.0, KakaoT, and Interpark Tour.  

4.1.10. Home shopping/beauty oriented 

The tenth category of application usage primarily 

involves shopping for beauty products. This 

includes applications like Hyundai Hmall, 

LOTTE Home Shopping, CJ OnStyle, and B612. 

These applications are predominantly used by 

middle-aged women in the office. Additionally, 

applications like Kakao Nav, TMAP, and 

GooglePlay Movies are used for mobility 

purposes.  

4.1.11. Services provided in the 
workplace  

The eleventh category of program usage is 

limited to NHpay and Google Docs, and is 

specifically tailored for certain office 

professionals as a specialized service 

consumption type.  

4.1.12. Management of workplace and 
wealth  

The twelfth category of application utilization 

encompasses workplace services and wealth 

management, which includes Korea Securities 

Investment, Hana Financial Investment, Hana 

OneCupro, and Kiwoom Securities. The list 

includes Youngwoong Moon S, Subscription 

Home, Securities Plus, Shinhan Financial 

Investment Alpha, Samsung Securities mPOP, 

Mirae Asset Securities m.Stock, Mobile Fax, 

Mobile Securities Tree Account Opening, 

HRDNet, and Health Status Self-Diagnosis 

Ministry of Education.  
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5. Conclusion  

Thus far, we have categorized 12 application 

usage types that have been optimized, taking into 

account the period of usage (weekdays, 

weekends, and overall). Additionally, we have 

determined the distinctive features of each type 

through the implementation of cluster analysis.   

This classification system not only mitigates the 

potential for subjective categorization, which can 

be influenced by business biases when assigning 

apps to existing genres, but it also relies on user 

data for measurement.  

Consequently, it is anticipated to be significantly 

more effective in accurately identifying the range 

of apps available in the future. This is because it 

can take into account the user's lifestyle and the 

specific context in which the app is used, even 

when comparing similar services. 
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Abstract 

 
Humans are playing critical roles in even highly automated manufacturing systems. For seamless 

collaboration between manufacturing resources and humans, computer simulations are considered an 

effective tool for designing and analyzing human-machine manufacturing systems. This paper presents 

a framework to incorporate human’s behavior into a manufacturing simulation. A hierarchical model of 

human tasks is constructed so that human actions can fit the human-machine simulation framework. A 

simulation model framework is presented to illustrate the potential benefits of the simulation. 

 

 

Keywords: Human-machine manufacturing, human-machine simulation, human task model, smart 

manufacturing 

 

1. Introduction 

Manufacturing systems are evolving toward 

automated and autonomous systems, 

resulting in a new paradigm of smart 

manufacturing. As smart manufacturing 

systems are rapidly spreading, simulation has 

become important than ever as crucial element in 

digital twins. A discrete event simulation (DES) 

is one of the promising techniques in designing 

and analyzing complex systems. Simulation has 

widely been used in manufacturing system 

design, operation, and analysis [1]. 

In spite of widespread of simulation techniques, 

it has been observed that human components in 

simulation models have not been considered than 

they should be. This is attributed partly to the 

trend that most of simulations tend to focus on 

technical aspects such as automated processes. 

Human’s behavior should be considered in 

constructing a simulation event calendar. In this 

regard, atomic elements of human tasks within 

manufacturing systems needs to be identified and 

included in an event calendar. This requires a 

formal model of human tasks in manufacturing 

systems [2, 3]. 

This paper presents a formal model of human 

task in the context of manufacturing systems 

focusing on material handling tasks in an effort 

to plug-in human activities into computer 

simulations. A hierarchical model of tasks is 

suggested and several issues in terms of human 

task modeling are discussed. An simplified 

example from the on-going research is provided 

to illustrate the possibility of integrating human 
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manufacturing tasks into a simulation model. 

2. Human-Machine Simulation 
Framework 

Discrete event simulation models a real-world 

system by decomposing it into a set of logically 

separate objects. The objects evolve through 

time by make transitions in response to a series 

of events. Whenever an event occurs over time, 

each event is assigned a logical time, called, a 

timestamp. The result of an event is passed to 

one or more other objects to be further processed, 

or one event can generate new events.  

 

Manual tasks can be perceived as an effect of 

them on environment. In other word, the 

outcome of human manual task can be observed 

by sensors embedded within a system of interest. 

These human tasks are considered events to a 

simulation model, triggering system state 

transitions. Fig. 1. Shows the flow of a 

human-machine simulation which takes human 

tasks as simulation events. 

 

 
Fig. 1.  Flow of a human-machine simulation 

3. Hierarchical Human Task Model  

3.1 Motion 

In modeling a human task, motion is considered 

an atomic component which consists of a 

sequence of human body postures. It is defined 

as a change in human body postures. Several 

parameters can be associated with a motion such 

as distance, velocity, acceleration, and time 

while a change in coordinates of human body 

joints are primary factors. The motion of body 

can be observed by means of a variety of sensors, 

mainly motion capture sensors and position 

sensors embedded within an environment. 

3.2 Action and Task 

Action is defined a series of more than one 

consecutive motions. Action is mathematically 

described in terms of location and part 

parameters. Location means a set of positions 

where an action is taken whereas part is an object 

that is subject to an action. Task is composed of a 

series of consecutive actions which are 

associated with a specific part regardless of 

changes in location. Fig. 2 shows the relation 

among task, action, and motion. 

 

 
Fig. 2.  Hierarchical structure of human task 

4. Constructing Simulation Events 
from Human Behaviors 

For a shop floor where human and machine work 

together to achieve a given goal, a 

human-machine simulation can be constructed as 

shown in Fig. 3. The human task model is 

incorporated into the simulation environment by 

defining tasks, actions, motions, and relevant 

parameters as properties of objects in a 

simulation model. 

 

 
Fig. 3.  Human-machine simulation framework 
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5. Conclusions 

In this paper, the on-going research is briefly 

presented with a simulation framework and a 

hierarchical human task model. Specifically, a 

manufacturing shop floor where an human 

operator performs manufacturing task is 

considered a target system for the simulation. 

 

Future works include validation of the human 

task model by comparing simulated results with 

real-world data or observations to ensure that the 

simulation reasonably reflects the behavior of 

human agents in the system. 
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Abstract 

 
This paper proposes a stochastic simulation algorithm to predict the pricing of bond using actual data 

set of Gilts which are bond is issued by the United Kingdom government. We obtain the pricing of bond 

through the proposed prediction algorithm which is generated random numbers by the random number 

generation scheme. In empirical computer simulations, we show that the lower value of limit of error for 

the pricing of bond under the proposed prediction algorithm corresponds to sharper estimates. It is used 

in order to develop the prediction algorithm for the term structure model of the interest rate, which takes 

place in various financial modelling.  
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1. Introduction 

In this paper, we propose stochastic simulation 

algorithm for the pricing of bond model. 

Derivative of interest rate such as caps, 

swaptions, bond options, and captions securities 

have become more and more popular for a long 

time. A lot of  scholar make an effort to find a 

standard model for the term structure models of 

interest rates. Basically, there are general 

equilibrium approach and arbitrage-free 

approach in the theoretical foundation for the 

interest rate model on continuous time. The 

pioneers of equilibrium approach could be 

regarded as Vasicek [1], Brennan and Schwartz 

[2], and Cox-Ingersoll-Ross [3]. On the other 

hand, the arbitrage-free approach to modelling 

the term structure of interest rate has its genesis 

in Ho and Lee model [4], the extended model of 

the Hull and White [5], and Heath, Jarrow, and 

Morton (HJM) have developed a new class of 

stochastic interest rate model [6]. In particular,  

 

 

the HJM is widely accepted as the most general 

methodology for term structure models. 

Moreover, the jump-diffusion models [7] are 

particularly important in pricing and hedging 

with financial derivatives, since ignoring jumps 

in financial prices will cause pricing and hedging 

rates. More generally, infinitely divisible 

distributions and Lévy processes have been the 

topic of strong research and applications in late 

years [8]. 

We study a stochastic simulation algorithm to 

predict the bond  price using actual data set of 

bond. Our goal in this paper is to predict more 

accurate and simple of bond price than previous 

studies through a prediction algorithm. We will 

be used an actual data set of gilts which are 

bonds issued by the United Kingdom 

government. 
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2. Stochastic Simulation Algorithm 
for the Pricing of Bond 

In this section we propose a stochastic 

simulation algorithm to predict the bond price 

using actual data set of bond. Our goal is to 

predict more accurate of bond price than 

previous studies through a dynamic prediction 

algorithm. We will be used an actual data set of 

Gilts which are bonds issued by the United 

Kingdom government. This paper proposes a 

dynamic prediction algorithm to predict the bond 

option prices. The proposed algorithm is based 

on term structure model of the interest rate, 

which takes place in financial modelling. Fig. 1 

shows yield curves for 266 actual data set of a 

two-year, five-year, ten-year and thirty-year 

gilts.  

 

 

Fig. 1.  Yield Curve of Gilts 

 

We briefly explain about the procedure of 

stochastic simulation algorithm is as follows. We 

find the cumulative distribution functions (CDF) 

of actual data using the natural cubic spline 

(NCS) method [8], which is the frequently used 

numerical methods for interpolation. We obtain 

the inverse function of CDF using the 

inverse-transform technique then we generate 

arbitrary number from the uniform distribution 

(UD) [0, 1] and use the inverse function of CDF. 

Therefore, we can random number generation 

from previous steps. Therefore, we get the prices 

of bond through the proposed prediction 

algorithm. We now explain about the process of 

the stochastic simulation algorithm. 

 

I. Compute the CDF F(x) that depends on 

the random variable x using the NCS 

interpolation. 

II. Setting the CDF on each interval of x. 

 

III. Express the inverse function F-1(R) of 

the CDF F(x). 

IV. Generate random numbers R0, R1, …, 

Rn in UD [0,1] and compute the 

desired random variable xi (i = 0, 1, …, 

n) using the inverse function F-1. 

 

Therefore, we predict bond prices through the 

proposed prediction algorithm. 

3. Conclusions 

In this paper, the stochastic simulation algorithm 

for Gilts issued by the United Kingdom 

government can be used to predict bond prices 

more efficiently and accurately than 

conventional methods. We can apply the 

proposed algorithm in order to predict the pricing 

of the more complicated financial derivatives. 

References 

[1] O. Vasicek, "An Equilibrium 

Characterization of the Term Structure," 

Journal of Financial Economics, Vol 5, pp. 

177-188, 1977. 

[2] [2] M. Brennan, E. Schwartz, "A 

Continuous Time Approach to the Pricing 

of Interest Rates," Journal of Banking and 

Finance, Vol 3, pp. 133-155, 1979. 

[3] [3] J. Cox, J. Ingersoll, S. Ross, "A Theory 

of the Term Structure of Interest Rate," 

Econometrica, Vol 53, pp. 385-407, 1985. 

[4] [4] T.. Ho, S. Lee, "Term Structure 

Movements and Pricing Interest Rate 

Contingent Claims," Journal of Finance, 

Vol 41, pp. 1011-1028, 1986. 

[5] J. Hull, A. White, "Pricing Interest Rate 

Derivative Securities," Review of Financial 

Studies, Vol 3, pp. 573-592, 1990. 

[6] D. Health, R. Jarrow, A. Morton, "Bond 

Pricing and the Term Structure of Interest 

Rates," Econometrica, Vol 60, pp. 77-105, 

1992. 
[7] C. Peng, S. Olivier, "Linear-Quadratic 

Jump-Diffusion Modeling," Mathematical 

Finance, Vol 17, pp. 575-598, 2007. 

[8] M. Jeannin, M. Pistorius, "A transform 

approach to calculate prices and greeks of 

barrier options driven by a class of Lévy 

processes," Working paper, 2008. 



KSII The 15th International Conference on Internet (ICONI) 2023.  

Copyright ⓒ 2023 KSII                                                                                                                                                                320 

 

Digital Transformation and its Implications 
for Technological Innovation in China's 
Cultural Industry: A Panel Data Analysis 

 

Qilong Shi1 
1 Anshan Normal University, 43 Ping 'an Street, Tiedong District, Anshan City, Liaoning Province, 

China; dalong1210@mail.asnc. edu.cn 

 
Abstract 

 
With the rapid advancement of digital technology, the cultural industry has emerged as a pivotal 

application domain. Concurrently, the establishment of industrial parks and the scale effects of industry 

agglomeration are perceived as vital strategies for catalyzing the growth of the cultural sector. Drawing 

upon panel data from 31 provinces in China spanning 2013-2021, this study delves into the 

interrelations among digitalization, cultural industry agglomeration, and technological innovation, 

especially after controlling for potential endogeneity concerns. The findings suggest that digitalization 

substantially augments technological innovation within the cultural industry, particularly in the realm of 

high-tech patent development where its impact is most pronounced. Moreover, in this digital era, as 

knowledge sharing and technology spillover effects among firms transcend geographical boundaries, 

the influence of cultural industry agglomeration on fostering technological innovation appears to 

diminish. 

 

 

Keywords: Cultural Industry; Digitalization; Industry Agglomeration; Technological Innovation 

 

1. Introduction 

In the midst of a new technological revolution, 

digital technologies like the Internet, big data, 

cloud computing, and AI are reshaping global 

innovation and economic structures, with the 

cultural sector emerging as a key player in 

economic resurgence. Integrating digital 

advancements with the cultural sector for novel 

growth and global competitiveness is crucial. 

Digitization's potential to drive innovation in the 

cultural industry and its impact on cultural 

enterprises' capabilities remain key questions. 

The rise of cultural industry parks and 

agglomeration trends prompt inquiries about 

their alignment with digitization and innovation 

enhancement. Addressing these challenges 

requires theoretical and empirical analysis to 

guide future policy and development strategies. 

2.Methods 

In an era marked by technological advancement, 
digital technologies like big data and AI are 
transforming the cultural sector. This shift 
impacts all aspects of the cultural industry, from 
creation to consumption, and introduces new 
product formats and business models. Scholars 
note that digitization enhances the cultural 
sector's quality and innovation. However, 
empirical studies are scarce, and most focus on 
the theoretical mechanisms of how digitization 
drives innovation in the cultural industry. 

 
This paper examines the effects of digital 
development on different types of patents and 
how it influences the relationship between 
cultural industry agglomeration and innovation. 
Findings suggest that digitalization boosts 
innovation across patent types and weakens the 
positive impact of geographical agglomeration 
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on innovation. The study highlights the need for 
further empirical research to understand the 
evolving dynamics of digitization in the cultural 
industry. 
Based on this, the paper proposes: 
Hypothesis 1: Digital development promotes 
technological innovation in the cultural industry 
by optimizing macro-control efficiency, 
advancing industrial structural upgrading, and 
reshaping the production value chain of the 
cultural industry. 
Hypothesis 2: Digital development will weaken 
the promotional effect of cultural industry 
agglomeration on technological innovation in the 
cultural industry. 

3. Model 

To test whether Hypothesis 1 proposed in the 
theoretical analysis section holds true, and to 
explore the promoting effect of digital 
development on technological innovation in 
cultural industry enterprises, this paper employs 
the Fixed Effects Panel Model for the research. 
The baseline model is: 

         (1) 
In this model, lnPatentit serves as the dependent 
variable, where subscripts i and t respectively 
represent the i-th province and the t-th year. This 
paper selects the logarithm form of the number 
of authorized cultural patents to characterize the 
technological innovation level of the cultural 
industry; lnDigitit represents the digital level of 
province i in year t, represented by the number of 
computers used per 100 people in each province 
to indicate the digital development level of the 
provinces α1 reflects whether digital 
development will have a promotional effect on 
technological innovation in the cultural industry. 
According to the theoretical analysis above, the 
expected regression coefficient α1 is 
significantly positive, thus confirming that 
digital development indeed has a noticeable 
propelling effect on innovation in the cultural 
industry; Control is a vector of control variables 
which, according to relevant literature, 
influences the quantity of patents and consists of 
a series of economic variables, including per 
capita GDP, higher education prevalence, degree 
of openness to the outside world, government 
support, and R&D investment; rt represents the 
time fixed effects; μi denotes the cross-sectional 
effects of each province, which do not change 
over time, used to control for the impact on the 

number of authorized cultural patents due to the 
potential special differences of provincial 
entities; εit is the stochastic disturbance term. 
Moreover, to test whether digital development 
may weaken the geographical cultural industry 
agglomeration's promotional effect on industrial 
innovation, this paper, building upon the 
baseline model, incorporates the dummy 
variable representing the cultural industry 
specialization agglomeration degree, through the 
legal entity location entropy, and its interaction 
term with the level of digital development for 
regression. 
The specific model form is as follows: 

         

(2) 
Wherein, D1 is a dummy variable representing 
the location entropy of legal entity units, 
indicative of the degree of cultural industry 
specialization and agglomeration. Location 
entropy, originally proposed by Hagerstrand, is 
typically utilized to quantify the agglomeration 
or specialization level of a specific industry 
within a region. The calculation equation can be 
expressed as follows: 

                                        (3) 
Where, LQij represents the location quotient of 
industry i in province j,Eij denotes the relevant 
indicators (such as industrial added value, 
employment, number of legal entities, etc.) of 

industry i in province j,  signifies the relevant 

indicators of all industries in province j,  
indicates the relevant indicators of industry i 

nationwide, and represents the relevant 
indicators for all industries across the country. 
The numerical value of LQij measures the level 
of industrial agglomeration; the larger the LQij 
value, the higher the level of industrial 
agglomeration in industry i of province j. 
Generally speaking, if LQij is greater than 1, it 
suggests that industry i in province j possesses a 
comparative advantage nationally; if LQij is less 
than 1, it indicates a comparative disadvantage; 
if LQij  equals 1, it signifies that industry i in 
province j is at the national average level. 
In this study, the dummy variable D1, measured 
by the size of the legal entity location quotient, is 
utilized as the representative indicator of the 
degree of specialized agglomeration in the 
cultural industry. The dummy variable D1 takes 
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the value of 1 when the legal entity location 
quotient is greater than or equal to 1, and 0 

otherwise.  represents the 
interaction term between the industrial 
agglomeration dummy variable and the level of 

digital development, with its coefficient  
reflecting whether the level of digital 
development will weaken the promotional effect 
of cultural industry agglomeration on industrial 
innovation, resonating with Hypothesis 2 
proposed in the theoretical analysis section of 
this article. Based on previous analyses, it is 

anticipated that  should be significantly 
negative, thereby indicating that, with the 
advancement of digitization, the enhancing 
impact of cultural industry agglomeration on 
industrial technological innovation has markedly 
declined. The meanings of the other variables 
remain consistent with those in Model (1). 

4. Data 

This study analyzes panel data from 31 Chinese 
provinces (excluding Hong Kong, Macao, and 
Taiwan) from 2013-2021 using a two-way fixed 
effects panel model. It examines digital 
development's impact on cultural industry 
innovation and how this relationship evolves 
under digital contexts. Data sources include 
various statistical yearbooks, focusing on the 
cultural, scientific, and technological sectors. 
The dependent variable is the logarithmic 
number of cultural patents, including grants for 
inventions, utility models, and design patents, 
indicating technological innovation levels in the 
cultural industry. The core explanatory variable 
is the logarithm of the number of computers used 
per 100 people in enterprises, reflecting regional 
digital development levels. 
Control variables include per capita GDP, higher 
education prevalence, openness to the outside 
world, government support intensity, and R&D 
investment. These factors significantly influence 
local cultural industry innovation. R&D 
investment is quantified as the sum of internal 
expenditures on applied research and 
experimental development. The variable setup, 
statistical results, and indicator calculations are 
detailed in Table 1. 
 
Table 1. Variable Definitions and Descriptive Statistic 

Variable  Definitions Mean S.D. 

Patent  Sum of invention, utility 

model, and design patent 

authorizations for 

3559.

00  

7127.0

0  

cultural enterprises 

Digit  Number of computers 

used per 100 employees 

in enterprises 

26.20  10.76  

Gdp  Actual GDP divided by 

end-of-year total 

population 

52096

.00  

24718.

00  

FDI  Total investment of 

foreign-invested 

enterprises in RMB 

relative to GDP 

0.40  0.38  

Gov  Local general fiscal 

expenditure on culture, 

sports, and media per 

capital 

292.9

0  

242.60  

Edu  Number of students 

enrolled in higher 

education institutions 

relative to end-of-year 

total population 

2609.

00  

769.20  

R&D Total internal 

expenditure on R&D for 

applied research and 

experimental 

development category 

49780

00.00 

58000

00.00 

5. Results 

5.1. Basic regression 
 

 
 

Table 2. Impact of Digitalization Level on 

Technological Innovation in the Cultural Industry 

lnPatent

（1）

Without control variables

（2）

With control variables

lnDigit 1.863***

（0.279）

0.843***

（0.259）

lnGdp 0.458

（0.889）

FDI -0.151

（0.333）

lnGov 0.673**

（0.318）

lnEdu -1.199

（0.822）

lnR&D 0.645**

（0.256）

Year YES YES

Province YES YES

Observations 217 217

R^2 0.425 0.575
 

Note: Values in parentheses represent robust standard 

errors clustered at the provincial level; *** , **, and * denote 

significance at the 1%, 5%, and 10% levels, respectively. 
The R^2 values presented in the table refer to within-group 
R^2. The same applies below." 
 

Hypothesis 2: Digital development will weaken 

the promotional effect of cultural industry 
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agglomeration on technological innovation in the 

cultural industry. 

5.2. Cultural Industry Agglomeration and 
Technological Innovation in the Context 
of Digitalization 

 

Extending the initial analysis, the study 

examined if digitalization's growth reduces the 

positive impact of geographical agglomeration in 

the cultural industry on innovation. Table 3 

presents equation (2)'s results. The positive 

coefficient for dummy variable D1 indicates 

regions with high cultural industry 

agglomeration still lead in innovation. However, 

the interaction term between D1 and 

digitalization level is significantly negative, 

showing increased digitalization lessens the 

agglomeration's stimulative effect on innovation, 

confirming Hypothesis 2. 
 

Table 3. Regression Results Incorporating the 

Interaction Term between Digitalization Level and 

Cultural Industry Agglomeration 
 

 lnPatent 

lnDigit 0.848*** 

（0.282） 

D1 2.423** 

（0.907） 

D1 ×lnDigit -0.759** 

（0.296） 

Control YES 

Year YES 

Province YES 

Observations 217 

R^2 0.601 

To enhance the study's scientific accuracy, we 
conducted robustness checks in three areas: 

We replaced the core explanatory variable with 
the internet broadband users to total population 
ratio. Though not a direct measure of industrial 
digitalization, it reflects digital infrastructure 
prevalence. Results confirm this proxy still 
positively influences cultural industry 
innovation, supporting digitalization's role in 
driving innovation. 

For cultural industry specialization, we used the 
ratio of regional to national cultural business 
revenues, reflecting cultural industry clustering. 
Table 5 shows that with this measure, digital 

development's interaction term remains 
significantly negative, indicating digital 
advancement reduces the positive impact of 
cultural industry clustering on innovation. 

To address outliers, we used winsorization, 
trimming extreme values in our regression data. 
The positive relationship between digital 
development and cultural industry innovation 
persisted, even after further trimming at 2%, 5%, 
and 10%, consistently supporting digitalization's 
influence on cultural industry innovation. 

5.3. Heterogeneity analysis 

This study not only explores digital 
development's general impact on cultural 
industry innovation via patents but also 
examines its varied effects on R&D for different 
patent types, with results detailed in Table 4. 
 
Table 4. Impact of Digital Development on R&D of 
Different Types of Patents in the Cultural Industry. 

（1）
lnPatent 1

（2）
lnPatent 2

（3）
lnPatent 3

lnDigit 1.341***

（0.244）

0.779**

（0.326）

0.707*

（0.400）

Control YES YES YES

Year YES YES YES

Province YES YES YES

Observations 214 217 217

R^2 0.785 0.691 0.337  

6. Discussion 

Per the 'China Science and Technology 
Yearbook,' patents are classified into inventions, 
utility models, and designs. Invention patents 
cover new technical solutions, utility models 
focus on practical shape or structure innovations, 
and design patents on aesthetic and novel 
applications. Invention patents have the highest 
technical content. 
 
Table 4 shows regression results for each patent 
type. Digital development's promotive effect is 
strongest on invention patents and weakest on 
design patents, indicating digitalization impacts 
higher technical content patents more within the 
cultural industry. 
 
This study, using China's 31 province data from 
2013 to 2021, explores digitalization, industrial 
agglomeration, and innovation in the cultural 
industry, considering endogeneity. Findings 
show digital development boosts cultural sector 
innovation but reduces the impact of 
geographical agglomeration due to increasing 
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industrial cloudification. Digitalization has 
varied effects on different patent types, favoring 
those with higher technical content. 
For future development, China should integrate 
digital technology more with the cultural 
industry. Companies can use digital tools for 
cultural product innovation and regional 
resources for online platforms, moving beyond 
traditional geographical limits. This approach 
enhances innovation and efficiency in the 
cultural industry. Additionally, China should use 
digital technology for the innovative integration 
of the cultural industry with sectors like 
intelligent manufacturing and smart tourism, 
expanding the cultural industry's scope and 
promoting cross-industry collaboration. 
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Abstract 

 
In today's rapidly evolving technological landscape, the e-commerce market's importance cannot be 

understated. This has become particularly evident as societal shifts influenced by unforeseen events, 

such as the COVID-19 pandemic, have emphasized individualism more than ever. The emergence of 

"nano-society" as a trending keyword in 2021 is a testament to this shift. Beyond this, as society 

traverses the realms of postmodernism, there's an unmistakable accentuation on personal identity and 

subjectivity. This progression implies that businesses and marketers need a more nuanced and refined 

approach to customization than previously employed. In such a transformative environment, 

distinguishing oneself becomes beneficial and essential. For brands and e-commerce platforms, 

recognizing and responding to subtle, often subconscious, cues from potential customers can be the key 

to success. It's in these under-the-radar signals that valuable insights often lie. One such potent tool 

that's been increasingly acknowledged for its efficacy is gaze analysis. Marketers can gain deep insights 

into user preferences, interests, and potential purchase intent by tracking where, how long, and how 

often an individual's gaze lands on specific areas. This study leverages eye-tracking technology to delve 

into the realm of gaze analysis. Specifically, it seeks to discern how different product marketing 

strategies can influence and shift a user's gaze. Moreover, it aims to understand the implications of these 

shifts – what happens when a product's marketing strategy resonates well with a viewer versus when it 

misses the mark? In conclusion, we hold significant implications for sellers in the e-commerce arena. 

By understanding and leveraging the insights derived from gaze analysis, they can refine their sales 

strategies, ensuring higher engagement and, ultimately, better sales outcomes. 

 

 

Keywords: eye-tracking, customization, marketing strategy, e-commerce 

 

1. Introduction 

With the imposition of restrictions on face-to-

face interactions during the pandemic, the e-

commerce market witnessed an unprecedented 

acceleration, positioning itself as an 

indispensable conduit for consumer 

transactions[1]. This surge in e-commerce 

continues to reverberate even as we emerge from 

the shadow of the pandemic, with online 

shopping ingrained as a ubiquitous facet of daily 

life[2]. Within the fiercely competitive realm of 

online shopping, capturing consumers' visual 

attention has become a pivotal aspect of the 

industry[3]. 

In response to the evolving dynamics of this 

digital market, 'eye-tracking' has emerged as a 

crucial research technique, providing empirical 

validation of how consumers visually interact 

with products and how such interactions 
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contribute to determining purchasing 

behaviors[3,4,5]. 

Our investigation, centered around a type of 

experience goods known as 'chairs,' aims to 

elucidate subtle distinctions in consumers' visual 

attention between office chairs and gaming 

chairs. Additionally, this study aims to illuminate 

the intricate interplay between visual attention 

and consumer emotions, as well as its cascading 

effects on product evaluations. 

2. Method 

2.1 Overview of Eye-Tracking 
Experiment 

In this experiment, we utilized an eye-tracking 

methodology to observe and quantify 

participants' eye movements and gaze patterns in 

near real-time, as outlined by Jeong et al.[6].  

Areas of interest (AOIs) corresponding to 

different elements of the stimulus were 

designated to define specific regions of interest 

in the visual stimulus. 

2.2 Research Question 

The purpose of this study is to compare and 

analyze the factors that consumers make 

cognitive judgments and the points that their 

brains pay attention to when they want to buy a 

chair product online. Therefore, we propose the 

following two research questions. 

RQ1. Where do consumers' eyes stay when 

purchasing a chair product? 

RQ2. What factors do consumers consider 

important when purchasing a chair product? 

2.3 Experiment Design and Method 

This study was conducted on undergraduate and 

graduate students at a private university in South 

Korea. The total number of participants was 45. 

The experimental stimuli used in this study were 

an office chair and a gaming chair. The chairs 

were selected from those currently sold in online 

shopping malls, focusing on products that do not 

reflect unusual designs. The experimental stimuli 

consisted of simultaneous front, side, back, and 

diagonal views of a single chair on a screen and 

were observed for approximately 15 seconds. 

The office and gaming chairs were presented to 

participants in a randomized order.  

Design evaluations for each chair were collected 

via a questionnaire after the stimulus observation. 

The survey questions were constructed using the 

Emotional Adjective Evaluation Vocabulary 

Scale, developed to explore participants' digital-

based visual design and emotional evaluation 

criteria for chairs[7]. Using 32 adjective 

polarization scales developed in previous studies, 

we modified and restructured them to fit this 

study and finally organized 15 emotional 

adjective evaluation vocabulary into antonym 

pairs. The results are summarized in Table 1. We 

also added a question measuring attitudes toward 

the chairs in the survey to explore how each 

adjective evaluation vocabulary affects attitudes. 

Table 1. Emotional Adjectives Evaluation 

Vocabulary Polarization Scale 

 

Unique/Common Cool/Warm Sophisticated/Sloppy 

Unusual/Familiar Innovative/Traditional Modern/Classic 

Sturdy/Fragile Practical/Ostentatious Individualistic/Typical 

Variable/Fixed Efficient/Wasteful Convenient/Inconvenient 

Interesting/Boring Simple/Complex 
Functional/Design-

oriented 

 

45 participants were randomly assigned to two 

groups and evaluated both office and gaming 

chairs with only a difference in order. Based on 

the 90 evaluations, we performed factor analysis 

and regression analysis. Based on the results 

obtained by presenting the evaluations of the 15 

selected emotional words to the participants after 

observing the stimuli, factor analysis is 

performed, and the difference in the influence on 

chair satisfaction based on the newly formed 

factors is examined through regression analysis. 

3. Results  

We used eye-tracking methodology to track 

consumer gaze patterns when exploring products 

for purchase online, aiming to identify crucial 

points of influence during the consumer's 

decision-making process. The study revealed 

visual attention differences between office chairs 

and gaming chairs, shedding light on the distinct 

visual preferences within these two product 

categories. In addition, to understand the 
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emotional considerations of consumers when 

making chair-purchasing decisions, we asked 

participants to respond to a bipolar emotional 

scale. This process identified four key emotional 

factors deemed significant in the chair-buying 

context. Finally, through regression analysis, we 

examined the impact of these emotional factors 

on overall satisfaction with the purchased 

products. 

The eye-tracking analysis revealed distinct visual 

attention patterns for gaming chairs compared to 

office chairs. Participants tended to seek unique 

cues in gaming chairs, such as brand symbols, 

while focusing on generic attributes like cushions 

in office chairs. The dispersion of gaze points 

was higher for office chairs, indicating more 

extensive and less focused visual exploration 

than gaming chairs. Gaze paths did not 

significantly differ based on product category. 

Participants consistently focused on the overall 

chair structure before directing attention to the 

wheels. Notably, participants evaluated all chair 

bodies before shifting focus to the wheels, 

suggesting a holistic visual processing approach. 

Fixation scores emphasized a concentration of 

gaze on the side view for both office and gaming 

chairs. Office chairs exhibited pronounced gaze 

fixation at the back, while gaming chairs showed 

minimal attention to this area. The higher gaze 

occupancy of the diagonal view for gaming 

chairs suggests that unique features, like backrest 

cushions, influenced participants' visual 

exploration, highlighting the importance of 

specific chair attributes in differential gaze 

patterns.  
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Abstract 

 
Due to climate change, elevated temperatures and recurring heatwaves have resulted in an annual 

increase in heat injury for ginseng, a shade-loving plant, due to heat stress. We studied how fan 

activation affects leaf temperature in Korean ginseng, comparing control and experimental groups with 

fans activated above 30°C. The results demonstrated a significant decrease in both ambient and leaf 

temperatures due to fan usage, as shown by lower median values in box plot analyses. The decrease, 

validated by Mann-Whitney U test outcomes, emphasizes the efficiency of fans in reducing leaf 

temperature. 

 

 

Keywords: Korean ginseng, leaf temperature, fan, Mann-Whitney U test 

 

1. Introduction 

Effective heat stress mitigation in ginseng 

cultivation is critical, as high temperatures can 

significantly affect plant growth and yield. 

Therefore, it is essential to develop strategies to 

minimize heat damage to maintain the health and 

productivity of this temperature-sensitive crop. 

Agricultural practices are continually improved 

to optimize plant growth conditions, with 

ambient temperature being a crucial factor. High 

temperatures, particularly in the summer, can 

cause heat stress in plants, affecting their health 

and growth. In the cultivation of ginseng, it is 

crucial to maintain ideal leaf temperatures to 

ensure the plant’s health and yield. However, 

high ambient temperatures pose a significant 

challenge. This study assesses the impact of 

activating fans on air and leaf temperatures in a 

ginseng cultivation environment. The study 

compares a group with fans activated above  

30 °C to a control group without fans.  

2. Materials and Methods 

We conducted the field experiments at Punggi 

Ginseng Research Institute, Gyungsangbuk-do, 

at the coordinates of latitude 36.4833º N, 

longitude 128.3230º E, and an altitude of 180 m 

above sea level. The experiment had two distinct 

groups, a control group and an experimental 

group, which is illustrated in Fig. 1. Each group 

consists of two ridges, with each ridge measuring 

24 m x 90 cm and planted with three rows of 

4-year-old native strain ginseng. Three fans, set 

to activate at temperatures above 30°C, were 

installed on the experimental group. 
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Fig. 1.  Experimental testbed layout 

 

The leaf temperature was measured using the 

LT-1T (Implexx Sense, Australia), and ambient 

temperature and humidity were measured using 

the AM2315C (ASAIR, China) sensors. To 

establish a network of sensors, we used LoRa 

(Long Range) technology. The measured data 

was transmitted and stored on a private server via 

LTE (Long Term Evolution), as shown in Fig. 2 

[1]. The data collection period extended from 

August 12 to September 10, 2023. 

 

 
Fig. 2.  Data collection system 

3. Results and Discussion  

Fig. 3 shows box plots comparing the ambient 

and leaf temperatures, as well as the relative 

humidity, of the experimental and control groups 

under activated and non-activated fan conditions. 

 

Fig. 3.  Box plot of ambient temperature, leaf 

temperature and relative humidity 

 

Under activated fan conditions, the ambient and 

leaf temperatures show a significant decrease 

compared to non-activated fan conditions. This 

is evident from the lower median values in the 

activated fan scenarios, indicating that the use of 

fans effectively lowers the ambient and leaf 

temperatures. The range and spread of the data in 

the box plot also suggest that while there is 

variability in temperature, the overall effect of 

the fans is to create a cooler ambient 

environment. In activated fan conditions, the 

experimental group had slightly higher median 

humidity than the control group. Fans can alter 

the microclimate by affecting air movement and 

evaporation rates, which in turn can influence 

humidity levels. 

 
Table 1. Mann-Whitney U test results 
Condition Variable U-statistics p-value 

Activated 

fan 

Ambient 

temperature 

51,901.5 0.00031 

Leaf 

temperature 

44,474.5 1.83 x 10-10 

Relative 

humidity 

83,402.5 4.85 x 10-16 

   

We conducted the Mann-Whitney U test [2] on 

the three variables as shown in Table 1. For air 

temperature, leaf temperature, and relative 

humidity, the p-values are all less than the 

significance level of 0.05. We can see that there 

is a significant difference in the distributions of 

these variables between the fan-activated control 

group and the fan-activated experimental group. 

4. Conclusions 

Our study has proven that activating fans 

effectively reduces leaf temperatures, thereby 

mitigating high temperature damage in ginseng. 

Upon activation in the experimental group, a 

significant reduction in both ambient and leaf 

temperatures was observed. 
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Abstract 

 

In this paper, we focus on exploring compound gateway-activity discovery possibility of the SICN-

oriented process mining algorithm and its implemented system. The compound gateway-activity 

discovering issue is the most challengeable issue in the process mining literature. We had developed the 

process mining algorithm, which is named as ρ-Algorithm and is able to rediscover a structured 

information control net process model from an IEEE-XES-formatted dataset of process enactment event 

logs. However, the algorithm has a functional limitation in discovering the so-called compound 

gateway-activities that are formed in a multi-level and complex control-flow structure of split-join types 

of gateway-activity transitions such as exclusive, parallel, and iterative gateway-activity transitions. 

This paper, therefore, tries to functionally upgrade the ρ-Algorithm to properly deal with the 

challengeable issue through conceiving a novel approach of rediscovering such compound gateway-

activities from a dataset of process enactment event logs formatted in the IEEE-XES standardized and 

extensible event stream format and fulfilling a couple of verification and validation experiments, as well. 

 

 

Keywords: process enactment events log; process mining; compound gateway-activity rediscovery; 

process intelligence; process-related knowledge discovery 

 

1. Introduction 

In recent, we had developed the process 

rediscovery algorithm, which was named as “ρ-

Algorithm [1],” and implemented its system for 

rediscovering a process model from a dataset of 

process execution event logs. In principle, the ρ-

Algorithm is able to rediscover all the primitive 

process patterns, such as sequential, disjunctive 

(exclusive-OR transition), conjunctive (parallel-

AND transition), and iterative (LOOP transition) 

control-flow gateway-activities. However, the 

algorithm has a functional limitation in 

discovering the so-called compound gateway-

activities that are formed in a multi-level and 

complex control-flow structure of split-join types 

of gateway-activity transitions such as exclusive-

OR, parallel-AND, and iterative-LOOP gateway-

activity transitions, which is the most 

challengeable research issue in the process 
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discovery and mining literature [1][2][3][4]. In 

this paper, therefore, we try to functionally 

upgrade the ρ-Algorithm to properly deal with the 

challengeable issue through conceiving a novel 

approach of rediscovering such compound 

gateway-activities from a dataset of process 

enactment event logs formatted in the IEEE-XES 

standardized and extensible event stream format 

[5] and fulfilling a couple of verification and 

validation experiments, as well. 

 

2. Structural Formations of 
Compound Gateway-Activities 

The eventual goal of the process mining 

approaches supported by the information control 

net process modeling methodology [7][8] is to 

discover the complete structural formations of 

compound gateway-activities with keeping the 

sound and safe process requirements of matched-

pairing and proper-nesting properties. Therefore, 

in this section, we describe the conceptual 

definition of the compound control-flow 

gateway-activities. In forming a structured 

information control net process model, the 

compound gateway-activity implies a structural 

formation of multi-level and complex control-

flow gateway-activity (abbreviated as ML-

CCFG) combinations of the primitive split-join 

gateway-activities. Fig. 1 depicts the six split-

join (open-close) structural formations of 

compound control-flow gateway-activities, 

including the split-join pairings of Parallel-AND, 

Exclusive-OR, and Iterative-LOOP compound 

gateway-activities.

 

Fig. 1. Six Open-Close Structural Formations of Compound Control-Flow Gateway-Activities

3. Compound Gateway-Activity 
Discovery Algorithm and 

Experiment 

In this section, we try to expand and upgrade the 

operational functionality and feasibility of the ρ-

Algorithm [1] so as to properly deal with the six 

open-close structural formations of the 

compound control-flow gateway-activities with 

multi-level and complex combinational 

formations described in the previous section. 

Additionally, we carry out a couple of 

experiments to verify the upgraded ρ-Algorithm 

and its implemented process mining system.   We 

carried out a series of experiments on three 

process event log datasets [6][7][8] to evaluate 

the operational correctness and effectiveness of 

the proposed upgraded ρ-Algorithm.  

Fig. 2 and Fig. 3 are the discovered process 

models discovered from the second dataset of the 

Review Example Large.xes by using the 

original ρ-Algorithm and the upgraded ρ-

Algorithm, respectively. As you can see, the 

upgraded ρ-Algorithm can discover one of the 

structural formations of ML-CCFGs designed in 

the paper. Conclusively, we verified and proved 

the operational correctness and functional 

effectiveness of the upgraded ρ-Algorithm.
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Fig. 1. ρ-Algorithm: The Discovered Gateway-Activities in the ICN-Process Model from the Review Example 

Large Dataset 

 
Fig. 2. Upgraded ρ-Algorithm: The Discovered Multi-Level Compound Control-Flow Gateway-Activities in the 

ICN-Process Model from the Review Example Large Dataset

4. Conclusions 

In this paper, we proposed an approach of 

discovering compound control-flow gateway-

activities that are characterized by the structural 

formations of multiple level and complex 

combinational gateway-activities. Especially, its 

implemented algorithm and system is extended   

and upgraded from the original ρ-Algorithm. Our 

experimental verification with the datasets shows 

that the upgraded ρ-Algorithm can effectively 

discovers the underlying information control net 

process model from process event log datasets. 

Surely, our work in this paper makes a valuable 

contribution to the progressive evolvement in the 

field of process mining. 
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Abstract 

 
Speech understanding and Dialog Systems are now a global trend and with the advancement of artificial 

intelligence and machine learning technic, has drawn attention from both academic and business 

communities. This paper explores the integration of ChatGPT, a cutting-edge language model 

developed by OpenAI, with the Artificial Intelligence Contact Center (AICC) system in the banking 

sector. The synergy between ChatGPT and AICC has the potential to revolutionize customer interaction 

by providing personalized, efficient, and human-like responses to customer queries. This study delves 

into the technical implementation, benefits, and challenges of incorporating ChatGPT within the AICC 

framework to enhance the overall customer experience in banking. 

 

 

Keywords: NLP, AICC Dialog Systems, Joint Modeling, Chatbot 

 

1. Introduction 

In recent years, artificial intelligence has made 

significant strides, and ChatGPT stands as a 

testament to the advancements in natural 

language processing. Developed by OpenAI, 

ChatGPT is a state-of-the-art language model 

built on the GPT-3.5 architecture. After 

existance of ChatGPT, organizations concider to 

apply it as their business functions. Especially, 

the banking industry is undergoing a digital 

transformation, and customer interaction plays a 

pivotal role in this evolution[1]. The integration 

of ChatGPT with AICC aims to elevate the 

quality of customer communication by 

leveraging advanced natural language processing 

capabilities. 

2. AICC Integration with ChatGPT 

ChatGPT, a sophisticated language model 

created by OpenAI known as GPT-3.5, assist 

people by generating human-like text based on 

the input what people provides. Whether people 

needs help with information, creative writing, 

programming assistance, or just wants to have a 

conversation, ChatGPT can engage with whom. 

However, ChatGPT 3.5 doesn't have personal 

experiences or emotions, and it’s knowledge is 

limited to what was available up until January 

2022)[2].  

 

AICC refers to a contact center or customer 

service operation that leverages artificial 

intelligence (AI) technologies to enhance various 

aspects of customer interactions and support. 

The integration of AI into contact centers aims to 

improve efficiency, provide personalized 

customer experiences, and streamline 

communication processes. Key components and 

functionalities associated with AI Contact Center 

include Chatbots and Virtual Assistants, Natural 

Language Processing(NLP), Automated Speech 

Recognition(ASR), etc.  

 ChatGPT and AICC Integration 

This section explores the technical aspects of 

integrating ChatGPT with the AICC system. It 
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examines how ChatGPT's language generation 

capabilities can enhance the AICC's ability to 

understand and respond to customer queries 

effectively. Additionally, the paper discusses the 

potential use of ChatGPT for automating routine 

customer interactions and improving response 

times. 

 

 Personalized Customer Engagement 

One of the key advantages of incorporating 

ChatGPT into AICC is the ability to provide 

personalized customer interactions. This section 

investigates how the model can analyze customer 

data and transaction histories to offer tailored 

recommendations, assistance, and information. 

 

 Efficiency Gains 

By automating and streamlining customer 

interactions, the integration of ChatGPT with 

AICC has the potential to significantly improve 

operational efficiency. This section examines 

case studies and simulations to quantify the 

efficiency gains achieved through the 

implementation of this innovative approach. 

 

 Challenges and Mitigations 

While the integration of ChatGPT with AICC 

presents numerous benefits, challenges such as 

ethical considerations, potential biases, and 

model limitations must be addressed. This 

section outlines strategies and best practices for 

mitigating these challenges to ensure responsible 

and fair use of the technology. 

 

 Customer Trust and Security 

Maintaining customer trust and ensuring the 

security of sensitive information are paramount 

in the banking sector. The paper discusses how 

the integration of ChatGPT with AICC aligns 

with data protection regulations, and it explores 

strategies for building and maintaining customer 

trust in AI-driven interactions. 

3. Conclusion  

The paper concludes with a discussion on the 

future directions of AICC and ChatGPT 

integration in the banking sector. It explores 

potential advancements, additional use cases, 

and ongoing research initiatives to further 

optimize and expand the capabilities of this 

innovative approach. 

The integration of ChatGPT with AICC in the 

banking sector holds significant promise for 

revolutionizing customer interactions. By 

combining advanced natural language 

processing with automated communication 

systems, banks can deliver a more personalized, 

efficient, and engaging experience for their 

customers. This paper contributes to the 

understanding and implementation of this 

transformative technology in the context of 

banking customer service. 
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Abstract 

 
In this paper, we design and construct a digital music copyright management system using the VNT 

Chain blockchain platform, which utilizes blockchain technology to provide proof of copyright and 

evidence storage, Shazam algorithm to provide proof of originality for music copyright, and smart 

contracts to ensure secure and reliable transactions. The system includes six functional modules: user 

management, copyright registration, copyright trading, infringement monitoring, evidence storage, and 

music ecology, covering the main aspects of copyright management. We use blockchain, InterPlanetary 

File System (IPFS), and MySQL as storage engines, depending on the different requirements of 

business data. Experimental results show that the registration time for each piece of music increased by 

approximately 1.9 seconds and the average feature fingerprint data for each piece of music stored on 

IPFS consumed approximately 8 MB, which meets the expected system performance requirements. 

 

 

Keywords: Music Copyright; Blockchain; Shazam Algorithm; Music Ecology; InterPlanetary File 

System (IPFS) 

 

1. Introduction 

In the digital era, digital product copyright issues 

have emerged, particularly in the music industry 

disseminated online. Digital copyright involves 

creators' rights to store, copy, and distribute 

digital works online. Copyright can be acquired 

automatically or through registration, as per 

Chinese Copyright Law. The Chinese digital 

music industry faces challenges like copyright 

identification, infringement monitoring, 

evidence collection, and royalty distribution. 

Despite blockchain technology attempts, 

challenges remain. 

This paper explores the VNT Chain platform's 

potential in managing digital music copyright in 

China. It discusses industry challenges, reviews 

blockchain research in digital copyright, and 

introduces the VNT Chain platform's 

capabilities. 

Researchers have examined blockchain for 

digital copyright management challenges, like 

infringement and royalty distribution. However, 

limitations persist, including scalability and 

regulatory compliance, and many studies 

overlook aspects like various digital work types 

and the full copyright service process. 

The VNT Chain platform offers a 

blockchain-based solution for these challenges, 

encompassing all aspects of copyright services. 

The paper proposes a blockchain-based system 

focusing on the music industry, using the 

Shazam algorithm for identifying and preventing 

pirated works. It covers six functional modules 

and leverages Token economics on the VNT 

Chain public chain to incentivize creators and 
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address funding shortages. The system aims to 

regulate digital music copyright, stimulate 

creativity, and enhance the industry's prosperity.. 

2. Methods 

2.1 Key technical 

Blockchain's rise, exemplified by VNT Chain, 
offers secure data handling, complemented by 
IPFS for peer-to-peer file sharing. Smart 
contracts and the Shazam algorithm, a key audio 
identification tool, are also integral. This paper 
proposes 'digital DNA' for music file 
identification, using unique features like the Mel 
Frequency Cepstrum Coefficient (MFCC). 
Techniques like Echo print, Chroma print, and 
Landmark, particularly the Shazam algorithm, 
are explored for creating unique fingerprints. 
The Shazam algorithm uses feature extraction 
and FFT hashing for fast, reliable music file 
identification. We discuss managing music files 
in a decentralized environment using these 
technologies. 

2.2 System requirements 

As shown in Fig. 1, The blockchain-based digital 
music copyright management system 
authenticates music works and proves originality 
using the Shazam algorithm. It features smart 
contracts for secure transactions and authentic 
infringement evidence, plus a Token economy 
for music ecosystem growth. The system has six 
modules: user management, copyright 
registration, transactions, infringement 
monitoring, evidence preservation, and music 
ecosystem. User management handles login, 
registration, and personal info. Copyright 
registration allows users to register and 
download their work. The transaction module 
facilitates copyright sales and purchases. 
Infringement monitoring identifies pirated music 
online, and evidence preservation stores 
infringement files on-chain for legal protection. 
The music ecosystem module promotes industry 
prosperity, allows music promotion for revenue 
sharing, and supports crowdfunding for new 
music creation.. 

 

 
 

Fig. 1. Digital music copyright 
management system functions 

3. System design 

3.1 Design of System Architecture 

The blockchain-based digital music copyright 
management system's architecture comprises 
three layers: front-end, back-end, and underlying 
storage. The storage layer includes blockchain 
platforms, IPFS, and databases. Blockchain 
ensures tamper-proof, traceable data ideal for 
judicial evidence but requires digital currency for 
storage, thus used for crucial data only. IPFS 
offers distributed file storage with security 
features but has privacy risks due to accessible 
content via hash addresses. MySQL provides 
easy operation and access but has higher security 
risks due to its centralized nature. 
The back-end bridges storage and front-end, 
handling business logic, both smart contract and 
non-smart contract implementations. Smart 
contracts cover user management, copyright 
registration, transactions, evidence solidification, 
and music ecosystem. Non-smart contract tasks 
include infringement monitoring and Shazam 
algorithm execution. 
The front-end, using Web with Vue.js and 
Element UI frameworks, provides user services 
via an interactive interface and connects to the 
back-end through Axios.. 

3.2 functional module  

This article introduces a blockchain-based 
system for music copyright protection with six 
modules: 
1. User Management: Manages user 
information, records personal data on the VNT 
Chain blockchain, and requires wallet 
registration on the VNT Chain website. 
2. Copyright Registration: Verifies and 
registers music ownership, comparing tag 
information and user data, with the music file’s 
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hash value stored as proof of ownership on the 
blockchain. 
3. Copyright Transaction: Facilitates 
secure and transparent copyright buying and 
selling via smart contracts on the VNT Chain 
platform. 
4. Infringement Monitoring: Detects 
copyright infringements by analyzing music file 
metadata, with automatic and manual monitoring 
options. 
5. Evidence Solidification: Stores digital 
evidence of copyright disputes securely on IPFS, 
with hash values recorded on the blockchain for 
authenticity. 
6. Music Ecosystem: Builds a vibrant 
music industry, offering services like music 
streaming, discovery, and artist promotion, and 
includes music promotion, crowdfunding, and a 
marketplace. 
The system ensures music file authenticity and 
ownership, monitors and prevents copyright 
infringements, and provides a comprehensive 
range of music-related services. Smart contracts 
written in C language using vntlib.h header file 
are used for most modules, enhancing security 
and reliability. 

4. 4.Performance Testing and 
Analysis 

To assess its performance, the system was tested 
on a setup with an Intel Core i5-7300HQ CPU, 
16GB RAM, Windows 10, and VMware hosting 
Ubuntu 16.04. Focusing on the copyright 
registration module, the most resource-intensive 
due to its use of the Shazam algorithm, the 
system operates on the VNT Chain test network. 
 
For performance testing, a 10-second audio 
segment is used for similarity comparison, based 
on the Shazam algorithm's high confidence level 
for such clips. The system's database requires 
feature fingerprint data from entire music files. 
 
In the test, 50 internet-downloaded music files 
were registered individually. 45 files were 
successfully registered, indicating a 90% success 
rate. The five failed files, numbers 10, 22, 23, 25, 
and 27, only failed post-similarity comparison, 
reflecting a 100% accuracy rate in this step. 
Their failure was due to insufficient memory 
allocation for extracting feature fingerprints 
from their approximately 5-minute durations. 
This issue could be addressed by modifying 
system configurations to increase virtual 

memory and processing feature fingerprint data 
in batches. 
 
Fig. 2 shows the registration time for each of the 
45 successfully registered music files. 

 
Fig. 2. Time spent on copyright registration 

 
In Fig. 4, the slope for total registration time 
increases by about 1.95 seconds per music file, 
mainly due to longer similarity comparison times. 
Extracting feature fingerprints from 10-second 
segments takes about 1 second, while it takes 
roughly 22 seconds for whole files. The 
similarity comparison, nearly matching the total 
time increase, is the key factor in registration 
time growth. Additional time is needed for 
checking music file formats and converting 
non-compliant files, contributing to variations in 
processing times. 
Fig. 3 further details the factors increasing 
similarity comparison time. 
 

 
 

Fig. 3. Factors of copyright registration 
time increase 

 
Analyzing Fig. 5, the combined slopes of the 
four lines roughly equal 1.95, matching the 
similarity comparison time slope from Fig. 4. 
The time increases caused by fetching IPFS 
addresses of feature fingerprints and sorting tens 
of thousands of hash values per fingerprint are 
relatively minor. Hash value matching uses a 
multi-process and binary search approach, with 
its logarithmic time complexity minimizing time 
increases as data grows. The most 
time-consuming aspect is retrieving feature 
fingerprint data from IPFS, taking about 1.1 
seconds per music file's hash address. Future 
optimizations in data storage and transmission 
are planned to reduce registration time and 
improve system efficiency. 
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Fig. 6. Storage space size costed by each feature 

fingerprint to nIPFS 

 
Of the 45 successfully registered music files, 
their feature fingerprint data on IPFS consumes 
about 8 MB per file, as shown in Figure 6, with 
the number of hash values per fingerprint 
displayed in Fig. 7. This storage size, though 2-3 
times larger than the original music files, follows 
the Shazam algorithm's space-for-time trade-off, 
enhancing similarity comparison speed. The 
proposed system, compared to previous ones in 
Table 1, offers more comprehensive 
functionality, delivering end-to-end copyright 
services for efficient music copyright 
management. 

 

 
Fig. 7. Number of Hash value in each feature 

fingerprint 

5. Conclusions 

With the improvement of people's living 
standards, an increasing number of individuals 
are inclined towards listening to music or 
creating their own. However, numerous issues in 
the existing music copyright industry pose 
significant obstacles to the development of the 
music industry. The emergence of blockchain 
technology provides a promising solution for 
music copyright management. In this study, we 
address the problems in the current music 
copyright industry and develop a digital music 
copyright management system based on 
blockchain technology. The system encompasses 
six major functional modules that can meet the 

majority of music copyright management needs. 
Furthermore, the introduction of the music 
ecosystem module not only motivates users to 
share their music works but also assists music 
creators in raising funds for their early-stage 
creations, fostering continuous creativity and the 
overall prosperity of the music industry. 
However, the system still has room for 
improvement, such as addressing the increasing 
time required for copyright registration and 
optimizing the infringement monitoring through 
the integration of artificial intelligence 
technology. Future work will focus on further 
enhancing the proposed system. 
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