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Abstract 

Viruses have evolved multiple strategies to suppress host immune responses to improve 

their survival, including expressing proteins that act to mimic or inhibit components of 

the immune machinery. One protein produced by poxviruses, viral CC chemokine 

inhibitor (vCCI), is capable of binding nearly all human CC chemokines at low 

nanomolar to picomolar concentrations. vCCI sequesters the chemokines, blocking 

interaction sites necessary for binding to their cognate receptors, and thus disrupting 

immune signaling. Understanding vCCI’s remarkable ability to bind specifically to such a 

diverse set of chemokines would increase our knowledge of both the immune system and 

viral strategies to evade it. Additionally, the ability to engineer vCCI analogs could open 

the door to a new class of anti-inflammatory drugs. 

We used MD simulations of vCCI bound to several CC chemokines and the herpesvirus 

HHV8 decoy chemokine vMIP-II to reveal how vCCI manages both specificity and 

breadth of its interactions with members of the CC chemokine family. Along with key 

hydrophobic interactions and salt bridges between vCCI and the chemokines, we 

identified an additional beta strand formed along the CC chemokine N loop, which has 

previously been found for other chemokine binding proteins but not reported for vCCI. 

Further building on these models, we simulated published vCCI mutations, such as the 

Y80A loss of function, to identify a plausible cause of the loss of function through acidic 

loop collapse due to the loss of the bulky residue. Finally, we used these results to 

generate new hypotheses of other mutations to “tune” the binding of vCCI, to be tested 

by further experiments. 
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1 Background 

1.1 Chemokines 

Chemokines are chemotactic cytokines, a family of small secreted proteins (~70 amino 

acids) that recruit cells of the immune system to sites of injury or infection1. Damaged or 

infected cells secrete chemokines which form a concentration gradient by binding 

glycosaminoglycans (GAGs) on the cell surface. The chemokines are then recognized by 

their cognate receptor present on immune cells, guiding the cell to the site of injury or 

disease. The timing and type of cell needed are crucial to the healing process, while 

overactivity or improper timing has been linked to autoimmune diseases.  

The family of chemokines, which includes around 50 different proteins in humans, is 

further divided into four subfamilies (C, CC, CXC, and CX3C) based on the spacing of 

two conserved cysteines near the N-terminal (see Figure 1.1a for examples of CC and 

CXC chemokine sequences). Chemokines are named based on their subfamily, followed 

by L to indicate they are a ligand, and numbered to differentiate them (e.g. CCL4). 

Despite the high variability in their amino acid sequences, chemokines share a conserved 

tertiary structure of a three-strand antiparallel beta sheet and a C-terminal alpha helix 

(Figure 1.1b). Figure 1.1c shows the key binding features of chemokines, which include 

the N-terminal tail, the N loop (between the conserved cysteines and beta strand 1), the 

30s loop (between beta strands 1 and 2) and the 40s loop (between beta strands 2 and 3). 

The N loop is key for receptor binding affinity, while the N-terminal tail is required for 

receptor activation2–5.  
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Figure 1.1: Chemokine sequence alignment and structure comparison. a) 

Sequence alignment for six CC chemokines, a CXC chemokine, and a viral decoy 

chemokine. The consensus sequence at the top shows the amino acid most present at that 

position, or a dash for gaps. Capital letters represent all (red) or nearly all (purple) residues 

are conserved at that position. The height of the gray bars in the conservation header indicate 

what fraction of the sequences the residue is conserved. b) Chemokines from (a) with 

backbone atoms superimposed to show similarities in secondary structure. Chemokines are 

colored matching labels in (a) The PDB IDs for the structures are as follows: CCL2: 3IFD, 

CCL3: 2X69, CCL4: 2FFK (vCCI with CCL4 bound), CCL5: 1RTO, CCL11: 1EOT, 

CCL17: 1NR2, vMIP-II: 1VMP, and CXCL8: 5D14. c) Key structural regions of a CC 

chemokine are labeled on the structure of CCL4. The N loop is colored in green to better 

show the region it covers between the conserved cysteines and the first beta strand. 

a 

b c 
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1.2 Viral CC Chemokine Inhibitor (vCCI) 

Many viruses produce inhibitors and decoys to evade detection by the host immune 

system. Some viruses create decoy chemokines (e.g. herpesvirus HHV8 decoy 

chemokine vMIP-II) which bind chemokine receptors to block the binding site for 

chemokines6,7. Others secrete chemokine binding proteins, such as poxvirus viral CC 

chemokine inhibitor (vCCI), to disrupt the chemokine gradient and prevent chemokines 

from binding to their receptors. 

vCCI (also referred to as 35kDa, p35, or T1) is a soluble chemokine inhibitor that has 

been shown to be able to bind up to 80 different CC chemokines across multiple species, 

but not to bind other classes of chemokines8. vCCI binds the chemokines at a 1:1 ratio at 

picomolar to low nanomolar concentrations9–11. Mutational studies and NMR 

experiments have shown that vCCI inhibits immune response by sequestering 

chemokines and obscuring key residues involved in receptor-binding and GAG-

binding12,13. vCCI has even been shown to be effective at reducing inflammation in the 

lungs due to allergen-induced asthma in rodents14. It is due to these properties that vCCI 

has been suggested as a possible treatment for autoimmune diseases and other conditions 

related to inflammation15. 

vCCI forms a beta sandwich fold with a unique topology so far only seen in some 

poxvirus immune evasion proteins, such as A41 and the SECRET domain of CrmB16. 

Beta sheet 2 and the long acidic loop between beta strands 2 and 3 are both key in 

forming contacts between vCCI and the chemokines (Figure 1.2c). While the length of 

the loop varies between poxvirus species, with cowpox vCCI having 14 residues to 
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a 

b c 

Figure 1.2: Sequence and structure of vCCI. a) Sequence alignment of rabbitpox 

vCCI, mousepox EVM1 (vCCI homolog), and cowpox vCCI. The sequence is highly 

conserved, as indicated by the red capital letters in the Consensus header, and the height of 

the gray bars in the conservation header. b) Structures of the viral inhibitors with backbone 

atoms superimposed to show structural similarities. Coloring of the inhibitors matches the 

labels in (a), with rabbitpox vCCI in tan, EVM1 in blue, and cowpox vCCI in purple. PDB 

IDs as follows: rabbitpox vCCI: 2FFK, mousepox EVM1: 2GRK, cowpox vCCI: 1CQ3. c) 

Rabbitpox vCCI with acidic loop and beta strands labeled, showing topology of the beta 

sheets, which is unique to poxvirus proteins. Beta sheet 2 of the beta sandwich fold is 

shown on top, with beta sheet 1 on the bottom of the vCCI structure. 
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rabbitpox (vCCI) having 25 residues, the loops are all composed of ~50% acidic residues. 

This high concentration of acidic residues allows the loop to find complementary charges 

on the chemokine, such as the conserved basic residues in the N loop and 40s loop (See 

Figure 1.1). 

1.3 Molecular Dynamics 

Molecular Dynamics (MD) simulations provide a unique perspective into the structure 

and function of proteins and other biomolecules. Utilizing structures obtained through X-

ray crystallography, NMR, and cryo-EM, MD simulations have been used to predict 

possible conformations and motions, compare potential costs and benefits of a mutation, 

and guide the design of small molecules to inhibit or enhance binding17,18. As computing 

power becomes more affordable and available, MD simulations become a more 

accessible tool for studying proteins. Additionally, improvements in the field are 

resulting in more accurate models and simulations able to reach longer time scales than 

previously possible19–21. 

The purpose of the MD simulation is to calculate the motions of the atoms within the 

system over a set period of time, typically nanoseconds to microseconds. The type of MD 

simulation to use depends on what types of questions are being addressed based on these 

motions. Classical, atomistic MD simulation uses an all-atom approach, with each atom 

within the system being represented as a sphere and all bonds as springs. With this 

simplification, classical Newtonian equations can be used to calculate the forces and 

positions of the atoms at each timestep. Two other commonly used types of simulations 

exist to probe other scales for proteins: quantum and coarse-grained. Quantum MD 
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simulations zoom in on the electron densities and are capable of modeling bond 

formation and breaking, but require lots of computational time and power, limiting the 

size and simulated time of simulations. Quantum MD simulations have been used for 

many systems, such as understanding proteolytic enzyme activity and inhibition22 or 

effects of DNA methylation23. Conversely, coarse-grained simulations are used to 

calculate much larger complexes by combining multiple atoms into a single group, from a 

few atoms, such as the side chain of an amino acid, to hundreds or more, such as domains 

or whole proteins. This method is ideal for modeling large protein complexes that would 

be unfeasible through other methods, but loses some accuracy by approximating 

aggregate behaviors of atoms and molecules. These larger systems, such as the nuclear 

pore24, actin polymer chains25, or the cell membrane26, have been successfully modeled to 

provide a better picture of how they function.  

Another factor to consider for MD simulation is the timescale. Protein motions of interest 

can range from nanoseconds to minutes, so choosing the right model is critical. These 

motions can include resolving poor contacts and loop fluctuations (ns to μs) to protein 

folding (μs to seconds)27,28. Classical MD simulations typically use a timestep of 2fs to 

resolve the fastest motions (hydrogen bond stretching). Quantum MD requires a much 

smaller timestep and more complex equations to resolve subatomic motions, while 

coarse-grained simulations can resolve longer timesteps depending on how the model is 

built. The larger the difference between the timestep and the desired timescale, the longer 

a simulation takes to run and the larger the datafile will be. As computers continue to 

improve in both computational power and storage, longer timescales can be reached at 

each level of simulation29. 
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For this work, we used Classical MD simulation (from here forward referred to as MD 

simulation) to observe feasible conformations and interactions of the modeled proteins. 

Based on the small size of the system and the types of interactions we are observing, this 

scale is ideal for modeling both the size (~4600 atoms in the complex) and time scale 

(1μs) of the protein-protein interactions of vCCI and chemokines. 

1.4 Simulation Set-up 

MD simulation begins with a starting structure. The structure for rabbitpox vCCI by itself 

and with chemokines bound was based on the NMR structure of rabbitpox vCCI bound to 

a mutant of CCL4 K45A/R46A/K48A (referred to as CCL4 mutant from here forward) 

(PDB ID: 2FFK)13. Chemokine structures were obtained from the Protein Data Bank30 

with the following PDB IDs: 1VMP (vMIP-II), 2FFK (CCL4, wildtype and mutant), 

1RTO (CCL5), and 1NR2 (CCL17). Chemokines were docked onto vCCI by aligning the 

desired chemokine Cα backbone to the CCL4 mutant Cα atoms on the 2FFK structure. 

The structure for CCL11 bound to vCCI was determined by a combination of NMR and 

the docking program HADDOCK11.  

Mousepox EVM1 structure is from PDB ID 2GRK31. Since no structures exist with 

EVM1 with a bound chemokine, EVM1 was first aligned to the Cα atoms of vCCI in 

2FFK in conserved regions. After EVM1 was positioned with the CCL4 mutant, other 

chemokines were aligned similarly to how they were with vCCI.  

All mutations to vCCI, EVM1, and chemokines were added using the pyMOL32 

mutagenesis tool to create the new structures. Simulations of mutated inhibitors with a 

chemokine docked used the same starting structure as the wildtype simulation. 
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All simulations were run using GROMACS 5.0.733 with the AMBER99SB-ILDN 

forcefield34. All proteins were solvated with the TIP3P water model. Na+ and Cl- ions 

were added to the solvent to set the net charge of the system to zero and the ionic 

concentration to 70mM to mimic cellular conditions. All simulations go through several 

steps of energy minimization to relax unfavorable contacts before the start of the 

simulation. All simulations were run at 300K and 1 bar, with a timestep of 2fs. Unless 

otherwise stated, simulations of vCCI and EMV1 with a chemokine ran for 1μs, while 

simulations with vCCI and EVM1 alone, both wildtype and mutated, ran for 2μs. 

1.5 Analysis Tools 

Several tools were used to analyze the trajectories for the simulation. Table 1.1 includes a 

list of the types of calculations used, a brief description of the calculation, and the 

purpose of the calculation. 

1.5.1 GROMACS tools 

RMSD, RMSF, Mindist, and DSSP35 were calculated using the tools provided in 

GROMACS 5.0.7. RMSD calculations were based on the Cα backbone atoms, while 

RMSF and DSSP were based on all protein atoms. Mindist atom selections were 

designated by an index file based on what was being tracked (acidic loop, R80, R149). 

1.5.2 Hydrogen Bonding 

Hydrogen bonding and salt bridge counts were obtained using the web application 

PDBePISA36 at https://www.ebi.ac.uk/pdbe/pisa/. PDB files were generated every 2ns 

from each simulation trajectory and submitted to PDBePISA using the Selenium package 

for Python337 to automate the process. 
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Table 1.1: Analysis tools 

 

 

 

 

 

Tools Description 

GROMACS tools 

RMSD 

Root Mean 

Squared 

Deviation 

For each frame, the designated atoms of the reference and current structure 

are first superimposed to minimize distances, then the sum of the root of the 

average distance between the atoms is calculated. This value is used to 

compare how much the structure changes over time, as well as see when the 

system reaches an equilibrium - the RMSD is consistent for some time. 

RMSF 

Root Mean 

Square 

Fluctuation 

RMSF is calculated for each residue as the RMSD of the residue, averaged 

over the course of the simulation. Residues in regions of high flexibility, 

such as the N or C terminal or loop regions, will have higher RMSF 

compared to residues in stable secondary structures like beta strands. This 

analysis is useful for comparing the stability of the protein, seeing if 

secondary structures are denaturing or stable. 

DSSP 

 

DSSP assigns the most likely secondary structure based on geometrical 

parameters drawn from previously determined protein structures in the 

Protein Data Bank. This analysis is useful for determining the stability of the 

protein, whether the secondary structure is stable or fraying. 

Mindist Mindist tracks the shortest distance between two selected groups of atoms. 

This was used in the context of this project to track loop positioning 

compared to a reference amino acid on the opposite end of beta sheet 2 to 

observe loop collapse in mutants. 

PDBePISA analysis 

Hydrogen 

bonds 

The heavy atoms of the acceptor – donor pair must be less than 3.89Å from 

each other, with a A-H-D angle between 90-270° to be considered a 

hydrogen bond.  

Salt bridges Salt bridge designation uses the same parameters to those used for hydrogen 

bonds, with the exception of the distance between the heavy atoms of the 

acceptor – donor pair set to 4Å 

BSA, ASA 

Buried 

Surface Area, 

Accessible 

Surface Area 

A probe is rolled over the surface of the structure to estimate the surface 

area. The probe radius for BSA and ASA is 1.4Å. ASA is determined by 

calculating the surface of each protein chain individually. BSA is determined 

by calculating the surface of the whole complex and taking the difference of 

it to the ASA. 
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1.5.3 Interface Contacts 

Interface contacts were calculated in Python to select a residue and find all residues on 

the other chain within 2.8 Å of it, and repeat for each residue. This distance was chosen 

to be close enough to exclude water molecules, and thus identify hydrophobic contacts 

that would be missed through other analyses.  

1.5.4 Mapping Persistent Interactions 

Persistent interactions were plotted in R to show connections and stability of the 

interactions. For an interaction to be considered persistent, the interaction between the 

two atoms had to be present for at least 33% of the evaluated time (the last 500ns of the 

simulation unless stated otherwise). Lines and residue numbers were colored based on the 

type of interaction: black for salt bridges, red for hydrogen bonds, and blue for interface 

contacts. The sum of interactions for each type is shown in the lower right of each graph 

to give a comparable value to evaluate how connected a complex is. This value is the sum 

of the fraction of the evaluated time the interaction is present for each interaction of that 

type. 

1.5.5 Buried Surface Area (BSA) 

Buried surface area (BSA) and accessible surface area (ASA) were calculated using 

PDBePISA. BSA and ASA for each residue were averaged over the last 500ns to ensure 

the system has reached an energy-minimized state. Percent BSA was calculated as BSA 

divided by ASA to normalize peak heights for residue size. 
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2 MD Simulation of Chemokine-Inhibitor Complexes 

2.1 vCCI-chemokine Complexes 

Both the breadth and specificity of targets of vCCI make it ideal as a possible anti-

inflammatory treatment8. Understanding what drives the interactions between vCCI and 

CC chemokines will allow for better protein engineering of vCCI towards a specific 

chemokine or even one that it does not bind normally. Experiments have provided great 

insight into key residues involved in these complexes from both the chemokine12 and 

vCCI itself38. MD simulation offers a closer view of these structures and how they 

interact.  

Four CC chemokines (CCL4 as both wildtype and K45A/R46A/K48A mutant, CCL5, 

CCL11, CCL17) and a viral decoy chemokine (vMIP-II) were selected to compare and 

contrast how vCCI binds each of them. MD simulations showed the same key regions 

used by vCCI to selectively bind CC chemokines as previously seen in experiments9,12 

(see Figure 2.1), such as the acidic loop of vCCI interacting with the N loop and 40s loop 

of the chemokines. Additionally, simulation revealed a previously unseen structural 

change: a beta strand on the chemokine forming alongside beta strand 8 of vCCI. 

2.2 Complex Stability 

The stability of the secondary structure for each complex can be seen in Figure 2.2. After  

a few hundred ns to allow the simulated structures to relax into a more favorable 

conformation, the system shows only minor fluctuations in the RMSD.  The RMSF 

reveals that only the less structured regions of the proteins (the N-terminal, C-terminal, 
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and the acidic loop of vCCI) show high fluctuations, meaning the core of the proteins are 

not denaturing or unfolding (Figure 2.2b). Of particular note, the new beta strand 

observed in the chemokine N loop in some of the 3D structures after simulation can be 

seen in the DSSP (Define Secondary Structure of Proteins) analysis35 (Figure 2.3). 

Additionally, the beta strand is very stable in most of the simulations, persisting for a 

majority of the simulated time.  

 

 

Figure 2.1: Structure of vCCI and chemokine in complex. The structure of CCL4 

(green) bound to vCCI (tan) after 1us of simulation, with both ribbon and surface area shown. 

The interface surface is colored purple on both proteins, and interfacing residues labeled. The 

smaller image shows the two proteins in complex. The larger image has the two proteins 

pulled away from each other and CCL4 rotated 180° to reveal the interface on each protein. 
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vCCI Chemokines 

a 

b 

Figure 2.2: Stability of vCCI-chemokine simulations. RMSD (a) and RMSF (b) for 

each vCCI-chemokine simulation. The lines in all three graphs are colored based on the 

chemokine used in that simulation, and listed in the legend in (a). (a) The x-axis represents the 

simulation time and the y-axis represents the calculated RMSD between the first timestep and 

the timestep at x. The simulations all reach a steady state around 400ns. b) RMSF for vCCI 

and the chemokines (labeled), with x-axis representing the residue and y-axis the average 

fluctuation, with peaks revealing the more flexible regions of the protein. The lines follow the 

same coloring designation as (a).The N- and C- terminal tails, as well as the vCCI acidic loop, 

have high RMSF due to their flexibility. 
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The formation of an additional beta strand has been seen in crystal structures of 

chemokines bound to other virally produced inhibitors, such as ORF virus CKBP with 

CCL2 (PDB ID: 4ZK9)39 and Evasin-1 with CCL3 (PDB ID: 3FPU)40, as well as the 

oligomer structure of CCL5 (PDB ID: 5COY)41. While the NMR structure used as the 

reference for these simulations (PDB ID: 2FFK)13 does not identify a beta strand at the 

chemokine N loop, the simulation of this structure (vCCI-CCL4 mutant)10 does. Seeing 

the beta strand form in simulation, when not found in the initial structure, suggests the 

beta strand formation observed in the other inhibitor-chemokine complexes may not be 

an artifact of crystallization. 

2.3 Hydrogen Bonds and Salt Bridges 

The level of hydrogen bonds and salt bridges between the chemokine and the inhibitor 

can serve as a potential metric of the strength of their interaction. These two types of 

interactions contribute greatly to the strength and stability of the protein complex42,43. 

Both the number and persistence of these interactions reveal how vCCI is optimized for 

interacting with the variety of chemokines it binds. Table 2.1 compares the different 

counts of these interactions across the simulated complexes.  

Simulations of vCCI with CCL11, CCL17, and CCL5 show nearly identical levels of 

average hydrogen bonding at each frame, followed closely by vMIP-II. The simulations 

with CCL4, both wildtype and mutant, have the lowest average number of hydrogen 

bonds. The order of simulations based on average hydrogen bonding somewhat reflects 

what was predicted based on previous experimental results on relative binding affinities8 , 
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vMIP-II CCL4 CCL4 Mutant 

CCL11 CCL5 CCL17 

Figure 2.3: DSSP of chemokines throughout simulation. Secondary structure plots 

for vMIP-II, CCL4, CCL4 mutant (K45A/R46A/K48A), CCL5, CCL11, and CCL17 when 

bound to vCCI through the course of the simulation. The x-axis represents simulation time 

and the y-axis represents chemokine residue. The color legend for each secondary structure 

is shown at the bottom. Arrows on the left of each image indicate where the additional beta 

strand around residues 8-14 forms upon complex with vCCI. The secondary structure for 

each 2 ns frame in the MD trajectories was computed using the algorithm Define Secondary 

Structure of Proteins (DSSP). 



16 

 

Table 2.1: vCCI-chemokine interactions 

with the exception of CCL17. CCL17 was expected to have much lower hydrogen 

bonding due to its limited ability to compete off CCL4 in experiments. Additionally, 

CCL17 has been categorized as a poor target for vCCI to bind due to its sequence missing 

key conserved basic residues at residue 18, 45, and 46 (CCL4 numbering, see Figure 1.1 

for sequence alignment). These interactions will be discussed in more detail below (see 

Section 2.5). 

 CCL4 CCL4 

Mutant 

CCL5 CCL11 CCL17 vMIP-II 

Binding 

Constants* 

1.16 ± 

0.17nM 

Data 

below 

0.22 ± 

0.087nM 

0.65 ± 

0.17nM 

No data 0.06 ± 

0.006 

nM 

Hydrogen Bonds       

Average 20.2302 14.8214 24.7738 25.9365 25.0913 24.3730 

Unique bonds 263 81 180 231 278 208 

Persistent bonds 18 16 25 24 17 23 

Unique residues 28 16 24 25 27 28 

Persistent residues 12 9 12 11 9 12 

Salt Bridges       

Average 12.8095 7.4722 17.5198 21.4206 18.1667 18.4643 

Unique bonds 78 21 79 83 89 73 

Persistent bonds 14 9 21 25 23 29 

Unique residues 8 3 10 13 12 10 

Persistent residues 4 1 4 8 8 7 

       
*Binding constants for CCL4, CCL5, and CCL11 determined by fluorescence anisotropy11. 

The EC50 for CCL4 mutant was determined from a quantitative ELISA to compare wildtype 

and mutant chemokine binding to vCCI (CCL4 wildtype EC50 0.66 ± 0.4nM)13. The KD for 

vMIP-II was obtained through competition fluorescence anisotropy10.  

The average number of bonds was calculated over the last 500ns of the trajectory. “Unique 

bonds” is the count of unique interactions of that type identified in the trajectory. Persistent 

bonds are interactions that are present in at least 33% of the evaluated trajectory (last 500ns). 

Unique residues and persistent residues are the number of chemokine residues that are 

involved in the unique bonds and persistent bonds, respectively. These two counts are to see 

how much of the chemokine forms interactions. 
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Looking beyond the average number of hydrogen bonds, we can also look at how long a 

hydrogen bond is present, or how persistent it is throughout the simulation. An 

interaction that is maintained over time is better for evaluating binding than more 

transient interactions that constantly shift, which would indicate a lot of movement or less 

stability in the complex. Persistent interactions were determined by tracking the number 

of frames an interaction is present in the trajectory. The cutoff selected for a persistent 

interaction is it must be present for at least 1/3 of the trajectory. With this criteria, there is 

a shift in the order of interaction counts, with CCL17 falling between CCL4 wildtype and 

mutant. This is more in line with what has been shown experimentally. While CCL17 

may form lots of hydrogen bonds at each time point, and in fact forms the largest number 

of unique hydrogen bonds throughout the simulation, the interactions themselves are less 

stable. 

While hydrogen bonds are more common, a salt bridge represents a much stronger 

electrostatic interaction between two complementary charged residues compared to the 

dipole-dipole interactions involved in hydrogen bonding. The average number of salt 

bridges show greater deviation between the simulations, with CCL11 having the most, 

then vMIP-II, CCL17, and CCL5 around the same range, and finally both CCL4 

simulations form the lowest number of salt bridges.  

2.4 vCCI-Chemokine Buried Surface Area 

The buried surface area of vCCI reveals the regions of the inhibitor that make contact 

with the bound chemokine. By comparing the different simulations, commonalities 

appear in the chemokine-inhibitor interface (see Figure 2.4). The most consistent  
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interaction between vCCI and the chemokines can be seen at residues 180-186 of vCCI 

(beta strand 8). This region is buried to an almost identical degree for all chemokine 

complexes simulated, highlighting the importance of this region in the binding of CC 

chemokines. 

b 

a 

Figure 2.4: Buried surface area of vCCI and chemokine in complex. Graphs 

show the percent of buried surface area (BSA) for each residue for vCCI (a) and the 

chemokines (b) when in complex. The x-axis represents the residue for each protein and the 

y-axis represents the percent BSA, which is the BSA divided by the accessible surface area 

(ASA) for the residue to normalize for size of the residue. Regions like the peak at 180-186 

of vCCI (a) indicate shared contacts across chemokines and likely indicates a region key for 

binding chemokines. 
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Other regions of note for vCCI are residues 88-96 (beta strand 4), 143-150 (beta strand 

7), and 214-220 (beta strand 10). Beta strands 4, 7, and 8 are a part of beta sheet 2, which 

is the binding face the chemokine docks on. Beta strand 10 is a part of beta sheet 1 on the 

underside of vCCI, which forms a hydrophobic pocket with beta strand 8 that interacts 

with a large hydrophobic residue conserved on CC chemokines (for example, F13 in 

CCL4). While these three regions show a lot more variability in the amount of BSA 

amongst the different chemokines, each region is buried for each chemokine.  

The final shared region, with the largest variability amongst chemokines, is residues 50-

80, which contains the acidic loop of vCCI (residues 53-77). The flexibility of the loop 

accounts for some of the variation, as well as what regions of the chemokine the loop can 

interact with. For example, the CCL4 mutant results in much lower BSA around the loop 

region at residues 50-65 compared to the other chemokines. This could be due to the 

mutations in the 40s loop of the CCL4 mutant, which are typically conserved basic 

residues which were mutated to alanine (K45A,R46A,K48A). 

The BSA for the chemokines themselves, when bound, show greater variation due to 

their sequences, but key conserved regions and interactions can still be identified. Most 

notably from Figure 2.4b, the 40s loop is buried in all the simulations, from residues 44-

52. While the peak positions based on sequence are different (residue 50 peak in CCL5, 

CCL11, and CCL17, vs residue 52 in CCL4 and vMIP-II), the trend of the BSA is 

identical, indicating a shared interaction region with vCCI. 
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Figure 2.5: Differences in vCCI binding of CCL4 and CCL17. a) The N loop and 

40s loop residues of CCL4 (green) interacting with the vCCI acidic loop (blue). The N loop 

interacts with the upper half of the acidic loop, while the 40s loop interacts closer to the beta 

sheet 2 face. b and c) CCL17 (light blue) interacts with the acidic loop of vCCI (blue in b, 

cyan in c). Due to the lack of basic residues in the CCL17 40s loop, the N loop interacts closer 

to the beta sheet 2 face (b) while the top of the vCCI acidic loop interacts with the CCL17 

alpha helix (c). 

a b 

c 
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The residues 8-14 of the human CC chemokines, which contain the conserved cysteines 

and part of the N loop, also share an increased BSA, while vMIP-II does not follow the 

pattern of buried residues at this site. This region contains the conserved cysteines that 

define the CC chemokine family and a large hydrophobic residue (F13 in CCL4). This 

region forms an additional beta strand with vCCI along beta strand 8, which we see in all 

simulations with human CC chemokines (See Figure 2.3), but only appears briefly in the 

vMIP-II simulation. 

An interesting difference in BSA appears around residues 55-65, which contains the 

alpha helix in the chemokine. Here, CCL17 has much higher BSA for some residues 

(K56, R57, N60, and Y64) compared to most of the other chemokines which show 

essentially no BSA in this C-terminal helix region. If we look at the last frame for the 

simulations of CCL17 (Fig 2.5c), we see that the acidic loop of vCCI stretches up to 

interact with the alpha helix. This extended loop conformation has not been observed 

experimentally. This could explain why vCCI may not bind CCL17 as well as the other 

chemokines as this could be a less stable conformation overall to compensate for the 

missing charges vCCI typically interacts with on a chemokine (residues 18, 24, and 45/46 

based on CCL4 numbering). The peaks in the average BSA supports that this interaction 

of the vCCI loop with the alpha helix of CCL17 is present for an extended time in the 

simulation, and is not just a transient contact. While the simulation time may not be long 

enough to conclusively prove the stability of the extended loop interaction, it does 

suggest that this interaction is a possible conformation that vCCI might use to 

compensate when a less ideal chemokine is bound. 
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CCL11 also shows a large BSA in this same region, at residue 64, as well as smaller 

peaks around 67, 68, and 74. The first three residues are found in the alpha helix of 

CCL11, buried by the acidic loop of vCCI for part of the simulation, similar to CCL17. 

Even with the 40s loop interactions at the base of the acidic loop, which positions the 

alpha helix a little further back than with CCL17, vCCI is still able to make contact for 

part of the simulation. CCL11 also has a longer C-terminal tail after the alpha helix than 

the other chemokines, which was able to reach back down to vCCI and interact during the 

simulation (residue 74).  

2.5 Persistent Interactions and Proximity Contacts 

Figure 2.6 shows a mapping of the persistent interactions between vCCI and the specified 

chemokine to better evaluate the residues involved in the interface and the different types 

of interactions. Persistent interactions are defined as interactions that are present for at 

least 1/3 of the evaluated simulation time, in this case, the last 500ns of the simulation. 

Three types of interactions were evaluated: salt bridges, hydrogen bonds, and interface 

contacts. The first two were discussed above; the third, interface contacts, identifies all 

residues within 2.8 Å of another residue on the other protein. This third interaction is 

used to identify residues in the interface space that might not be involved in other non-

bonding interactions, such as those involved in hydrophobic interactions. The distance 

cutoff of 2.8 Å was chosen based on the average size of a water molecule, meaning 

residues closer than that distance would prevent water from entering. While these 

interactions are the weakest in maintaining the complex, identifying these residues helps 

in mapping the interface space. 
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Figure 2.6: Mapping of persistent interactions between vCCI and chemokines. 

The points comprising the top line represent the residues of vCCI while the bottom points 

represent the residues of each chemokine. The transecting lines indicate the persistent 

interactions (present at least 33% of the observed time) between vCCI and the chemokine. 

The color and style of the line indicates the type of interaction: salt bridge (black solid), 

hydrogen bond (red dashed), and interface contact (blue dotted).The numbers above and 

below the horizontal lines list the residue numbers of vCCI and the chemokine, respectively, 

that are involved in an interaction. The color of the number shows the strongest interaction 

that residue is a part of, matching the color used for the transecting line. The sums in the 

lower right of each graph are the sum of the fraction of time during the simulation that the 

indicated interactions are observed, to provide a quantitative value to compare simulations. 

Residue 

Residue 
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Figure 2.6 continued  

Residue 

Residue 
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Figure 2.6 continued  
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Residue 
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Two key groupings of interactions are observed in each of the simulations: beta strand 8 

of vCCI (residues 180-186) with the first part of the N loop of the chemokine (residues 8-

14) and the acidic loop of vCCI (residues 53-77) interacting with the 20s part of the N 

loop and the 40s loop of the chemokines (residues 18-24 and 45-51 respectively) 

The interaction of vCCI beta strand 8 with the N loop of each CC chemokine is clearly 

visible in all simulations. As seen in the DSSP and the structures after simulation (Figure 

2.3), the N-loop of each chemokine forms an additional beta strand along vCCI beta 

strand 8. While these connections are less persistent in the vMIP-II and CCL4 wildtype 

simulations, they are still present and match the general pattern of interactions as seen in 

the other simulations. 

Within the N loop of the chemokine, there is also a conserved large, hydrophobic residue 

(residue 13/14 depending on sequence) that sits in a hydrophobic pocket created between 

beta strand 8 and 10 of vCCI (residues I180, T183, V185, F215, and Y217). This pocket 

has been identified as significant in chemokine binding9,12. Among the human CC 

chemokine simulations, this interaction can be seen as well. While not as persistent as the 

beta strand interactions, the interactions of residue 13/14 of the chemokine with residues 

F215 and Y217 of vCCI are most frequently present. 

Due to the high flexibility of the acidic loop of vCCI, persistent interactions during the 

course of a simulation are less expected, yet each chemokine reveals at least some 

connections to the loop to last over several hundred nanoseconds. These interactions 

occur with the 20s and 40s loop of the chemokines, where despite low conservation of 

sequence between different chemokines, key basic and polar residues are found. The 
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distribution of acidic residues throughout the loop allows it to move and position to best 

find the complementary charges on the CC chemokine. 

In contrast to this, CCL17, which lacks key basic residues in its 40s loop and has minimal 

persistent contacts in this region, instead shows an interaction with the vCCI loop at 

residues 57, which is part of the alpha helix. As shown in Figure 2.5c, the vCCI loop is 

seen as extending to interact with the alpha helix of CCL17. This is in agreement with the 

buried residues seen with BSA along the alpha helix (Figure 2.4b). This extended loop is 

not seen in any other simulations, suggesting it may be less energetically favorable, and 

could explain why CCL17 binds poorly to vCCI.  

2.6 EMV1-Chemokine Simulations Compared to vCCI  

EVM1, the ectromelia (mousepox) virus homolog of vCCI, shares the same ability to 

bind many CC chemokines, but does so with an acidic loop almost half the size. Analysis 

of vCCI suggests the length of its acidic loop allows it to interact with the key residues on 

chemokines despite their high sequence variability. EVM1 was selected to elucidate the 

effects loop length has on chemokine binding. Additionally, we want to determine how 

EVM1 might compensate when binding chemokines with its shorter loop. EVM1, as seen 

in Figure 1.2b, has the same PIE domain fold as vCCI and shares nearly 80% sequence 

similarity. The main difference between the two inhibitors lies in the acidic loop, which 

contains 25 residues in vCCI and 15 residues in EVM1. EVM1 maintains the 50% acidic 

residue composition as vCCI and other members of the protein family. 
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2.6.1 Complex Stability 

The simulations of EVM1 with chemokines were able to settle into a stable conformation 

quickly, with only minor changes in the RMSD after a few hundred nanoseconds as well 

(Figure 2.7a). Plotting the RMSF of EVM1 residues (Figure 2.7b) shows that the protein 

is folded as expected, with structured regions having low fluctuations averaged over the 

simulation, while less structured regions like the acidic loop are higher. The RMSF for 

the individual chemokines (Figure 2.7c) show very similar levels of fluctuations, 

EVM1 Chemokines 

Figure 2.7: EVM1 simulation stability. a) RMSD of EVM1-chemokine simulations. 

Simulations reach a relative equilibrium around 500ns. The deviation for the simulations is 

small, around 0.5nm, showing the structures are holding together. b) RMSF for EVM1 and the 

chemokines. EVM1 has less fluctuation in its N-terminal and loop, which is expected from the 

smaller size of both compared to vCCI. The first seven residue of the N-terminal are absent in 

the EVM1 structure. The chemokines retain a similar level of fluctuation, though CCL11 has 

higher fluctuation in the middle residues. 

a 

b 
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comparable to their values while bound to vCCI, though CCL11 has slightly higher peaks 

in its beta strand 1 when bound to EVM1. The N-terminal tail of vCCI has higher RMSF, 

while the RMSF is higher for EVM1 in its C-terminal tail. CCL11 shows the highest 

RMSF peaks amongst the chemokines, has even greater mobility around residues 24-36 

and 44-48 when bound to EVM1. This greater RMSF for CCL11 could represent weaker 

binding of the inhibitor, allowing more freedom of motion for the chemokine. 

Looking at the DSSP of the chemokines with EVM1 (Figure 2.8), the additional beta 

strand in the N loop can be seen in each simulation. This interaction is more stable in the 

EVM1 complex for some simulations, such as vMIP-II and CCL4 wildtype. This could 

be a result of more favorable starting positions than the prior simulations. The 

identification of this additional beta strand in all simulations, even with a different 

inhibitor, offers further support for this structural change forming upon binding. 

2.6.2 Buried Surface Area 

 The peaks of buried surface area appear in the same corresponding regions for EVM1 as 

they did in vCCI, showing the chemokines did not need to reposition in the simulation to 

find more favorable contacts (Figure 2.9). CCL5 results in higher BSA compared to other 

chemokines in several regions on EVM1 (residues 130-136, 170-174, and 204-207), 

whereas it resulted in identical peaks to the other chemokines for vCCI. CCL5 appears to 

cover a larger interface space on EVM1 than the other chemokines, covering a few 

additional residues when bound. The lone peak around residues 32-35 are a result of 

CCL5 N-terminal tail falling across these residues and remaining, similar to CCL4 with 

vCCI. For the chemokines, one of the most notable changes in buried surface area is the 

reduced peaks in the alpha helix for CCL11 and CCL17. This change corresponds to the  
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vMIP-II CCL4 CCL4 Mut 

CCL11 CCL5 CCL17 

Figure 2.8: DSSP of chemokines bound to EVM1. Secondary structure depiction of 

chemokines while bound to EVM1.The x-axis represents the simulation time and the y-axis 

represents the chemokine residue. The blue arrows to the left of each graph point to the 

additional beta strand formed along the first half of the N loop of the chemokine. The 

additional beta strand in vMIP-II and CCL4 wildtype are more stable for the EVM1 

simulation compared to the vCCI simulations (see Figure 2.3). 
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Table 2.2: EVM1-chemokine interactions 

shorter acidic loop of EVM1 making less contact with the alpha helix of the chemokines. 

The acidic loop either covers a smaller amount of the residue surface or the residue is 

buried for less time during the simulation. 

Another major difference can be seen around the 40s loop of the chemokines, where the 

percent of BSA is less overall around residues 42-46. The spread of values in this region 

is greater than with vCCI. Finally, the N loop of vMIP-II, which forms a more stable beta 

strand during the simulation with EVM1, more closely matches the other chemokine 

peaks in this region. This is in contrast to the BSA when bound to vCCI, where the N 

terminal region of vMIP-II did not match that of the other chemokines, reflecting the less 

stabilized region that did not form the additional beta strand.  

 CCL4 CCL4 

Mutant 

CCL5 CCL11 CCL17 vMIP-II 

Binding Constants 

 

No data No data 0.230 ± 

0.17nM 

No data No data No data 

Hydrogen Bonds       

Average 17.1753 13.4382 19.6175 18.6335 19.7291 16.5976 

Unique bonds 138 137 184 181 102 201 

Persistent bonds 17 8 14 12 19 11 

Unique residues 21 15 25 25 18 21 

Persistent residues 10 7 9 7 9 8 

Salt Bridges       

Average 6.9681 5.1873 16.6494 10.2590 13.5299 11.4263 

Unique bonds 53 47 80 54 35 85 

Persistent bonds 8 4 24 12 18 13 

Unique residues 7 3 9 9 6 10 

Persistent residues 3 1 5 2 5 4 

Binding constant for EVM1 – hCCL5 (human CCL5) determined by SPR (surface plasmon 

resonance)31. This closely matches the KD found for rabbitpox vCCI – CCL5 in Table 2.1. 

Other binding constants found by Arnold and Fremont include EVM1-hCCL2: 20 ± 4nM and 

EVM1-hCCL3: 0.029 ± 0.011nM. 
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Figure 2.9: Buried surface area of EVM1 and chemokines in complex. The graphs 

represent the percent BSA for each residue for EVM1 (a) and the chemokines (b), averaged 

over the last 500ns of the simulations. EVM1 also shows the same shared peak in BSA in the 

last strand of beta sheet 2 (residues 168-174), similar to vCCI. 

a 

b 
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2.6.3 Interactions 

Binding constants for EVM1 and several chemokines have matched close to some 

published values for vCCI31. However, our simulations of chemokines with EVM1 

consistently have fewer hydrogen bonds and salt bridges compared to those for 

chemokines bound to vCCI. Additionally, the order of simulations based on average 

hydrogen bonds and salt bridges differs for some chemokines. CCL17 maintains the most 

hydrogen bonds in each frame, followed closely by CCL5 and CCL11, and finally CCL4 

wildtype, vMIP-II, and CCL4 mutant. CCL17 also maintains the most persistent 

hydrogen bonds, despite the expectation that the shorter loop of EVM1 should make it 

harder to reach the interactions that were key in CCL17 binding to vCCI.  

The shorter loop does greatly reduce the hydrogen bonds that form with the alpha helix, 

and instead emphasizes interactions with R22 in the 20s region of the N loop. Despite the 

decrease in average hydrogen bonds, CCL17 actually gains more persistent hydrogen 

bonds compared to the simulation of it bound to vCCI. Additionally, CCL17 with EVM1 

has far fewer unique hydrogen bond interactions, the least among the other EVM1 

simulations. This all suggests that CCL17 moves around much less during the simulation 

when bound to EVM1 despite its lack of key residues utilized by other chemokines to 

maintain their interactions.  

Salt bridges in EVM1 simulations show a similar drop compared to their vCCI 

counterparts. CCL5 maintains the highest average number of salt bridges, to almost the 

same level as with vCCI, followed then by CCL17, vMIP-II, CCL11, CCL4 wildtype, 

and lastly CCL4 mutant. The residues of CCL5 are able to maintain the same salt bridges 
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formed with the vCCI acidic loop when interacting with EVM1 (residues R17,R21, R44, 

K45, and R47). In contrast, CCL11, which formed the most salt bridges with vCCI, 

formed half as many with EVM1. There is a noticeable absence of persistent salt bridges 

formed along the CCL11 40s loop, which make up half of the persistent salt bridges in 

the vCCI simulation. 

Figure 2.10 shows the persistent interactions between EVM1 and the chemokines. The 

same two major interactions seen with vCCI are present in the EVM1 simulations as 

well; the acidic loop (residues 53-65) interacts with the 20s part of the N loop and the 40s 

loop of the chemokines while beta strand 11 (residues 168-174) and beta strand 14 

(residues 204-209), analogous to beta strands 8 and 10 in vCCI, interact with the first part 

of the N loop of the chemokines. The shorter acidic loop does reduce the overall number 

of interactions, occasionally only binding one of the two basic loops of the chemokines 

(40s loop of vMIP-II, 20s region of the N loop of CCL11). 

The interactions with vMIP-II and EVM1 seem much weaker than with vCCI. While 

vMIP-II was able to form the additional beta strand when interacting with EVM1, the 

contacts with the acidic loop are much fewer, forming only a few persistent interactions 

along the 40s loop with the acidic loop, and none with the 20s region of the N loop.  

Once again, the hypothesis that CCL17 should be a poor target for inhibitor binding does 

not match with the results of the simulation. Despite the shorter loop, which is unable to 

reach the alpha helix of CCL17, the chemokine still forms a comparable number of 

interactions as the other chemokines. 
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Figure 2.10: Persistent interactions of EVM1-chemokine complex. Mapping of 

persistent interactions colored by type of interaction: salt bridge (black), hydrogen bond (red), 

and interface contact (blue). Persistent interactions are interactions that are present for at least 

33% of the evaluated trajectory (last 500ns). The dotted horizontal lines along the top and 

bottom of the graph represent residues of EVM1 and the specified chemokine respectively. 

The colored numbers indicate the residues involved in persistent interactions, with the 

strongest interaction determining the color. Fewer persistent interactions are formed between 

EVM1 and the bound chemokines compared to vCCI, though the pattern of interactions is 

consistent (compare to Figure 2.6). 

Residue 

Residue 
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Figure 2.10 continued 

Residue 

Residue 
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Figure 2.10 continued 
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2.7 Conclusions 

The MD simulations of the vCCI-chemokine complexes repeatedly showed strong 

interactions supported by experimental findings, such as the interactions between R18 

(CCL4 numbering) of the chemokine with D141 and E143 of vCCI or the hydrophobic 

interactions between the F13 of the chemokine and F215 and Y217 of vCCI. 

Additionally, a stable beta strand was identified between the chemokine N loop and the 

vCCI beta strand 8, which has not been previously reported for vCCI but has been seen 

with several other chemokine binding proteins. 

While simulation can provide a good approximation of binding and conformations with 

current forcefields, there may be other factors that influence chemokine binding to vCCI, 

especially CCL17 binding, that are outside of the current scope of MD simulation. For 

example, the simulations run for a total of 1μs, a small snapshot of time for these 

complexes. This means the complex is unlikely to disassociate unless the proteins are in 

undesirable positions, such as clashing atoms. For this reason, we rely on the number and 

persistence of the interactions to suggest how well a complex holds together for the 

simulated time. Other factors, such as changes in free energy between being isolated in 

solvent versus in a complex, are not included in simulations of the bound complexes. 

Simulation techniques such as free energy perturbation have been used to calculate 

accurate binding free energies44. Such methods, previously limited to small molecules for 

drug design, are starting to be applied to larger systems as the availability and capabilities 

of computational power improve.  
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3 Simulating Mutation Effects on vCCI-chemokine Interactions 

Experimental mutational studies have been the primary tool in determining the amino 

acids that mediate protein-protein interactions. Several studies have been conducted on 

vCCI and various chemokines to determine which residues are essential to the complex. 

To engineer vCCI to bind more specifically to desired targets as an auto-immune 

treatment, it is key to understand what effect mutations have on their interactions. The 

mutations tested below were based on previous experimental results. We studied the 

effects of these mutations to determine if simulation can match the observed effect or 

provide evidence as to why a mutation caused the observed change. 

Figure 3.1: Residues of vCCI targeted for mutation. Ribbon structure of vCCI (cyan, 

with secondary structures colored) with CCL5 (orange) bound. Y80 and R89 of vCCI, two 

residues selected for mutation, are depicted as spheres to show steric and electrostatic clash 

with chemokine residue R47 (also represented as spheres), a conserved basic residue in CC 

chemokines.  
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3.1 vCCI Y80A 

Experimental chemokine mutation studies revealed that mutating K49 (CCL2 numbering; 

K48 in CCL4) to an alanine improved binding to vCCI9,12. The structure of vCCI bound 

to a chemokine revealed that the residues on vCCI in proximity to K49 – Y80 and R89 – 

pack closely to this chemokine residue, likely leading to steric and/or electrostatic clash 

(see Figure 3.1)45. This led White et al38 to select these residues for mutation in vCCI. In 

their study, using vaccinia virus 35K (another name for vCCI), they found R89A 

improved chemokine binding as expected, while Y80A resulted in a loss of function. 

They did not look into this mutation further, making it an ideal candidate for further 

study. 

Figure 3.2: Loop collapse of Y80A. a) Top view of loop collapse, with loop (cyan) beta 

sheet 2 surface shown (tan), and contact between loop and beta sheet 2 (purple). P58 of the 

loop falls into a pocket on the beta sheet to stabilize the collapsed form. b) Side view of 

collapsed loop to show side chains of the loop residues (cyan) and beta sheet 2 residues (tan) 

interacting during loop collapse. 

a b 
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Y80 is a highly conserved residue in vCCI across poxviruses (see Figure 1.2), located on 

beta strand 3 near the base of the acidic loop (Figure 3.1). When a chemokine is bound, 

the aromatic ring sits parallel between beta sheet 2 of vCCI and the 40s loop of the 

chemokine. When vCCI is by itself, Y80 is seen upright, parallel to the loop. From this, 

we hypothesized that Y80 may act as a wedge keeping the loop up to keep the binding 

face clear. If the loop collapsed onto beta sheet 2, this may prevent the chemokine from 

binding, resulting in the loss of function as they observed. 

Simulations of vCCI support this hypothesis, with loop collapse observed in two separate 

simulations, while simulations of vCCI wildtype never show loop collapse. Figure 3.2 

shows the structure of the loop collapsed onto beta sheet 2. The loop, searching for basic 

Wildtype 

Y80A 

Figure 3.3: Tracking loop collapse through R149. a) Plot of the minimum distance 

between the residues of the loop and residue R149, which is on the opposite end of beta sheet 

2, when simulated with no chemokines. For vCCI wildtype (black), the loop initially starts 

close to R149, but quickly moves away. In contrast, the vCCI Y80A loop (red) starts far 

away, initially collapses around 700ns, and fully collapses around 1.2μs. b) A second 

simulation of vCCI Y80A was run to see if loop collapse would be repeated. The loop 

collapsed very quickly towards R149, though did occasionally move away and back over the 

course of the simulation. 

a b 
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residues, interacts with R149 on the opposite end of beta sheet 2 (See Figure 3.3), 

resulting in the loop covering most of beta sheet 2 and burying many residues key to 

chemokine binding (See Figure 3.4). Two proline residues in the loop, P58 and P60, fit 

into pockets in the beta sheet 2 face. The peaks of buried surface area on the beta sheet 

face caused by loop collapse coincide with those observed with a chemokine bound. 

Initial loop collapse, involving only interactions with R149, is relatively unstable due to 

the high flexibility of the acidic loop and few interactions to pin the loop in place, as 

observed in the second simulation (Figure 3.3b). However, the loop appears to become 

more stabilized when P58 falls into a hydrophobic pocket in beta sheet 2, seen in Figure 

3.2. During the initial collapse, the loop is still very flexible, with the distance between 

the loop and R149 fluctuating (see 0.8-1.3μs in Figure 3.3a). Once P58 falls into the 

hydrophobic pocket, around 1.3μs, the fluctuations in the loop drop dramatically, 

stabilizing the loop’s position in relation to R149.  

In contrast, the vCCI wildtype loop started close to R149, but quickly moved away and 

remained far away for the majority of the simulation. In this simulation, the acidic loop 

instead moved in the opposite direction, interacting with the vCCI N-terminal tail, 

leaving the beta sheet 2 face exposed to solvent. The differences in the buried surface 

area caused by the acidic loop can be seen in Figure 3.4. For vCCI wildtype, there is a 

peak in BSA around the first ten residues due to this interaction. This leaves the key beta 

strands of beta sheet 2 (residues 143-149, 180-186) exposed, while for vCCI Y80A, these 

two beta strands are somewhat buried by the collapsed loop. 
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Figure 3.4: Comparison of BSA for vCCI wildtype and Y80A. Percent BSA for 

vCCI wildtype (a) and vCCI Y80A (b) is shown. The loop for both simulations is labeled as a 

separate chain to create the buried surface area. a) The time ranges, 0-500ns (black) and 1500-

2000ns (red), were selected to show the differences between the start and end of the 

simulation. The acidic loop interacts with the N-terminal tail during most of the simulation, 

keeping the beta sheet 2 face clear. b) The time ranges for vCCI Y80A, 0-500ns (black), 1000-

1500ns (red), and 1500-2000ns(blue), were selected to show the start of the simulation, the 

beginning of loop collapse, and full loop collapse respectively. Loop collapse results in peaks 

of BSA around regions key to chemokine binding. 

a 

b 
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Figure 3.5: Persistent Interactions of vCCI loop in wildtype and Y80A. Mapping 

of persistent interactions between the vCCI loop and the rest of vCCI. The gap in points in the 

top horizontal line are for the acidic loop, which is represented by the bottom points. In the 

vCCI wildtype simulations, the vCCI loop tended to interact with the N-terminal tail, though 

these interactions are transient. The other interacting residues (52, 78, 96) are where the loop 

connects or in close proximity. For the vCCI Y80A simulation, interactions between 58 of the 

loop and 91/93 on beta sheet 2 represents the pocket the P58 collapses into. The loop collapse 

is also stabilized by the salt bridge between E63 of the loop and R149 of beta sheet 2. 

Residue 

Residue 
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Looking at the hydrophobic pocket on beta sheet 2 in wildtype and chemokine-bound 

structures, Y80 can be seen covering this region. This could be further support of Y80 

preventing loop collapse by preventing stabilization of this collapsed state. Due to the 

limitations of simulation time, we are unable to precisely estimate how stable either state 

of loop collapse is. However, with the loop remaining in the down position for up to 1μs, 

it suggests it is a feasible conformation the loop could adopt. With this conformation, we 

would predict a slower observed on-rate in competition assays. 

3.2 vCCI Y80A bound to vMIP-II 

The goal of the study that looked into the Y80A mutation was to reduce steric clash 

between the chemokine and vCCI to improve binding. Simulations suggest that Y80 may 

serve to keep the long acidic loop open and away from the binding face, and that 

mutating to Y80A can result in loop collapse, which obscures the residues involved in 

chemokine binding, which could explain the results previously seen. To test the initial 

goal to evaluate the effects of steric clash, vMIP-II was simulated bound to vCCI Y80A 

to observe if the reduced crowding improved binding compared to wildtype. 

The interactions seen in the vCCI Y80A – vMIP-II simulation are nearly identical to 

those with wildtype, showing that the mutation does not cause unfavorable interactions 

with the viral chemokine, nor is there an increase in binding due to the reduction in steric 

clash from Y80 (Fig 3.6a). The main difference between the two appears in the reduction 

of persistent salt bridges along the N loop of vMIP-II and beta strand 8 of vCCI Y80A 

(residues 180-186). The same residues between the two proteins still interact, suggesting 
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Table 3.1: vCCI-chemokine interactions between wildtype and mutants of vCCI 

  

no major shift in how the viral chemokine binds. Looking at the summary of interactions 

(Table 3.1, first two columns), the two simulations show very similar levels of hydrogen 

bonding, but the mutant shows a drop in the average number and persistence of salt 

bridges. 

The buried surface area (BSA) for both vCCI and vMIP-II show a lot of similarity 

between the wildtype and Y80A simulations, suggesting no major changes in the 

interface between the two proteins (Fig 3.6b). The greatest variation for vCCI Y80A is in 

the acidic loop region (residues 53-77). The acidic loop is highly flexible, making its 

buried surface area highly variable across simulations. Additionally, the arrangement of 

negatively charged residues allows the loop to find complementary charges more easily 

despite the variability of their spread among different chemokines. This means the 

residues in the loop interacting with the chemokine at a given time can change, resulting 

in different BSA, even across similar simulations. vMIP-II shows only minor changes as  

Complex vCCI – vMIP-II  vCCI – CCL5 

vCCI wildtype Y80A  wildtype R89A 

Hydrogen Bonds      

Average 24.3730 24.1633  24.7738 17.6773 

Unique bonds 208 217  180 192 

Persistent bonds 23 21  25 11 

Unique residues 28 27  24 20 

Persistent residues 12 12  12 8 

Salt Bridges      

Average 18.4643 17.1155  17.5198 13.8566 

Unique bonds 73 89  79 98 

Persistent bonds 29 18  21 22 

Unique residues 10 10  10 8 

Persistent residues 7 4  4 6 
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Figure 3.6: Comparison of vMIP-II binding to vCCI wildtype and Y80A. a) 

Mapping of interactions between vCCI and vMIP-II. The interactions are very similar 

between vMIP-II bound the vCCI wildtype and vCCI Y80A, with the most notable change 

being a reduction in salt bridges formed with vCCI Y80A. b) BSA for both vCCI and vMIP-II 

are nearly identical between the vCCI wildtype (black) and vCCI Y80A (red) simulations, 

showing the Y80A does not affect the interface with the chemokine. 

 

Residue 

Residue 
b c 

a 
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well, mostly around the N loop and the 30s loop, which are both near beta strands 8 and 

10 of vCCI. The mutation to Y80A may cause slightly more flexibility of the chemokine 

when bound due to the reduced strain, causing it to tilt towards those residues, where 

small increases in BSA for vCCI can be seen along beta strand 10. 

Preliminary experimental results from our collaborators have shown the vCCI Y80A 

mutant does successfully fold and is capable of binding chemokines at higher 

concentrations than those used by the original experiment. Ongoing experiments are 

looking into how Y80A changes the binding constant. Based on the simulations 

performed, we predict the collapse of the loop to decrease the on-rate of the chemokine 

by covering key residues involved in the inhibitor – chemokine interface. Once bound, 

however, there should be little difference between how the wildtype and the mutant 

inhibitor interact with the chemokine, and so we expect a similar off-rate. 

3.3 EVM1 Y69R / vCCI Y80R 

Studies of EVM1 have also looked into mutations that affect chemokine binding31. The 

mutations that most reduced chemokine binding were I173R/Y, S171Y/W, andY69R. 

Y69R (analogous to Y80 in rabbitpox vCCI) reduced binding by 52-fold. The mutation to 

a large, basic residue near the acidic loop in a position shown to pack tightly near basic 

residues on chemokines strongly supports the reduced binding observed. Due to the 

similarity in the position of the mutation Y80A, it posed an ideal target to test through 

simulation. Two simulations were tested to observe how this mutation might affect 

chemokine binding and interactions with the loop: Y69R for EVM1 and Y80R for vCCI. 
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Loop-

R69 

Loop-

K138 

Loop-

R80 

Loop-

R149 

Figure 3.7: Tracking loop position in EVM1 Y69R / vCCI Y80R simulations. 

Minimum distance between the loop and selected residue for EVM1 (a) or vCCI (b). The top 

graphs track the distance between the loop and the mutated residue (R69 or R80) to show 

when they interact. The bottom graphs track the distance between the loop and a residue on 

the opposite end of beta sheet 2 (K138 or R149) to determine if the loop collapses. The vCCI 

loop consistently interacts with the mutated residue, while the EVM1 loop only maintains the 

contact for a few hundred nanoseconds. 

EVM1 vCCI a b 

EVM1 vCCI 
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Simulation of the EVM1 Y69R mutation shows the acidic loop interacting with the new 

basic residue. This conformation, however, is less stable than the interaction in vCCI 

Y80R. As seen in Figure 3.7a, the EVM1 loop maintains contact with Y69R for about 

40% of the simulation. In contrast, the Y80R mutation in vCCI maintains contact with the 

loop for nearly the whole simulation (Figure 3.7b). While the loop of vCCI fluctuates, the 

number of nearby acidic residues ensures that a complementary charge can be found to 

maintain the interaction with Y80R. The shorter length of the loop in EVM1 likely makes 

it more strained to maintain the interaction with Y69R due to backbone constraints, 

which results in the loop breaking free in the last 400ns. This collapse of the acidic loop 

for vCCI Y80R somewhat differs from that seen in the vCCI Y80A mutation, with the 

majority of the loop interactions for vCCI Y80R pulling the loop to the side, not covering 

the beta sheet 2 binding face, as seen by the lack of loop interaction with R149 until the 

end of the simulation. It is only when the loop interacts with the R149 residue that the 

loop obscures the binding face. In contrast, for EVM1 Y69R, the loop interacts with R69 

and K138 at the same time (see Figure 3.7a top and bottom), meaning the beta sheet 2 

binding face is obscured while the loop interacts with the Y69R mutation. The contact of 

Y69R/Y80R with the acidic loop could explain part of the change in the binding affinity 

of a chemokine to the inhibitor.  

Another factor of this mutation that would explain the 52-fold reduction in binding comes 

from the change to a basic residue in close proximity to a similar charge on the 

chemokine. As discussed above with vCCI Y80A, the tyrosine at this position packs 

tightly with a conserved basic residue on the chemokine. By mutating to Y69R/Y80R in 
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this region, the similar charges between the chemokine and the inhibitor should repel 

each other, making it very unfavorable for a chemokine to dock. 

3.4 vCCI R89A 

The other mutation that White et al. suggested to fix steric clash for the chemokine, 

R89A, was able to increase chemokine binding as they predicted. In their study, they 

tested the ability of vCCI to inhibit CC chemokines through indirect assays of chemokine 

ligand / receptor activity, and found that the vCCI R89A mutation resulted in a reduction 

in CCL5/CCR5 activity to 18% of that when no inhibitor is present, while wildtype vCCI 

reduced CCL5/CCR5 activity to 34%, suggesting tighter binding of the chemokine to 

vCCI with the R89A mutation compared to wildtype38. R89 of vCCI packs close to a 

conserved basic residue in most CC chemokines (See Figure 3.1). The proximity of these 

similar charges seen in the NMR structure led to the suggested mutation, which in turn 

showed that the removal of the basic residue improved chemokine binding. 

The buried surface area of vCCI itself, when bound to CCL5, is mostly consistent 

between wildtype and the R89A mutant (Figure 3.9a), with a few peaks in the acidic loop 

and beta strand 4 having lower BSA for the mutant, while beta strand 10 and 11 have 

higher BSA for the mutant. The mutation, R89A, is present on beta strand 4, which 

would explain a small shift in BSA due to the smaller residue, however, most of the 

residues of beta strand 4 are buried less. This suggests the mutation caused the 

chemokine to shift slightly away from the beta strand, which is unexpected with the 

removal of what should be a repulsive residue. The R89A mutant has higher BSA along 
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beta strand 10 and 11 (residues 215-222), which helps make up part of the hydrophobic 

pocket utilized by the conserved hydrophobic residue in the N loop (F12 for CCL5). 

Looking at the buried surface area of CCL5 (Figure 3.8c), there is a sharp drop in the 

BSA of the 20s region of the N loop, while there is an increase in BSA in the 30s loop. 

The 20s region of the N loop typically interacts with the middle half of the acidic loop 

(residues 63-67) of vCCI, which also shows lower BSA. The 30s loop of the chemokine 

typically lays near the end of beta strand 8 (residues 186-187) and beta strand 10 and 11 

(residues 215-222). The increased BSA in this region is likely responsible for the 

increased BSA of beta strand 10 and 11. These results suggest that CCL5 is tilted slightly 

away from the beta sheet 2 face, moving the 20s region of the N loop away from the 

acidic loop and moving the 30s loop closer to the beta strand 10 and 11 residues. The 

absence of the R89 could cause the chemokine to lean more into the vacant region and tilt 

the chemokine relative to where it would bind normally.  

 The average hydrogen bonds and salt bridges formed between vCCI and CCL5 are 

reduced in the R89A simulation compared to wildtype vCCI (see Table 3.1). The 

repositioning of the chemokine reduced the expected interactions, which matches with 

the reduced buried surface area for the 20s region of the N loop. Interestingly, vCCI 

R89A with CCL5 forms more persistent salt bridges, as well as more unique salt bridges 

overall, than with wildtype vCCI. The interaction plots for vCCI wildtype and R89A 

mutant (Figure 3.8a) echo the stronger interactions along beta strand 10 and 11, as well as 

the reduced 20s region of the N loop interactions, as observed in the changes in BSA. 
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Figure 3.8: Comparison of CCL5 binding to vCCI wildtype and R89A mutant.  

a) Mapping of the persistent interactions shows that the vCCI R89A forms more salt bridges 

with CCL5, most notably between the 30s loop of CCL5 and beta strand 10 of vCCI. b) 

Structure of vCCI-CCL5 complex (top) and vCCI R89A-CCL5 complex (bottom), with vCCI 

colored tan and CCL5 in orange. The vCCI R89A mutant causes CCL5 to shift towards the 

site of the mutation, resulting in the N loop and C-terminal alpha helix of CCL5 to move 

away from the vCCI acidic loop, as well as the 30s loop to make more contact with beta 

strand 11. c) Percent BSA for vCCI and CCL5 with vCCI wildtype (black) and vCCI R89A 

(red). For vCCI, the acidic loop and beta strand 4 have lower BSA while beta strand 10 and 

11 are higher for the R89A mutant. For CCL5, the N loop is less buried, while the 30s loop is 

more in the R89A simulation. 

a b 

c 
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Although CCL5 tilts slightly away from the acidic loop of vCCI, as seen in the reduced 

interface contacts and hydrogen bonds that have a shorter range of interaction, it 

maintains all of the salt bridges seen when bound to vCCI wildtype. 

This mutation is an ideal model for testing the capabilities of simulation to predict the 

effects a mutation may have on the chemokine-inhibitor complex. Based on the 

experimental results from White et al, we would expect to see more interactions to 

indicate the tighter binding and thus greater inhibition of the bound chemokine. However, 

from the results of the simulation, we instead see a reduction in interactions due to the 

repositioning of the chemokine caused by the mutation on vCCI. This repositioning does 

cause slightly more salt bridges to form, but fewer hydrogen bonds and less contact along 

the CCL5 20s region of the N loop with the vCCI acidic loop. This reduction in 

interactions may come from other forces, such as the reduction in steric clash and the 

clustering of similar charges. Extending the simulation may also allow for the structure to 

be more settled in the new orientation and improve the sampling of interaction 

conformations, much like what was observed in the vCCI Y80A loop collapse. 

Additional replicates will be needed to evaluate the likelihood of these observed shifts in 

the chemokine-inhibitor complex.   
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4 Future Prospects for the vCCI Project and other MD Simulations 

The results shown thus far have revealed how MD can compare interactions of different 

complexes as well as provide insight into the effect mutations may have on the complex. 

Further simulations to continue building on this project are listed below. Additionally, 

other simulation techniques, such as free energy perturbation, could provide further 

insight into the difference between the chemokine-inhibitor complexes. Finally, these 

techniques can be applied to other protein-protein complexes, and are currently being 

used by our group to help design an inhibitor for ASC, a major component of the 

inflammasome. 

4.1 Additional vCCI MD Simulations 

4.1.1 Mutations to vCCI to improve binding of CCL17 

From the results of the simulations, CCL17, which was previously shown to be a poor 

competitor to bind vCCI, forms a comparable number of interactions with vCCI as other 

tight binding chemokines like vMIP-II and CCL5. The main difference in the simulations 

arises in how CCL17 is positioned when bound to vCCI (see Figure 2.5). Due to the lack 

of charges in the 40s loop, CCL17 tilts forward for the 20s region of the N loop to 

interact where the 40s loop typically sits, causing the C-terminal alpha helix to be within 

reach of the vCCI acidic loop. While this new conformation allows CCL17 to form a 

comparable level of interactions as the other chemokines, this could cause strain to the 

complex and be less stable. 
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One way we could modify vCCI to address this issue could be mutating the acidic 

residues at the base of the vCCI loop (such as residues 53,55, and 75) to alanine. This 

should allow the 20s region of the N loop of CCL17 to position closer to the expected 

residues on vCCI (residues 62, 66, 68, and 69). This change should still allow the other 

chemokines to bind, but may weaken their binding overall.  

Another option is to help improve binding in the first half of the N loop. Looking at the 

sequence alignment for the chemokines in Figure 1.1, CCL17 is missing a basic residue 

around residue 17/18. Instead, this residue is earlier, at residue 16 (K16). In the 

simulation, K16 can be seen close to D141 and E143 of vCCI (see Figure2.5c), which 

have been shown to be key in interacting with this basic residue on other chemokines13. 

However, there are no persistent interactions between these residues, and instead, K16 

forms a salt bridge with D178 of vCCI during the simulation. Shifting the position of the 

acidic residue two residues later (residue 145) may help the positioning of CCL17. 

While MD simulation does allow for a detailed look at how mutations might affect 

stability and binding affinity, there is the caveat that most simulations start with a pre-

folded structure. MD simulation quality continues to improve, but it is important to work 

with experimental labs to test any results. 

4.1.2 vCCI with CXC chemokine CXCL8 

It has been shown previously that vCCI selectively binds only CC chemokines, with no 

detected evidence of binding from the other three subfamilies of chemokines8. Despite 

the similarities in tertiary structure, there is only around 20-40% sequence similarity 

between different subfamilies, as well as differences in receptor specificity and their 
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quaternary structure41,46. Simulations of CXC chemokines with vCCI can reveal what 

differences in interactions occur that may lead to the reduced affinity for other 

chemokines, and potentially find mutations that could improve binding to other 

chemokine targets. 

The initial set up of the simulation, docking the CXC chemokine CXCL8 to vCCI, has 

proven more challenging than the others. The structure of CXCL8 (PDB ID: 5D14) has 

several side chains in unfavorable positions when aligning the backbone to the reference 

structure (PDB ID: 2FFK). Several of these side chains, such as K13 and R45, were 

repositioned to remove steric clash using the pyMOL mutagenesis tool, keeping the same 

residue but changing the atom starting positions. Some clash still remained, so the system 

underwent a series of energy minimization and position restraint steps to allow the 

system to relax enough to run. At this time, the simulation has run for 50 nanoseconds 

and should provide some interesting results to compare to CC chemokines. While it is too 

early to draw any conclusions from this simulation, the side chain clash observed when 

setting up the simulation may suggest that the positioning of the side chains for CXCL8 

make it a less ideal target for vCCI to bind. 

4.2 Free Energy Perturbation  Simulations 

Free energy perturbation (FEP) simulations have emerged as a tool for evaluating 

protein-ligand interactions and are constantly expanding to larger systems with the same 

approach44,47. This technique has been largely used in drug design, testing the relative 

binding free energy of small molecules to the target protein48–50. FEP has also been used 

in comparing how the effects of a mutation in a binding pocket can affect stability51 and 
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the binding affinity of a ligand52. These techniques have proven to be robust for 

addressing different aspects of free energy53, and are fairly accurate, with calculated free 

energy of binding within a few kcal/mol of established values54. 

These calculations typically involve “phasing out” of a subset of atoms, such as the 

ligand or mutated residue, to calculate the intermediate changes in free energy between 

the two states (e.g. bound vs. unbound for relative free binding energy). The free energy 

change between bound and unbound is too large to converge to a reliable value, so 

intermediate steps, representing “partially bound” states, are required. These intermediate 

steps are not physically possible, but through MD simulation, this technique is effective, 

where you can represent an atom as “30% present” by changing the forces it exerts. 

Current FEP models do have some limitations that make modeling vCCI-chemokine 

complexes a challenge. First, the chemokine in the complex is much larger than a typical 

ligand used for drug design, making it much more computationally demanding. The large 

changes in energy would require many more transition states, and likely longer 

simulation times than current studies use, to provide reliable results. As computers 

continue to improve, this will become less of a concern.  

A larger issue is chemokines have lots of basic residues. The “phasing out” of the 

chemokine to calculate the relative free energy of binding or solvation will result in a 

non-neutral charge in the system, which will cause errors in the simulation. This same 

issue arises with mutating acidic or basic residues using FEP. Some solutions could be to 

simultaneously phase in or out ions, or mutate a distal residue to counteract the change in 

charge, to set the system to neutral at each tested state47. This could change the ionic 
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concentrations of the solution, or affect the stability of the protein, which may affect how 

reliable the calculations are. As this field continues growing, a reliable solution for 

addressing these issues may not be too far off. Other techniques to determine protein 

binding affinities are constantly growing55,56 to address these issues and may be better 

suited for the vCCI-chemokine complex. 

4.3 ASC Simulations 

Finally, the same analysis we have used for evaluating the vCCI-chemokine complexes is 

equally applicable to other protein complexes. In collaboration with Professor Eva De 

Alba’s group who study the inflammasome complex, we have simulated several of their 

proposed inhibitors to narrow down which designs for her group to test in the lab.  

Apoptosis-associated speck-like protein containing a CARD (ASC) is a major component 

of the inflammasome, which drives inflammation induced by the innate immune 

system57. Overactivity of the inflammasome has been linked to several auto-immune 

diseases and some cancers57. ASC is composed of two domains, a Pyrin domain (PYD) 

and a caspase activation and recruitment domain (CARD) connected by a linker, as 

shown in Figure 4.1b (in red). Recent work in inhibiting ASC speck formation has looked 

into small peptides that can bind and inhibit these domains58–60. 

We have simulated three peptides (referred to as 3b, 3e, and 3f) designed by our 

collaborators with the goal to bind the PYD domain tightly to prevent speck formation. A 

fourth design (referred to as ASCc) is based on the PYD domain of a splice variant which 

has been shown to disrupt inflammasome formation59. These peptides were docked onto  



60 

 

 

Figure 4.1: ASC – inhibitor simulations. a) Surface area of the interface between the 

ASC PYD domain and the indicated inhibitor over the course of the trajectory. b) Structures 

of ASC with inhibitor. The inhibitor is pulled away to show the interface between the two 

proteins (colored purple). Left: ASC (red) with peptide 3f (yellow). Right: ASC PYD domain 

(red) with ASCc (blue). c) Mapping of hydrogen bonds between ASC PYD domain and 

specified inhibitor. Lines are colored based on the fraction of the trajectory the interaction is 

present: black for 1/3 to 1/2 , red for 1/2 to 3/4, and green for > 3/4. Peptide 3f interacts 

mostly with helix 1 and 4, while ASCc interacts with helix 2 and 4. 

a 

b 

c 



61 

 

the structure of ASC using HADDOCK by our collaborators based on NMR results and 

we have used these structures as the starting points for all-atom MD simulations. Each of 

the three peptides has been simulated for at least 500ns. We also ran simulations with the 

ASCc peptide docked on the ASC PYD domain, with the linker and CARD domain 

removed from the structure to reduce the computational load. This simulation has run out 

to 380ns. 

Figure 4.1 shows some of the results of these simulations. Comparing the four different 

peptide inhibitors bound to the PYD domain of ASC, peptide 3f forms the largest 

interface and maintains these interactions the best. In contrast, peptide 3b starts with the 

largest interface space, but decreases to half the size at around 100 ns as the peptide shifts 

out of the pocket, suggesting a less favorable starting position. Interfaces for peptide 3f 

and ASCc are shown in Figure 4.1b. Peptide 3f interacts with alpha helix 1 and 4 of the 

PYD domain, while ASCc docks mostly on helix 3, with interactions also at helix 2 and 

4. This is further supported by the persistent hydrogen bonds (Figure 4.1c). These two 

peptides represent two different interaction types seen for binding the PYD domain61.  

Based on these results, the collaborators will move forward with these two peptides for 

further study. In this way, MD simulation shows one of its most useful functions, serving 

as a tool to optimize time and resources in the lab by narrowing down better targets for 

further study.  
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