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Introduction

This topic provides an introduction to the Sun Servers Integration 1.1 for IBM Director.

IBM® Director Version 5.20 (hereafter IBM Director) is an integrated suite of tools designed to provide comprehensive
system management capabilities in your data center. The Sun Integration Pack extends the capabilities of IBM Director
5.20 by providing Sun-specific configuration information and diagnostic information.

Once you have installed and configured the Sun Servers Integration 1.1 for IBM Director, you will be able to take
advantage of the following Sun-specific features in IBM Director.

« Supported Sun servers appear as SNMP devices in IBM Director once the Sun Integration Pack is installed and IBM
Director discovers the Sun servers to be monitored.

« IBM Director clearly identifies traps from Sun x64/ILOM, SPARC/ILOM (MASF), x64/EmbeddedLOM, and
SPARC/ALOM(MASF) servers and service processors by the following:

» Source: the monitored SNMP device

* Eventtype: SDI . Hw. Tr ap

« Severity: the standard IBM Director levels and settings.

« Event descriptions: human-readable text interpreting the trap

» The default IBM Director Hardware Status monitoring is enhanced by Sun Integration Pack server health monitoring.
The Sun Integration Pack builds and maintains a model of its overall server health and reports that to the IBM Director
Hardware Status component. The scope of this health monitoring depends on the Sun device being monitored:

e ILOM- and MASF-based devices: The Sun Integration Pack monitors a set of system LED indicators. You can
customize the way the Sun Integration Pack interprets these indicators in a configuration file named
SDI | ndi cat ors. properti es.

e EmbeddedLOM devices: The Sun Integration Pack monitors a set of system sensors in order to build a summary
picture of server health.

Once you have installed and configured the Sun Integration Pack, IBM Director displays traps received from multiple
types of Sun servers and Sun-specific information about those traps, for example event severity. The following screen
shot depicts SNMP traps from an x64/ILOM (Sun Fire X4200 M2) service processor as interpreted by the Sun Integration
Pack.
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£* Event Log: SUNSPOD03BACD 7508 - O] x|

File Edit “iew OQptions Help |

% U

Fvents (13) - Last 24 Hours

Date |Time| Event Type Event Text

2T 243 BDILHW Stat.. Component fSYS/FPSL_FALLT status changed

2¥r.. 243 SDLHW.Trap  “oltage sensor fSYSIMEN_BAT: Upper Critical gaing high
2T 243 BMMPlisooor..

r2¥r. 242 SDLHW.Stat.. ComponentISYSISERVICE status changed

AT A2 BDILHW Stat.. Component [SYSITEMP_FALILT status changed

282 |SDLHW Trap | Temperature sensar fSYSMBT_AMB: Upper Critical gaing high
2T 242 SMMPlso.or..

Event Details
Keywords Values
Date arzyrzoog
Tirme 2:52:40 AW
Event Type SDLHW. Trap
Event Text Temperature sensor ISYSIMET_AME: Upper Critical going high
Systerm Mame SUMNSFOODIBACDYS0E
Severity Fatal
Categary Alert

Categories of Sun Servers

Sun Servers Integration 1.1 for IBM Director is one of several Sun ISV System Management solutions that provides
Sun-specific resources for monitoring Sun servers in enterprise or workgroup data centers.

All the Sun servers supported by these integration packs fall into four categories differentiated by architecture (x64 or
SPARC) and by service processor type (ALOM, ILOM, or Embedded LOM). The integration pack that you are installing
or the configuration that you are implementing may not support all categories of servers, so consult the following website
to verify that a particular server in one of these categories is supported by Sun Servers Integration 1.1 for IBM Director:

http://www.sun.com/systemmanagement/tools.jsp

Category

Supported |Description

x64 Servers with ILOM | Yes x64 servers and blade server modules with the Integrated Lights Out Manager

(ILOM) service processor.
Hereafter referenced as x64/ILOM servers.

These servers are monitored at either the service processor level or at the
operating system level via the Sun Server Hardware Management Pack.
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Category Supported |Description
SPARC Servers with Yes SPARC Solaris servers and blade server modules with the Integrated Lights
ILOM Out Manager (ILOM) service processor.

Hereafter referenced as SPARC/ILOM servers.

These servers can be monitored at either the service processor level or at the
operating system level via the Sun SNMP Management Agent for Sun Fire
and Netra Systems.

x64 Servers with Yes x64 servers and blade server modules with the Embedded Lights Out Manager
Embedded LOM (Embedded LOM) service processor.

Hereafter referenced as x64/EmbeddedLOM servers.

These servers are monitored at the service processor level.

SPARC Servers with Yes SPARC Solaris servers with the Advanced Lights Out Manager (ALOM) service
ALOM processor

Hereafter referenced as SPARC/ALOM servers.

These servers are monitored at the operating system level via the Sun SNMP
Management Agent for Sun Fire and Netra Systems.

The matrix of servers and service processors supported by Sun integration packs is expanding dynamically. A complete,
current list of supported Sun servers, service processors, and service processor firmware is available at the following
web site:

http://www.sun.com/systemmanagement/tools.jsp

Please consult this web site before performing installation and/or configuration of the Sun Servers Integration 1.1 for
IBM Director.

Levels of Integration with IBM Director

This topic provides an overview of your options for integrating various types of Sun servers with IBM Director.

The Sun Integration Pack uses SNMP as its integration protocol at both the operating system and service processor level.
No IBM Director agents need to be installed on any Sun server for this integration to work. Your options for integration
derive from the types of Sun servers that you plan to integrate with IBM Director. Sun x64/ILOM, x64/EmbeddedLOM,
and SPARC/ALOM servers support only one level of integration; Sun SPARC/ILOM and x64/ILOM servers support
two.

To implement SNMP integration at either the operating system or service processor level, you must verify that monitored
devices are configured with the appropriate port and server information so they can communicate with the server running
IBM Director.


http://www.sun.com/systemmanagement/tools.jsp
http://www.renderx.com/
http://www.renderx.com/reference.html
http://www.renderx.com/tools/
http://www.renderx.com/

6 | ISV System Management | Introduction

SPARC/ALOM
SPARC/ILOM ) SNMP OS
Xx64/ILOM _ : Integration |
ﬁ g ~_IBM

L2k Direetor

s
e a

IBEM Director

SPARC/ILOM HE

XK64/ILOM SNMP SP |
x64/ELOM Integration

Operating System Integration

You can integrate SPARC/ALOM and SPARC/ILOM servers with IBM Director at the operating system level via the
Sun SNMP Management Agent for Sun Fire and Netra Systems. You can integrate x64/ILOM servers with IBM Director
at the operating system level via the Sun Server Hardware Management Pack.

Servers Description

SPARC/ILOM Servers The Sun SNMP Management Agent for Sun Fire and Netra Systems must be installed
on SPARC/Solaris systems to enable operating system integration and must be
configured to send traps/alerts to the server on which IBM Director is installed and
running (with proper SNMP port information).

SPARC/ALOM Servers

x64/ILOM The Sun Server Hardware Management Pack must be installed on a Sun x64 Server
with compatible operating system.

Service Processor Integration
You can integrate x64/ILOM, x64/EmbeddedLOM, and SPARC/ILOM servers at the service processor level.

Note: Sun recommends that you upgrade the firmware on your service processors to the latest version supported
by this integration.

Servers Description
x64/ILOM and The ILOM service processor sends IBM Director SNMP traps defined by the following
SPARC/ILOM Servers SNMP MIB:

+  SUN-HW TRAP-M B

To enable this integration, you do not need to install any IBM Director-specific agents on
the monitored devices. You do need to configure SNMP on the managed device so that
the host running IBM Director is one of its SNMP trap destinations.

x64/EmbeddedLOM Servers | The EmbeddedLOM service processor sends IBM Director SNMP traps defined by the
following SNMP MIB:
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Servers Description

« SUN-|LOM PET-M B

To enable this integration, you do not need to install any IBM Director-specific agents on
the monitored devices. You do need to configure SNMP on the managed device so that
the host running IBM Director is one of its SNMP trap destinations.

Requirements

Managed devices and the IBM Director server software have different software requirements.

Managed Devices
This topic explains software requirements for managed devices.

Managed devices (servers and service processors) must have the following software installed and configured properly.

A complete and current listing of supported Sun servers, service processors, and service processor firmware is available
at the following web site:

http://www.sun.com/systemmanagement/tools.jsp

Please consult this website before installing this integration package.

Device Software Requirements

SPARC/ILOM and x64/ILOM Service | Sun Integrated Lights Out Manager (ILOM) firmware at 2.0 or higher

Processors No IBM Director agents are required on the managed device.
Note: If the firmware version installed on an x64/ILOM service processor is
earlier than 2.0, you must update your firmware to 2.0 or higher for the
integration with IBM Director to work.

x64/EmbeddedLOM Service Sun Embedded LOM firmware

Processors

No IBM Director agents are required on the managed device.

SPARC/ALOM and SPARC/ILOM Solaris 10 operating system (see product documentation for versions)

Servers Sun SNMP Management Agent for Sun Fire™ and Netra™ Systems installed

No IBM Director agents are required on the managed device.

X64/ILOM Sun Server Hardware Management Pack compatible operating system.

IBM Director Server Software
This topic describes the software requirements for IBM Director.

Integration between IBM Director and Sun devices has been tested with the following versions of IBM Director software.

Component Version Operating System and Software

IBM Director Version 5.20 Microsoft Windows Server 2003
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Consult the IBM Director documentation for a complete list of supported operating systems.

Related Documentation

This topic provides references to related technical documentation.

For information about Sun integrations, Sun servers, and IBM Director, consult the following related documentation:

< IBM Director Systems Management Guide: Version 5.20 (GC30-4165-00)

« Sun™ SNMP Management Agent Administration Guide for Sun Fire™ and Netra™ Servers (819-7978)

« Sun Integrated Lights Out Manager 2.0 User's Guide (820-1188)

* Sun Server Hardware Management Using SNMP (820-7621)

« For documentation on the Sun Embedded Lights Out Manager, consult the product documentation that ships with
your particular x64/EmbeddedLOM server.
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Installing the Sun Integration Pack

This section describes how to perform the following tasks:

« Downloading the Sun Integration Pack on page 9
 Installing the Sun Integration Pack on page 9

» Verifying Successful Installation on page 14

< Uninstalling the Sun Integration Pack on page 15

Downloading the Sun Integration Pack

To install the most current version of the Sun Integration Pack, download it from the following web site:

http://www.sun.com/systemmanagement/tools.jsp

Save the Sun Integration Pack to a working directory on the local system from which you plan to perform the installation
and uncompress it.

Once you have downloaded the current version, uncompress the file. The installer is called SDI . exe.

Installing the Sun Integration Pack

This topic explains how to install the Sun Integration Pack on your IBM Director server.

Before you attempt to install the Sun Integration Pack, you must first download the distribution archive and unpack it
on a local system (server or workstation).

To install the Sun Integration Pack, do the following:

1. From your Windows system, double-click the executable file SDI . exe that you unpacked in the previous
procedure.

The Install Wizard displays its opening screen.
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¥ sun Servers Integration 1.1 for IBM Director

iy
LA,

InstallAmawhere will guide you through the installation of Sun
Semvers Integration 1.1 for IEM Directar,

Choogse Install Falddezr
Pre-| ation surmmary ltis strongly recommended that you quit all programs hefare
Insialling... continuing with this installation.

rastar [Brl Diracior :

. Click the 'Next' button to proceed to the next screen. Ifyou want to
Irnpartant Infarrnaiorn change something on a previous screen, click the 'Previous' button.
Inztall Carmplaia

You may cancel this installation at any time by clicking the 'Cancel
huttan.

Erevious

The Install Wizard at this point checks that the IBM Director management software has been installed and that the
Sun Integration Pack has not been installed. If the Install Wizard encounters one of these conditions, it displays an
error message and exits the installation process.

Installation Exit E3 |

' Installation Exit

The installer has detected that Sun Senrars Integration 1.1 for 1B
Crirector is already installed.

You must uninstall the Sun Servers Integration 1.1 for IBM Director before attempting to reinstall it.

2. Click the Next button to display the following screen.
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¥ Sun Servers Integration 1.1 for IBM Director

Flease choose where IBM Director root directory is located.

Fra-lnstallation Surnrmsry
Irstalling...

rrasizr [Enl Diracior

IrriarEnt Inforrmzan

YWhere is IBM Director root directory located?
I C:\Program Files\IEM\Director

Izl Cormplaiz

Eestore Default Folder Choose...

3. Specify theroot directory containing the IBM Director softwareor click the Choose ... button to browse for
that root directory.

VWhere is IBM Director root directory located?
IC:'I,F‘rn:lgram Files\IEM\Director

4. Click the Next button to display the following screen.
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¥ Sun Servers Integration 1.1 for IBM Director

Please Review the Following Before Continuing:

Product Name:
Sun Servers Integration 1.1 for IBM Director

In=talling...
Install Folder:

CAProgram FilesiEMDIrector

aniari I8m Diracior
Irnpartant [nfrrmsiion
Install Cornplatz Disk Space Information (for Installation Target):
Required: 1,620,322 bytes
Available: 78 286 275 456 hytes

cancel Previous

5. Review theinformation displayed by thelnstall Wizard and click the I nstall button to proceed with installation.
The Install Wizard displays a progress indicator as it installs the Sun Integration Pack. When it completes installation,
it displays the following screen.
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¥ sun Servers Integration 1.1 for IBM Director

The extension Sun Servers Integration 1.1 for IBM Director has
heen succesfully installed. To start the extension [EM Director
setver must be restarted. Do you want to restart the server?

AN R RN

[rriparEznt Inforrnsigion

Inztall Carmplaia

Erevious

6. Click theYesradio button torestart the IBM Director server immediately or No to restart it at some later
time.

If you click Yes, the Install Wizard restarts the IBM Director server in order to complete the integration of the Sun
Integration Pack.

Sun Seryvers Integration 1.1 for IBM Director E

3 Stopping IBM Director Server - Executing...
AMSLSLSASLSSRS SRR NNS

Eventually the Install Wizard displays the following screen.
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¥ Sun Servers Integration 1.1 for IBM Director

Congratulations! Sun Servers Integration 1.1 for IBM Director has
been successfully installed to:

CAProgram FilesBM\Director

Press "Done" to quit the installer.

"
o
" f
J
"
J
-

Cancel Previous

7. Click the Done button to complete installation and to close the Install Wizard.

No additional configuration is required on your IBM Director host server or management software. Properly configured
Sun servers that have been discovered by IBM Director as SNMP Devices will send traps to the IBM Director Event
Log immediately.

Verifying Successful Installation

This topic describes how to verify that the Sun Integration Pack has been installed successfully on your IBM Director
server.

The best way to verify that the Sun Integration Pack has been successfully installed on your IBM Director host server
is to display the list of available IBM Director extensions.

To verify correct installation, do the following:

1. FromthelBM Director Console, choose Help - Product I nformation.
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What's Mew in IEM Director
IEM Director Help

Search..

Index

[BM Publications

[EBM Online Suppart

Praduct Infarmation

About IBM Directar

IBM Director displays a dialog box that lists the extensions that have been installed.
2. Scroll down thelist of displayed extensionsto verify that the following entry isin the list:

Sun Servers Integration <version> for |BM Director

If the entry for the Sun Integration Pack is not displayed in the list, reinstall the Sun Integration Pack.

No additional configuration is required on your IBM Director host server or management software. Properly configured
Sun servers that have been discovered by IBM Director as SNMP Devices will send traps to the IBM Director Event
Console when as a hardware event occurs and as that hardware event gets processed by the Sun Integration Pack.

Uninstalling the Sun Integration Pack

This topic describes how to uninstall the Sun Integration Pack.

By default, the Install Wizard creates entries in the Windows Registry that identify the Sun Integration Pack as Sun
Servers Integration 1.1 for | BM Director.Touninstall the Sun Integration Pack, you use the Windows
Server Add or Remove Programs utility.

g~ Note: The IBM Director server will be restarted as part of the uninstallation process.

To uninstall the Sun Integration Pack, do the following:

1. AttheWindows Desktop, choose Start - Control Panel - Add or Remove Programs.

2. Scroll down thelist of installed programsuntil you seean entry named Sun Servers Integration 1.1
for IBMDirector.

3. Click the Change/Remove button.
Windows launches the Sun Uninstall Wizard.

g~ Note: The IBM Director server will be restarted as part of the uninstallation process.
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¥ Uninstall Sun Servers Integration 1.1 for IBM Director

Aboutto uninstall...

hieain Sun Servers Integration 1.1 far IBM Directar

Unin=ziall Cornpleiz
This will remove features installed by InstallAmewhere. [t will not
remaove files and folders created after the installation.
IMFORTANT: To uninstall the extension, the IBM Director server will
he restarted.

cancel Erevious

4. Click the Next button to proceed with uninstallation.
Eventually the Uninstall Wizard displays the confirmation screen.

5. Click the Done button to complete uninstallation.
The entry for the Sun Integration Pack should not be displayed in the list of installed programs.

If the Sun Integration Pack has been successfully uninstalled from your IBM Director host server, the Help - Product
Information dialog box will not display an entry for the Sun Integration Pack.
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Configuring Sun Devices For Integration

This section describes how to configure your Sun devices to be monitored by IBM Director.

A complete and current listing of supported Sun servers, service processors, and service processor firmware is available
at the following web site:

http://www.sun.com/systemmanagement/tools.jsp

Please consult this website before installing this integration package.

You can integrate Sun servers with IBM Director at two levels:

« SNMP OS: Operating system level integration using the SNMP protocol
* SNMP SP: Service processor level integration using the SNMP protocol

Sun provides SNMP OS level management agents for SPARC and x64 architectures with different types of service
processor. For information on the various operating systems supported please see the following web pages:

« http://www.sun.com/systemmanagement/managementtools.jsp

Sun Device Integration Configuration Task

SPARC/ALOM server SNMP OS Configure the Sun™ SNMP Management Agent for Sun Fire™
SPARC/ILOM server and Netra ™= Systems.

SPARC/ILOM SNMP SP Enable and configure SNMP on the ILOM service processor.

x64/ILOM For older ILOM 2.x service processors, optionally specify a
value for the snmpEnginelD on the ILOM service processor.

x64/ILOM SNMP OS Configure the Sun™ Server Hardware Management Pack
x64/EmbeddedLOM SNMP SP Enable and configure SNMP on the Embedded LOM service
processor.

Configuring SNMP on SPARC Solaris Servers

If you want IBM Director to use OS-based SNMP to monitor your SPARC Solaris servers, the Sun™ SNMP Management
Agent for Sun Fire™ and Netra™ Systems (hereafter SPARC SNMP Management Agent) must be installed and configured
on each of these SPARC Solaris nodes.

Installation

To evaluate SNMP system requirements for your SPARC Solaris server and to learn how to install the SPARC SNMP
Management Agent on it, consult the following Sun manual:

« Sun™ SNMP Management Agent Administration Guide for Sun Fire™ and Netra™ Servers (Part Number 819-7978).
You can download this manual from http://docs.sun.com.
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Configuration

For integration between the SPARC SNMP Management Agent and IBM Director to work correctly, you must verify
that the SPARC SNMP Management Agent configuration file on your managed SPARC Solaris nodes contains the
following entries.

To update that configuration file, do the following:

1

On the managed server, open the following configuration filein a text editor:

/ et ¢/ opt / SUNWrasf / conf / snnpd. conf

Configure (or verify) that the SPARC SNM P Management Agent islistening on port 161 on the following
line.

agent address 161

Verify that thereisno other service running on port 161.

If there is, configure that service to run on a different port. Solaris 10 servers, for example, run an agent called SMA
(Sun Management Agent) by default on port 161.

Add an entry to specify whether you want to send SNMP v1 or SNMP v2 trapsto IBM Director.

SNMP format Status Entry
vl Not recommended trapsink <destination_hostname>
v2c Required trap2sink <destination_hostname>

where <destination_hostname> specifies the name or IP address of the destination server receiving the SNMP V1
(trapsink) or v2c (trap2sink) traps from the SPARC SNMP Management Agent.

Note: Adding both lines will result in the SPARC SNMP Management Agent sending IBM Director two traps

[ 1§ ST
for each alert and those redundant alerts appearing in the target event console.

For versions of the Sun SNMP M anagement Agent earlier than version 1.6, uncomment the following linein
thefinal section of thefile.

HER B R R R R
# SECTION:. Trap conpatibility node

SUMaI waysl ncl udeEnt PhysNane yes

Enabling this mode for the SPARC SNMP Management Agent adds more detailed sensor and device names to traps
and eliminates the need for generic messages such as 'A device has been disabled.’

Save the modified file.

For these changes to take effect, you must force the SPARC SNMP Management Agent to re-read the configuration
file.
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7. Enter thefollowingcommandsin ater minal window to forcethe SPARC SNM P Management Agent tore-read
its configuration file:

# ps -ef | grep SUNWrasf | grep -v grep

This command returns the process ID of the SPARC SNMP Management Agent daemon running on your SPARC
Solaris system.

# kill -HUP <snnpd_pi d>

where <snmpd_pid=> is the process ID of the SPARC SNMP Management Agent obtained in the previous sub-step.

The SPARC SNMP Management Agent also re-reads its configuration file automatically when it restarts.

Your Sun SPARC Solaris servers are now ready to be managed using IBM Director.

Configuring SNMP on x64/ILOM Servers

If you want IBM Director to use OS-based SNMP to monitor your Sun x64/ILOM servers, the Sun™ Server Hardware
Management Pack (hereafter Hardware Management Pack) can be used.

Installation

Before installing the Hardware Management Pack, you must check that the operating system installed on the Sun
x64/ILOM server is compatible. For more information on the Hardware Management Pack, consult the Sun Server
Hardware Management Using SNMP manual at the following web page:

e http://www.sun.com/systemmanagement/managementtools.jsp

Configuration

For integration between the Hardware Management Pack and IBM Director to work correctly, you must verify that the
Hardware Management Pack on your managed Sun x64/ILOM nodes is configured correctly.

To configure the Hardware Management Pack for integration with IBM Director, do the following:

1. Configure (or verify) the SNMP interfaceto listen on port 161.
2. Configurethe SNMP interfaceto send SNMP v2 trapsto IBM Director.

For more information on configuring the Hardware Management Pack, please see the following document:
» Sun Server Hardware Management Using SNMP (820-7621)

Your Sun x64/ILOM servers are now ready to be managed using SNMP within IBM Director.

Configuring SNMP On Sun Service Processors

To enable service processor level SNMP monitoring, you must configure SNIMP on your Sun service processor.

A complete and current listing of supported Sun servers, service processors, and service processor firmware is available
at the following web site:

http://www.sun.com/systemmanagement/tools.jsp

Please consult this website before installing this integration package.
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Sun Server Configuration Tasks
SPARC/ILOM Configure SNMP on your ILOM service processor.
x64/ILOM u Note: If you have x64/ILOM service processors with a firmware version before

2.0, you must upgrade the firmware on that SP to 2.0 for the integration with
IBM Director to work.

x64/EmbeddedLOM Configure SNMP on your Embedded LOM service processor.

Configuring SNMP Monitoring On Service Processors

To enable service processor level SNMP monitoring, you must perform the following configuration tasks on each service
processor:

e Configuring SNMP Protocol Settings On Sun Service Processors on page 20

If you encounter problems with identifying ILOM 2.0 service processors in IBM Director, you should perform the
following:

» Setting the SNMP engineid Field On ILOM 2.0 Service Processors on page 20

Configuring SNMP Protocol Settings On Sun Service Processors

The exact procedure for configuring your Sun service processor to enable SNMP moniotoring depends on the exact type
of service processor being used. The following section explains the general actions you should perform on a service
processor to enable it to be monitored using IBM Director.

1. Permit accessfor SNMP v2c queriesat port 161.
2. Configure SNMP v2c trapsto be sent to the IBM Director destination.

Your Sun service processor is now configured for SNMP monitoring.

Setting the SNMP engineid Field On ILOM 2.0 Service Processors
This topic describes how to set the ILOM 2.0 SNMP enginelD field.

IBM Director requires that the SNMP value engineid be set to a unique identifier across all SNMP Devices monitored
by IBM Director (an administrtatively unique identifier). Some ILOM 2.0 service processors set this field to a text string
none, so you must set it manually on each x64/ILOM and SPARC/ILOM server that you plan to monitor in IBM
Director.

To set the engineid field on ILOM 2.0 service processors, do the following:
1. Logintoyour ILOM 2.0 service processor command shell via SSH.

2. AtthelLOM CLI command prompt, enter the following command:
-> set /SP/services/snnp engi nei d=Uni queStri ng

where UniqueString is some uniuque string that will differentiate this ILOM 2.0 service processor from all other
ILOM 2.0 service processors.

3. Logout of theLOM service processor command shell.
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Verifying Successful Configuration

To the extent that the Sun Servers Integration 1.1 for IBM Director employs a variety of system management technologies
to monitor different types of Sun servers, there is no one procedure that exercises every interface on each managed
system in order to verify that the entire integration has been installed and configured properly. If you are physically
located with your managed systems, you could always manually remove and re-insert a non-critical component on one
Sun server after another. See the topic ' Verifying Configuration Manually on page 21' below for more information on
manual verification. This manual procedure becomes impractical at large installations and impossible at remote locations.
Performing remote verification is more convenient, but requires different procedures for OS-level or SP-level integrations
and for different types of Sun servers (x64 or SPARC).

To determine which remote procedures are appropriate for your test plan and for the types of Sun servers supported by
your management application, consult the following table.

CPU Type SP Type OS-level Procedure(s) SP-level Procedure(s)
x64 ILOM See ' Verifying Configuration See ' Verifying Configuration
Remotely Using IPMItool on page Remotely Using IPMItool on page
22' 22'
Embedded LOM Not supported See ' Verifying Configuration
Remotely Using IPMItool on page
22'
SPARC ILOM See 'Verifying Configuration See ' Verifying Configuration
Remotely Using psradm on page Remotely Using IPMItool on page
24 22'
ALOM See ' Verifying Configuration Not supported
Remotely Using ALOM on page 22'

The following sections describe how to perform each of these procedures.

Verifying Configuration Manually
If you are located physically near one or more of your Sun servers, you can always verify configuration by generating
a physical event. The most reliable way to accomplish this is to remove and re-insert a non-critical component.

To test your configuration manually, do the following:

1. Locatethe Sun server or blade server modulein your data center.
2. ldentify a component on that system that is non-critical and hot-pluggable (for example, a redundant power
supply or fan tray).

Note: Be certain that removal and re-insertion of this component will not affect the normal and routine operation
of the server. Verify that the redundant component is not critical to the current state of the system.

3. Removethat non-critical component.

Note: Be certain to follow all required software and firmware procedures required for the safe removal of any
hot-pluggable component. Consult the Sun manual or online information system that ships with your Sun server
for specific procedures related to removing the hot-pluggable component.

4. After an appropriate amount of time (10 seconds minimum), re-insert the non-critical component.

5. Inthemessageor event console of your management program, verify that removing/re-inserting the non-critical
component has generated one or more hardwar e events.
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If you do not see the events in the Operations Manager Console, review this manual for required configuration steps or
consult Troubleshooting topics.

Verifying Configuration Remotely Using ALOM
To verify that a remote ALOM-based SPARC Solaris system is configured correctly, do the following:

1. ldentify thename and/or IP address of the ALOM-based SPARC Solaris server that you want to test.
2. Logintothe ALOM CMT command shell on that remote system via an Ethernet or serial connection.
3. Enter thefollowing command to determine the current state of the system locator LED.

sc> show ocat or

ALOM returns one of the following messages:

e Locator led is ON
e Locator led is OFF

The following example assumes that the locator LED is currently OFF.

4. Enter thefollowing command to turn thelocator LED on.
sc> setl ocator on

5. Inthemessageor event console of your management package, verify that it hasreceived an event from ALOM
indicating that the locator LED ison.

6. Enter thefollowing command to restorethelocator LED to off.
sc> setlocator off

7. (Optional) In the message or event console of your management package, verify that it hasreceived an event
from ALOM indicating that thelocator LED is off.

If you do not see these messages in the console, review this manual for required configuration steps or consult
Troubleshooting sections.

Verifying Configuration Remotely Using IPMItool

Recent Sun servers support either an Integrated Lights Out Manager (ILOM) service processor or an Embedded LOM
service processor. You can communicate with these ILOM and Embedded LOM service processors via their IPMI
interfaces to have them generate non-critical, simulated events. If IBM Director receives these non-critical, simulated
events from ILOM or from Embedded LOM, it is configured properly for actual events.

IPMItool is an open-source utility for managing and configuring devices that support the Intelligent Platform Management
Interface (IPMI) version 1.5 and version 2.0 specifications. Versions of IPMItool are available for the Solaris, Linux,
and Windows operating systems.

Operating System IPMItool Distribution(s)

Solaris - Web: http://ipmitool.sourceforge.net/
- Solaris 10 image: IPMItool is available at / usr/ sf w/ bi n.

- Software resource CDs: Often distributed with Sun servers.

Linux - Web: http://ipmitool.sourceforge.net/

- Software resource CDs: Often distributed with Sun servers.

Windows - Web: http://www.sun.com/systemmanagement/tools.jsp
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Operating System IPMItool Distribution(s)

- Software resource CDs: Often distributed with Sun servers.

To verify that IBM Director is configured to receive hardware events from a server supporting an ILOM or Embedded
LOM service processor, do the following:

1. Collect the following information about the remote service processor that you want to test.

Field Description

<SPname> The name or IP address of the service processor

Example: 192.168.1.1

<SPadminname> The administrator login name for the service processor

Example: root

<SPadminpassword> The administrator password for the service processor

Example: changeme

2. Enter thefollowing IPMItool command to generate alist of all available sensorson that remote Sun server.

# i pmitool -U <SPadm nnanme> -P <SPadm npasswor d> \
-H <SPnane> -v sdr |ist

For example, to get the list of available sensors on a Sun Fire X4200 M2 server with service processor with IP address
192.168.1.1, login/password root/changeme, you would enter the following command:

# ipmtool -Uroot -P changenme -H 192.168.1.1 -v sdr |ist

. Intheoutput from IPMItooal, identify the Sensor I D nameof a sensor that hasat least oneentry in theAssertions
Enabled or Deassertions Enabled fields.

In the following example, IPMItool returns the following information about the sensor named mb.t_amb

Sensor I D nb.t _anb (0x9)

Entity ID 7.0 (System Board)

Sensor Type (Anal og) Tenper at ur e

'Up'pe.r critical 55. 000

As.se.rti ons Enabl ed Inc- lcr- Inr- unc+ ucr+ unr+
Deassertions Enabl ed Inc- lcr- Inr- unc+ ucr+ unr+

This sensor monitors ambient temperature on the motherboard of servers.

Note: Exercise caution in choosing a sensor to use for a simulated event. Simulating unrecoverably high or

&
low temperature for some sensors may cause the server to shut down.

4. Enter thefollowing IPMI command to generate a simulated event.
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# i pmitool -U <SPadmi nname> - P <SPadmi npassword> \
-H <SPnane> event <sensornane> <option>

For example, to generate a simulated event for exceeding the upper critical (ucr) ambient temperature on a Sun Fire
X4200 M2 server with service processor at IP address 192.168.1.1 with ILOM SP login/password root/changeme,
you would enter the following command:

# ipmtool -Uroot -P changene -H 192.168.1.1 \
event nb.t_anb ucr assert

In the command shell, IPMItool returns information similar to the following:

Fi ndi ng sensor nb.t_anb .. ok

O | Pre-Init Time-stanp | Tenperature nb.t_amb | \
Upper Critical going high | Reading 56 > Threshold \
55 degrees C

5. IntheOperationsManager event console, verify that an event from ILOM or from Embedded L OM relevant
to the sensor that you specified in your IPMItool command has been received.

6. (Recommended) Clear the simulated event with the following syntax:

# ipmtool -U <SPadni nnane> -P <SPadm npassword> \
-H <SPnanme> event <sensornane> <option>

To clear (deassert) the simulated event in the previous example, enter the following command:

# ipmtool -Uroot -P changenme -H 192.168.1.1 \
event nb.t_anb ucr deassert

If you do not see these messages in the console, review this manual for required configuration steps or consult the
Troubleshooting topics.

Verifying Configuration Remotely Using psradm

The Solaris utility psr adm( 1M performs configuration on multiprocessor CPUs. When you use psradm to disable or
to re-enable a CPU core, it generates a trap that should appear in the IBM Director event console. This procedure is
appropriate if you are verifying configuration for a Sun SPARC Enterprise server supporting the ILOM service processor
such as the SPARC Enterprise T5120 or T5220 server.

To use psr admto generate a trap for one of these supported systems, do the following:

1. Identify the nameand/or | P address of the server that you want to test.
2. Logintothat server asroot or with administrator privileges.
3. Enter thefollowing command to disable a specific CPU core on that remote server.

# psradm -f <CPU Core_| D>

where <CPU_Core_ID> is the ID for one CPUcore. For example, to disable core 0 on a Sun SPARC Enterprise
T5120, you would enter the following command:

# psradm-f O

The trap generated by the T5120 should appear in the IBM Director console in a format like the following:
CH MB/ C\WMPO/ PO/ CPU Devi ce has been renoved
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4. (Recommended) Enter the following command to re-enable that same CPU core on that remote server.

# psradm -n <CPU Core_| D>

If you do not see these messages in the console, review this publication for required configuration steps and troubleshooting
information.
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Monitoring Sun Devices in IBM Director

Once you have installed the Sun Integration Pack and configured your Sun servers and service processors to send SNMP
traps to IBM Director, you do not need to perform any additional configuration on your IBM Director software. Whether
you let IBM Director discover your Sun devices automatically or you discover them manually, they begin sending SNMP
traps to IBM Director as soon as they are discovered and as soon as a hardware event occurs. The Sun Integration Pack
also begins polling each monitored Sun devices to build and to maintain a health profile for it.

All Sun devices are monitored in IBM Director as SNMP Devices. From the SNMP Devices view in the Details pane,
you can monitor your Sun devices in three ways: properties, events, and hardware status.

g &3 SNMP Devices ¥
Marme & TCRIP A
(=3 Sun Blade X6250 1081427
BSun Fire 2100 10.18.141.
ﬁEun Fire x4100 10.18.141.
Sun Fire 4200 M2 10.18.141.
0 Bun SPARC Enterprise Ta220 10.18.141,

v v v

Open... Open... Sun Fire ¥4200 M2
Delete Delete [,\\SDnuhle-click
Rename... Rename...

Fresence Check Presence Check

Collect Inverntary Collect Inventory

Yiew Inventory Wiew Inwentary

+ v v

System Attributes Event Log HardwareStatus
alDn ETTT T EE—— -
P G Dyt b ta 4w 7o tem e
4 g Ll'!____-" 1 :
I I L\ —— w3 e =
-T.n;-:..-"m-:?-s—_'n—:l'.:.rﬂrﬂ—_t-: 2 : : _'.'..- -
- i IR -

This section explains how to use these tools to monitor your Sun devices. This section addresses the following topics:

« Displaying Device Properties on page 27
e Monitoring Hardware Events on page 28
* Monitoring Hardware Health Status on page 29
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Displaying Device Properties

This topic explains how to monitor the device properties of Sun devices in IBM Director.

When monitoring large numbers of devices, it is useful to change the default names of Sun devices discovered by IBM
Director into something more useful such as model numbers or inventory IDs and so forth. It is useful therefore to display
the properties of a device before assigning a new name to it.

To display the device properties for any SNMP device in IBM Director, do the following:

1. From the SNMP Devicesview in the Details pane, right-click the entry for a Sun device.

IBM Director displays a pop-up menu.

Cpen...

Delete
Rename...
Frezence Check

Collect Inventory
View [nventory
Event Log

2. Click Open to display the Device Properties dialog box for the selected Sun device.

_i0i
| Display System Attributes G EIE
-General Attributes
Syste
System Mame Sun Fire 4200 W2
Systern Factary D SHMP Devices
System State onling
Systern Presence Check Selting (minutes) 14
SecureflUnsecure supported false
Access Denied falze
Encryption Enabled false
TCRIIP Addresses f1018.141.147") Il
TCPR/IP Haosts {'sg-pro-x4 200m2-01-sp.czech,
Engine ID SB0001F380473343230306032
Systern Mame (MIB2) SUNSFOOD3BACDYS0E _
Ok Cancel

In the System Attributes panel, for example, IBM Director displays both the default System Name derived from the
SNMP MIB and the current System Name assigned to the device by you.
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Monitoring Hardware Events

This topic describes how to interpret Sun-specific information in the IBM Director Event Log.

Once you have configured your Sun devices to communicate with IBM Director, the following types of messages appear
in the IBM Director Event Log after a hardware event occurs:

e Translated SNMP traps (SDI.HW.Trap)
« Hardware status change events (SDI.HW.StatChange)

« Hardware update information, if you enable it (SNMP.HW.Update)
e Untranslated SNMP traps

g~ Note: For more information about filtering out untranslated SNMP traps, see the IBM Director Help System.

The following screen shot illustrates what is in the Event Log for a Sun Fire X4200 M2 server (x64/ILOM).

o]
File Edit “iew Options Help |

% U

BEvents (4) - Last 24 Hours
...... Event Type Event Text
emperature sensor FISYSIMET_AME: Upper Critical going high
...... SrIMP iso.org....
...... SDLHW. Trap Yoltage sensar ISYSIMBER_BAT: Upper Critical gaing high
...... ShMP is0.org....
Event Details
Kevwords Values
Date 292008
Time B.49:13 P
Event Type SOILHW Trap
Event Text Temperature sensor ISYSMEBT _AMB: Upper Critical going high
System Mame Sun Fire X4200 w2
Severity Fatal
Ready

All trap notifications from Sun devices contain the following information:

« Event type: All traps from Sun devices have the SDI.HW.Trap identifier.
« Event severity: The Sun Integration Pack assigns a severity level to each trap based on its rules for interpreting traps.
» Event text: The Sun Integration Pack processes the textual description of the trap received from the Sun device.

The following diagram illustrates SNMP trap processing.
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In addition to these SNMP traps, the Sun Integration Pack performs polling of monitored devices and generates server
status change events. Based on these traps and status change events, you can develop IBM Director Event Action Plans

that take further actions.

Monitoring Hardware Health Status

This topic describes how to interpret Sun-specific information in the Hardware Status component.

IBM Director provides a lot of information about the hour-to-hour or day-to-day traffic of messages received from one
of your Sun devices, but it does not provide a summary status on the overall status and health of your Sun device. One
of the most useful features of the Sun Integration Pack is its ability to build such a summary status of the health of your
Sun device by performing SNMP polling of server sensors, LEDs, and agents. This polling happens independently of

SNMP trap processing.

Ultimately you get a summary status of the health of your Sun device as being Status Critical, Status Information, or

Status Warning.

a Hardware Status Critical
ﬂ Hardware Status Information
(i"'a, Hardware Status Warning

The following screen shot illustrates what the Sun Integration Pack has built as a "health model" for a Sun Fire x4200

M2 server (x64/ILOM).
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&* Hardware Status
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The Sun Integration Pack provides information about each monitored sensor, system LED, or agent to the Hardware
Status component. If any sensor, system LED, or agent is in a critical state, for example, the Hardware Status component
flags that item as critical (red X icon) and flags the overall status of the Sun device as critical. The "health model" is
propagated up the sensor-LED-agent tree.

Interpreting SNMP/Adaptor Indicator Status

At the top of the tree of indicators in the IBM Director Hardware Status component is the entry named SNMP/Adaptor.
Unlike the entries that follow it in the tree, the SNMP/Adaptor entry monitors the status of the SNMP agent on the
monitored Sun device, not one of its sensors or LEDs. If the SNMP agent on the Sun device is responsive and functioning
properly, the status of the SNMP/Adaptor is Informational (healthy). If the agent is not available or cannot provide
required information, the Sun Integration Pack flags it as Warning and updates the Hardware Status component.

Interpreting Sensor or LED Status

The Sun Integration Pack SNMP polling of Sun devices to build a "health model" for its sensors or LEDs. When it builds
and maintains this "health model," the Sun Integration Pack focuses in on different monitored objects.

Sun Device Monitored Objects

x64/ILOM The Sun Integration Pack is able to monitor a configurable set of LED indicators on ILOM- and

SPARC/ILOM (SP MASF-based servers. As the server forwards traps to IBM Director, the Sun Integration Pack

or MASF) monitors that status of these LED indicators and builds both an individual status for each LED and
an aggregate status for the entire system, its "health model."
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Sun Device Monitored Objects

SPARC/ALOM
(MASF)

Status Groups
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— IBYSIFTIFMOSSERYICE
— ISYSIFTOFM1ISERYICE
— ISYSIFTOFM2ISERYICE
— ISYSIFT1IFMOISERYICE
— ISYSIFT1IFM1ISERYICE
— ISYSIFT1IFM2ISERYICE
— ISYSMB/PODISERVICE
— ISYSMBFPOD1SERVICE
— ISYSMB/FPOD2ZSERVICE
— ISYSMB/FPODIBERVICE
— ISYSMBIFOISERYICE
— ISYSMBFP1DWSERVICE
— ISYSMBF 1D SERVICE
— IBYSMBFP1D2SERVICE
— IBYSMBFP1DISERVICE
— I8Y8MBIF1ISERYICE
i ISYSIP OWYER
@ ISYSPSL_FALILT
— IBY8ISASBRHDDISERYICE

PU i Ol o T O Y o I ol o O Y

You can configure which indicators are monitored by the Sun Integration Pack and how the Sun
Integration Pack assigns severity status to those indicators. See ‘Customizing Hardware Health
Status Reporting on page 33 for information about customizing indicator monitoring in the Sun
Integration Pack.

If a particular sensor, for some reason, generates erroneous critical status, you can disable further
reports from that sensor by right-clicking its entry in the tree and choosing Ignore Events.

x64/EmbeddedLOM | The Sun Integration Pack monitors the status of individual sensors and reports an aggregate status
for the entire system, its "health model."

If a particular sensor, for some reason, generates erroneous critical status, you can disable further
reports from that sensor by right-clicking its entry in the tree and choosing Ignore Events.
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Troubleshooting

This topic presents a variety of troubleshooting strategies for Sun Integration Pack.

No SNMP Device Icon

Problem: If you do not see a color-coded icon for a discovered SNMP device (blue, red, or yellow), there has been some
problem in the way that this device has been discovered.

Solution: Remove the SNMP device, check its SNMP configuration settings, and re-discover it manually.
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Customizing Hardware Health Status Reporting

You can customize the way that the Sun Integration Pack builds a "health model" for your Sun devices in the IBM
Director Hardware Status Tool.

This section addresses the following tasks:

e Configuring Hardware Health Monitoring For All Sun Devices on page 33: You can set the interval at which the
health model is updated and set the level of informational reporting in a Sun-specific configuration file named
SDI Confi g. properties.

« Configuring Hardware Indicator Monitoring on page 34: You can determine which system indicators contribute
to health monitoring and what severity is assigned to each system indicator in a Sun-specific configuration file named
SDI | ndi cat ors. properties.

Configuring Hardware Health Monitoring For All Sun Devices

This topic describes how to configure the interval and level of informational reporting for health monitoring.

You can set the interval at which the health model is updated and set the level of informational reporting in a Sun-specific
configuration file named SDI Confi g. properti es.

To set these options, do the following:

1. Open the Sun-specific configuration file named SDI Confi g. properti es in atext editor.

Note: The Sun Integration Pack Install Wizard installs this file in the cl asses subdirectory of the IBM
Director root directory.

2. Scroll down thefile until you see the following configuration entries:

[P spiConfig.properties - Notepad -0 x|

File Edit Formak Miew Help
=

#Time of period checking of hardware change in seconds
SMMP. Hardwarelpdatereriod=5600

#If eguals to 1 then a message is generated after periodic check
SMMP. Hardwarelpdatenotifications=0

1| | 4

3. Updatethevaluesfor one or both entries.

Entry Default Description

SNMP. Har dwar eUpdat ePer i od 600 Specifies in seconds the interval at which the Sun
Integration Pack rebuilds its health model for all your
monitored Sun devices.

SNWVP. Har dwar eUpdat eNot i fi cati ons |0 Specifies whether the Sun Integration Pack disables
(0) or enables (1) update notifications from monitored
Sun devices.
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4. Savethe modified configuration file.

Configuring Hardware Indicator Monitoring

This topic explains how to customize how the Sun Integration Pack interprets system indicator data when it builds a

health model for your Sun device.

If you are monitoring Sun x64/ILOM, SPARC/ILOM, or SPARC/ALOM systems in IBM Director, you can determine

which of their system indicators contribute to health monitoring and what severity the Sun Integration Pack should

assign to each system indicator.

To customize hardware indicator monitoring, do the following:

1. Open the Sun-specific configuration file named SDI | ndi cat or s. properti es in atext editor.

€
Director root directory.

Note: The Sun Integration Pack Install Wizard installs this file in the cl asses subdirectory of the IBM

This configuration file contains an array of configuration blocks.

[P spiIndicators.properties - Notepad

File Edit Format ew Help

=10 x|

|Wseneric config file for behaviour of

#name (regexp) of the LED indicator
Indicator.l.name=.%/SERVICE

#severity
#Possible
Indicator.
Indicator.
Indicator.
Indicator.

values: UNMEMOWH,
.severity. 1=sHARMLESS
Lseverity. 2=HARMLESS
Lseverity. 3=FATAL
.severity. d=FATAL

B e

Indicator. 2. name=. %/ “FAULT

assignment: l-unknown, 2-off,
HARMLESS, MIMOR, WARMNIMG,

Indicator.
Indicator.
Indicator.

LsevEr Ty
Lseverity
.severity

. 1=HARMLESS
. 2=HARMLESS
. 3=FATAL

Pod P Pl B s

Indicator. LA =FATAL

1

LsevEer ity

hardware management

3-steady,4-alternat
FATE

| M

2. Update the blocks of configuration entries according to the following guidelines.

Observe the following block syntax:

I ndi cat or. x. name=val ue_nane

I ndi cator. x.severity. 1l=val ue_severityl
I ndi cator. x. severity.2=val ue_severity2
I ndi cator. x. severity. 3=val ue_severity3
I ndi cator. x. severity. 4=val ue_severity4

where x is the unique, sequential array ID (1 - whatever) for that indicator configuration block and

value_name|severity sets the following values.

Variable

Values

value_name

The name of the indicator as specified in the Sun
device MIB.
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Variable

Values

value_severity.1 (unknown)
value_severity.2 (off)
value_severity.3 (steady)
value_severity.4 (alternating)

Note: These state descriptions are specific to
sensors or LEDS on Sun servers.

One of the following severity levels to be assigned by
IBM Director:

«  UNKNOWN
* HARMLESS
* MINOR

*  WARNING
 FATAL

3. Savethe modified configuration file.
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Appendices

This section contains the following appendices:

Appendix A - Sun SNMP MIBs on page 36
Appendix B - Installed Files on page 36
Appendix C - Release Notes on page 37

Appendix A - Sun SNMP MIBs

Many Sun system management integration packages depend on the SNMP protocol and use one or more of the following
Sun SNMP MIBs:

SUN-PLATFORM-MIB: This MIB is used by Solaris-based servers to extend the ENTITY-MIB Physical Entity
Table to represent new classes of component and the Logical Entity Table to represent high value platform and server
objects. This MIB supplies the Sun SNMP Management Agent for Sun Fire and Netra Systems with traps. The
operation of this MIB is described in the Sun publication Sun SNMP Management Agent Administration Guide for
Sun Blade, Sun Fire and Netra Servers (819-7978).

Filename: SUN- PLATFORM M B. i b

SUN-ILOM-PET-MIB: This MIB enables management platforms that are not IPMI compliant to partly decode
standard IPMI Platform Event Traps (PETS) generated by the ILOM v1.x and Embedded Lights Out Manager service
processors.

Filename: SUN- | LOM PET-M B. mi b
SUN-HW-TRAP-MIB: This MIB supplements and enhances the SUN-ILOM-PET MIB for ILOM 2.0 systems.
Filename: SUN- HW TRAP- M B. mi b

SUN-HW-MONITORING-MIB: This MIB enables hardware inventory, status, version and power consumption
information related to the Sun server or blade implementing this MIB. SNMP Traps associated with this server are
defined in a separate SUN-HW-TRAP-MIB.

Filename: SUN- HW MONI TORI NG M B. mi b

To view a summary of the entries in these MIBs or to download them, consult the following Sun web site:

http://www.sun.com/systemmanagement/tools.jsp

Sun Integration Pack may also make use of other system management MIBs.

Appendix B - Installed Files

This topic provides a list of Sun-specific files installed on your IBM Director management server.

The Install Wizard for Sun Servers Integration 1.1 for IBM Director installs the following files in the subdirectory named
cl asses under the IBM Director root directory ($ROOTS):

$ROOT$\ cl asses\ ext ensi ons\ SDI . TWGext
$ROOTS\ cl asses\ SDI . j ar

$ROOT$\ cl asses\ SDI Confi g. properties
$ROOT$\ cl asses\ SDI | ndi cat ors. properties
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$ROOTS$\ cl asses\ PETM bMessages. properti es
$ROOTS$\ cl asses\ PLATM bMessages. properti es
$ROOT$\ cl asses\ SUNPETTr apMessages. properti es
$ROOTS$\ cl asses\ SDI Ext ensi on. properties

Appendix C - Release Notes

This topic provides late-breaking information about the Sun Integration Pack.

Launching the Hardware Status Component

In IBM Director you cannot launch the Hardware Status component from the Tasks pane. You must double-click the
color-coded icon displayed next to each Sun device in the SNMP Devices view of the Details pane.

Sun Fire X4200 w2



http://www.renderx.com/
http://www.renderx.com/reference.html
http://www.renderx.com/tools/
http://www.renderx.com/

38| ISV System Management | Index

| ndex

D

device configuration 17, 18, 19, 20, 21
MASF 18
overview 17
SNMP on service processor 20
SNMP on SPARC Solaris 17
SNMP on Sun service processors 19
verification 21

documentation 8

H

hardware health monitoring
general configuration 33
indicator configuration 34

hardware health status
overview 29

Hardware Management Pack
configuration 19
installation 19

IBM Director
requirements 7
installation
download 9
installation procedure 9
installed files 36
uninstallation procedure 15
verification 14
introduction 3
IPMItool 22

L

levels of integration 5

M

monitoring Sun devices
device properties 27
hardware events 28
hardware health status 29
overview 26

R

related documentation 8
release notes 37
requirements
IBM Director 7
managed devices 7

S

SPARC/ALOM servers 5
SPARC/ILOM servers 5
Sun Integration Pack
introduction 3
levels of integration 5
release notes 37
requirements 7
Sun MIBs 36
Sun servers
categories 4
support matrix 5
system management MIBs 36
Sun SPARC SNMP Management Agent
configuration 18
installation 17

T

troubleshooting 32

\Y,

verification
ALOM simulated events 22
manual 21
overview 21
simulated IPMI events 22
Solaris psradm 24

X

x64/EmbeddedLLOM servers 5
x64/ILOM servers 4


http://www.renderx.com/
http://www.renderx.com/reference.html
http://www.renderx.com/tools/
http://www.renderx.com/

	Contents
	Introduction
	Categories of Sun Servers
	Levels of Integration with IBM Director
	Requirements
	Managed Devices
	IBM Director Server Software

	Related Documentation

	Installing the Sun Integration Pack
	Downloading the Sun Integration Pack
	Installing the Sun Integration Pack
	Verifying Successful Installation
	Uninstalling the Sun Integration Pack

	Configuring Sun Devices For Integration
	Configuring SNMP on SPARC Solaris Servers
	Installation
	Configuration

	Configuring SNMP on x64/ILOM Servers
	Installation
	Configuration

	Configuring SNMP On Sun Service Processors
	Configuring SNMP Monitoring On Service Processors
	Configuring SNMP Protocol Settings On Sun Service Processors
	Setting the SNMP engineid Field On ILOM 2.0 Service Processors


	Verifying Successful Configuration
	Verifying Configuration Manually
	Verifying Configuration Remotely Using ALOM
	Verifying Configuration Remotely Using IPMItool
	Verifying Configuration Remotely Using psradm


	Monitoring Sun Devices in IBM Director
	Displaying Device Properties
	Monitoring Hardware Events
	Monitoring Hardware Health Status

	Troubleshooting
	Customizing Hardware Health Status Reporting
	Configuring Hardware Health Monitoring For All Sun Devices
	Configuring Hardware Indicator Monitoring

	Appendices
	Appendix A - Sun SNMP MIBs
	Appendix B - Installed Files
	Appendix C - Release Notes

	Index

