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VIII
SUMMARY

During the last twenty years delta modulation has
received considerable attention as a simple but inefficient
method of coding analogue signals into binary signals.
Companding is used to improve the efficiency of the delta
modulation process, but it gives added complexity to the
hardware, so that a compromise is usuvally made between the
performance and complexity of the delta modulator.

decently, with the advent of integrated circuit (IC)
technology it became apparent that firstly, the hardware was
becoming cheaper and secondly, the cost of the IC was not
strictly related to the complexity of the Ic; but rather to
the number of IC's made.

Because the input to the demodulator is a binary signal,
delta modulation is ideally suited to the use of digital
techniques in the demodulation process. TFurther advantages
of digital techniques are; stability, noise immunity,
tolerance to power supply and temperature variations, a
higher yield during the manufacture of the IC and the ability
to reproduce exactly the same signal at two different
locations.

n efficient and therefore complex delta modulator,
using digital techniques, will thus in the near future be an
economical proposition.

This thesgis is mainly concerned with the developement

of delta modulators using the above features. Iurthermore
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the delta modulators are specifically designed for speech
transmission in telephone applications.

Two delta modulators are described in the thesis, one
using instantaneous companding, the other using syllabic
companding. It will be shown that the use of digital
techniques in instantaneous companding can achieve a better
~transmission error performance, an improved stability, a
wider dynamic range and a better matching of the companding
laws at the transmitter and the receiver than can be ohtained
by using analogue methods.

The use of digital techniques in syllabic companding
enables the dynamic range to be chosen at will. The syllabic
companded delta modulator described in this thesis has a 604B
companding ratio which is far more than can be obtained using
analogue methods. IFurthermore, digital teclhmniques enable the
modulation depth to be determined accurately, so that the
companding takes place at the optimum performance of the
modulator.

Computer simulation was used to optimize the delta

modulators when speech is used as input.
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LIST OF ABBREVIATIOIS

DIDM — double integration delta modulation
AM or DM -~ delta modulation

LPCH - delta pulse code modulation

AX M - delta sigma modulation

IC ~ integrated circuit

NDDM -~ nonlinear digital delta modulation
PCM - pulse code modulation

RTL - resistor transistor logic

SIDM - single integration delta modulation
SNR - signal to (quantization) noise ratio
TTL - transistor transistor logic

The graphical representation of the logic symbols used in

the figures is shown in Appendix 2 in fig A2.1.
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1.1 Code Modulation

Code modulation is a group of modulation processes
where an analogue signal is coded into a binary signal.
In order for this process to be possible, the analogue
waveform must be sampled. These samples are then
approximated to the nearest standard signal, this process is
knowvm as quantization. The standard signal is then
represented by a certain binary coded word., These code words
are then transmitted and at the receiver they are decoded
into standard signals, giving a demodulated output which is
an approximation of the input,

Because the analogue input is sampled, the sampling
rate must be larger than the Nyquist rate, i.e. at least

twice the bandwith of the input signal.

1.1.1 Pulse Code liodulation

In pulse code modulation, (PCHM) the range of amplitude
over which the input signal is to operate is divided into n
regions. In each region a standard level is chosen, which is
usually the middle of the region. These regions are numbered
O to n-1. At each sampling interval, the region in which the
input signal falls is determined, and the number
corresponding to this region is transmitted. At the receiver

this information is decoded into the standard level for the
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particular region, It is clear that all the input signals in
one region are represented by the standard level and
approximations of the input are involved.

From information theory it is clear that the most
information about the signal will be transmitted if we choose
the regions such that each of the regions has an equal
probability of containing the input signal.

The most common spacings between the standard levels
are linear and logarithmic, neither of which necessarily
gives the best performance, depending on the signal being
used.

The linear standard level division is often used in
computer interfaces, where the pulse code modulation is
known as analogue to digital conversion and the demodulation

as digital to analogue conversion,

1.1.2 Differential Pulse Code Modulation

In differential pulse code modulation (APCM), the
change of level is transmitted, instead of the absolute level
as in PCM. ‘

Because in A PCH the change of input is transmitted it
is more suitable to input signals which have a spectrum that
decreases with frequency, so that the rate of change of input
is constant.

Both linear and logarithmic spacing between the

standard levels can Dhe used as for ICM,



1.1.3 Delta liodulation

Delta modulation is a special name for unity bit APC.
At each sampling interval we will thus send the information
"increase output" or "decrease output". Because so little
information is transmitted at each sampling interval, it can
be seen that in order to transmit sufficient information to
reconstruct the input signal accurately the sampling
frequency must be many times the llyquist rate.

Typical volues for the sampling rote are between two
and twelve times the Nyguist rate, depending on the accuracy
required.

Turthermore because only one bit of information is
transmitted at each sampling interval, the basic delta
modulator is very simple. The block diagram for the system
is shown in fig 1-1 and the input and unfiltered demodulated
output waveform for the case where the demodulator is simply
an integrator are shown in fig 1-2.

The low pass filter in the demodulator removes those
frequency components of the unfiltered demodulated output
signal that are outside the signal bandwidth, giving an

output signal that closely resembles the input signal.

1.2 Quantization loise

In section 1.1 it was stated that in code modulation,
the input signal is converted into a standard signal, which

is then coded and transmitted. The distortion introduced by
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converting the input signal into the standard signal is

nown as the quantization noise, The quantization noise can
thus be defined as the difference between the input and
quantized waveforms. PFurthermore, usually one is only
interested in those frequency components of the quantization
noise that lie inside the signal bandwidth, so that generally
the term quantization noise only refers +to those frequency
components. It should be noted that the definition allows
for a delay or amplitude change, introduced by the

quantization process, since neither will affect the waveshape.

1.3 Historical Nleview

1.3.1 [The Developement of Delta liodulation

The principle of delta modulation was first described
in a French patent (1), issued in 1946. The first
description of delta modulation in the English language was
given by de Jager (2) in 1952. He originated the following
intuitive concepts: Firstly, de Jager assumed that speech
could be represented by an 800z sinewave. Secondly, he
empirically derived formulae for the maximum SNR for both
single integration delta modulation (SIDM) and double
integration delta modulation (DIDM) as

3/2
5

; = Tor SIDM
SHRz max C1 v

1/2

f.f,



SNR e 02 ";~:g7zw for DIDH
i
vihere C1 and 02 are constants, fs is the sampling fraquency,
f is the audio signal frequency and fo is the audio bandwidth.
The constants C1 and 02 were determined experimentally as
C, = 0.2 and C

1 2
these formulae are indicated in fig 5.5, together with a

= 0.026. The maximum SIR's obtained using

comparison of the results obtained by others.

Zettenberg (3) obtained a mathematical model for speech
and used this to analyse the performance of SIDM. Syllabic
variations of power were however not included in the model
for speech. The results obtained agreed reasonably well with
the results obtained by de Jager, seemingly justifying
de Jager's assumptions for evaluating the performance of
SIDII, Zettenberg did however notice that the pealk SI
occurred at an input power which wos 6AB less than predicted
by de Jager's assumptions.

In 1962 Inosi et.al. (4) proposed integrating the input
signal to obtain a delta modulator capable of handling a
wniform spectrum. By re-arrenging the block diagram as is
shovn in fig 1.3 only one integrator needs to be used. The

resulting system is known as delta sigma modulation. They (4)
found that the maximum SIR is independant of the audio

frequency and is given by:
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The three systems mentioned above namely SIDH, DIDH and
ATM are the basic delta modulation systems. The dynamic
range of each of these systems can be extended by companding
(compressing at the modulator and expanding at the
demnodulator).

The quantization step size, normally referred to as the
step size, is defined as the incremcnt in the unfiltered
demodulated output during one clock period, as shown in
fig 1.2,

The companding process varies the step size, to adapt

the modem to the input signal.

1.%.2 Instantaneous Companding

Tnstantaneous companding has the property that the step
size is varied rapidly.

Winkler (5), in 1963, proposed a system known as high
information delta modulation, In her system the step size
is doubled when three consecutive one's or zero's are
detected. The step size is halved when a transition in the
binary output occurs. A variation of this rule was developed
by lontgomery (6) and has been used by the Weapons Research

Dstablishment for +their studies for project llallard (7).
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WJith this variation, knovm as binary variable slope delta
(type L), the step size is halved only if a transition has
occurred and the previous two bits were the same.

In 1967 Abate (8) described a system where the step size
is increased if a sequence of ones or zero's occur and
decreased if a transition occurs. It was however not stated
how long the sequence of ones or zeros must be before the
step size is increascd. It is presumed that at least 3 Dbits
are used since if the step size is increased on the second
consecutive bit, oscillations can take place, as is indicated
in section 4.4.3. Abate found by using computer simulation
and a bandlimited Gaussian input signal that a linear
increment in step size gave the best performance.

In 1969 Bosworth and Candy (9) produced an instantaneous
companded delta modulation system. The step size is
increased if the transmitted bit is the same as the previous
bit. The step size is varied according to the following
sequence 1,1,2,3,5. Vhen a transition occurs, the step size
is reduced to the smallest step.

A11 the above systems can be represented by the block
diagram in fig 1.4. In practice satisfactory results can
be obtained by using only a small number of different step
sizes. BDosworth and Candy for example use 4 step sizes only.
However, the companding achieved by the last 2 systems is
small. (1243 in the system proposed by Abate)

The author developed an instantaneous companded delta
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modulation system which has a companding ratio of 43dB and
is described in chapter 3. (The companding ratio is the
ratio of the largest to the smallest step size) This
companding fatio is far morc than has been achieved by other

(5-9)

workers

1.3.3 Syllabic Companding

In syllabic companding the step size is varied slowly
and in general the system can be represented by the block
diagram shovm in fig 1.5 The companding should ideally vary
the step size in such a woy that the modulator always operates
at the maximum SHR. A detailed theory of the companding is
presented in the sections 4.2 and 4.3. The companding can
only stretch the horizontal axis of the SR versus input
power curve, but it cannot alter the maximum SiR's at all.

If one compares the maximum 3iR‘'s obtained from the following
systems one can see that the results are similar, the only
difference being the dynamic range over which the companding
can be obtained.

Tomozawa and Kaneko (10,11) described a system using
syllabic companding in 1966. The normalized input power
detection block in fig 1.5 consists of an integrator followed
by a half wave rectifier, The filtering consists of a low
pass RC network. Their hardware has a companding ratio of
204B.,

iosokawa et.al. (12) devised a system where the output
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of the local demodulator is used to control the amplitude of
the input to the modulator. In principle this is nearly the
same as the incomplete companding proposed in the Jlate

(13)

thirties A description of complete and incomplete
companding is given in section 4.2.

Brolin and Brovm (14) used two delta modulators, one
for audio signal coding, the other to transmit information
about the amplitude of the signal. This amounts to trans

transmitting a separate pilot signal containing the amplitude

of the signal. This is again one of the techniques used to

(13)
(15) in

obtain complete companding in the late thirtics
The system described by Greefkes and de Jager
1965 uses the bandwidth below 200Hz to code the amplitude
information, by adding a DC level, proportional to the signal
power to the input signal. In this system the pilot signal
containing the amplitude information is transmitted in the
bandwidth below 200Hz. Only incomplete companding was
achieved however and the companding ratio was about 2043,

(16) Lsed logic circuitry

In 1968 Hosokawa and Yamashita
for the normalised input power detection block in fig 1.5.
Hauser and Zarda (17) produced a similar system, but the
binary signal required to initiate a change of step size is
different.

In 1970 Shindler (13) described a system which uses

logarithmic companding. This system will be discussed

further in section 4.%.3.
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None of the above systems have been able to achieve a
companding ratio of more than 35dB. In chapter 4 a system
developed by the author, is described where the companding
ratio can be chosen at will and results are presented for a

hardware model incorporating a companding ratio of 60dB.
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CHAPTER 2

T MEASUREMIIT OF THI DFORMANGE OF

—

DELTA 1IODULATION AID RELATED SYSTUMS

2.1 Introduction

Present indications are that delta modulation if it is
to be used in the televhone network will mainly be used for
speech applications. In order to develop better delta
modulators and to compare the relative performances of
different delta modulation systeis, a precise measure of the
performance must be obtained. TFurthermore as shown in this
chapter, the performance of a delta modulator when subject to
sinewaves is not directly related to its pevformance when
subject to speech as input, so that the performance should be
evaluated for speech inputs, eliminating conventional
measuring techniques. The author developed a technique
enabling the exact performance of a delta modulator to be
determined for any input signal. This technique and the
resulting hardware are discussed in this chapter,

The discussion applies to related systems such as pulse

code modulation (FCM) as well as delta modulation.

2.2 Review
There are many methods for determining the performance
of a delta modulator.

Since some of the methods mentioned in this section are
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not commonly used, all these methods are described in
Appendix 1.

The methods can be grouped into two classes namely
subjective methods and nonsubjective methods.

The subjective methods are:

1) Intelligibility tests, which evaluate how good one can
understand speech subjected to the delta modulation process.
2) Bquivalent white noise methods, which tests for the
quality of the demodulated signal by comparing it with the
input signal degraded by white noise.

Both these tests are useful when the delta modulator
has an BMR of less than 20dB. Once the GIR becomes better
than 2043 it becomes difficult to distinguish between the
input and demodulated output sco that the intelligibility
score would be nearly 100%, regardless of whether the SR is
40dB or 20dB. DBecause these tests are subjective, care
should be taken to eliminate or allow for the learning that
the subjects may develop. Weapons Research Istablishment (7)
found that the subjects developed a skill at understanding
the test words and the intelligibility score improved as time
went on, The Australian Post liaster General's Department
Subjective Lvaluation Group found that their test team
developed a dislike to quantization distortion as time went

Oil.

The nonsubjective methods include methods used for
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distortion measurements in audio equipment such as the Hotch
T'ilter method, the Frequency Analysis method and the
Cancellation method. These methods are described in
Appendix 1.

Since these methods measure distortion, they are also
capable of measuring quantization distortion in delta
modulation,

It should be pointéd out that these methods are designed
for equipment where limiting does not normally occur. It
will be shown directly that these methods no longer give an
indication of the performance of the equipment when limiting
occurs.

In delta modulation the dynamic range is normally small
and slope overload occurs during a significant part of the
useful operating range. When overload occurs the output
signal is no longew proportional to the input signal, as is
showvn in fig 2.1.

Since the above methods use the output of the delta
modulator to obtain a measure of the distortion, the
quantization distortion will be the same for both input
signals in fig 2.1. In one case the system is only just
limiting, while in the other, severe overload occurs, and
obviously the performance of the modulator is not the same,

then overload occurs, the above methods will no longer

indicate a measure of the performance of the delta modulator,
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2.3 Measurements of sigmal to gquantization noise ratio

i .

for random input sienals

Some of the work described in this section is also

(19).

described elsewhere by the author A copy of this

publication is included in the thesis.

2.3.1 Definition of quantization noise

There are several definitions of quamtization noise,
each of which have their ovm merits.

The definition used in this thesis is as follows:
Quantization noise is the difference between the input and
demodulated output waveforms.

The gain and delay of a delta or pulse code modulator is
independant of the amplitude and frequency of the input signal
under non-overload conditions. If the gain and delay are
assumed to be amplitude and frequency independant under
overload conditions as well, one will obtain a different
measure of the performance for both input signals in fig 2.1
as required.

The definition can thus be modified as follows:
Quantization noise is the difference between the input and
demodulated output waveforms, provided the gain and delay of
the delta or pulse code modulator are assumed to be
independant of the amplitude and frequency of the input signal
and the values of the gain and delay of the modulator are

those corresponding to non~overload conditions.



15

It should be noted that the conventional methods
mentioned in Appendix 1 do not assume the gain and delay of
the delta modulator to be constant.

Fig 2.2 indicates which areas contribute to the
distortion when the distortion is measured according to:
(1) the above definition
(2) the notch filter method

It can be seen that by using the above defintion, an
indication of performance can be obtained even when the

system is overloading.

2.3.2 Disadvantages of using sinewaves for measurements

The delta modulators investigated in this thesis are
designed for use with speech. ’

Jince there are differences in the performance of a
delta modulator when it is subject to an 800Hz sinewave
input or a speech input, as is shown in fig 2.3 for SIDM,the
testing should be done with speech as input. The results in
fig 2.3 are obtained by computer simulation as discussed in
chapter 5.

FPurthermore the SN of a nonlinear system such as a
delta or pulse code modulator when subject to sinewaves need
not be related to its performance when it is subjecj to
speech, as is illustrated by the following 3 examples:

(a) A digital coder measures the frequency, and amplitude

of a sinewave input, transmits this inTformation in binary
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form and at the receiver this information is used to set the
amplitude and frequency of an oscillator. This system will
have an excellent signal to quantization distortion ratio for
sinewaves, but the performance when the system is subject to
speech will not be good.

The example given above is extreme, it does however
illustrate one ol the differences between speech and
sinewaves.

(b) A delta modulator, employing syllabic companding has
attack and decay time constants which are far too long so
that when speech is used as input, the companding cannot
follow the input power variations and the system is either
overloading or operating near threshold. (i.e, at a small
normalized input power) The performance of the system, when
subject to sinewaves, will be good because the companding has
sufficient time to adjust itself to the proper level,
Schindler (13) indicates that the continuous delta
modulation scheme used in France has this defect of
improperly designed companding response times.

(c) s shown in section 4.5,2 and fig 4.13 the normalized
input power (which is defined in chapter 4 and (20)) at
which the companding should operate is different for speech
and sinewaves. This means that one can only obtain the best
performance from a companded delta modulation system to be

used with speech, if its companding is designed for speech.

It is impossible to obtain the relevant information required
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to design the companding from measurements using sinewaves.
This point is further discussed and illustrated in chapter 4.

None of the non-subjective methods previously mentioned
can be used when a random input signal such as speech is used,
The subjective methods require a team of listeners and
normally the results cannot be repeated, due to tie changing
subjective standards of the team. Decause of this and other
practical and financial limitations, subjective methods have
not been used in this thesis to evaluate the performance of
delta modulators.

It is however possible to obtain a method for evaluation
of the performance by either using control theory techniques
related to nonlinear systems, or using the previous

definition of quantization noise,

2.4 Measurement equipment description

2.4.,1 Theory

The quantization noise is defined previously as the
difference between the input and output waveforms.

A frequency independant time delay will not affect the
waveform. Since the delta modulator may introduce a delay,
this delay has to be allowed for.

A gain, independant of frequency and amplitude will not
affect the waveform and hence any amplification in the delta

modulator must thus be allowed for also,

The block diagram in fig 2.4 shows equipment which will
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evaluate the quantization noise ag defined previously. In
order to obtain the quantization noise, the gain and delay

are adjusted such that the minimum difference signal is
obtained when the delta modulator is not limiting. These then
remain fixed for the rest of the measurements.

It should be realized that if sinewaves are used as input
and no limiting occurs, the results obtained by this method
will be exactly the same as those obtained by the cancellation
method. There are however the following differences:

(1) In the cancellation method, the gain and delay are
adjusted continuously, while for the proposed method the gain
and delay of the cancellation network are kept constant, so
that when the modulator is limiting; the difference signal in
fig 2.4 remains the gquantization noise as indicated in

fig 2.2 (a).

(2) The cancellation network is frequency independant and

any input signal, including speech, can be used.

A second approach to the problem is as Ffollows:
In control theory, a nonlinear element is usually represented

by a linear describing function(21)

, plus a noise source as
shown in fig 2.5 (a). A delta modulator contains
nonlinearities, and can thus be represented similarly. A
gain and delay which are independant of both frequency and
amplitude, will not affect the waveshape. Since the object

of the delta moduwlator is to reproduce the input waveform as
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closely as possible, the describing function should not alter
the waveshape and the deviations from the input waveshape will
will be due to the noise source. This noise is the
quantization noise, according to the definition in section
2.3.1. The delta modem can thus be represented by the block
diagram in fig 2.5 (b).

If we want to obtain the quantization noise, this can be
done by using a cancellation network with a transfer function
identical to the describing function of the delta modem,
subjecting this to the same input signal as the delta
modulator and subtracting the respective output signals, as
is showm in fig 2.6.

Since the gain and delay of the delta modulator are not
known in advance the gain and delay of the test equipment

must he made variable.

2.4.2 lieasurement of TPower

The ultimate aim of the test equipment is to obtain a
measure of the performance of the delta wodulator under test
which is hopefully indicated by the signal to quantization
noise ratio. The SNR is normally expressed as a power ratio
and in dB.

In the previous section a method was described which
enables one to obtain the quantization noise. I'rom this one

can obtain the quantization noise powei.

The signal power can be obtained from the input signal.
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However since one is interested in the signal to noise ratio
the gain of the delta modulator has to be allowed for.
The signal to be used for calculating the signal to
noise ratio is the output signal from the describing function

(i.e. at point (a) in fig 2.5 and 2.6). Unfortunately this
signal is ficticious and thus unobtainable. ‘hen the test

equipment is adjusted properly however the signal at point
(b) in fig 2.6 is identical to the signal at point (a) which
is the desired signal. The output of the cancellation
nebwork can thus be used to obtain the signal power.

The signal and quantization noise powers can be obtained
by squaring and averaging the signal and noise voltages. The
squaring can be achieved by using IC multipliers with the
two inputs tied together. If speech is used as input signal,
in order to minimise the effect of different power levels due
to each syllable, a long averaging time typically between 10

and 100 seconds should be used,

2.5 Hardware Description

The following section describes some aspects of the
practical realization of the ideal concepts expressed in the
previous section.

Since the details of the circuitry will vary depending
on the availability of certain IC's, no circuit details will
be discussed in the main text. They are however presented

in Appendix 2.1.



21
Some of the techniques used to obtain the required
functions are worth mentioning. The block diagram of the

equipment is showm in fig 2.7.

2.5.1 Tapped Delay Line

The easiest method of obtaining a variable delay is by

the use of a tapped delay line. The delay line can either

1) analogue elements, such as a series of Bessel filters or
a series of allpass networks. The time delay obtained by a

series of RC networks is discussed in Appendix 4.3.
2) digital elements, such as & series of flipflops, The
digital elements have the advantages that the per stage delay

can easily be controlled. The disadvantage is however that
the analogue input signal must be converted to binary signal.
The casiest way to convert the binary signal into an
analogue signal is by delta modulation, or delta sigma
modulation (4). his modulation process produces
quentizotion distortion which st be allowed for. Fig 2.8
shows a block diagram of a system where 2 waveforms are
produced, the relative delay of which can be varied.
—~thermore since botn the waveforms are obtained by the
same process, the waveforms will he identical if the
demodulstors are matched properly, eliminating the effect of
gquantization distortion. The quantization distortion in

each waveform is minimized by a high sampling frequency for
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the delta modulator in the delay line. The undelayed output
of the delay line can be used as input to the delta modulator
or pulse code modulator under test and the delayed output can
be used to compare with the demodulated output.
The resultant system will thus produce two identical

waveforms, the time delay between which is variable and
independant of frequency.

The above method was used in the construction of the
test equipment. By careful matching of the delta
demodulators and the lowpass filters, the difference between
the waveforms at points (a) and (b) in fig 2.8 can be made
less than 504dB below the signals at point (a) and (b),

enabling SIR's of up to 504B to be measured.

2.5,2 Power lleasurement

\hen the research described in this thesis was started
analogue multipliers were not readily available,.s0 that the

SIR was computed from the average rectified values rather
then the TMS values. The results presented in (19)

were
obtained this way. (Obviously in order to compare the
caleulated and measured results, the SIR was evaluated by
both methods during the computer simulation, but the error
was found to be less than 1.5dB)

Recently 1C analogue multipliers became available and

test equipment was reconstructed using these in order to

measure the actual signal and noise pPOWeEIS.
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The output of these multipliers is filtered by the use
of an 2C network with a time constant of 25 seconds, giving
the mean square voltage. This long time constant is
necessary in order to eliminate variations of power due to

pauses and syllabic variations in speech,

2.5.3 Accuracy Considerations

In order to reduce the effect of the quantization noise
due to the delta modulator in the tapped delay line, this
delta modulator is operated at nearly constant power,

corresponding to the optimum performance., Any variation of
signal power required for input to the delta modulator under

test is obtained by the use of operational amplifiers after
the delay line delta demodulators.

The gain of these amplifiers can be varied in approxim
approximately 6dB steps over an 80dB range.

The quantization noise can also be amplified, so that
the multipliers can be operated at a constant power level to
obtain the most accurate results and to minimize the effects
of drifts. The resultant block diagram is showvm in fig 2,9.

Knowing the multiplier outputs and the gain of the
amplifiers, the signal and noise powers and hence the signal

to quantization noise ratio can be calculated.

2.5.4 Results

The results obtained with the measurement equipment are
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discussed in chapters 3 and 4, where the delta wmodulators
developed during the research are discussed, together with a
comparison with the calculated performance.

Fig 2,10 shows a comparison between the performance of
UDDM which is described in the next chapter, obtained from:
(a) the notch filter method and

(v) the measuring equipment.
The results can be seen to agree closely except for large

input power, where the notch filter method gives ontimistic
results.

The differences at small input power are due to the
background noise (switching spiles and thermal noise)

causing a reduction in accuracy of the measurements.

2,6 Conclusions

This chapter has shown the desirability of testing a
delta modulator or pulse code modulator, under actual
operating conditions., If, as is common practice, a delta

modulator to he used with specch is tested by using
sinewaves, a misleading estimate of its performance can

result.

Bquipment has been developed which will enable the SHR
of a delta modulator to be determined when this delta
modulator is subject to random inputs such as speech, This
equipment enablesz one to assess the performance of a delta
modulator or pulse code modulator under actual operating

conditions.
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CHADTIR 3
THI} DEVELOPMENT OF IONLINEAR DIGITAL DELTA MODULATION

%.1 Introduction

In this chapter the development, design criteria and the
performance of nonlinear digital delta modulation (IIDIII) are
discussed.

Instantaneous companding is used in double integration
delta modulation (DIDI) (2). However this makes the sysienm
less stable, causing a deterioration of the performance due
to large amounts of overshoot. The use of digital technigues,
together with nonlinear counting procedures enables
instantaneous companding with good stability to be obtained.

Because the stability can be increased by the nonlinear
counting developed by the author, the companding ratio and
thus the dynamic range of I'DDM is 30dB larger than those for

the systems described by Abate (8) and Bosworth and Candy (9).

3.2 Instantaneous Companding

3.2.,1 Principles of Instantaneous Companding

e e

The dynamic range of a delta modulator can be increased
by altering the gain of the local demodulator, to suit the
input signal. This is known as companding.

Depending on the rate of change of gain of the local

demodulator, the companding can be divided into 2 classes,
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namely instantaneous companding and syllabic companding: In
instantaneous companding, the gain is changed rapidly. For
WDDM, the gain can change 40dB in 5 clockpulses and the
delta modulator can thus track instantaneous variations of
the input signal.

With syllabic companding, the gain is changed more slowly,
so0 that the delta modulator can track variations of the
average power,

Referring to fig 1.2 it can be seen that for siagle
integration delta modulation (SIDM) which uses no companding,
the change of demodulated output per clockpulse is fixed.
This change in demodulated output is called the step size.
Companding changes the step size. The step size is usually
normnalised to maeke the smallest step size unity.

(2)

A simple form of companding is used in DIDII , by the
use of 2 integrators in the feedbaclk loop. IHowever because
the 2 integrators produce a 180° phase shift and a further
delay is produced by the sampling process, oscillations can
occur over a wide range of frequencies, often resulting in
an audible output.

The stability can he improved by the use of what is known
as "prediction®, where the network in fig 3.1 replaces the
2 integrators in the feedback locp. The network no longer
has a phaée of 180° and by the proper choice of 1lp, stable
operation can be obtained.

From the description of DIDM it can thus be seen that
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the usefulness of instantaneous companding is sometimes
limited by a decrease in stability and the consequently large
amounts of overshoot.

Other systems using instantaneous companding are
described in section 1.2,2, but since HDDI was developed from
DIDM in an attempt to overcome some of the disadvantages of
DIDM, the principles of operation of IDDM will be coumpared

with thogse of DIDIM,

3.2.2 Dynamic llange Considerations

The step size of DIDM changes linearly with time as can
be seen by comparing different step sizes in table 3.1. (The
change in step size is related to the magnitude of the input
voltage of the Tfirst integrator, which is the maghitude of
the binary transmitted signal, which is constant. The step
gize is normalized to make the smallest step sizes plus and
minus one, the difference between then is two. )

Consider an COOHz input signal to a delta modulator with
a sampling frequency of G6KHz., There will be about 10
clockpulses per quarter cycle and the maximum step size will
be 36 (= 2 x 18). The companding ratio, which is defined as
the ratio of the largest to the smallest step size, is thus
approximately 304B for an E00Hz input signal, The companding
ratio is related to the dynamic range and if an extension of
the dynemic renge is required the compending ratio has to be

increased.



Tlhi 3.1,

Step SIDM Step Size DM
Number DIDM
) -11 ~320
=5 -9 -130
-4 -7 - 44
-3 =5 - 15
=2 -3 - 5
-1 -1 -1 - 1
1 1 1 1
2 3 5
3 5 15
4 1 A4
5 9 130
6 1" 520

(The step sizes for DD are discussed in section 3.3.2)
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3.2.3 lNonlinear Iunstantalicous Companding

The dynamic range ca: be increased by increasing the
change of step size for large step sizes. This can however
not bhe done by adding a third integrator, since this would
give a phase shift of more than 180° and instability would
result. Thus nonlinear methods :musv be used, as is indicated
in fig 3.2,

The required nonlinearities can be genevrated by eithexr
analogue methods or digital methods. /ith analogue methods,
diodes or other nonlinear devices are used to produce voltage
dependant transfer functions, so that the change of step size
can be made dependant on the step size., If the demodulated
output from the local demodulator and the receiver demodulator
are to be the same, the nonlinearities in the transmitter and
receiver must be closely matched. Any mismatch will create
distortion, Jince diode characteristics depend on temperature
and the transmitter and receiver are likely to be at different
temperatures, a mismatch of nonlinearities will normally
occur, Furthermore, supwly voltage variations and a spread of
component values will aggravate the problem.

These problems can be overcome by the use of digital
techniques, where digital circuitry selects the step size to
be used. Normally the information indicating an increase or
decrease in step siuze is obvained from the binary signal.
Jince this binary signal is available at both the transmitter

and receiver, the step size will be identical at the
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transmitter and receiver, provided no transmission erioxrs
have occurired.

Because digital circuitry is used to select the step
size, only a limited wumber of step sizes can be used. TFor
DIDM at 800z and maximum amplitude, only 36 different step
sizes are used, 18 positive step sizes and 18 negative utep
sizes, so that a finite number of step sizes can be used in
practice. The local cemodulator can now be represented by
the block diagram in fig 3.3.

There are many practical ways by which this block
diasram con be realismed, 3 different methods are shown in
fig 3.4. Referring to fig 3.4 (b) it can be seen that the
step size is represemted by a resistor, which is switched to
either the positive or negative rail. Since each step size
is represented by a resistor there are no limitations on step
size and the step sizes can be optimized for the normal
operating signal of the delta modulator, which is speech in
this thesis,

Prediction will however generally no longer be
sufficient to maintain stability. The stability of the
delta modulator must thus be improved if the dynamic rangc is

to be extended by this method.

3.2.4 Improvenent of Stability
In section 3.2.1 it was stated that DIDM without

prediction was unstable, A good test for stability is to
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apply a step input to the delta modulator and observe the
resulting demodulated output. TFig 3.5 (a) shows the step
response of DIDL without prediction. It can be seen that the
system is unstable. Tig 3.5 (b) shows the step response of
DIDM with prediction. Oscillations can however still occur,
as is shovm in fig 3.5 (c¢)

In DIDM the step size is changed by a fixed amount
during each sampling interval. The stability can be improved
by changing the step size move than the normal 2 units when
certain conditions occur.,

Fron fig 3.5 (a) it can be scen that if the step size is
reduced more quickly after the desired output voltage is
obtained, i.e., after a change of the binary transnitted signal
has occurred, the overshoot will be reduced. In other words
if the step size is changed by X units, instead of 2 units,
when a change of binary transmitted signal occurs, the
stability of the delta modulator will be improved.

The idling pattern (10101010 etc.) has a change of
binary signal occurring at every clockpulse. In order to
minimize the quantization erwvor, it is desirable to male this
idling pattern correspond to the minimun step size, i.e. + 1.

If the step size is changed by X units at every change
in binary transmitted signal, the idling pattern will
correspond to the step sizes + X/2 while the required step
size is + 1.

A further condition must thus be satisfied namely: If
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the change in step size results in a step size of opposite
sign to the previous step size, the new step size is the
smallest sten size of opposite sign to the previous step size.
size,

If for instance the step size is + ¥ units and it is
reduced by X units, where XY, a negative step size results
and the step size used is not Y=X units but -1, This rule
will achieve the required idling pattern.

iz 3.6 shows the step response of DIDM with conditional
nonlinearities when the step size is changed by 4,6,3 and
10 units when the previously mentioned conditions are
satisfied. Comparing fig 3.6 with fiz 3.5 (a) it can be
seen that the stability has been increased. The step
response in fig 3.6 is evaluated for =nonlinear counting
without prediction and oscilleations can still occur.
Absolute stability will be obtained if prediction is
incorporated as well, enabling the companding described in

section 3.2.3 to be implemented.

3.2.5 DLrror Performance

)

In a practical delta iodulator systen, transmission - -
errors will occur, I+t is desirable to minimize the effect
of transmission errors., A compromise must however always be
made. As the perforimance of the delta modulator is improved,
the information contained in the binary signal must increase,

so that the redundancy in the binary signal will decrease
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and the effect of errors will increase.

Tor the delta modulator to be useful however, the effect
of a transmission error must diminish with time, i.e. tae
ervor caused by a single transmission error must not persist
indefinitely. Tig 3.7 (b) shows the effect of a single
transmission error on ideal SIDM and DIDM systems.

Tor SIDM the error causes a DC shift in the output signal,
which will not produce a lasting audible effect since the ear
is not sensitive to absolute pressure even if the reproducing
system were capable of responding to it. Tor DIDM the error
causes a bias on the step size, which causes the output to
increase until limiting occurs in the hardware, making the
system useless. The first integrator in the DIDII systen must
be leaky, so that the effect of errvors diminish with time,
Since it is intended to replace the first integrator with
digital circuitry, leakyness must also be incorporated in the
digital circuitry. TLeakyness causes a gradual decrease in
mognitude of the step size if a 1010 etc. binary pattern is
applied, until the step size + 1 are obtained. he required
leakyness can be achieved by changing the step size by X
units only when the mognitude of the step size is decreased

as well as satisfying the previous requirenent of a change in
binary signal., This further requirement will not change the

step response indicated in fig 3.6.
Tig 3.7 (b) shows that the effect of a transmission error

decreases with time, as required. The resultant DC offset
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does not effect the perroriance markedly since firstly, the
car is insensitive to absolute nressure and secondly, the DC
error will decay if amalopue integrators are used for the
second integrator, since all analosue intezrators have a
finite leakyness and thus a finite memory. Comparing
iz 3.7 (b) and fig 3.7 (&) it can be seen that because each

tronsmitted bit carries more information due to the
companding, the effect of a transmission error for 1DDE is
worse than Lfor STDM.

The resulting system, incowporating the features

mentioned in sections J.2.0 %.2.4 and 3.2.5 1s called
?

jiTonlinear Digital Delta Liodulation (iIDDM).

5.2.6 Sunmary of Companding SHratesy

The requirements outlined in sections 3.2.4 and 3.2.5
con also be vritten in terms of step numbers instead of
step sizes and it can be seen Ifrom table 3.1 that this has
some advantages when the step sizes are varied as proposed
in section 3.2.%. Changing the step size by X units now
corresponds to changing the step number by Hx units.

The companding strategy will now become as follows:
(1) The step number 1is controlled by the binary transmitted

signal.

The stepn number is increased if the hinary signal is a

one and decreased if the binary signal ig a zero,

2)  The magnitude step number is increased by one if no
(o)
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change in binary transmitted signal occurs at the
clockpulse concerned.

(3) The step number is changed by I units if a change in
binary signal occurs and the magnitude of the step size
ig decreased as a consequence of this change, provided
that if a change in the sign of the step size occurs,
the new step size hecomes the smallest step size of the

opposite sign to the previous step size.

T3 Optimization

3.3.1 Alms of Optimization

In the previous section a new type of delta modulator
denoted ag DD was proposed, removing some of the restrict
restrictions placed on DIV, There are 4 hasic variables
that must be chosen, each of these will have an effect on the
performance, The following questions must be answered:

1) Prediction: 1Is prediction to be used and if so how much?

2)  Stabilization: By how mmuch does the step number have
to change on a change of binary sismal o obtain the
best performance?
3)  Step sizes: \Which step sizes give the best performance?
4) ;5§gggg§§iigg;gggH;ntegqgﬁgg: How much leakyness is

required for the best performance?
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It is difficult to optimize all of these gquantities,
since each one will affect the other. TFor example if a large
change in step size occurs, more stabilization is required
to keep the system stable.

The relative ratio of the step sizes will depend on the
specific application of the delta modulator.

A compromise between Jlii and dynamic range must be made
and the optimization must then be carried out +to maxiw.ze the
performance according to the criteria specified.

For uDDM it was decided to use simulated speech and to
optinize the step sizes such that a flat SNR curve is obtained
over as wide a range as possible. Alternatively it is
possible to select the step sizes such that the highest

possible SR is obtained from the delta modulator.

1) Drediction

Since prediction increases the stability of the delta
modulator, without significantly affecting the performance of
the delta modulator, prediction was used in DD, 4
prediction of one clockpulse was used, which is the same
anmount of prediction as is usually used in DIDLL and means
that the voltage across the prediction resistor correcponds
to the step size, so that the output from the local
demodulator is a stepsize more than the output from the

demodulator at the receiver.
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2) Stabilization

Increasing the stabilization by increasing the change
in step number when a change in binary signal occurs, normally
increases the grannulation noise i.e, the quantization noise.
The increase in stabilization will however reduce the
overshoot due to rapid changes of the slope of the input
signal and will thus reduce the slope overload noise. A
compromise must thus bhe made between slope overload and
grennulation noise. TFor the optimization, a change of 2 steps
on a change of binary sign was chosen since this gives
sufficient stabilization without increasing the grannulation
noise too much. After optimization of the step sizes, the
above assumption can be checked to make sure that the best
performance has been obtained,

3) Step Size

The step sizes were obtained by successive optimization,

If the required step sizes are + 1, + A, + B, + C, + D,
+ Ii, etc., one must find A,D,C,D, etc. such that the best
performance is obtained. The constants A,B,C,D etc. are
obtained by successive optimizations. This optimization was
carried out using computer simulation, as described in
chapter 5, with simulated speech, without syllabic variations
of power, as input. A flat Sili curve over as wide a dynamic
range as possible was aimed for, This optimization resulted
in the step sizes indicated in table 3.1. Trom the computer

simulation it was found that each step si..e affected the
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performance of the modulator only over a narrow range of
input power and that there is little interaction between the
step sizes, so that the optimum performance can be obtained
by successive optimization. To improvement in performance
could be obtained by using more than the 12 step sizes
indicated. The step sizes + 320 only resulted in a marginal
increase in dynamic range (2dB) and vere not incorporated in
the hardware, because the extra complexity was not justified
by the marginal increase in performance.

After the step sizmes are obtained, one can check whether
the correct stabilization is chosen. TFig 3.8 shows different
stabilizotion applied to NDDM with the step sizes as in table
3.1. It can be seen that adequate stability is obtained if
the step size is changed by two steps instead of one for a
conditional nonlinearity, so that the initial assumption is
correct.,

4) Tealyness in the Second Intesrator

The optimum amount of leakyness in the analogue
integrator must now be determined. This again mast be a
compromise, As lealiyness is increased the performance will
decrease but the tolerance to errors will increase. Fig e
shows the effect of the leakyness on the performance.

The lealkyness is expressed as a nercenteage, indicating
the percentage decay during one sampling ihterval., A
leakyness of 3% was chosen since this gives a good SN and

also a reasonable tolerance 0 errors,
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3.3.3 Accuracy Considerations

The optimization was carried out by means of computer
simulation using the Control Data Corporation (CDC) 6400 at
the University of Adelaide. DBecause of cost limitations, the
program time was kept as short as possible., The simulation
was carried out in the time domain, so that only a relatively
small number of sampling intervals could be studied and from
the performance of the delta modulator during this interval
a judgement on the overall performance of the delta modulator
could be made.

A compromise was necessary between the cost of rwwmning a
longer progzram and the inaccuracy of the performance that a
shorter program would ive.

The program time can be split up in 2 sections, Tfirstly,
a period for initialisation, to allow the steady state
performance to he obtained and secondly, the period during
which the periormance is evaluated. I'ig 3.10 shows the effect
of different intervals during which the performance is
evalueted. It can be seen that 3000 clockpulses enable the
performance to be evaluated with reasonable accuracy, osince
3000 clockpulses at 56 [Hz gampling frequency corresponds to
approximately 0.05 sec., one can expect variations of the
Sl to occur.

'ig 3.11 shows the variations in Siii that can be
obtained when using 3000 clockpulses to calculate each point,

It can be seen that for most of the dynamic irange the results
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are within + 1dB of the mean S curve, while all points are
within + 2,5dB of the mean SII! curve.

From this wide variation in SIR due to different signal
conditions it is apparent that no exact optimization can be
carried out, since the optimization for one particular tinme
segment will be different from the optimization for another
time segment., It can however be seen that the optimige.tion
is sufficiently accurate to give a good performance over a
wide dynamic range,

Fig 3.12 shows a comparison between SIDIM and 1:DDM,
obtained by computer simulation, when simulated speéch is
used as input for both. It can be seen that Ly using the

instantaneous companding the dynamic range has been increased.

34441 lHardware

In the previous section the required switching strategy
vvas stated as follows:
The step number is changed by 2 units instead of the normal
one unit when a change in binary signal occurs and the
magnitude of step size is reduced as a consequence of this,
provided no change in sign of the step number occurs. The
step nmumber will be changed by one unit, if the above
conditions are not fulfilled.

The block diagram of the digital circuitry is shown in
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fig 3.13. The following action occurs at the sampling
instant:

1) The binary transmitted signal is compared with the
previous binary transmitted signal and a signal is produced
if a change has occurred, The new binary transmitted signal
also sets the counter to either forward or reverse counting.
2) A decision is made whether one or two step changes are
required, this information is then stored in a f1lipflop.

3) Two pulses are generated and depending on the condition
of the flipflop mentioned in (2) one or both are passed into
the counter, setting the new step size.

The decoders control the step sizes by means of
transistor switches as indicated in fig 3.4(c). Tor proper
operation, the time taken to do steps (1) to (3) above
should be much smaller than the sampling interval.

The complete circuit diagram is given in Appendix 2.3.
Fig 3.14 shows a photogroph of the hardware for the modula tor,

The demodulator is of similar complexity.

3.4.2 Results

Pig 3.15 shows the measured performances when speech 1is
used as input, obtained with the equipment described in
chapter 2, together with the results obltained by computer
simulation. It can be scen that the calculated and measured
results agree remarkably well. Fig 2,10 shows the measured

performance of IIDDII for an S800Hz sinewave input. These
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diagrams show that the Siil for speech is quite different from
the SNR for an 800Hz sinewave.

Mg J.16 shows oscilloscope traces of the input and
demodulated output waveforms, when an 875Hz sinewave is used
as input. In order to obtain stationary oscilloscope traces,

the input frequency was synchronised with the 56KHz sampling

frequency.

3.5 ILxtensions

The DD system described in section 3,3 was optimized
to give as flat a B over as wide a dynamic range as possible.
Jith the development of Digital Syllabic Compeanded Delta
Liodulation (D3CDM) as described in the next chapter, it is
possible to obtain a wide dynamic ranse. Instantaneous
companding can then be used to obtain a high SR, A possible

xtension of this thesis is thus the optimization of IDIM +o
give a high SHR and combining this with syllabic companding
to obtain a wide dymamic ronge as well. Such a delta

modula tor will have a better performaince than any delta
modulotor developed previously, but it will however also be
more complex,

A second extension which can be investizated is the
further iuprovement of the stability. DIDL has a low
quantization noise if no overshoot occurs but from the step
responges in fig 3.6 it can be seen that a large oscillation

results from a step response, When this overshoot occurs, a
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large series of consecutive ones or zero's are produced.
These sequences can be detected and the stability can be
increased by changing the step size by more than one step as
indicated for 1IDDIM. The above proposal gives yet another
degree of freedom which)can be optimized to obtain the best

performance from the delta modulator.

3.6 Conclusions

The investigation in instantaneous companding of delta
modulation and the optimization of NDDII has shown that by
using a nonlinear conditional companding law, excellent
stability and a wide dynamic range can be obtained. The use
of digital techniques to obtain this companding law mekes the
companding characteristic independant of temperature and
supply voltage variations, enabling identical demodulated

waveforms to be obtained at the transmitter and receiver.
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CHAPTIR 4
DIGITAL COMPAIIDED DELTA IMODULATION

4.1 Introduction

This 6hapter deals with the development, design criteria
and the performance of digital syllabic companded delta
modulation.

As indicated in chapter 1, many systems using syllabic
companding have been designed by other workers. Iione of
these have advantages that digital techniques can offer. It
will be shown that the delta modulator using the digital
syllabic companding devaloped by the author and described in
this chapter has a companding ratio which excceds that of

previously known systems by about 254B.

4,2 Syllabic Companding

A substantial improvement in pefformance of any
modulation system can be obtained if the modulating signal is
of such a power level that the modulator works at the optimum
performance. This can be obtained by two different methods:
(1) A reduction of the dynamic ronge by means of controlling
the gath of the modulator and demodulator. This is knowm as
companding with incomplete control.

(2) Splitting the input signal into two components, firstly,
a signal with a constant power indicating the waveform of the

input signal and secondly, a signal denoting the average
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power of the input signal. This is knowm as companding with
complete control.

Zach of these two types will later be described in
more detail.

If speech is used, the average power varies with each
syllable and the companding must be capable of following this
variation, hence the name "syllabic companding".

llany of the principles of syllabic companding were

(13)

investigated during the late thirties when the Atlantic

telephone cables were installed.

4.2,1 Companding with Incomplete Control

The block diagram of a modulator using companding with
incomplete control is showm in fig 4.1. DBy means of gain
control circuitry, the gain of the compressor is varied such
that the dynamic range of the modulating signal is reduced.
Tor incomplete control an increase in the input power will
still provide a small increase in the modulating signal power
so that there is a one to one relationship between the
modulating signal power and the input signal power. I'ig 4.2(a)
shows a typical relationship between the power levels of the
input and the modulating signals. Since there is 1:1
correspondence between the average input and output power
levels at the compressor, the inverse relationship at the
expander will restore the original power levels. There will

however still be variations in modulation depth which means
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that the modem will not always operate at its best performance.
For example from fig 2.3 and fig 4.3 it can be seen that the
peak performance of an uncompanded delta modulator occurs over
a very narrow range of input signals. If the delta modulator
is to work at its peak performance, the input power must be
kept within mnarrow limits, Tor this reason companding with

complete control is advantageous for delta modulation.

4.2,2 Companding with Complete Control

If the gain of the compressor is varied such that the
modulating signal power is kept constant, companding with
complete control is obtained, Since however there is no
longer a one to one correspondence between the input power
and modulation depth it is not possible to use the inverse
characteristics'to obtain the required output power at the
expander, The information about the input power level must
thus be transmitted separately as shown in fig 4.4. The
companding characteristics of a compander with complete
control is shown in fig. 4.2(b).

oince the rate of chanse of gain is normally small tiae
bandwidth of the channel <transuitting the gain does not have
to be wide., 1In some cases the two channels are combined into
one by means of frequency division mumltiplexing. In speech
applications the bandwidth below 150ilz can easily be used to

transmit the gain information.
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(15) applies

The system proposed by Gireefkes and de Jager
this principle to delta modulation. Some of the other systems
mentioned in chapter 1 (10,11,12,16) use incomplete control,
so that both complete and incomplete control of companding
have been used in delta modulation in an attempt to restrict
the modulation depth to the narrow range required to give the
optimum SHR.

Tig 4.5 shows the difference in the performance of a
delta modulator when complete or incomplete control of the
companding is used. Tor incomplete control a region of the
ol curve of the uncompanded system is expanded, while for
complete control a single point of the SIR curve is expanded
horizontally. Trom fig 4.5 it can be seen that complete

companding will give a better performance for delta

modulation.

4.% Companding with Complete Control, applied to Delta

Modulation

The following section describes the theoretical
principles involved in the design of digital syllabic
companded delta modulation (DSCDI). These principles are also
described in the Australian Patent 170.C349663%/71 and the U.S.
Patent No. 193,410 (20) taken out by the author and the
University of Adelaide. A copy of this patent is included in

the thesis as Appendix 5.7
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4.3.1 Detection of Normalised Input Power

Fig 4.3 indicates the performance of SIDM for a variation
of input power. Trom fig 1.2 it can be seen that if the step
size is increased, the amount of input power required to
obtain the optimum SHR will increase as well,

Similarly for a given input power, the optimum
performence can be obtained from the delta modulator, by
selecting a suitable step size. The ratio of input power to
step sige is thus an important parameter and is called the
normalised input power.

The normalised input power is similar to the term
modulation depth, used in amplitude modulation. TFor delta
modulation the term modulation depth does not have a strict
meaning, so that the term normalised input power will be used
in this thesis.

A measure of the normalised input power can be derived
from the binary (transmitted) signal and since the binary
signal is present at both the moduwlator and demodulator, the
same measure of the normalised input power can be obtained at
both the modulator and demodulator, provided no transmission
errors have occurred.

In order to obtain a measure of the normalised input
power from the binary transmitted signal, one must select one
or more Dhinary patterns, or control words, the relative
occurrence of which vary with the input power. In order to

brevent ambiguities in the measure of the normalised input



48
power, the functions of the relative occurrence of the control
words versus normalised input power must be monotonic
increasing or decreasing functions as shown in fig 4.6.

At each sampling interval, a test is made to determine
whether a control word is present or not, from this
information the normalised input power can be determined and
the step size corrected to give the required normalised input
power.,

Consider the case where the relative occurrence of control
word decreases with normalised input power as showm in _
fig 4.6(a), and that the relative occurrence at the normalised
input power corresponding to the peak SIR is X.

If the relative occurrence of the control word is less
than X, the normalised input power is too high and the step
size must thus be increased in order to obtain the correct
normalised input power. Similarly if the relative occurrence
is more than X we want to decréase the step size 1o obtain
the correct normalised input power. The manner in which the
step size is changed will determine the type of companding,
Three types of companding, namely linear, logarithmic and
semilogarithmic companding will be dealt with in this thesis

but the principles can apply to other companding laws as well,

4,%3.2 Linear Companding

For linear companding the change of step size is

independant of the stepssize, although the increase and
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decrease need not be equal. Consider again a control word
whose relative occurrence decreases with normalised input

power as indicated above. If the occurrence of a control is
word is used to decrease the step size by K(1-X) units and

the step size is increased by KX units if no control word
occurs, the average step size will remain constant when the
system is operating at the normalised input power corresponding
to the optimum performance. K is a positive constant.

Consider the delta modulator to be operating under
conditions such that the relative occurrence of the control
word is Y. The average increase of step size can be seen to
be equal to the increase in step size due to the control word
not occurring multiplied by the relative occurrence of the
control word not occurring, minus the decrease in gain due to
the control word occurring multiplied by the relative
occurrence of the control word, i.e. the average increase in
step size per sampling interval = KX (1-Y) - K (1-X) Y =
K (X-Y). f '

Uhen the relative occurrence of the control word, Y, is
equal to X, then X - Y = 0, so that the average step size
remains constant.

then the relative occurrence of the control word, Y, is-
less than or greater than X, then the average step size is
increased or decreased as required,

The step size will thus automatically adjust itself to

yield the normalised input power corresponding to the optimum
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performance.
Because the step size is increased by IX units or
decreased by K(1-X) units during each sampling interval. The

ratio of the attack to decay time constants will be

K.X

.
N
R = ———— = —

K(1-X) T X
This ratio can thus be chosen by finding suitable control
words.

A similar argument applies if the relative occurrence of
the control word increases with normalised input power, except
that the occurrence of a control word is used to increase the
step size by K(1-X) units and the step size is decreased by
KX units if no control word occurs.

The ratio of the attack to decay time constants will now

be

The attack time constant, which for linear companding is step
gize dependant, can be altered without altering the ratio of
the attack to decay time copstants, by changing the value of

K, or by altering the sampling frequency.

4.%.3 Togarithmic Companding

Since the ear has a logerithmic amplitude characteristic,
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it is an advantage to use logarithmic companding. The step
size is thus changed by a fixed percentage. The average step
size should still remain constant, when the relative
occurrence of the control word is X. The change of step size
must now be selected according to

1= X

(B+1) . (A+1) = 1
A is the percentcge change of step size if a control word
occurs, B is the percentage change of step size if no control
word occurs. Uither A or B will be negative, indicating a
decrease in gain, depending on whether the relative occurrence
of the control word decreases or increases with normalised
input power.

The ratio of attack to decay times is again B to A or
A to B, for a relative occurrence of the control word which
is decreasing or increasing with normalised input power
respectively.

Since the companding produces an exponential rate of
change of step size, one can no longer talk about a time
constant associated with the companding, as is usual, but one
mist refer to a rate of change of step size of "so many dB
per second".

The rate of change of gain is directly related to the
values of A,B and the sampling frequency.

It appears that Shindler (18) has independently developed

a system which will fit the requirements for logarithmic
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control. Trom his extremely short description, it was not
possible to determine whether he has developed the theory of
operation as explained in this section.

Comparing the performance of his system for sinewave
input signals with the results shown in fig 4.5, fig 4.11 and
fig 4.12 it appears that complete companding has not been
obtained, since the 3R characteristic is not flat as would
be expected for complete companding. Iinally no mention is
made of using speech to optimise the companding, which is
essential if the optimum performance is to be obtained as is

shown in section 4.5.2 and fig 4.13.

4.3.4 BSemilogarithmic Companding

Since the complete control is obtained by increasing or
decreasing the step size by a certain amount, the step size
must be stored. This can either be done in a capacitor or a
digital counter. Using the analogue technique restricts the
dynamic range that can be obtained due to the accuracy of the
store. TFurthermore, leakyness of the analogue store will
give rise to incomplete companding and different amounts of
leakyness at the transmitter and receiver will create a
mismatch between signals at the transmitter and the receiver.

A digital forwvard and reversible counter has thus
obvious advantages as a storage element in this application.

Linear control can easily be obtained by making XY and

K(1-X) both integers. Togarithmic control however is more
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difficult to obtzoin. The counter should be increased by AT
or B.ll, where A and B are the percentage increments as before,
and Il is the contents of the counter. A.I and B,N need not
be integers but the counter can only count in integers, so
that approximations must be made.

It is possible to approximate A and B.I to the nearest
integer, but this will lead to more complex circuitry than is
necessary. Relatively simple circuitry will be obtained if
the contents of the counter are incremented by A.il a B.ll
where M is I truncated to a binary weighted integer.

For example when IT is between 8192 and 16383
(i.e. between 2'2 and (2'4-1), 1 is 8192 (i.e. 2'°).

This means that linear counting is used over a nearly
2:1 range in the contents of the counterr. TFor large changes
in the contents of the counter, the counting is logarithmic,
since M is related to N.

Since one now has semilogarithmic counting, involving
conditional nonlinearities, it is difficult to prescribe the
required increase or decrease in step sige at each sampling
interval>and computer simulation should be used to optimize
the increaseée and decreasefin step size. The alove describes
semilogarithmic companding applied to a binary hase. It is
however also possible to use other such as decimal bases.

Tor a decimal base, N is truncated to an integer power

of 10. Tor example if i is Dbetween 100 and 999 H is 100.
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4.4 Discussion of Parameters

4.4,1 Selecting the Companding Ratio

The companding ratio is defined as the ratio of the
largest to the smallest step size. This ratio governs the
dynamic range of the delta modulator. Referring to fig 4.5
it can bhe seen that the dynamic range, which is the range of
input power over which the delta modulator has an acceptable
performance, is slightly larger than the companding ratio.

The selection of the dynamic range is governed by three
factors:

1) The dynamic range of the input signal
2) The complexity of the hardwore and hence the cost
3) The tolerance to transmission errors.

The effect of transmission errors will be discussed in
section 4.3%.6, where it will be shown that the bigger the
companding ratio, the worse the tolerance to transmiscion
errors.

For telephone applications, a dynamic range of 404D
should be adequate, particularly if the delta modulator is to
be installed in the telephonc handset so that variations of
attenuation of telephone lines do not have to be allowed for.

A companding ratio of between 30dB and 40dB will thus be
a reasonable compromise for a practical delta modulator
enploying digital syllabic companding.

It should be noted that the theory sets no limit on the
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companding ratio, but that the upper limit of the companding
ratio is purely dictated by the dynamic range of the analogue
circuitry in the cumming amplifier and the conmparator of the
delta modulator,

At present the dynamic range of analogue circuitry is
close to 80dB, so that a companding ratio of 604D is about
the maximum that can be employed.

In order to illustrate the versatility of the companding
technique, a digital syllabic companded delta modulation
(D3CIIl) system with a 6043 companding ratio was optimigzed,
uging computer simulation, and built. A detailed description
of the optimization is given in section 4.5.2 and the

hardware is discussed in section 4.5.3.

4.4.2 The Iffect of Transmission Irrors

Transmission errors can cause two effects:
1) an error in the waveform of the demodulated signal will
result
2) a control word may be destroyed or created, causing an
error of step size as shown in fig 4.7.
In ovder for the system to be useful, the effcct of both
these errors must diminish vith time.
The error in the waveform of the demodulated signal is
similar to the effect of a transmisgsion error on SIDII, which
was discussed in section 3.2.5 and illustrated in fig 3.7 (D).

Provided the integrators in the local and receiver
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demodulators have some leakyness, the effect of the
tronsmission error vill diminish with time.

An error in the step size can, under certain conditions
create a much more audible effect. The tolerance to
transmission errors will depend on the_oontrol words used a
and the likelyhood that a traonsmission error causes an error
in the step sigze.

since a counter is used to store the step size, the
error in the step size vwill persist until the counters in
both the modulator and demodulator reach the upper or lower
limit, when the step sizes at the modulator and demodulator
will become the same. The step sizes will then remain the
same until another transmission error occurs.

If the smallest step size of a digitally syllabic
companded delta modulation (DSCDM) system is selected such
that the input noise, which includes accoustical background
noise, from the room in which the microphone is placed, is
small enough to cause a 101010 idling pattern to exist when
no words are being spoken, thc step sizes at the transmitter
and receiver will hecome the same during the pauses between
words. Under these conditions a transmission error will only
affect the step size during -one word.

An ervor in the step size will make the demodulated
signal louder or softer than the original signal. Provided
the difference in the loudness is not too great, the effect

will be hardly noticable. VUhen sufficient errors occur
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during each word to cause the difference in the stey sizes to
be of the order of 20dB, the errors become objectionable.

The transmission errors will then cause a rapid variation of
power which substantially reduces the intelligibility of the
demodulated signal,

The companding ratio will thus effect the error
performance in two wvays, firstly, a smaller companding ratio
is normally coupled with the selection of a larger minumum
step size, raising the threshold of operation and creating a
higher probability of obtaining a 101010 idling pattern in the
presence of background noise, thus ensuring the synchronisation
of the step sizes in the pauses between the words. Secondly,
a smaller companding ratio will decrease the possible
difference in the step sizes when meny transmission errors
occur, thereby making the cffect of the transmission errors
less significant,

Another interesting feature is that transmission errors
tend to increase the step size, As showm in fig 4.10 for
delta modulation at a sampling frequency of 40XHz, with speech
input and operating at the optimum SIT2, the probability of a
transition occurring in the binary transmitted signal is about
66%., A transmission error is thus more likely to create a
string of ones or zero's than a 1010 pattern. Transmission
errors will thus on the average create an impression of slope
overload, for which the receiver tries to compensate by

increasing the step size. If sufficient transmission errors
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occur, the step sige aﬁ the receiver will increase until the
maximum step size is obtained.

If the step size at the transmitter is 204B above the
minumum step size and the modem has a companding ratio of
60dB, a 40dB difference in step size can result, giving rise
to a very large increase in level.

The companding ratio should thus be chosen such that:
1) the threshold is normally larger than the background

noise and
2) the resulting dynamic range is compatible with the

dynamic range of the ear, allowing for accoustical back-

groung noise in the listening environment.

4.4.3 BStability Counsiderations

As described previously, the step size is changed if a
control word occurs. This however lead to problems. TFor
example, consider a system vhere linear companding takes place
and the step is increased by 2A if a control word occurs and
is decreased by A if no control word occurs.

Section 4.5.1 shows that the control words 11 and 00 are
suitable but fig 4.8 shows that for these control words
oscillations can take place which will increase the step size
until the largest step size is obtained. This undesirable
feature must be overcome if the system is to give a good
performance. There are two methods which can be used to

overcome this problem:
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1) delay the increase of the step size by one sampling -
period, so that the step size is increased at the
sampling period after the control word has occurred., I'ig
4.9 (a) shows the resulting demoduloted weaveforms
2) make the analogue integrator sufficiently leaky to
prevent the oscillations occurring. As shown in fig
4.9 (b), stable operation will result if the integrator
decays by more than A of the volue stored during one
clockpulse.
The second approach was chosen for the D3CDM hardware,
since it is easy to implement and as explained in chapter 3,
leakyness in the analogue integrator improves the tolerance

to transmission errors.

4.5 The Desirm of a Digital Syllabic Companded Delta

Illodulation System

4.5.1 Selection of Parameters

The principle described in the previous section are now
applied to the design of DSCDH. Tive parameters must be
chocen, each one of these can be chosen independently. Their
choice will affect the resultant performance of the delta
modulator., The five parameters are:

1) The type of companding, i.e. linear, logarithmic or
semilogorithmic companding. ILinear companding results in the

simplest hardware while logarithmic companding is more suited
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to the characteristics of the ear. Senilogarithmic
companding however is a good compromise between complexity and
performance so that semilogorithnic companding was chosen for
the hardware realisation.
2) The sampling frequency.

The sampling frequency was chosen to be 40XHz, since
this gives an adequate performance for speech transmission

over telephone lines.

3) The companding ratio.
The companding ratio can be chosen at will, which has )
(6-18
not been possible with sytems proposed by other workers )

Tor speech transmission, a companding ratio of 404B will be
satisfactory. However in order to demonstrate the versatility
of the digital syllabic companding, a companding ratio of 60dB
was chosen., This is about 25dB more than has been achieved
previously.

4) The ratio of attack to decay times.

This parameter affects the choice of the control word.
dince for SIDM there are only a limited number of control
words, the choice of ratio of attack to decay times is
limited.

Fig 4.10 shows the relative occurrence of several
control words that can be used.

T+ can be seen that the control words 11 and 00 have a
relative occurrence of about 335 at the optimum SR, This will

make the attack time faster than the decay time, a property
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which is generally found desirable.
5) The Attock Time

The attack time nust be chosen such that the companding
conn follow the syllabic power voriations of speech.

If the attack time is too slow, the normalised input
power will still vary end the optimum performance will not be
obtained. If the attack timé is too fast, the variations in
step size at each successive sampling interval will be too
large, giving rise to a coarse quantization of step size and

hence a degradation of performance.

Fron (4) and (5) it is possible but difficult to
directly nominate the percentage increase in step size when a
control word has occurred and the percentage decrease in step
size when no control occurs. In practice, the optimization

of these parameters using computer simulation is desirable.

4.5.2 Computer Simulation

The computer simulation was carried out in order to:
1) Find and select suiﬁable control words for the companded
delta modulation system. Fig 4.10 shows the results of this
investigation, and as a coﬂ?equence the control words 00 and
11 were selected.
2) Optimize the increase in step size when a control word
occurs and the decrease in step size when no control ward

occurs.
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3) Determine the performance of the proposed delta
modulator due to different input signals, such as simulated
speech and sinewaves, before the system was built and to
compare the performance with that of the uncompanded delta
modulation system.

Since the delta modulator was designed for speech
applications, the computer simulation used sirmlated speech as
described in section 5.2.2, to optimize the increase and the
decrease of the step size.

The optimization was a trial and error process,
whereby the performance of the delta modulator wes cvaluated

for different increases and decreases of step size on the
occurrence of a control word.

Tig 4.11 shows the performence of the resulting
digital syllabic companded delta modulation (DSCDII) system and
compares this with the performance of an uncompanded delta
modulator. It can be seen that the dynamic range has been
increased by about 60d4B.

The best performence was found to occur when the step
size is increased by 2 x o% units if a control word occurs
and is decreased by o1 units if no control word occurs, when
the contents of the counter, containing the step sizes, is

(n+5)

between 2 and 2(n+6) -1 vnits. Tor this change in step

size, there is 1little difference in the performance of DSCDM
when it is subject to simulated speech with or without

syllabic variations of power, indicating that the companding
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is fast enough to track the syllabic variations of power.
This change of step size gives an average attack time of
16dB/mSec  (0.4dB/sampling interval) and an average decay
time of 8dB/mSec (0,2dB/sampling interval).

Because the companding cen follow the syllabic
variations, the maximum SFR will be higher for DSCDM than for
‘ the uncompanded delta modulator.

Pig 4.12 shows the performance of DSCDM when subject to
o sinewave input. The peak performance occurs for input
signals where the companding no longer operates.

Fig 4.13 shows the performance with a simulated speech
input of a DSCDI system which was optimized for (a) speech
operation and (b) operation with an 800Hz sinewave.

One can clearly see that if a delta modulator is to be
used with speech, the optimization should be carried out using
speech or simulated speech, otherwise the optimum performance
will not be obtained. Tigs 4.12 and 4.13 also clearly show
that the performance obtained using 800Hz sinewaves 1s not
necessarily an indication of the performance of the delta

modulator when subject to speech.

4.5.3 Hardware

The DSCDM system described in the previous sections was
constructed. IC's were used for both the analogue circuitry
and the digital circuitry. The block diagram of the circuitry

is shown in figs 4.14, 4.15 and 4.16, and further details of
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the hardware shown in Appendix 2.4,

To give some idea of the circuit complexity, 131 RTL
digital IC's, 4 analogue IC's and 17 transistor switches,
incorporating 4 transistors each, were used in the modulator
alone. The demodulator was of similar complexity except that
one analogue IC is used.

The number of digital IC's will of course depend on the
types of IC that are used, It is however feasible to
manufacture the entire digital circuitry in one chip, usihg
large scale integration.

The complexity is proportional to the companding ratio
in 43, since each 64B increase requires an extra hit to be
added to the forward and reverse counter containing the step
size.

A companding ratio of 60dB was required, which according
o section 4.3.4 and 4.5.2 made the largest step size 2'° -1
and the smallest step size 25. The values 215 and 25 -1,
simplify the logic connections and were thus used, making the

15
companding ratio G i.e, 60.5dB.

31
In order to obtain all the required step sizes; the
integrator shown in fig 3.4 (b) was used. Diach resistor is
switched to the positive rail, the negative rail or to ground.
The ratio of the smallest to the largest resistor was 215 to 1
i.e. 32768:1. The largest resistance was chosen to be 6.5l

which made the smallest 200~ . The 200f. resistor, supplies
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a current of 7SmA which is morc than the output current
capability of normal operational amplifiers, so that a power
integrator had to be used.

The comparator must provide reliable switching on the
smallest step size and yet be able to handle the largest input
signals as well, so that a dynamic range of 804B was required.

Fig 14.17 shows a photograph of the hardware for the
modulator.

The hardware operated as predicted by the theory as can
be seen from the photographs in fig 14.18, which show
oscilloscope traces of the input and the demodulated output
when the DSCDM system was subject to a 625Hz sinewave of
various amplitudes. The sinewave vas synchronised to the
sampling frequency in order to obtain stationary traces on the
oscilloscope.

Fig 4.11 also shows a comparison between the measured
performance obtained with the test equipment described in
chapter 2, and the results obtained by computer simulation.

It can be seen that there is good agreement between the two
results. The difference for large signals are due to the
integrator limiting, while the differences for small input
signals arc due to switching spikes and other noise being
measured with the demodulated signal.

Actual speech, a tape rccording of a newscast, was used

for the measurements in fig 4.11.
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4.6 Bxtension to other liodulators

The principles discussed in section 4.3 can be applied to
PCl and 4 PCM as well. One must find control words, the
relative occurrence of which vary with signal power. These
control words are easy to obtain since for PCLI the transmitted
signal is made up of binary words, which directly represent
the amplitude of the signal. Trom this binary signal one can
easily detect whether the input is greater than a certain
level. Tor instance detecting the most significant bit will
give a signal whencver the input is greater than half the
maximum amplitude,

Computer simulation was carried out in order to apply
the digital syllabic companding to YCIi. 7 bit PCI was chosen
with a sampling frequency of 8Xllz .giving a transmission rate
of 56X bits/sec. The control word chosen was the two most
significant bits not being zero, giving an output if thé
amplitude is greater than a quarter of the maximum amplitude.
The best performance in keeping with hardware simplicity was

1n.

found to occur when the step size is increased by 5 x 2 and

decreased by 2 x 2 D when the contents of the counter are

o (n+d) g o (B45)

between . The performance cannot be

improved much by using a finer step size gradvation, such as
9 or 11 x 2 = and 3 x @2 -1 respectively, but this will
lead to more complex circultry. The companding ratio was

again chosen to be 60dB and the resulting performance is

shovn in fig 4.19.
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The digital syllabic companding principles can also be
applied to PCI, 2~ PCL and A1l systems using instantaneous

companding as well, so that double companding can be ohtained.

4.7 Conclusions

The application of digital syllabic companding to delta
modulation has been shotm to extend the dynamic range to any
required limit without causing a degradation in the maximum
SHR obtainable. By proper design of the companding this
maximum SR can be obtained over a very wide dynamic range.

Transmission errors have the same effect as for the
uncompand ed modulators, except that they cause an error in the
step size. Under normal circumstances however, the step sizes
become the same during the pauses between words. Provided the
differences hetween the step sizes is only a few dB, the
errors are nolb objectionable.

The digital syllabic companding has been shown to be
applicable to other modulation systems, such as PCLI or AYCIT

as well.



CIAPTIR 5
COLPUTIR STILULATION

5.1 Introduction

It is extremely difficult if not impossible to construct
and analyse a mathematical model for a nonlinear system such.
as delta modulation with the required accuracy, particularly
if the delta modulator has conditional nonlinearities and is
subject to a random input; as is the- case in this thesis.

It is however possible to simulate the input, the delta
modulator and the test equipment on a digital computer thus
obtaining an indication of the performance of the delta
modulator.

The computer simulation involves using the input and
possibly previous values of the input and output, to calculate
the output that would be obtained from the equipment to be
similated. These calculations are repeated many times;
enabling the performance of the equipment to be obtained. The
process can best be illustrated by the use of a simple example.
If one is to simulate an integrator, this can be done by the
statement ¥ = Y + X where X is the input and Y is the output.
The new values of the output is equal to the input added to
the old value of the output. By generating a series of inputs,
one con obtain the output of the integrator due to those
inputs. At discrete instants of time the input and output
values con be used to draw the time waveforms of the input and

output.
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5.2 Particular Ixamples of Simulation

5.2.1 Simulation of Delta llodulation

If the delta modulator and the associated test equipment
are to be simulated, each of the units in the hardware must
be simulated by a few programming statements and the program
must co-ordinate the signal flow to be the same as in the
hardware. The block diagram of the system to be simulated is
shown in fig 5.1.

The description of the resulting program called RAIDEL
is shown in Appendix 3.

At each sampling interval the input and output of each
of the blocks in the block diagram was dectermined and the
signal and quontization noise energy contributions during this
interval were added to the respective previous energy totals
to give the total signal and quantization noise energy
gencerated.

AMfter sufficient iterations the process was terminated
and the average signal and noisc powers were calculated., The
number of iterations was chosen by a compromise between the
computer time and the accuracy of the result. TFor most of the
programs 3000 iterations were used, in addition to 100
iterations which allowed the system to attain the steady state
response., This process was repeated for different input
levels; enabling a plot of SIM versus input power to be made.

The listings of the programs used to simulate the delta
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modulators and the relevant subroutines are inserted in
Appendix 3., Since about three hundred different computer
programs were run, it should be realized that the listings
supplied are only a sample. Liost of the programs run, however
are a slight variation of the ones presented in the Appendix
since by altering a few statements an entirely new delta

modulator can be investigated.

5.2.2 Simulation of Speech

Since the delta modulators were to be designed for use
with speech, the optimization of the modulator required
signals that were as close as possible to speech.

There are two properties of speech that must be
considered, namely: (1) the frequency spectrum and (?) the
variations of power during different .syllables.

The required frequency spectrum can be obtained by using
a pseudo random sequence as input to a digital filter which has
the frequency response of the speech spectrum. Tig 5.2 shows
the speech spectrum of a male voice at sea level according to
Beranek (23) and compares this with the frequency response of
the digital speech filter.

The variation of power during difrferent syllables was
obtained by multiplying the output of the speech filter by a

randon waveform, containing frequency components below 20z
only. The resulting block diagram for the generation of

simulated speech is showm in fig 5.3.

Llany workers in this field have ignored the syllabic
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variation of power in their measurements, particularly if
they have used 800Hz sinewaves for testing the delta
modulators.,

/
Shindler (18

) points out that the controlled-slope delta
modulation, used in the telephone network in France has a
companding response time that is too long, so that transient
distortion occurs. It is thus obvious that if a delta
modulator is to be designed for use with speech, syllabic
variations of signal power should be considered, so that if
companding is used, it can follow the variations of power
without the delta modulator deviating from its optimum
performance.

The simulated specch obtained above is filtered by a

low pass filter with a cut off frequency of 3.5KIz to obtain

the required simulated speech.

5.3 Results

The results of the computer simulation of NDDII and DSCDM
have been discussed in Chapters 3 and 4 respectively.

The results of the computer simulation for SIDI and PCII
are presented here, together with a comparison of the results
obtained by other workers.

Tig 5.4 shows the performance of SIDM for different
sampling frequencies and with simulated speech as input. An
ideal integrator was used in the feedback loop.

Pig 5.5 shows the maximum SHR obtained from de Jager's
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formula (2), the results of other workers and from computer
simulation by the author.

De Jager's formula and the results obtained by Tomozawa
(10,11) assume speech can be represented by an 800z sinewave,
It can be seen that optimistic results are obtained,
Zetterberg (3) developed a mathematical model for speech,
using Markov chains, but did not take syllabic variations of
power into consideration.

Fig 5.6 shows the performance of PCM obtained by computer
simulation for an 8KHz sampling frequency, a 3.5KHz audio
bandwidth and for different word lengths.

Tig 5.7 shov/s a comparison between the pealk performance
of PCM, obtained by computer simulation and results obtained
by Zetterberg (3 . It can be seen that the computer
simulation results, obtained using speech without syllabic
variations, agree remarkably well with those obtained by
Zetterberg.

Fig 5.8 is a comparison hetween the maximum SHR's for
PCI and SIDII as obtained from computer simulation. It can be
seen that SIDII has a superior performance to PCI for
transmission rates below 28 K bits/sec.

At transmission rate of 40 K bits/sec, the SIR of PCII
exceeds that of SIDM by 44dB and that of DSCDII by 2dB.

Delta. modulation does however have the following -
advantages:

1) The sampling frequency is higher so that the low pass
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filters required need not have such a sharp cut-off. I'ig 5.9
shows a comparison bectween the frequency response for the
filters used in PCM and SIDIL.
Tor PCM a 6th order Cauer—Chebychev (CC065046) filter (24)
was used and for SIDM a 4th order Butterworth filter was
suffieient. The filters used for a delta modulator will thus
be cheaper than those for a PCl system.
2) Tor delta modulation there is one bit transmitted per
sampling interval, so that no synchronisation bits are
required, reducing the complexity of timing circuits compared
with PCIM,
3) Delta modulation is more tolerant to transmission errors

than PCH.

The above points show that for a transmission rate of
40 K bits/sec and speech application, delta modulation will
be a more economic system than PCII.

The performance of delta modulation with a sampling
frequency of 40KHz is quite acceptable for speech transmission,

particularly if the delta modulator uses syllabic compaonding.
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CHAPTER 6
COLTICLUSIONS

Pecause delta modulation is a form of analogue %o
digital conversion and the binary transmitted signal contains
information from which the modulation depth can be determined,
digital circuitry is ideally suited to the control of
companding for delta modulation. Turthermore, provided no
transmission errors occur, the amount of companding at the
modulator and demodulator will be exactly the same if digital
companding is used, while for analogue companding there will
normally be differences in the companding at the modulator
and demodulator. TIinally, digital companding enables
precisely controlled conditional nonlinearities to be used in
the companding to improve the performance of the delta
modulator.

The work presented in this thesis shows that if a delta
modulator is to be used with speech, the companding must be
designed specifically for speech if the best performance 1is to
be obtained. For DSCDM at a 40KHz sampling frequency and
speech input, a system optimized for speech was shovm to give
a SR of 5dB more than one optimized for sinewaves over the
entire companding range.

In order to evaluate the performance of the delta
modulators with speech input, equipment was constructed which

allowed any signal to be used to test the performance of the
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delta modulator. Ior both the delta modulators presented in
this thesis, there is an excellent agreement between the

performance obtained using actual speech and the results
obtained from computer simulation. It should be realised

that since the delta modulators use conditional nonlinearities
in the companding and speech is a nonstationory signal, no
simplified mathematical model was developed to represent the
delts modulators, since a sufficiently accurate model could
not be obtained. Computer simulation however, enabled the
performance of the delta modulator to be evaluated with
sufficient accuracy.

Two methods of digital companding havc been developed
by the author and are presented in this thesis, namely:

nonlinear digital companding and digital syllabic companding.

Nonlinear digital companding is a form of instantaneous
companding which adapts the step size to the instantaneous
input signal. It was shown that conditional nonlinearities
improve the stability of the delta modulator, enabling a
large dynamic range to be obtained.

For speech application and 56Kz sampling frequency IIDDM
was shovm to have a good performance over a 3043 dynamic
range. DBecause IIDDM uses instantaneous companding, it was
shovm to have an excellent transient response and this type

of companding will thus be suitable to applications where
rapid changes in signal level are encountered such as is the

cage for T.V, signals,
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It was shown that the conditional nonlinearities in
the companding can be designed such that the system becomes
more tolerant to transmission errors, since the companding is
designed to reset itself to the smallest step size if a

10101010 binary transmitted pattern occurs.

Digital syllabic companding adapts the step size to the
average input signal power, by determining a measure of the
modulation depth from the hinary transmitted signal and using
this to control the step size. The step size is stored in a
forward and reverse counter, and by using different circuitry
for the control of this counter, linear and semilogarithmic
companding cen be obtained. Logarithmic compending cen be
obtained but the circuitry controlling the counter would be
unnecessarily complex. Since the companding ratio is
determined by the number of bits in the forward and reverse
counter, the dynamic range can be chosen at will, provided
the analogue circuitry is capable of handling the required
dynamic range.

Hardware for a DSCDI system with a companding ratio of
60dB was constructed. ; This companding ratio is about 25dB
more than has previously been possible (14-18)0

If the digital syllabic companding is designed as
indicated in this thesis, the maximum SIR can be obtained
over the entire range for thch conpanding takes place.

Turthermore as shown in fig 4.11, the maximum SIR will be
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higher than for the uncompanded system,
The DSCM system proposed in this thesis would be
extremely suitable for the transmission of speech in a future

digital teléphone network,
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APPEIDIX 1

LIETIHODS T'OR THE IVATLUATTIOI O THEL PERFORLIATICE
O DELTA HMODULATIOI]

A1.1 Intelligibility Tests

These tests are usually conducted by recording a large
number of words or syllables and replaying these through the
delta modulator under test. A team of listeners then record
what they think the vord is. The correctness or incorrectness
of the estimates of the words are used to obtain an in
intelligibility score. The results are usually normalised
to make the intelligibility 1009 if no delta modulator is
used,

There are many different types of tests a few of which
are déscribed in the report on project llallard (7). According
to this report Lgan (25) showed that the intelligibility
scores were not affected by SlHR's greater than 304B,
indicating that these tests are only useful if a low sampling
frequency is used for the delta modulator. The delta
modulators described in this thesis are of sufficiently high
quality that a nearly 100% intelligibility score would be

obtained.

A second type of test exists where the intelligibility

of two different delta modulators is compared, so that one

can decide which is better. This enables one to arrange

different delta modulators in order of performance but an
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absolute standard of performance cannot be obtained.

A1.2 ZDBguivalent ‘hite Hoise ilethods

Recorded speech is played through either a delta
modulator or a summing amplifier, where white noisc is added
to the speech signal. The block diagram of the system is
showmn in fig A1.1. The listener can listen to either signal.
The amount of white noise is varied until both systems have
the same fidelity. The signal and noise powers can bhe
measured, so that an equivalent SII1 can be obtained.

There are two types of methods: firstly, where the noise
is independant of the input signal and secondly, where the
noise is proportional to the input signal.

In a normal communication system the noise is generally
due to tronsmission over noisy channels and the noise is thus
independant of the input signal.

Tn delta modulation system, the quantization noise is
dependant on the input signal. If no input signeal is present,
the binary transmitted signal will consist of 101010 etec.
pattern and there will be no audio components in the
gquantization noise, while an audible quantization noise will
normally exist if an input signal 1is present.

Tor delta modulation it is thus more reasonable to
assume that the quantigation noise 1is proportional to the
input amplitude than to assume that the quantization noise is

constant. Go that the second method is preferable for delta
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modulation.

The Dritish Post Office developed a modulated noise
reference unity which varied the noise proportional to the
input signal. The Telephone Standards Group at the Research
Taboratories of the Australian Post Office built this system
and used it for evaluating the performance of DCDI (17). By
means of some of their unpublished results, a comparison
between different methods is available for DCIM at a sampling
frequency of 40KHz.

The peak SNR that was obtained using the moduloted noise
reference unit was 204B while using noise independant of the
input signal gave 30dB. Using an 800Hz sinewave Hauser and
Zarda (17) obtained a SN of 37dDB.

I+ can be seen that widely different results can be

obtained, depending on the method used.

A1.3 Uotch Filter Method

In the notch filter method a pure sinewave is used as
input to the equipment under test and a notch filter is used
to remove the input frequency from the output. The remaining
signal is then the distortion introduced by the egquipment.

A disadvantage of this method for delta modulation is
that variations of SIIl occur over a narrow range of input
signals, giving rise to the SHR characteristic shown in
fig 2.3. These variations in SiTR have not been reported by

other workers.
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It is hovever usuvdl to randomize the input signal by
adding band limited white noise to it. The notch filter must
then be replaced by a bandstop filter.

Other disadvantages are discussed in Chapter 2.

Al.4 Trequency Analysis llethod

This method again uses a pure sinewave as input signal.
A spectrum analyser is used to determine the frequencies
present in the output. By summing the powers of the
harmonics of the input frequency in the output signal, the
distortion con be calculated. The disadvantages of using
this method for measuring the performance of delta modulation

are the same ag for the notch filter method.

A1.5 Cancellation llethod

ith this method the sinewsve input is suitably delayed
and the gain of the input or output is changed so that the
difference signal, shovm in fig 2.4 contains no
fundamental of the input frequency. This method is similar
to the one used for the measuring equipment discussed in
Chapter 2, except for the following differences:
1) The network providing the delay does not have to give
a frequency independant time delay. A4 simple NC network can
thus be used instead of the delta modem and the tapped digital
delay line used in the measuring equipment.

2) Tor every measurement the gain and delay are adjusted,
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while with the measuring equipment the gain and deloy are
adjusted when no limiting occurs in the delta mnodulator and

the gain and delay are képt at this setting for all
measurements.

3) dinewaves are the only input cignals that can be used.

A1.6 Intermodulotion Distortion lMethod

[ith this method, white noise is passed through a narrow
vand rejection filter, which removes a narrov region of the
noise spectrum, This signal is then used as input to the
equipment under test. The output is passed through a
band pass filter which removes all frequencies, except for a
narrow band corresponding to the gap in the input spectrum.
The output from this filter thus only contains signals which
are due to distortion,

By shifting the freauency of the band pass and band
stop filters over the whole spectrum and adding the
distortion contributions due to each section, the distortion
can be calculated. This method is however time consuming,
particularly if the performance is to be determined for

different input powers.
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HARDWARE

A2.1 Introduction

The hardware used during the research is presented here,
The entire design and construction was carried out by the
author. A list of abbreviations and some graphic symbols

used in the circuit diagrams are shown in fig A2.1.

42,2 lMeaguring equipment hardware

e e

The block diagram of the measuring equipment is showm
in fig 2.9, The circuit diagram of the measuring equipment

is shown in fig A2.2. The details of the delta modulator are
shovn in fig A2.3 and those of the multiplier and filter in
fig A2.4.

The circuit is self explanatory but a few features can
be mentioned.

The trimming capacitor in one of the demodulators is to
match both demodulators, so that the mismatch of the
demodvlated signals can be at least 55dB smaller than the
demodulated signal.

The lowpass filter shovmn in fig A2.2 is a 4th order
Butterworth lovmpass filter.

Fig A2,.5 shows a photograph of the hardware.

A2.3 Nonlinear digital delta modulation hardware
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A2.3.1. Hardwere of the modulator

The block diagram of the hardware is shown in fig 1.4,
the demodulator circuitry in fig 3.4 (¢) and the block
diagram of the digital circuitry is presented in fig 3.13.

The énalogue circuitry consists of the demodulator,
adder and comparator of fig 1.4. The circuit diagram of
the analogue circuitry is presented in fig A2,6.

The circuit determining the number of clockpulses and
controlling the timing is shovm in fig A2.7.

The forward and reverse counter consists of a 4 bit
counter, one bit of which is shown in fig A2.8. The AC
coupling of the gates enables a change to be made from
forward to reverse counting without upsetting the counter.

10 decoders are connected to the forward a.d reverse counter,
each representing a step size., The output of this decoder
controls the transistor switches as showm in fig A2.9. Since
4 bit forward and reverse counters and BCD decoders were not
available in one package at the time the hardware was built,
the counter and decoder were constructed from individual
gates and flipflops. RTL circuitry was used for the digital

gsection of the hardware.

A2.3.,2 Demodulator hardware

The demodulator hardware is identical to the hardware
for the modulator, with the following exceptions:

a) the summer and comparator can be deleted from the
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analogue circultry
b)  the flipflop shown in fig 1.4 can be deleted from the

digital circuitry.

A2.4 Digital syllabic companded delta modulation hardware

A brief description of the hardware requirements are
given in section 4.5.3, the block diagram of the hardware is
presented in fig 4.14 and some of the details of this block
diagranm are presented in the figs 4.15 and 4,16,

The details of the circuitry are discussed below.

A2.4.1 Circuitry of the modulator

a) Analogue circuitry

The NC integrator, summer and comparator showm in
fiz 4.14 are the analogue elements of the modulator anc their
complete circuitry is shovm in fig 12.10. The circuitry is
self explanatory but a few details are worth mentioning.
Operational amplifier 1 together with the external transistors
forms a power operational amplifier. The network formed by
the operational amplifiers 2 and 3, gives negative feedback
to the DC conditions of the comparater, ensuring a 101010
idling pattern when no input signal 1is applied.

The logic gates are used to give the comparator a
higher gain.

b) Digital circuitry

RTL integrated circuits are used for the hardware



+ve supply

38 locally demodulated
22K _,' l >
output
TIP
29A

to -ve
pplv

0Aj202

820
0AJ202

3-28M H I

to digital
Yy 22K Do———>
<\ \WN\— 39 circuitry

-ve supply

to transistor switches

104
10K " OP/AMP2
A NS
analogue
innutg, FIG.A210 Analogue 504 50,

to-ve supply

circuitry of DSCDM A



A2/4
realisation.

The digital circuitry consists of the flipflop and the
digital switch control shown in fig 4.14. The details of the
digital switch control are shown in fig 4.15. The circuitry
detecting the control words and thus determining whether the
step size should be increased is shown in fig A2.11. The
output of this network is connected to the up/dovm counting
control iine shown in fig 4.16, which shows the circuitry for
calculating and storing the step size. The details of the
second stage of the step size store are shown in fig A2.12.
The other stages are similar.

The circuitry for the detection of the most significant
bit is shown in fig A2.13, vhich consists of two parts
namely a delay store and logic gates for detecting the most
significant bit of the delay store. The delay store is
required so that any changes in the control switches of the
step size store occur when the counting of the step size
store is inhibited, to prevent false counting.

The circuitry preventing forward counting when the 16th
bit is the most significant bit and preventing reverse
counting when the 5th bit is the most significant bit is
shown in fig A2.14,

The circuitry controlling the trensistor switches and -
the transistor switches are shown in fig A2.15 and A2.9
respectively. There are 16 of these stages, each controlling

one resistor.
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Timing circuitry must be included to ensure that:
1) one or two clockpulses are generated as explained
in section 4
2) counting of the step size store is inhibited when
changes of the control switches of the step size store occur.
The timing circuitry is shown in fig A2.16 and the

waveforms obtained are shown in fig A2.,17 (a).

A2.4.2 Circuitry of the demodulator

a) Analogue circuitry

The analogue circuitry consists of the power integrator
shovn in fig A2.10.

b) Digital circuitry

The digital circuitry embodies the digital switch
control shown in fig 4.14. This can be made the same as the
corresponding circuitry of the modulator but for the hardware
constructed, the following differences exist.

The inputs to the circuitry controlling the transistoxr
switches are taken from the delay store instead of the smtev
size store. The advantage ig that when forward counting
takes place, the transistor switches are change& once per
sampling period instead of twice, thereby reducing the
dissipation in the transistors. TFurthermore the loading on
the flipflops in the step size store is reduced. IFinally
the circuitry can be easily converted to the alternate method

of stabilisation discussed in section 4.4.3. The delay store
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must now have 16 bits instead of 12 bits.

The timing circuitry must be modified in order for the
delay of the delay store to be as small as possible. The
timing circuitry is thus different for the modulator and
deémodulator. Since the differences are trivialiy no separate
circuitry will be shovwmn but the time waveforms are shown in

fig A2.17 (b).
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APPENDIX 3
COMPUTER PROGRAMS

ALL THE PROGRAMS PRESENTED HERE ARE WRITTEN BY THE AUTHOR
EXCEPT THE SUBROUTINE NOISE WHICH WAS WRITTEN BY
DRe BeR.DAVIS

A3.1 MAIN PROGRAM

PROGRAM RANDEL (INPUTsOUTPUT)
DIMENSION B(6)9sBN(14)9CON(6)
DIMENSION C(1047)
DIMENSION IT(19).T(19)
INTEGER RIT
C INITIALISE CONSTANTS
PI=3.,141592653589793
FS=40000,
FC=3500,
FCC=20
C PRINT HEADINGS
PRINT 20
20 FORMAT (1Hle* DELTA MODULATION SIMULATION #)
PRINT 21,4FS
21 FORMAT (# SAMPLING FREQUENCY=#,F12,1)
PRINT 22
22 FORMAT (# INPUT IN DB QUTPUT IN DB UNFILT #
Cy#SHR FILT SNR #)
C DESIGN DIGITAL FILTERS
CALL LPDES(FCCsFSsCON)
CALL LPDES(FCsFSeB)
CALL SPDES(FSsRN)
C READ INPUT SIGNAL AMPLITUDEsV
23 READ 249V
24 FORMAT (F8.2)
IF(V) 60460925
25 V=VH*FS/30
VEVH#FS/100000,
V=V/1500
v=v
C INITIALISE NOISE GENERATOR
I=NOISET(I)
C START OF MAIN LOOP
DO 29 K=193000

ID=K=200
C GENERATE A SPEECH SAMPLE
4. IY=NOISE(I)

Y=VH#IY
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2 - CALL SPK1(YsKeBN)
CALL LPF1(YoKoB)
x=Y
C CALCULATE THE DELTA MODULATOR OQUTPUT SAMPLE
CALL DELTA (XeFBsKoIC)
CALL WORD(ICsITsKelID)
ER=X=FB
C INCREMENT THE SIGNAL AND NOISE POWERS
CALL POWER3(XsPINsID)
CALL LPF3(FBsKsBg)
CALL POWER4 (FBsPOUT,LID)
CALL POWERI (ERsUMSNsID)
CALL LPF4 (ERoKyB)
29 CALL POWERZ (ERsFMSiN,ID)
¢ END OF MAIN LOOP
C CALCULATE THE AVERAGE SIGNAL AND NOISE POWERS
IF (PINJLEL0O) GO TO 27
IF (POUT.LE.0Q) GO TO 27
V=ALOGLlO (PIN/ZID)
POUT=ALOGL0 (POUT/ID)
USNR=ALOGLO (PIN/UMSN)
FSNR=ALOGLO (PIN/FMSN)
v=1l0#y
POUT=10#POUT
USNR=10#USNR
FSNR=]10#FSNR
C PRINT THE RESULTS
PRINT 30¢VsPOUTsUSNReFSNR
30 FORMAT (4 (5X9F10,3))
C PRINT THE RELATIVE OCCURRENCE OF THE CONTROL WORDS
DO 31 N=1919
TIN)=IT(N)
31 T(N)Y=T(N)/ZID
PRINT 329 (T(I)sI=1918)
32 FORMAT (19(XeFb6a4))

GO TO 23

27 PRINT 28

28 FORMAT (# ZERO POWER #)
GO TO 23

60 STOP

END
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C THE DATA FOR THE MAIN PROGRAM ARE AS FOLLOWS
C 1) DATA FOR THE DIGITAL FILTER SUBROUTINESsIF REQUIRED
c AN EXAMPLE OF SUCH DATA IS GIVEN IN SECTION A3.3.5
C 2) DATA FOR THE INPUT SIGNAL AMPLITUDE,
C
&

THE PROGRAM IS TERMINATED BY READING A WEGATIVE OR
LERO INPUT SIGNAL AMPLITUDEsV

¢ TYPICAL DATA FOR V ARE AS FOLLOWS

25640
512.0
102440
214840
4(096,0
B8192.0
16384,
32768,
65536,
131072,
262144,
=100
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A3,2 DELTA AND PULSE CODE MODULATION SUBROUTINES

A3.2.1 SIDM

SUBROUTINE DELTA (YoFBEX9KsIC)
C INITIALISE THE DELTA MODULATOR
IF (KeGT,1) GO TO <

FBM=0
C CALCULATE THE BINARY TRANSMITTED SIGNAL
e ER=Y=FBM

1C==-1

C CALCULATE THE DEMOQDULATED OUTPUT
FBEX=FBM=0,937#FBM+IC
RETURN
END

A3.2.2 DSCDM

SUBROUTINE DELTA (YZFBEX,KsIC)
DIMENSION IS(15)
C INITIALISE THE DELTA MODULATOR
IF (KeGT.1) GO TO 2
FB=FBM=0
1A=100
DO 3 N=1,15
IS () =2%#N
CALCULATE THE BINARY TRANSMITTED SIGNAL
ER=Y=FBM
IC==1
IF (ERGTe0) IC=1
DETERMINE THE CHANGE OF STEP SIZE AS M¥]G
M=1
DO & N=6,14
4 IF (IAGE«IS(N) ) M=IS(N=5)
1G=2
IF (IC+ICD,EQe0) IG==1
C INCREMENT THE STEP SIZE STORE AND CHECK FOR OVERFLOW
TASIA+M#*]IG
IF (IALLTe31) IA=IA=M*IG
IF (IA.GT«IS(15)) IA=TA=-M#*IG
C CALCULATE THE DEMODULATED OoUTPUT
FBEX=FBM=0,937#FBM+TA%*IC
ICD=IC
RETURN
END

nNOWw

(@]
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SUBROUTINE MOD(YsICy,KePREDA)
DIMENSION A(20)
IF (K=1) 8181482
C INITIALISE THE DELTA MODULATOR
81 FB=FBM=0

I=10
C CALCULATE THE BINARY TRANSMITTED SIGNAL
82 ER=Y=FBM

IC=~1

IF(ER.GTL0) IC=]
C DETERMINE THE CHANGE QF STEP NUMBER
IF (IC=ICl) B3,844+85

83 IF (I.LT«12) GO TO B4
GO TQ 86

85 IF (I.6T.9) GO TO B4

B5 I=I+IC

84 I=I+IC

C CALCULATE THE DEMODULATED OQUTRUT
FR=0.97#FB+A(I1)# (1=FB/1667)
FEM=FB+A (I)#PRED
ICl=IC
RETURN
END

TYRPICAL DATA FOR THE ARRAY A(I)
(U

U

Ue

0

0
~B65
""‘22.0
=745
245
=0,50
0,50
2e5
7.5
2240
65,

¢

0.

A3.5
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A3,2e4 DIGITALLY SYLLABIC COMPANDED PCM

SUBROUTINE PCM(YFBeKyBITsIG)
INTEGER BIT
DIMENSION IST(20)
C INITIALISATION OF PARAMETERS (UP TO STATEMENT NO 2)
IF (KeGTWl) GO TO 2
LIM=2## (BIT=3)
IL=4
ILI=IL+1
IU=10+TL
DO 4 IM=1sIU
4 IST(IM) =2##1IM
IYM=0
15=0
IA=128
UL=2##(81T=1) =1
LL==UL=1
FB=0
VETERMINE THE SAMPLING INTERVAL. THE SUSRQUTINE IS
CALLED FOR EVERY TRANSMISSION BIT BUT CALCULATIONS
ONLY TAKE PLACE AT THE SAMPLING INSTANT.
IF (IS LE.BIT=2) GO TO 3
DETERMINE THE CHANGE OF STEP SIZE AS M#]IG
mM=1
DO 5 IM=IL14IU
IF (IAGGE«IST(IM)) M=IST(IM=IL)
5 CONTINUE |
1G==2
IF (IYMeGELLIM) IG=5
C INCREMENT THE STEP SIZE STORE AND CHECK FOR OVERFLOW
IA=IA+M#* ]G
IF (IA«GTSIST(IU)) IA=IST(IV)
IF (IALLESIST(IL)) IA=IST(IL)
RESET THE SAMPLING INTERVAL COUNTER
IS==-1
C NURMALISE THE INPUT
A=TA
YN=Y/A
C OETERMINE THE INPUT ROUNDED TO THE NEAREST INTEGER
YP=YN+0 o5
IF (YP4LT«0) YP=YP=1,0
IYN=YP
C CHECK THE JPPER AND LOWER LIMITS
IF (IYN.GT.UL) IYN=UL
IF (IYNeLT.LL) TYN=SLL
IYM=TABS(IYN)
C DENORMALISE THE DEMODULATED QUTPUT
IFB=IYN#TA#BIT

(o] OO0 N

|



Fo=1FB
[S5=15+1
RETURRN
END

A3.7
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A3.8
3 DIGITAL FILTERING SUBROUTINES

3.1 FILTER TESTING PROGRAM

PROGRAM SRTEST (INPUT,QUTPUT)
DIGITAL FILTER DESIGN TEST PROGRAMe
THIS PROGRAM CALCULATES THE FREQUENCY VERSUS GAIN AND
PHASE RESPONSE OF A DIGITAL FILTER.
SPECIFY THE SAMPLING FREQUENCYsFSeIN HERTZ AND THE CUT
OFF FREQUENCYs»ALSO IN HERTZ,
THE RESPONSE IS CALCULATED AT THE FREQUENCIESsFAsWHICH
ARE READ IN AS DATA.THE PROGRAM WILL STOP IF A NEGATIVE
FREQUENCY IS READ.THIS CAN BE USED TOQ TERMINATE THE
PROGRAM,

DIMENSION DEL(4)eB(1097)

PRINT 14

FORMAT (1HL g% DIGITAL FILTER FREQUENCY RESPONSE

Ce#* PROGRAM #)
SET SAMPLING AND CUT OFF FREQUENCY

PI=3.1415926535%589793

FS=40000,

FC=3500.,
DESIGN FILTER

CALL FILDES(FSsFCsByIMAX)

PRINT 1%

FORMAT (% FREQUENCY GAIN IN Db PHASE (1)
C PHASE (2) PHASE (3) NO OF CYCLES
C NU OF SAMpLES #)

READ 24FA

FORMAT (Fl6.8)
IF (FA) 6046043
CALCULATE NORMALIZED FREQUENCY
W=F3/ (2%#PI#FA)
ID=RUN==1
DO 11 K=1+20000
GENERATE SINEWAVE
RK=K
Z=RK/W
Y=X1=X2=C05(2)
COMPUTE FILTER OUTPUT SAMPLE DUE TO SINEWAVE INPUT SAMPLE
CALL FILTER(X1sKeBsIMAX)
CALCULATE DELAY
CALL GRDEL (YsX19DELsKsID)
IF(RUN) 49545
TEST FOR THE RIGHT STARTING CONDITIONS
IF (KelLTeaB00sOReYosLTo0.997) GO TO 10
RUN=1
G=K=1
ID=K=G



10
11

20

16

60

TEST FOR THE RIGHT TERMINATING CONDITIONS
IF (IDeGTel000,ANDeYoGT40997) K=20000
CALCULATE POWER
CALL POWER]1 (X1ePLF9ID)
CONTINUE
CALCULATE AVERAGE POWER
PLF=24#PLF
PLFSALOGLO(PLF/ID)
PLF=10#pPLF
CALCULATE AVERAGE PHASE
DO 20 I=1¢3
NDEL(I)=DEL (L) /¥
DEL(I)=DEL(I)/DEL (4)

A3.9

PRINT 16 oFAGPLFIDEL (1) sDEL(2) ¢DEL(3)sDEL(4)91D

FORMAT (X996 (Ell4495X)916)
GO TO 1

STOP

END
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A3,3+2 SUBROUTINE TO DESIGN THE SPEECH FILTER

SUBROUTINE SPDES(FSsBN)
THIS PROGRAM DESIGNS A DIGITAL FILTER WITH A SPECTRUM
SIMILAR TO MALE SPEECH AT SEALEVEL

DIMENSION BN(14)sFC(5)sWC(5)
INITIALISE THE CONSTANTS

PI=3,141592653589793

FC(l)=600
FC(2)=400
FC(3)=3000
FC(4)=10000
FC(5)=4000

CALCULATE THE DIGITAL CUTOFF FREQUENCIES.
DO 61 I=195
WC(L)=PI#FC(I)/FS
WC(I)=TANCWC (1))

CALCULATE THE FILTERCOEFFICIENTS AS THE ARRAY BN
AO=WC(1l)#WC(1)
Al=WC(l)#l,2
BN(l)=1+A1+«A0
BN(2)=2% (A0=1)
BN(3)=1=A1+A0
BN(4)=A0
BN(D)=WC(2)+1
BN(6)=WC(2) =1
BN(7)=wC(3)+1
BN(B)=WC(3)=1
BN(9)=WC(3)Y/WC(2)
BN(LO)=wWC(4)+1
BN(Ll1)=WC(4)=1
BN(L2)=wC(5) +1]
BN(13)=WC (5)=1
BN(L4)=WwC(5)/WC(4)
RETURN
END
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A3,3.3 SPEECH FILTER SUBROUTINE

(@] OG0

SUBROUTINE SPK1 (XeKeBN)

DIMENSION BN(14)
THIS PROGRAM SIMULATES A FILTER WITH A SPECTRUM
SIMILAR TO MALE SPEECH AT SEALEVELs USING THE FILTER
COEFFICIENTS BN,

U=X
INITIALISE THE FILTER

IF (KelLEL.Ll) Ul=y2=Vi=Vv2=wl=X1=0
DIGITAL FILTER EQUATIONS

V(BN (4)# (U+2%U] +U2) =BN(2)#V1=BN(3)#V2)/BN(])

W= (BN (9)# (RN(5)#V+BN(6)#V]1) =BN(8)#y1)/BN(T)

X=(BN(14)¥ (BN(1O)*W+BN(L1)#41)=BN(13)*%X1)/BN(12)
PROGRESSIVE SHIFT

ye=Jl

Ul=u

va=Vv]

vli=Vv

Wlsw

X1=A

RETURN

END
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A3+3¢4 SUBROUTINE TO DESIGN A 4TH ORDER LOW PASS
BUTTERWORTH FILTER

SUBROUTINE LPDES(FC4FSeR)
DIMENSION B(6)

C INITIALISE THE CONSTANTS
PI=3.141592653589793

C CALCULATE THE DIGITAL CUT OFF FREQUENCY
Z=PI%*FC/FS
WC=TAN(Z)
X=WC#SIN(PI/8)
Y=WC#COS(PI/8)
Z=X+Y
Z1=WC#yC

C CALCULATE THE FILTER COEFFICIENTS AS THE ARRAY B
A=gitZ
C=A#Z
D=A%*71
E=B(6)=Z21%71
B(5)==A+C~D+E+]
B(4)=2#A=2#D+4#F =4
B(3)==2#C+HH#E+6
B(Z)==2#N+2#D+4H#E=4
B(l)=A+C+D+E+]
RETURN
END

A3,3+5 4TH ORDER LOW PASS BUTTERWORTH FILTER SUBROUTINE

SUBROUTINE LPF] (XsKyRB)

DIMENSION B(6)

Y=X
C INITIALISE THE FILTER

IF(KeLEwl) Yi=Y2=Y3=Y4=X13X2=X3=X4=0
C DPIGITAL FILTER EQUATION

X=(B(O)#(Y+44Y]+6#Y24+43Y3+Y4) =B (2)#X1=B(3)#X2=0(4)#X3

C=B(D)#X4)/B(1)
C PROGRESSIVE SHIFT

Y4=Y3

Y3=Y2

Y2=Y1

Yi=sY

X4=X3

X3=X2

Xe=xX1

X1=X

RETURN

END
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3.6 GENERAL FILTER DESIGN SUHBROUTINE

SUBROUTINE FILDES (FSeFCeCyeIMAX)
DIGITAL FILTER DESIGN PROGRAM
THIS SUBROUTINE CALCULATES THE FILTER CUEFFICIENTSsCy
WHICH SPECIFY THE DIGITAL FILTER.
THE MAXIMUM ORDER OF THE FILTER IS 20 8UT THIS CAN BE
INCREASED BY ALTERING THE DIMENSION STATEMENT
SPECIFY THE NUMBER OF POLE PAIRSsIPe AND THE NUMBER OF
ZERO PAIRSsIZ4 THE REAL AND IMAGINARY PARTS OF THE
NORMALIZED POLE OR ZERQ PAIRS ARE READ IN AS DATA.
THE PRUGRAM ONLY ALLOWS FOR COMLEX CONJUGATE POLE OR
ZERO PAIRSs THE IMAGINARY PART OF WHICH CAN BE ZERO.

DIMENSTION C(10s7)oPZ(40) 9A(20)93(20) sR(20)

REAL N2(20) ¢N1(20) 9NO(20)

COMPLEX SeCXel

PI=3,141592653589793
SET THE NUMHRER OF POLE AND ZERU=~PAIRS

IpP=3

17=2

IDIF=IpP=12

IORD=IP+1Z

I2P=2%IP

12Z=2%17

I1ZL=12pP+1

120RD=12P+127Z

IF (IP,EQe0) GO TO 28
READ THE POLE POSITIONS

FORMAT (% POLES REA| PART IMAGe PARTH)

PRINT 12

READ 134 (PZ(1)sI=1912P)

PRINT 144(PZ(1)9I=1,12pP)

CONTINUE

IF (IZsEQeD) GO TO 27
READ THE ZERO POSITIONS

PRINT 15

FORMAT (% ZEROS REAL PART IMAGs PARTH)

READ 139 (PZ(I1)sI=IZLsI20RD)

PRINT 1l4¢(PZ(I)4I=1ZLsT20RD)

CONTINUE

FORMAT (Fl6.8)

FORMAT (6X92(E15.592X))
CALCULATE THE DIGITAL CUT OFF FREQUENCIES

FN=PI#FC/FS

FN=TAN(FN)

DO 10 I=19120RD

PZ(L)=PZ(I)#FN
ALLOW FOR UNEQUAL NUMBER OF POLES AND ZEROS

IF (IDIF) 20s224+21
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i) IMAX=]1Z
INDIF==IDIF
JPLOIF=T2MAX=2#IMAX
IU=INDIF
IL=1
GO TO 23

21 TMAX=IP
IU=I2MAX=23#TMAX
IPDIF=I2MAX=IDIF
INDIF=9
IL=IPDIF

23 DN 24 I=ILeIU
Ne(I)=1l.0
N1(I)=2.0
NO(L)Y=1,0

4 R(I}=1,0

C FILTER COEFFICIENT CALCULATION

22 DO 25 J=19I0RD
I=J+INDIF
L=2%J
M=L=1
ACIY=PZ(M)

B(I)=PZ (L)
RII)=A(I)*A(I)+B(I)#B(I)
N2(I)=1=2%A () +R(I)
NL(I)=2%(R(I)=1)

25 NO(I)=1+2%A(I)+R(I)
DO 26 J=)lsIMAX
C(Jel)=N2(J)
C(Js2)=N1(J)
C(Je3)=N0O(J)
C(Jo4)=NZ2 (J+IMAX)
C(Je5) =Nl (J+IMAX)
C(Je6)=NO (J+IMAX)

26 C(Je7)=R(J)/R(J+IMAX)
RETURN
END

C TYPICAL DATA.THESE DATA ARE FOR A CC065046 FILTER(REF 24)
~0.0415270
09934230
-0.1417271
0,7836824
“092416728
0,3109199
0.0
14922972
0.0
1.462178
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A3.3.% GENERAL FILTER SUBROUTINE

SUBRQUTINE FILTER(SIGeKsCyIMAX)
DIGITAL FILTER SUBROUTINE,
THE ORDER OF THE FILTER IS AUTOMATICALLY AUJUSTED BY
FILDES AS IMAX AND NO SPECIFICATIONS HAVE TO BE
INSERTED,
THE MAXIMUM ORDER OF THE FILTER IS 20 BUT THIS CAN BE
INCREASED BY ALTERING THE DIMENSION STATEMENT.
DIMENSION C(1047)9Y(2193)
SET v=0 ON FIRST CALCULATION
IF (K.GT.1l) 60 TO 26
IDIMY=IMAX+]
DO 25 N=1sIDIMY
DO 2% M=143
25 Y(NsM)=0
26 Y(ls1)=S1IG
DO 27 I=19IMAX
L=I+1
C OIGITAL FILTER EQUATION
27 Y(Lol)=(CIg7)#(Y(Lal)HC(Is4)+Y(192)#C(LsB)+Y(Ie3)
CHC(LaB)) =Y (Lo2)#C(L1g2)=Y(Ls3)#C(193))/C(Isl
C Y SHIFT
DO 28 I=1sIDIMY
Y(Ie3)=Y(Ie2)
28 Y(Is2)=Y(Is1)
SIG=Y (IDIMYy1)
RETURN
END

OO0

(@]
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A3,4 OTHER SUBRQUTINES

A3.4.1 SUBROUTINE TO GENERATE A PSEUDO RANDOM SEQUENCE
(WRITTEN BY DR. BeRe DAVIS)

FUNCTION NOISE (X)
K=iN/2

L=SN=2%#K
M=iK/16=23%(K/32)
N=K

IF (L.NE.,M) N=N+34359738368
NOISE=2%#| =1
RETURN

EFNTRY NOISET
N=32835725128
NOISE=D

RETURN

END

A3.4¢2 SUBROUTINE TO CALCULATE THE RMS POWER

SUBROUTINE POWER1(YDsSP,ID)
C THIS SUBROUTINE CALCULATES THE POWER OF Y0sSTARTING WHEN
C 1D 1S POSITIVE,THE ACCUMULATED POWER IS STORED AS SP
IF(ID)2142)422
21 Y1l=Y0
SP=V
RETURN
C CALCULATE POWER OF Y IN THE SAMPLING INTERVAL
ae P=(d#yY0#Y0+Y(O*Y])/3
Y1=YQ
SP=SP+P
RETURN
END
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A3.4¢3 SUBROUTINE TO CALCULATE THE AVERAGE SIGNAL

SUBROUTINE RECTI(X2ROQUT,ID)

C THIS SUBROUTINE CALCULATES THE ACCUMULLATED FULL WAVE
C RECTIFIED SIGNALs WHICH IS STORED AS ROUT,
C TEST FOR STARTING CONDITIONS
IF (ID) 29343
2 ROUT=0
XD=X
RETURN

C CALCULATE THE AVERAGE OF X DURING THE SAMPLING INTERVAL
3, ISGNX=1

IF (XeLT.0) ISGNX==1

IF (ISGNX+ISGNXD) 4454

4 AV=(X+XD)/2

G0 TO 6
5 AV (X#X+XD#XD) /(2% (X=XD))
6 Xb=A

ISONXD=ISGNX

AV=ABS (AV)

C INCREMENT THE AVERAGE TO THE PREVIOUS STORED TOTAL
ROUT=ROUT*AV
RETURN
END
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A3.18
4e4  SUBROUTINE T0O CALCULATE THE RELATIVE OCCURRENCE OF

SUBROUTINE WORD(ICoeITeKsID)
THIS SUBROUTINE STORES THE LAST TEN BITS OF THE
BINARY TRANSMITTED SIGNAL AS THE ARRAY JA AND IT
PROGRESSIVELY CHECKS THE PRESENCE OF A SEQUENCE OF
SIMILAR OR ALTERNATING BITSy INCREMENTING THE COUNTERS
IN THE ARRAY IT AS A SEQUENCE 1S DETECTED.

DIMENSTON TA(10)91T(19)
CLEAR THE STORES

IF (KeGT,1l) GO TO 4

DO 2 N=lel0

TA(N)=0

DO 3 N=1,19

IT(N)=0
SHIFT THE SBINARY TRANSMITTED SIGNAL STORE AND ADD A
NEW BIT.

00 9 N=1,9

JA(LL=N)=TA(10=N)

IA(Ll)Y=IC
TEST FOR THE STARTING CONDITIONS

IF (ID) 69697

RETURN
CHECK WHETHER THE LAST TWO RITS ARE THE SAME OR DIFFERENT

IF (IA(1L)+IA(2).NEe0) GO TO 10
INCREMENT THE STORE<CONTAINING THE NUMBER OF TIMES THE
CONTROL WORDS 10 OR 01 HAVE QCCURRED

IT(L)=IT(1)+1
DETERMINE THE LENGTH OF THE SEWUENCE OF BITS OF ALTERNATE
SIGN

NO B N=249

TF (IA(N)Y+IA(N+]1)eNEL0) GO TO 9
INCREMENT THE STORECCUONTAINING THE MNUMBER OF TIMES A
SEQUERNCE OF ALTERNATE BITS AND LENGTH N HAS OCCURRED

ITIN)Y=IT(N) +]

GO TQO 8

N=1u

CONTINUE

RETURN
INCREMENT THE STORE¢CONTAINING THE NUMBER OF TIMES THE
CONTROL WORDS 11 OR 00 HAVE OCCURRED

ITOLOY=IT(10)+1
DETERMINE THE LENGTH OF THE SEQUENCE OF SIMILAR BITS

DO L]l N=299

IF (IA(N)=TA(N+1)e«NELO) GO TO 12
INCREMENT THE STORESCOMTAINING THE NUMBER OF TIMES A
SEQUENCE OF BITS WITH THE SAME SIGH AND LENGTH N
HAS OCCURRED



iz
11

IT(I+N)=IT(9+N) +1]
G0 T0 11

N=lv

CONTINUE

RETURN

END

A3+19
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A3.4+5 SUBRQUTINE TO CALCULATE THE GROUP DELAY

OO0

A%

SUBROUTINE GRDEL (YoXsDELsKeID)
THIS SUBROUTINE CALCULATES THE NUMBER OF SAMPLES BETWEEN
A ZERO CROSSING OF Y (FILTER INPUT) AND X (FILTER QUTPUT)
sFROM WHICH THE PHASE AND HENCE THE GROUP DELAY CAN BE
CALCULATED

DIMENSION DEL(4)

IF (K4LEsl) SIGNXD=SIGNYD=N=1

IF (IDJLEW0) DEL(1)=DEL (2)=DEL(3)=DEL(4)=0
FIND SIGN OF Y

SIGNY==1

IF (Y6T.0) SIGNY=L
DETECT ZERO CROSSING OF Y

IF (SIGNY+SIGNYD.NEL0 ) 60 70 1

N2=N1

N1=N

N=0

SIGNX==]
FIND SIGN OF X

IF (XeGT40) SIGNX=1
DETECT ZERO CROSSING OF X

IF (SIGNX+SIGNXD.NE,0) GO TO 2

DEL(Ll)=N+DEL (1)

DEL (2) =N+N1+DEL (2)

DEL(3)=N+N1+N2+DEL (3)

DEL (4)=DEL (4) +1

SIGNYD=SIGNY

SIGNXD=SIGNX

NEN+1

RETURN

END
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APDENDIX 4

ASSOCIATED LIATHZLIATICS

Ad.1 Digital TMltering Theory

The mathematics for designing the digital filters used
in the computer simulation is presented below.

Tor conventional filters the S plane is most useful o
design the filter, but for digital filters the Z plane must
be used. The Z plane is used in sampled data control systems
and most automatic control texts (21) will treat this matter.

The theory presented here is self contained but
additional details can be found in digital filtering
books (26).
The standard 7 transform, used in sampled data systens
and converting a transfer function in the S plane C(s) into
one in the Z plane C(z) is in many cases cumbersome to
derive and can present problems due to aliasing. These

disadvantages can be overcane by the use of the bilinear Z

transform

W= = a+ jb (1)

This transformation can be shovm to have the following
properties:
1) The imaginary axis of the |/ plane 1is mapped into the

unit circle in the 7 plane. (The standard Z transform maps
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the imaginary axis of the S plane into a unit circle in the
7 plane).

2) The relationship between the V/ plane and the S plane is

approximately linear over the useful frequency range.

[l
By definition Z = e SL vhere T is the sampling period.

Substituting this equation into (1) we obtain

T o= a+ib = o - =tanhiST} (2)

e + 1 2

along the imaginary axis in the s plane we have:

a+ jb = tanh 19&? = j tan @I
2 2
<o a=0
b = tan 3%2 S 3%2 if  is small (3)

The imaginary axis of the S plane will thus map into
the imaginary axis of the V plane. Furthermore equation (3)
is linear when & is small compared with the sampling
frequency, as is normally the case.

The bilinear Z transform can thus be used to obtain
digital filters by the following procedure:
1) Hormalise the S plane transfer function G(s) with respect
to a required frequency, normally the cut off frequency, @ e

It should be noted that often the normalised transfer
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function is used as a starting point, since this ontained
from filter tables (24).

2) Transform the transfer function from the S plane into
the W plane by direct substitution of w for s.

3) Denormalise the transfer functiogow%th respect to the

2

4) Use the bilinear 7 transform to obtain the transfer

ﬁgﬁﬂ-wﬁoﬁ?ﬁmmmwybc = tan{-

function in the Z plane G(z).

5) Use G(z) to obtain a digital filter.

The above steps are illustrated for a general second

order transfer function,

a(s) = (4)

1) this transfer function is normalised with regpect to

some cutoff frequency @, .
Wy

Gn(s) = c o] (5)

| W
2 2% n
s” + <=€= 8 + (-__)

cC C

to simplify the mathematics put:

2
2% %
d = === and c = e
) W
n c
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so that
c
Grn(S) = ) (6)
s- + d§ + ¢
2) Substitute w for s giving:

L4

G (w) =

C

2
w + dw + ¢

3) Denormalise with respect to the digital cutoff
frequency bc, giving:
2
c(bc)

G(w) = 5 (7)
2
woo+ bcdw + c(bc)

Tt should be noted that the transfer functions G(s)
and G(w) are exactly the same at DC and at the frequency

bc = tan (-Eﬁ—). At other frequencies hovever differences

will occur.

4) Use the bilinear 7 gransform giving:
c(bc)
G(z) = (8)

bo — 1 2
(z + 1)

+ ba (Z = 1)+ o(p)?

Q(bc)2 (z + 1)2 (9)

(z - 1)2 + bcd(z2 - 1) + c(bc)2 (z + 1)2
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c(bc)2 (z + 1)2

I

(1+bcd + c(bc)2 ) z2 + (1—c(bc)2) z + (1—bcd+c(bc)2)

(10)
5) Dquation (10) cen be converted into a digital

filter as follows:

-1 5o that

write G(z) in terms of z
2

c(bc)2 (1 + z—1)
G(z)= e

2 2, —1 2y —-2

(1+bcd + c(bc) ) + (1—c(bc) )z +(1—bcd+c(bc) Yz
(11)

if X(z) is the input to the filter and Y(z) is the

output we can write
Y(z) = G(z) X(z) (12)

But both X(z) and Y(z) can be expressed as:

X(z) = E;% X, z " (13)
Y(z) =§;% Yz (14)

substituting this in equation (12) gives:

( (1+bcd+c(bc)2) + (1-c(bc)2)z'1 + (1-bcd+c(bc)2z‘2)

&l je o)

D Yz ® = c(bc)2 (1+2,_1)2 g;% an—n (15)

n=0 ™M
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If we want to know the output at the nth sampling
interval, we collect the coefficients of the terms containing

-n . A .
z  in the above equation, giving:

(1 + b8+ o(d)?) T, + (1 = c(b)?) ¥,

s (1 -bd+ e(b)?) ¥, _, = olb)® X, +

2 o(b )% X

A D
n-1 * C(bc) X2 _(16)

C

NOW’Yn is the output of the filter at the nth sampling
interval and Yn—1 is the output at the sampling interval
before.

The output from the filter can thus be calculated from
both the input at the present and previous sampling intervals
and the output at previous sampling intervals.

The digital filtering equation is thus:

. 1 2
Y = - ( e(b )™ (X + 2X + X )

S (- e(d DY, - (1 =b @ e(d)Z) T, ) (1)

Tor the general filter design program presented in
Appendix 3, the transfer function to be simulated is split up

into a series of second order transfer functions

(aos2 + a8 + 1)

(18)

T(s) = e
(bos + bys + 1)
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where the constants ans By bo and b1 are calculated from the
data read in. (These constants can be zero). The computer
program then uses this transfer function to calculate the
corresponding digital filter as outlined above. By cascading

the resulting digital filters, most transfer functions can be

realised.

A4,2 Leaky Intesrator Simulation

The transfer function

b
s+a

(19)

corresponds to an RC type integrator with a time constant %

(21).

and a dc gain of g. Using 7Z transform tables , the above

G(S) =

transfer function in the Z plane can be found as

bz b
G(z) = ~ =2 = - ; (20)
 — e-aT" 1 - e—af Z—1

where T ig the sampling period.
Using the same technique used to obtain eqn(17) from
eqn(10) in section A4.1, the integrator output can be expressed

in the form

Y, o-e Y, = bX,
. _ -aT
l.en Yn - bXn + € Yn_1 (21 )

which can be used in thecomputer simulation.

For the integrator used in the delta modulators bXn is
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the step size and e—aT,corresponds to the leakyness of the
integrator.

It should be pointed out that since the integrator to
be simulated hag a finite gain at half the sampling frequency,
the bilinear 7 transform described in section A4.1 cannot be
used, since it would result in an integrator with an infinite

attenuation at half the sampling frequency.

A .3 Delay of an RC Network

Consider an RC network,.comected to give a first order
low pass Bessel filter. The transfer function of this

network is as follows:

(s) = 555 (22)

Mong the frequency axis this becomes:

1l

T(jer) = = ? 2 [/ arctan w (23)
Jw--a i a
Vo202

The group delay can be found as:

a W a
tg (L&J) az.() a-rC'ta.l'l -éw = w2+a2

1l

The averagc time delay can be found by substituting w= 0,

giving
1
t, (0) = 3 (24)

(the same result can be obtained by consulting group delay

characteristics for Bessel filters as presented in filter
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handbooks (24)).

An RC network can thus be used to obtain a delay of one
gsampling period (T), as required for the measuring

equipment of Chapter 2, by making

a=1f = g (25)

where fs is the sampling frequency.

In order to use an NC network as a delay line in the
measuring equipment described uin Chapter 2, the difference
between the output of the RC network and an ideal delay must
be less than 0.3 for all input signal frequencies, if SIR's
of up to 40 dB are to be measured.

This difference can be found as

D( (S ) e e—ij - -1—:3-1?0-111— (26)

By evaluating the above expression at different
frequencies and calculating 101, one finds that D1 0.003
if wTL0.08,

An RC network can thus act as a delay line, introducing
less than a 0.3% change in waveform, if the input frequency

T satisfies the condition that:

W 0.08a _ -
‘2—5(,_ f \< ——é——'—' = 0.0810 (27)

where fc is the cut off frequency of the RC network.
For delta modulation vith a sampling frequency of 40XHz,

the maximum frequency which enables a SR of 404dB to be
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measured can be obtained from the eqns(25) and (27) as:

3
£ 0.08_x 421§ 107 - 2041z (28)

From this it can be seen that a single RC network is
not suitable for the delay line in the measuring equipment

described in Chapter 2.

Ad.4 The SHR Obtained from the Notech Filter llethod when

Slore Limiting Occurs.

Then slope limiting occurs the demodulated output becomes
a triangular waveform, as can be seen in Fig 247
If the height of this waveform is A, the demodula ted

output can be expressed by the Fourier series:

T

Y(t) = A ( §£1 -§§2— X % (1 - cos n) x cos (nt) )
n

98
= A ( & cos(t) + 8B, cos (3t) =+ 8_ _ cos 5t
7 91C 2549€
+ L] [ 3 [ ] L] L - [ ] ) ( 29)

The demodulated output power can be found by evaluating
the mean squarc of a triangular wave and is egual to % AZ,

The quantization noise as measured by the notch filter
method is the sum of the power of all the harmonics except

the fundamental. This is also the total power minus the

power of the fundamental since all harmonics are orthogonal.
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Thus
. . 1 .2 1 8.2
D tion = & A° - L (A x &
istortion 3 5 ( er)
= 0.004822 A° (30)
and the SWR is thus
1,2
3 A
SR = e ~ = 18.4 dB (31)
0.0048224°

The above is the SHE o tained vhen the quantization

noise is not filtered.

Hormally one is only interested in the noise components
below 3,5KHz., If an 800Hz sinewave is used, only the third

harmonic component in equation (29) will remain giving:

3 4°

SR = = 19.1 @B (32)
1 ( 8A )2
2" gm?
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10.

15.

20,

25.

BACKGROUND OF INVENTION

Pulse code medulators are known which convert an

analogue waveform into a binary waveform, such as

pulse code modulators or delta modulators. It is known
that for smell inputs the quantization noise is large
compared with the signal, for large inputs the system

is limiting. It will be realised that increasing the gain
of the local demodulator will increase the input power for
which the optimum SNR (signal to quantization noise

ratio) occurs. The normalized input power, which is
defined as the ratio of the input power to the gain of

the demodulator, at which this optimum SNR occurs remains
constant, It has been found that the dynamic range of the
modulator can be extended by altering the gain of the
demodulator in such a way that the normalized input power
remains constant.

A measure of the normalized input power can be
derived from the binary signal and since the same binary
signal is present at both the local demodulator and the
distant demodulator, the same measure of the normalized
input power can be obtained at both the modulator and
demodulator.

In order to derive a measure of the normslized
input power, one must select one or more binary patterns,
or control words, the relative occurrence of which varies
with the input power.

The best control can be achieved if the function of

relative occurrence of the binary pattern versus normelized

2.



input power is a monotonic increasing or decreasing
function.
Despite the fact that some of the above general

principles are known, they have not been applied as in

5 this invention to obtain complete companding, mainly
because previously it was not known how to keep the
normalized input power at the velue corresponding to
the optimum performance of the modulator, over a sufficient
range of input powers.

10, SUMMARY OF INVENTION

Consider the case where the relative occurrence of
the control word decreases with normalized input power and
where the relative occurrence at the normalized input
power corresponding to the peak SNR is X .

15. If the relative occurrence of the control word is
less than X% , the normalized input power is too high and
the gain of the demodulator must thus be increased, to
decrease the normalized input power. If the relative
occurrence of the control word is more than X , the

20, normalized input power is too low and the gain of the
demodulator must thus be decreased, to increase the
normalized input power.

For linear control, the gain is changed linearly, the
rate of increase or decrease of gain is thus fixed.

25. Consider again a relative occurrence of the control word
which decreases with normalized input power.

If the occurrence of a control word is used to

decrease the gain of the demodulator by K (1-X) units of gain

3.



and the gain is increased by KX units if the control
word does not occur, the average gain will remain constant
when the system operates at the desired optimum normalized
input power. K is any positive constant.
5 Increase in average gain ) (increase in gain due
to the control word not occurring) x ( the relative
occurrence of the control word not occurring) - (decrease
in gain due to the control word occurring) x (the relative
occurrence of the control word) = KX (1 -X) - (L - X) X = O.
10. When the relative occurrence is less than X% (say
Y”<X), the gain of the demodulator is <dincreased, since
the increase in gain = KX (1 - Y) -K(1 - X)Y = K(X - ¥) > O.
This decreases the normalized input power (and
increases the relative occurrence of the control word)
15. until the correct normalized input power is reached, when
the average gain remains constant (Y has now become equal
to X).
Similarly, if the relative occurrence of the control
word is greater than X  the gain of the demodulator is
20. decreased, which increases the normalized input power,
until the optimum normalized input power is reached.
It should be noted that the attack and decay time
constants are dependent on the relative occurrence of
the control words, the amount by which the gain is
25. changed and the sampling time (i.e. how often the gain
can be changed.)
The ratio of attack to decay time constants is X to

1-X. The ratio can thus be selected by selecting control

Le
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15.

20,

25-

words which have the relative occurrence of

R

S 1+ R

at the optimum normalized input power. R is the ratio
of attack to decay time constant.

Similar reasoning applies if the relative occurrence
of the control word increases with normalized input power.
The occurrence of a control word is then used to increase
the gain of the demodulator and the gain is decreased if no
control word occurs.

Logarithmic catrol can be achieved by using a
percentage change of gain instead of an absolute change
in gain. Since the gain of the demodulator varies, the
absolute change in gain will also vary. We still want
the average gain to remain constant, when the relative
occurrence of the control word is X . The percentage

change in gain must now be selected according to

(B + l)l-x. (A +1)* = 1.

A is the relative change of gain if a control word
occurs, B is the relative change of gain if no control
word occurs. Either A or B will be negative, indicating
& decrease in gain depending on whether the control word
increases or decreases with normalized input powers,

The ratio of attack to decay times is again B to A
or A to B, for a relative occurrence which is decreasing
or increasing with normalized input respectively. Since
the companding can produce an exponential rate of change
of gain, one can no longer talk about time constants,

but one must refer to a rate of change of gain of "so muny



5.

10,

15.

20,

25.

dB per second." The rate of change of gain is agein
directly related to the values of A, B and the sampling
time.

This rate can thus be adjusted by altering the
percentage change of A and B, but keeping their ratio
constant.

Since digital circuitry has severasl advantages
over analogue circuitry, it is desirable to apply this
companding technique to digital circuitry as well.

Linear counting can be obtained very easily, using
a forward and reversible counter, which is incremented
by one or more steps, depending on whether a control
word occurs or not. The contents of the counter controls
the gain of the demodulator by means of say a switched
resistor network.

For true logarithmic control the contents of the
counter is increased by A. N, o* B. No where 4 and B are
the percentage increments, as before, and N is the
contents of the counter. A. N. and B.N. however need
not necessarily be an integers, so that the approximations
must be made.

It is possible to approximate A. N. or B. N. to the
nearest integer, but this will lead to complex circuitry.
Relatively simple circuitry will be obtained if the
contents of the counter are incremented by A. M. or B. M.
where M is N, truncated to a binary weighted interger.

For example, when N is between 8192 and 16383
(i.e. between 210 and (2% - 1), M is 8192 (i.e. 2%7).
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This means that linear counting is used over a
nearly 2:1 range in the contents of the counter.

However for large changes in the contents of the counter
the counting is logarithmic, since M is directly related
to N,

The increase in dynamic range of the pulse modulator
is directly related to the number of bits of the forward
and reversible counter, since it is directly related to
the change in gain of the demodulator.

ADVANTAGES OF INVENTTON

1) Companding with complete control is obtained, enabling
the best possible performance to be achieved.

2) The dynamic range over which this optimum performance
is obtained, can be chosen at will.

3) The attack and decay times can be chosen separately
and at will,

4)  Although generally described herein as applied to delta
modulation, the principles can be applied equally to pulse
code modulation, delta pulse code modulation and their
variants.

5) The principles can be applied to systems incorporating
an m-ary transmitted signal.

6) The principles can be applied to forms of delta
modulation, pulse code modulation, delta pulse code
modulation and their variants, incorporating some other
form of companding as well, so that double companding

can be obtained.

7)  The companding can be designed to result in the
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optimum performance for any specific input signal.
BRIEF DESCRIPTION OF DRAWINGS

Fig. 14 is a block diagram showing prior art Delta

modulator principles, in which an analogue waveform is
converted to a binary waveform, 1A, 411B and 1C showing
various input levels,

Fig. 2 demonstrates the invention showing how use of
oontrol words enables an up and a down count to be used to
obtain companding,

Figse 3A, 3B and 3C show how control can be achieved
if the funeticn of relative occurrence of the binary pattern
versus normalized input power is a monotoric increasing or
decreasing function,

Fige L4 shows a block diagram of a pulse code modulator
with companding according to this invention,

Fig., 5 shows a graph of the performance of the
companding system 6f Fig. 4,

Fig. 6 is a block diagram showing how the gain of a
delta modulator can be varied,

Figs. 7, 8 and 9 are an expanded detail of the system
shown in Fig. 6, Fig. 7 showing the R.C. integrator, Fig. 8
the control word detector and Fig. 9 a digital control
switch and memory, and

Figs. 10 and 11 indicate in graphical form the comparison
between companded and uncompanded delta modulation and PCM,
as well as the measured performance for the aAM embodiment.
PREFERRED EMBODIMENT

Two preferred embodiments are given, one for a delta

modulation system and one for a pulse code modulation system.
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It should be realized however that these embodiments are
specific examples only and that different designs must
be obtained in order to suit the companding to the type
of modulator, the clock frequency and the input signal
required.

In Fig. 1 as stated the present state of the art
is shown, the modulator 1 of Fig. 1 convertimg an
analogue waveform input at 2 to a binary output at 3.
In the demodulator the binary input at 5 is passed to
a demodulator and a low pass filter 7 to produce the
analogue output at 8.

Figs. 1A and 1B shows respectively the binary
signal at low modulation and at high modulation.

Fig. 1C shows normal level modulation.

In Fig. 2 is shown the system of companding
according to this invention. The input signal and
the demodulated output being shown at 'A' and the binary
transmitted signal at 'B'.

The control signal at C is derived from B by
detecting the binary patterns Ol or 10 being the
control words in the binary transmitted signal. If
a control word occurs, the gain of the demodulator,
as shown in 'D', is decreased and if no control

word occurs, the gain is increased.
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Fig. 3A shows a graph of relative SNR in decibels
plotted against relative input in decibels the region of
constant quantization being designated 10 and the
region of overload 11l.

In Figs. 3B and 3C are shown relative percentage
occurrence of control word against normalized input
power in decibels to show the region of overload,
the region of constant quantization noise being again
designated by 10 and the region of overload in each case
by 11.

In Fig. 4 is shown how the modulator analogue input
at 20 is fed to a gain control 21 but the binary
transmitted signal is fed to the control word detector
22 phich feeds the NO - YES count to the counter 23
which feeds the converter 24 which in turn feeds back
to the gain control multiplier 25.

In Fig. 5 is plotted the relative SNR against relative
input in decibels, showing the region of companding
at 33 with the region of constant quantization noise at
34 and the region of overload at 35.

One method by which the gain of the modulator can
be varied is shown in Fig. 6, which applies specifically
to Delta Modulation, however many methods can be used in
controlling the gain of the demodulator from the counter

contents.

10



THEORY
By means of computer simulation the relative occurrence
of the words 10 and OL in the binary transmitted signal
was found to vary with the shape similar to Fig. 3C.
The delta modulator designed is of the single integration

5, delta modulation type, and is intended for operation with
speech at a sampling frequency of L4OKHz. Under these
conditions the peak SNR was found to occur when the
control words 10 and Ol have an occurrence in the binary
transmitted signal of 66%.

10. Digital oircuitry is used to control the companding
of the proposed delta modulator and for practical reasons,
semi~logarithmic companding is used.

The relative changes of gain, A and B, must now be
selected. It is advisable to optimise these constants by

15. means of computer simulation. From the computer

simulation, the best performance was found to occur when

A = :i and B = _i « From the description of semi-
32 16

logarithmic companding it is thus clear that the contents
of the counter is increased by two or decreased by one if
20, the contents of the counter are between 32 and 63.

The companding ratio, being the ratio of the largest
to the smallest gain, must now be selected. In practice
the companding ratio will be a compromise between
performance and circuit complexity. A companding ratio of

25. 40dB will in practice be more than adequate, but in order
to illustrate the versatility of the companding technigue,

a 60dB companding ratio was chosen.

11
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Referring now again specifically to Fig. 6 which
will be expanded into Figs. 7, 8 and 9 it will be seen
to have three sections namely: and R.C. integrator 4O
a clocked comparator 41 and a digital switch control L2.

The digital switch control 42 controls the charge on
the condenser C by bringing in the resistors R1, R2 to Rn as
required for c ampanding, and this cantrols the gain by
selecting the correct feedback. L3 represents a comparator.

The digital switch cmtrol serves four purposes as
indicated in Fig. 7, namely:

1) It determines whether the gain should be increased
or decreased.

2) It determines the amount the gain is changed.

3) It stores the gain.

h) It controls the switch resistor network, thereby
oontrolling the gain.

Each of these sections will now be dealt with.

In Fig. 7, 51 is the c¢ircuit which determines increase
or decrease of gain. The signal from this is fed to 52
which determines the amount of change of gain. 53 is the gain
store, while 54 is the switch cmtrol for the resistor network.
All of this is incorporated in the digital switch control 42.

Determination of increase or decrease of gain,

This section is very simple. The output bécomes a one,
denoting a decrease in gain when a control word has been
detected. Tig. 8 shows the required circuitry which comprises
feeding the binary signal into the clock control 60, the binary
signal passing to the NAND Gates 61, 62 and 63 and via the AND

12.



gate 6} to the output.
Determination of the amount of the change of gaine

As mentioned previously semilogarithmic companding

is used with A = :i and B = _E so that two
32 32
5 clockpulses must be generated if the gain is increased

and one clock pulse must be generated if the gain is
decreased.
In order to obtain the correct fractional
increase, the counting must take place 6 bits from the
10. most significant bit of the counter, as is indicated
in Fig. 9.
This simply comprises a discriminator 70 which
determines the most significant bit. The units 71
and 72 are the stop-count devices, 71 stopping
15. the up count and 72 the down count when the counter has
reached the upper and lower limits. The signal is
fed in at.73 and goes to the up-down counting assembly
74 Gates ensuring proper counting when the count
has reached the upper or lower 1limit are designated 75.
20. During the counting, as an example, as soon as the
16th bit becomes a 1, forward counting is prevented.
When the 5th bit becomes the most significant bit,

downward counting is prevented.

15
The companding ratio is thus 20 log 2 - 60.5dB.
25—1
25, The gain is stored in a counter. This counter 74

must be ocapable of counting forward and reverse as well as
having terminals for counting in binary integers up
to 102},

13
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The bits of the counter control the switches in the
resistor network.
Transistor switches were used in the hardware.
The R.C. integrator and the clocked comparator
are commonly used circuits and their design will be
omitted from this discussion. Since their companding
ratio is 60dB, these circuits should however be capable
of handling signals with a dynamic range of at least 804B.
The performance of the companded delta modulator
is shown in Fig. 10, together with computer simulation
results of the companded and uncompanded delta modulators.
In this the SNR in decibels is plotted against
relative input in decibels (base) and the companded
delta modulation is indicated by the line 80 while the
uncompanded signal is designated 8l. Measured points
are indicated by X.
PULSE CODE MODULA TION
THEORY
For the pulse code modulation embodiment, a 7 bit

PCM system was chosen., The sampling frequency used

was 8KHz. The control word chosen was the two most
significant digits in the PCM code, excluding the

sign bit, being zero. In other words a control word is
detected if the amplitude of the analogue signal at

the sampling instant is less than a quarter of the maximum
amplitude. The relative occurrence of the control word
again varies with a shape similar to Fig. 4. Similarly

to the delta modulation design, the constants A and B

1y
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were obtained by computer simulation as A = and

B = 5__ « Again a 60 @B companding ratio was selected.

16
The resulting performance, obtained by computer simulation
is compared with the performance of uncompanded PCM
in Fig. 11.

In this again SNR in decibels is plotted against
relative input in decibels and the companded PCM is
indicated by the line 82 while the uncompanded PCM is
indicated by 83.

15
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