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AjjSHUIC1 

Mecnanisrrs ot signal processing in the peripheral 
aua1tory systerr o1 rramrrals were investigated to develop an 

overall mathenatical model. Each physiological signal 

processing clock, the middle ear, basilar membrane, cilia, 
nair cell, syna~se, and aendr1tes was analyzed separately. 

Dynamic torrr.ulations baseo on subsysterr anatomY w.ere used to 

incoxpcrate non11nearities. 
Ava11ac1e steady state descriptions of the mechanical 

blocks cased or1 trequency response 

rewr1tten in aynam1c torrr. 1he hair cell 

experiments were 

model, based on 

1ts geometry ana electrical environment, behaves linearly at 

le~ 1nput amplitudes ana nonlinearly at higher amplitudes. 

funct1ons that yield input-output predictions tor 

s y naps e s we re a e r i v e d t r o rr, ex per i mental 

Calculateo transrritter quanta released ~er axon 

literature. 

witn experimental values. lhe postsynaPtic 

AF agrees 

receptor 

mecnanisrr was snown to nave a saturating non-linearity and 
n;ax imurn conductance va 1 ue 1 n the order ot 20 nanomhos, which 

causes millivolt depolarization in the dendrite. 

Nuocerical simulations -ere made tor tne two types ot 
afferent denarites. 1he dendrite partial ditferential 
equatron was snown to nave nonl1near time varYing synaptic 

boundary cunoitions. le preserve dendrite geometry, the 

oiscretrzed ccwpartn1ent vers1on is a stitt ditterential 
equatron systen requiring a stabilized integration method 

with worK space s1ze .et oraer N. Outer dendrites were shown 

to be ~ost responsive to downsweeps in auditory input 
frequency, out, witn reponse potential insufficient to 
generate APs. 'lhis is corroborated cy the termination ot 

outer atierent freers in the spiral ganglion. 1he same 

cornpart•rent equations and constants, but different geometry, 

yielaed simulations sho•inq that tne inner atterent 

dendrites nave sutticlently large response potentials to 
generate APs. 



k~SUME 

Les oc'canismes ou traitement des signaux dans le syst~me 

auditif p'ripn~rique chez 1es mammit~res sont ~tudi&s aux fins 
du d'veloppement du modile math~matique. ~haque bloc 
physiolog1que du traiterrent des signaux, l'oreille moyenne, la 
membrane Dasillaire, les cils, les cellules cili~es, les 
synapses et dendrites, e~ andlys's sfparement. Par des 
formulations de !a r&ponse dynamique basees sur l'anatomie des 
sous-systimes les nonlin,arites ont pu ftre inclues dans le 

mode le. 

Les descriptions existantes des elements mecaniques 

exprimees sous torme de reponse en 

en tquations ditflrentielles dans 

cellules ciliees, base sur la 

trequence turent converties 
le tew.ps. Le modele des 

giometrie et .les propriites 

electriques du 

cellules est 

sous-syst~me, d€montre 

lin€aire pour des 

~ que la reponse des 

amplitudes taibles et 
nonlineaire pour des amplitudes plus grandes. 

Les tonctions 

l*entre-sortle des 
exp~rimentale. Les 

qui permettent des predictions de 
synapses furent derivees de la literature 

calcu!s des quantas liberes par potentiel 

d•act1on concordent avec les valeurs exp~rimentales connues. 
Le mecanisme r'cepteur post-synaptique dfrnontre !'existence 
d•ettets nonlineaires de saturation avec conductance maximale 
de 20 nanomncs, ce qui produit une d~Polarisation de l'ordre 
des millivolts dans les aendrites. 

oes s1mulatio~numeriques ont ~t~ taites pour les deux 

ty~es oe denorites atterents. 

ditterentielle partielle aes 
On d~montre que !'equation 

dendrites a des conditions 
li~1t6S 

temps. 

version 

a~x synapses qui est nonlin~alre et tonction du 
Atin de 

, 
~reserver la qeometrie des dendrites, la 

co·r~art1ment~e ciscrite est un systi~e d'iquations 
• 
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ditferentielles rlgides ~stitt) 
, 

necessitant une methode 

d'int~grdtion stauilisee et utilisant de l'espace de travail 
en m~moire proportionnel a l'ordre ou systime d''quations 
ditt,rentielles. un demontre aussi que les dendrites externes 
riagissent d•une tacon plus grande a des balayages auditifs de 
frfquences d~croissantes dans le tewps; toutefois, le 

potentiel de la 
, 

reponse est tnsuttisant pour " ; generer des 

potentiels d'actions. Ceci est corrooor' par les terminaisons 
des fibres attirentes externes du ganglion spirale. Les mimes 
, 
equations et constantes, employees avec 
correspondant aux dendrites att,rents internes, , , , 
reponse d'amplitude suftisante pour generer 
o•action. 

, 
une geornetrie 
predisent une 
des potentiels 

• 
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1.1 OPENING BEMARKS 

CHAPTER 1 

IN1RGDUCTION 

The cochlea is the receptor organ of auditory input to 

mammals. lt is notable that all mammals nave almost 

identical cochleas, except for length ot the cochlear 

partition whicn deterrrines the range ot response sound 

frequencies available to a particular species. this genetic 

parsimony ot .nature provides an aid in determining cochlea 

function, in that what is learned from one mamwal can be 

applied in some form to another mammal. The cochlea as an 

input organ, encodes tor the brain the immense variety ot 

air borne vibration signals which nave meaning to the 

organism. Consider the range ot air borne sounds important 

to us humans and our tellow mammals, some to which we are in 

debt tor our existence with respect to evolution. Loud or 

sudden noises often denote potential danger trom the 

environment or predators. Communication signals tor 

cooperative behavior such as toad gathering, mating, and 

distress calls are encoded by this one organ. These 

important survival signals as well as the rich communlcatlon 
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utilized by humans using verbal language are transformed 

from a mechanical signal to the neural message transmitted 

to the braln. 1he brain then utilizes these signals tor 

more uses than could be named in a day. hhat is the 

encoding process whereby the mechanical signal is 

transmitted to the brain and is it possible to describe this 

process in a quantitative computation model? this thesis is 

an analysis of tne encoding performed by the cochlea with 

emphdsis on tne neural end ot the process. 

1.2 URlENlAllCN 

An overview ot the cochlea is presented in this 

section. lt is intended to provide an orientation to the 

structure and function which accomplish the sequence ot 

processes in going from a mechanical to neural signal. The 

orierttation is to bridge the gap from a standard medical 

school text book to this thesis. for detailed discussion 

and origin ot scientific fact, the reader is retered to the 

literature review (Chapter 2) and chapters devoted to the 

individual processing structures (Chapters 3,4,5,6). 

1.2.1 ANA10M~ ANU PH~SIGLOGY 

The peripheral auditory structure is shown in 

tigure:1.2.1.1. The .external ear consists ot the auricle 

(pinna) which receives air borne vibration signals ot sound 

tram tne environment and the ear canal (external meatus) 
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which transmits the sound waves to the ear drum (tympanum) 

moditied oy a small amplification in pressure. The canal, 

by its length, serves to protect the ear drum tram puncture, 

dirt and changes in humiditY and temperature. 

The middle ear consists of the ossicular chain <incus, 

malleus, and stapes) contained in the middle ear cavity, and 

tne Eustachian tube which communicates with surrounding air 

via the nose and throat cavity. lhe middle ear cavity in 

higher mammals is enclosed by the temporal bone ot the skull 

which in most laboratory animals is surrounded by the 

auditory bulla, a thin bony compartment attached to the 

SKUll. 

Ear drum vibrations due to air borne sound pressure 

waves are conducted to the oval window of the fluid tilled 

inner ear with an amplification in pressure. This 

amplification is done oy a lever effect ot tne ossicles and 

more strongly by a reduction of area ot ear drum to tne 

stapes tootplate. The middle ear also serves to match the 

impedance ot the ear drum with that of the oval window. 

when sound waves pass from a low impedance substance to a 

high impedance substance such as air to liQUid, less than 

1/100 ot the sound energy is absorbed by the liQuid and the 

remainder is retlected. 1he middle ear also protects the 

cochlea tram darraging sounds by contraction of the tensor 

tympani muscle and stapedius muscle to decrease the pressure 

transmission ratio of the middle ear. 1he static pressure 
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on both sides of the ear drum is equalized by the Eustachian 

tube which allows equilibration ot middle air pressure with 

that of the atmosphere. 

The inner ear is enclosed in a system ot 

interconnecting cavities surrounded by the hard temporal 

bone or thickened wall of the bulla. These interconnecting 

cavities are called the bony labyrintn. Contained in the 

bony labyrinth is the membraneous labyrinth wnich contains 

tne auditory cochlea and the vestibular receptor organs 

wnlcn respond to vector accelerations ~f the head. The 

outline ot the labyrinth is shown in f1gure:t.2.1.2. The 

openings to the bony labyrinth are the oval and round 

windows, the cochlear aqueduct, the vestibular aqueduct, and 

the openings to the brain cavity through which enter the 

nerve and vascular supply of the labyrinth. FlUid exchange 

ana regulation tor the two labyrinthine fluids (perilymph 

and endolymph) occur through the two aqueducts, the 

cereorospinal fluid space and endolymphatic sac. The snail 

shaped cochlea is the hydro•mechanical~neural system which 

converts mechanical vibrations to dendrite potentials Which 

trigger axon action potentials that travel in the cochlear 

11erve. 1he cochlea is shown in uncoiled schematic form in 

figure:1.2.1.3. It is coiled around its bony central core, 

the modiolus, which contains the spiral qanglion trom Which 

emerges the cochlea nerve. A cross section view is shown in 

tigure:1.2.1.4. A thin bony shelf protrudes trom the 
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modiolus into the cochlear cavity. 1his tony shelf, known 

as the osseous spiral lamina, is connected to the opposite 

side ot the cochlea by the basilar membrane and sptral 

ligament. This structure, the cochlear partition, runs from 

the large end (base) to tne tip (apex> ot tne cochlea and 

divides the cochlea into two compartments. The superior 

compartment (scala vestibuli) communicates with the middle 

ear cavity via the oval window. The interior compartment 

(scala tywpani) communicates with the middle ear cavity via 

the round window. These two scalae communicate with each 

otner via the helicotrema which is a space lett by tne 

cochlear partition not extending completely to the apex of 

the cochlea. lhe third compartment (scala media) is formed 

by Beissner•s membrane which separates scala vestibuli trom 

tne basilar membrane. scala media terminates prior to the 

termination ot the cochlear canal at the apex, lust betore 

the helicotrema. The fluid in scala media is called 

endolymph. lhe tluid in scala vestibUli and scala tympani 

connected by the helicotrema is perilymph. The 

cross-sectional areas ot the scalae and the osseous spiral 

lamina change in size along the length of the cochlea, 

becoming larger tram apex to base. Opposite to these 

changes, the basilar membrane becomes narrower trom apex to 

base. the basilar membrane changes in width bY as much as 

10 times. 

when the window is pushed and pulled by the stapes foot 
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plate as is the normal response to sound wave vibrations ot 

the ear drum, tluid pressure difference waves occur across 

the cochlear partition along its length. The roamrealian 

cochlea has evolved in sucn a way that the basal end of the 

cochlear partition responds with largest amplitude at 

vibration to high frequencies, and the apical end to low 

sound trequencies, with a continuum in between. 

stria vascularis, a vascular laYer at tissue, lines the 

cochlea along the auter wall of scala media. The stria 

vascularis secretes endalympn into scala media. Endolymph 

is similar in composition to intracellular fluid, i.e., high 

potassium and low sodium concentrations. PerilYmph, the 

fluid in scala vestibuli and scala tympani, is similar to 

interstitial tluid with high sodium and low potassium 

concentrations. It is significant that these ion 

concentration gradients are the origin at electrapatentials 

in the scalae fluids. values are typicallY lOOm¥ in 

endolymph ot scala media, 7mV in the tluld surrounding the 

nair cells, and 5 to 7mv for perilymph. 

Situated an the superior surface at the basilar 

membrane is the organ at Corti. It runs the entire length 

at the cochlear partition and is a complex multicellular 

structure and is tne actual receptor organ of the auditory 

system. lhe cross-section view in tigure:1.2.1.4 depicts 

Corti's organ •ith the structural arrangement ot .its 

components. The lower boundary is the basilar membrane an 
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which sits the relatively stiff stucture formed by the 

su~porting cells and receptor cells. the supporting cells 

are the inner and outer pillar cells tnat form the 

triangular main support and the inner and outer phalangeal 

cells of Deiter which support the base ot the natr cells. 

1he cells ot Ueiter have rigid phalangeal processes that 

extend up to the apex ot the sensory hair cellS where they 

tlatten out, and together with the apical extensions of the 

Pillar cells, form the reticular lamina. The reticular 

lamina is a flat plate into whicn .is fitted the top ends ot 

the hdir cells and Pillar cells. Situated above the organ 

of Corti is the tectorial membrane wnich is attached to the 

spiral limbus along the length ot tne cochlea. It nas the 

consistency and properties of a gel and does not nave any 

sort of cell me~brane. 

The hair cells, embedded in the organ ot Corti, are 

flask shaped with about 60 stereocilia projecting from their 

tops into the space between the reticular lamina and 

tectorial membrane. there are two sets ot hair cells, the 

1nner hair cells and the outer hair cells. The inner natr 

cells are found in a single row on the modiolar side of the 

tunnel ot Corti tormed by the triangular arch ot pillar 

cells also known as rods of Corti. The outer hair cells are 

on the radial side ot the tunnel of Corti away tram tne 

modiolus and are alignea in three rows. Since the only 

flexible part of the cochlear partition is the basilar 
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membrane, theory ot mechanics predicts that the basilar 

membrane bends in an arch !ike a stressed beam and the organ 

ot Corti rotates on it about the juncture of the basilar 

membrane and osseous spiral lamina. The modiolar side ot 

the tectorial membrane is fixed to the limbus and the hair 

cell cilia are bent by contact with the tectorial membrane 

or tluid movement between the membrane and reticular lamina. 

The mechanical movement ot the basilar membrane .is converted 

into an electrical potential recordable trom the hair cells. 

from anatomical investigations it is seen that there 

are on each hair cell true synapses which transmit the 

receptor potential ot the hair cell to dendrites ot axons in 

the cochlear nerve. 1ne aer1drites enter the modiolus where 

they oecome myelinated, connect to somas In tne spiral 

ganglion and thence continue as afferent axons in the 

cochlear nerve. There is a small percentage of the cochlea 

nerve axons which are etterent; their role is beyond the 

scope of this investigation. The response characteristics 

at these afferent axons are compatible with the frequency 

organization ot the tasilar membrane. That is, the optimal 

response trequency (characteristic frequency) of the 

atterent axons nave a range corresponding to baSilar 

memDrane frequency response. 
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1.2.2 P~RlPHtBAL AUDllOR~ SYSTEM 

The anatomy of tne peripheral auditory system, cast in 

tne torm ot an information tlow diagram, is shown in 

tigure:1.2.2. lhe location ot the PhYSiological processes 

or anatomical structures are indicated in the boxes. The 

variables or physical entitles are shown as arrows from one 

box to the next. The outer ear receives sound pressure 

waves, P(tJ, which are conducted to the ear drum which 

responds .by vibrating with displacement, D(t). 1ne ear drum 

via the oss1cles of the middle ear drives the oval window 

with volume displacement, VD(t). This oscillating volume 

displacement drives the intracochlear fluid pressure system 

which causes the oscillating basilar membrane displacement 

DBM(X,tl at distance x from the basal end. rne organ of 

Corti transtorros the displacement ot the bas11ar membrane to 

a mechanical perturbation at the top ot the hair cells which 

generate a receptor voltage RVHC(x,i,t) in the i•th hair 

cell at location x troro the cochlear base. This receptor 

potential causes activation of the synapse onto the atterent 

dendrites effecting a voltage cnange,VSG(x,i,t) at tne 

action potential generating site in a dendrite ot type 1, at 

location x, at time t. lhis dendrite voltage drives the 

spiral ganglion neurons whose axons constitute the atterent 

auditory portion ot the eighth cranial nerve and carry 

action potentials with tiring rate B(X,i,t) to the brain 

stem. 
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1.3 THE PFOBL~M 

1.3.1 SIA1EMEN1 

Although there is a plethora ot literature .on the 

peripheral auditory system, there is no way to Predict 

actior1 potential frequencies or post stimulus time histogram 

responses in the axons ot the cochlear nerve tor any 

auditory input to the mammalian ear. Until such predictions 

are possible, the system is still an open area ot research. 

A phenomenon or process is just not understood until 

complete predictions are a reality. ln examining the signal 

processing blocKs of the peripheral auditory system, several 

questions arise tor Which predictive models are apropos and 

necessary to obtain answers. 

1.3.2 QUESTIONS 

There are two types of atterent dendrites in the 

cochlea (Spoendlin,1974l. One type originates tram the 

inner hair cells and another type from outer nalr cells. 

~hat is the functional use of these two types at dendrites? 

What are the response characteristics of the hair 

cells? With the advent ot experimental recordings from hair 

cells (Mulroy et al,l974; Mussell & Sellick,t977) is it 

passible to separate the hair cell response to basilar 

membrane displacements trom the mechanical to conductance 
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change at the hair cell receptor surface? The ti~st step is 

to tind the input-output function of the hair ce11 using 

conductance at the receptor region as input and the cell's 

receptor potential as output. 

ln co~paring the neural response ot cochlear nerve 

axons with that ot the basilar membrane, tne neural tuning 

ls snarper than the mechanical tuning curve (~vans & Wilson, 

1973; ~ilson, 1914; lnseloerg,197B). ~hat is the reason 

tor this difference? 

There are research attempts to electricallY stimulate 

tne cochleas ot humans with nonfunctional ear drums, 

ossic!es, or hair cells. There has been little ettort to 

predict the proper induced signals tor sucn auditory 

prostheses. 

Can Rall's (1959,60,62a,b2b) model and analysis of 

simple highly regular dendritic trees be extended to 

irregular branching patterns? Tnis would allow 

1nvestigation ot naturallY occurring dendrites. The outer 

dendrites ot the cochlea are unsymmetric and irregular, but 

sufficiently uncomplicated to permit such an analysis as a 

test of the analysis and simulation. 

rs it possible to analyticallY describe synapses so 

that they can be inc!uded 1n a model of neuron interaction? 

It is necessary to develop a proper 1nput•output model tor 

this transmission block. 

In the si~ulation of irregular unsymmetric dendritic 
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trees, it is necessary to describe the dendrite with a 

partial differential equation that has differing constants 

along the dendrite. ~hen thls partial differential equation 

1s put in discrete form tor the space variable, a system ot 

one hundred or more ordinary differential equations results. 

ls it possible to successfullY simulate this system in a 

manner that is accurate enough and in a sufficiently short 

span of computational time, so as to not breaK the banK for 

computer charges? 

1.3.3 APPF10ACH 

The first step is to consider each ot tne Processing 

blocks with respect to the completeness ot the experimental 

literature tor putting together a model for that blocK. 

Next, can a quantitative model be developed for those blocKs 

which are incomplete in the cochlea 1 One of the basic 

tenets of biology is that structure determines tunctian. 

ror tne three neural components (hair cells, synapses, and 

dendrites) thelr structure is well kno\!l.n from cochlear 

anatomical literature, but direct experimental results are 

lacking far the peripheral auditory system. the approach is 

to utilize the structure ot these components and the 

tunctianal properties ot the subcompanents such as passive 

neural membrane, transmitter release, synaptic receptor 

sites, and dendrite responses to produce a model .of each 

processing block. Thus the dominant theme in constructing 
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the models is that structure determines function. It is 

-------------~-----··--------also required that the overall computational model be able 

to predict the output tor any input signal. This 

necessitates a dynamic model. 

1.3.4 O~GANlZATlON 

to carry out the strategy, the thesis commences with 

this introductory chapter lll. The literature review (2) is 

an overall review because mucn ot the literature .is 

discusseo within the analysis ot the physiological blocks. 

The existent models and available direct data from ear 

drum to hair cell cilia are analyzed and redeveloped in 

dynamic torm in chapter 3. This is for perspective on the 

neural signal analysis and to satisfy the dynamic 

description requirement. 

The hair cell chapter (4) analyzes the hair cell as a 

receptor organ and makes predictions as to its frequency 

response tunctions and changes due to its ionic environment. 

Tne synapse chapter (5) analyzes the synapse presenting 

an input•output function tor dendrite synapti~ conductance 

as a tunction ot pre-synaptic potential. 

The dendrite chapter (b) develops a general model for 

predicting the response ot a dendrite with irregular 

branching and unrestricted location of synapses. lo 

numerically solve the dendrite system ot equations, it was 

necessary to use the very recent innovations 1n computerized 
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numerical analysis tor tne solution ot a system ot stift 

ditterentiai equations. 1he model and and methOd was then 

used to predict dendrite responses and distinquish between 

the two types of cochlear deRdrites. 

The conclusion chapter (7) contains some remarks on the 

peripheral auditory system as a large scale model. The 

model built on the premise that structure determines 

tunction, gives a certain perspective. Also some possible 

future experimental and theoretical work is indicated. 

Claims to originality are included in this ~hapter. 

AcKno~ledgements are given in chapter a. 
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Figure:1.2.1.1 Gro&s anatcmy of tne humdn ear. From 

fletcher l1953, p75). 
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Figure:1.2.2 Information t!ow diagram tor the auditory portion of 

the ear. 1he conversion ot acoustic air pressure trequencies 

into action potentials on axons in the cochlear nerve. Double 

arrows denote parallel signals. 
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2.0 1N1RODUC11UN 

CHAPTER 2 

LlTtRAlURE MEVIEW 

rnere is rruch literature on the peripheral auditory 

system. Une ot the most recent and up to date text books is 

Dallas l1973). It emphasizes cochlear mechanics and gross 

electrical potentials. As a conference proceedings, Moller 

t1973) presents a collection of papers on the auditory sytem 

tram periphery to cortex with some psycnoacoustics and 

specialized nearing in non•mammals. Along with these two 

contemporary books there is Jerger (1973) which is an 

audiology text book. Henderson, Hamernik, Dosanjn, and 

Mills (1976) is the proceedings of a conterence on the 

etfects of noise on hearing and appears to be the only 

collection ot experimental studies of its kind in one 

source. Not so recent, but very contemporary in that it 

sets the style tor modern peripheral auditory system 

research, is the book by Bekesy (1960) ~hich 1s a collection 

ot his work begun betore ~orld war 11. on the 

psycnoacoustic side of the ear drum is the text by Fletcner 

(1953) whicn characterizes the auditory signal between sound 
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source and recipient's ear drum, and is a must tor 

understanding the nature ot the signal entering the ear. 

Along with these books is the analysis .of the ettects ot 

noise on man's auditory sytem, speech communications, and 

non-auditory system responses such as work performance, 

sleep, feelings of pain, vision, and blood circulation by 

Kryter (1970). A further source is two volume collection ot 

lecture notes edited bY Iobias (1910,72). A blend ot 

anatomy and physiology on noise damage 1n the inner ear is 

given oy Hirsh and coeditors (1976l. 

the collection ot contemporary research papers on the 

peripheral auditory sytem comprises at least a six toot 

stack of reprints and xeroxed papers. hith this collection 

ot work it is impossible to completely predict a tirst order 

auditory neuron's response to sound signals ot the 

complexity ot speech and to distinquish the role ot the two 

classes of atferent dendrites in the cochlea. Ihe 

literature review is organized on the basis ot technology, 

with only those reports that are relevant for this study. 

Study of the p-ripheral auditory system began with a 

long gross anatomical period, devoid ot signal measurement 

techniques. 1he modern era begins ~1th the advent of tive 

technologies: lllmicrodissection and physical transducer 

techniques, l2)electrophysiolog1cal studies, 

lllmicro•anatomy by use of the transmission and scanning 

electron microscopes, (4)computer control and analysis tor 
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experiments, and (5)mathematical analysis and simulation 

studies. 

~ekesy (1960,66,71) beginning in 1928 developed 

dissection and measurement techniques to investigate the 

motion ot the cochlear partition in response to sound. He 

veritied Helmholtz's theory that the partition's mechanical 

response is best tor high frequencies at the base and low 

ones at the apex. 

'ever and Bray (1930) were the first to record an 

electrical signal from the ear, the gross cochlear 

microphonic. 1he tirst single neuron recordings in the 

peripneral auditory system were done by Galambos and Davis 

(1943,44,48) who recorded tram higher~order neurons in the 

cochlear nucleus. The tirst undisputed demonstrations ot 

responses from single first order neurons was by tasaki 

(1954) and 1asaki and oavis (19~5), according to Kiang et al 

(19b5). 

Although electron microscopes were utiliZed .in science 

in the 1940's, they were not used on the ear until Engstrom 

(1958) ana Smith and Sjostrand (1961) started the 

microanatomical investigations of the cochlea. their 

reports described two separate types ot nerve endings on 

hair cells. these two types at endings react differently to 

surgical lesions of the fibers ot eact1 type and were shown 

to be atterent and etterent in origin lEngstrom & 

ternandez,l9bl; lurato,19b2; Kimura ~ ~ersall 1 1962; Smith 
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& Rasmussen,1962; Spoendlin & Gacek,l963; Engstrom, Ades, 

& Andersonn (1966). 1he scanning electron microscope, first 

used on tne cochlea cy aredberg et al (1972), has been 

instrumental in revealing the three dimensional structures 

ot the cochlea. 

rne careful measurement of first order neuron 

responses to click and tone burst sound stimuli using a 

laboratory computer (UEC's LlNC•8) tor analysis was done by 

~iang et al l1965). 

Ihe fifth technology necessary to accomplish the 

investigations of the modern era is that ot mathe~atical 

analysis and si~ulation. lt was 6ekesy (1949,60) who 

started this approach in auditory research. He made 

mechanical models to simulate the motion of the basilar 

membrane and demonstrated that the maior ingredient for a 

travelling wave and frequency place resonance is just a 

change in stiffness of the basilar membrane along its 

longitudinal axis. Since the conversion of mechanical to 

neural signals is a physical process, it is only .natural 

that mathematical analysis and simulations have elucidated 

the process. 

the evolution ot a sixth technology was necessary as a 

substrate for all ot the above five to occur. Electronics 

facilitates measurement, imaging, analysis, computer 

control, and si&ulation studies. In fact, it is .not only 

the availability of electronic components but the cheapness 
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and miniaturization ot electronics that make the .other 

technologies possible, thus enabling the contemporary work 

1n auaitory neurophysiology research. 

The literature on the peripheral auditorY system 

divides naturally in two ways. One is by signal processing 

blocKs. The second is into anatomy and signals. Since the 

the thesis is written in terms of ot processing blocks, the 

anatomy-signals presentation is used nere. The anatomical 

section is presented to portray the enormous understanding 

gained from careful consideration ot structure in the 

cochlea where signal measurement is a recent phenomena. ln 

contemporay understanding of cochlear tunction, the linkage 

ot hair cell receptor conductance to membrane displacement 

as input remains almost solely dependent on anatomical tacts 

and laws ot physics kithout direct measurement ot signals. 

Extensive citation ot current cochlear investigations is 

deterred to the individual signal processing component 

section to avoid redundancy. 

2.1 1H£ ~ER!PH~RAL AUUllUHY SYStEM 

2.1.1 GROSS ANA10MY 

10 provide roots to tne past, a brief hiStorical 

section is provided. An excellent, Dut now out of print, 

survey is given by Bast and Anson (1949) trorn the Greeks to 

the advent ot the modern era and from which most .ot this 
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section is excerpted, except where indicated. Stein (1894) 

gives a detaileo historical summary in German. 

111e earliest known statement about hear 1ng .is 

attributed to Diogenes (550•460 BC) wno stated that 

perception ot sound occurs via the shaking air contained in 

blood vessels. Hippocrates (460•377 BC) thought that it 

took place in the external ear passageway and the ear drum. 

lt was Claudius Galen (131•201 AD) who observed the many 

curved passageways in the temporal bone which he said 

resembled a labyrinth. 

Incrassia (1510•1580), in the Renaissance period, 

renewed the old Greek teachings about sound. There then 

tollowed a long period in which there were anatomical 

observations that gave rise to many theories, most of which 

did not survive much later experimental signal measurements 

ln this century. In the interest ot origin ot fact, the 

highlights ot these anatowical discoveries are presented. 

fallopius, in 1561, observed and labeled the cochlea 

in tne labyrinth. 

Coiter, in 1572, recognized the oval and round window. 

Eustachio, in 1574, described the Eustachian tube. 

casserio, in 1600, made caretul dra~ings ot the ear 

ano ear bones. 

Willis, in 1674, destroyed the tympanic membranes of 

botn ears ot a aog and tound that the dog could still hear. 

Kircher, in 1673, described musical instruments ot the 
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time as tubes whicn were used to increase the volume ot 

sound and the sympathetic vibrations ot string instruments. 

1his influenced theories of auditory perception and led to 

cochlear resonance investigations many years later. 

Perrault, 1n 1680, according to Shambaugh (1930), 

believed tnat a structure in the ear cavity vibrated in 

response to sound. 

ouverney in 1683 was the first to publish drawings ot 

the cochlea with the spiralis ossea, semicanalis tensoris 

tympani, arteries and vessels ot the outer ear, tympanic 

membrane, the middle ear bones with joint surtaces, and 

ligaments, and the semicircular canals and their ampullae. 

According to snamoaugn (1930), Duverney believed that the 

lamina spiralis was the vibrating structure, ana he located 

perception ot low tones in the basal coil and high tones in 

the apex, because the bony plate is broader in the basal 

coil and becomes graaually narrower toward the apex. 

Valsalva, in 1704, described the zona cochlea, now 

Known as the cochlear partition. 

Ruysch, in 1710, showed that there is no hole in the 

normal ear drum as was previously supposed. 

James ~inslow, in 1724, noted that the spiral lamina 

did not reach to the apex ot the cochlea but that the two 

spaces communicated tnere. 

Casseoonm, in 1735, used a magnifying glass tor 

observing anatomical structures and reterred to a tluid in 
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the ear. 

Cotugno, in 1760, definitely proved the presence of a 

serous fluid in the labyrinth and was the tirst to associate 

it with the transmission of sound. He believed that sound 

waves move the stapes which moves the layrinthine fluid in 

whicn tne nerves float in the cochlea .or in a delicate 

membrane (zona cochleae). He thought that the two aqueducts 

drained off the fluid when the stapes .is pressed inward. 

caldani, in 1773, cut the round window membane and 

when pressing on tne stapes saw tne fluid emerge from the 

round window. 

scarpa, in 1789, as described by Fetzius (1881) and 

Bast and Anson (1Y49), used tne magnifying glass in his 

dissections ana visualized anatomical structures better by 

injection of an opaque fluia. He was the first to 

demonstrate the existence ot two fluid tilled sacs within 

the vestibule and canals within the semicircular canals, He 

did this by exposing the rembranous sacs and canals by 

caretull~ dissecting away the bone and part of tne first 

turn of the cochlea under a magnifying glass. He also noted 

that tnese membranous sacs are firmly anchored to tne 

periosteum by means ot tibrous strands ot connective tissue. 

2.1.2 M!CFUANATCM~ 

1he old anatomical masters provided the 

general structure ot the outer, middle, and inner ear. The 



• 

c 

c 

Ll1E~A1UHE HEVlE~ PAGE 2•9 

tine structure ot the peripheral auditory syste~ was 

revealed in tne lBOo•s witn the aid ot the light ~icroscope 

and tne ~icroanatomical structure in the middle ot the 

1900's •ith use ot the transmission and scanning electron 

microscopes. Since structure determines function, 

structural intormation gives rise to function theories. 

Proot ot the function theories awaited the signal 

measurement techn1ques of tne middle 1900's. In accordance 

with this, only the anatomical facts Which proved to be true 

ana tne first occurrence of a correct theory are given. 

~.1.2.1 LlGHI ~lCNUSCUPE ~1ND1NGS 

AhA1U~~ 

HuscKe ll824) ooserved in the cochlea tne ridge ot 

tall cells among which the nerves terminate and believed it 

to be a sensory papilla similar to that in tne ampulla ot a 

semicircular canal. Since ne also observed tne striae 

vascu1ar1s and the tall cells covering the limbus, ne left 

us with HuscnKe•s papilla, Huschke's teeth, and striae 

vascularis ot Huschke t183o). He (1831) also noted that the 

inner ear started embryonic development as a pocKet ot skin. 

At this t1roe the concept of specitic nerve energies 

ap~eared ana influenced auaitory theory. Tnis is rather 

rernarkdole, considering tne total lack at instrumentation 

tor siqnal n.easurement at tnat time and is almost trivial 
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~ith the ubiquity ot today's understanding of signal 

processing. According to Ruthertord (1898), Newton in 1704, 

although a disbeliever in the wave theory ot light, 

suggested that light induces vibrations in the retina which 

are transmitted to the bra1n and there originate the calor 

sensations according to the length ot the incoming 

Vibrations. Jonanes Muller in 182b lin Rutherford, 1896) 

developed the theory of "specific energies" or "spec1t1c 

activities". lt is s1rr11ar to Ne~ton*s concept, but it was 

applied to all tne senses. Berman ll81B, in Ruthertord, 

1B9B) su11ned it up by say1ng "... ttlere rrust, theretore, be 

at ledst as ir.any sensory tivers as there are sirrple 

qualities of sensation." 

Brescht (l836J introduced the terms perilYm~h and 

endolymph to aescribe Cotugno•s fluid and Scarpa's tluid. 

He carefully described the relationship of the scala 

tympani, scala vestibuli, and vestibule and snowed tnat the 

perilymph occupies all ot the bony labyrinth tnat is not 

occupied bY tne semicircular canals, utricle and saccule. 

He thougnt tnat all ot tne cochlear space was tilleo with 

perilymph and missed the cochlear duct or scala media. He 

describea peril~~ph as a tnin, ~atery, saline tluia wlth 

alcumin. He also observec the calcareous deposits ana 

labe.Lea lllem dS otoliths ana otoconia. lt was suggestea 

tr;at tne:y were campers 101 prolongea vibrations. 

heissner llH5l ,1~~4J observed tne membrane ~hich bears 
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his name and thus discovered scala media. 

Corti l1Y5ll descrioed in detail BuschKe's papilla 

which iS now known as the organ ot Corti. He also lett nis 

name on the Pillars ot Corti, tunnel ot Corti, hair cells 

(outerJ of Corti, and me~brane of Corti (tectorial 

membrane). 

Leiters llHbU) descrlbed the inner hair ce11s and 

Ul e i r s up p o r t in g c e !1 s • r. o w t1 i s name i s a s so c 1 a t e o on lY 

w1tr1 Lne support1ng cells. 

Clauaius (18o!:sJ desciibea tt)e cells lining tne outer 

Sfird! sulcus, now Known as the cells ot Claudius. he 

snowe(J also U1at tlle bas11cH weworane is a tnin llerrtrane 

wr;ere it spans tne tunnel ot Corti. 

Helmholtz l1B63J was stimulated by Corti's analysis of 

Huschke's papilla. Although the structure ot the ear was 

still poorly understood, which led to certain 

m1sconceptions, and ~elmholtz missed tne scala media in his 

literature review, he contributed a great leap tQrward in 

h1s development of the resonance theory. He studied in 

detai.L tne wiod!e ear ossiclcs ana aescrioea the l1qa,itents 

ot tne nalleus ana 1ncus. .He aeauced. tllat tne lever 

a r r <:w yen en t v. as s u c n U1 a t tr• o v e n• en t o t a s tr a 11 tor c e t> u t 

y r ea t a u p 11 t u o e a t t t e ea r or u 111 was t ran s t or n: eo t c a 

n o v en. en t o t g r ea t t o r c e an o s n a 11 a w p 1 i t u a e at t t1 e c v a 1 

;~ 1 no o " , ~~; t1 e r e n e con s i de r e o t ne v HH a ti on s to be c on o u c t e a 

to tne tluld in tne lat;yrlntn. He turtner reasoneo tnat tt,e 
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cocnlear par lltion n,oves .tn response to ttlis. ln t•iS O~<.n 

"~nen tne arunsKln 1s ariven 1n~aras by increased ~ressure 
ol a1r in the auaitory passage, 1t also torces the auditory 
oss1c1es 1nwaro, as already explainea, ana as a ccnsequence 
tne toot ot tne stirrup penetrates deeper into the oval 
window. The tluld ot the labyrinth, being surrounded in all 
other places by firm cony walls, has only one means of 
escape ••• the round window with its yielding membrane. To 
reacn it, the fluio of the labyrinth must either pass 
tnrougn tne helicotrewa, the narrow opening at the vertex ot 
the cochlea, flowing over trom the vestibular gallery into 
the drum gallery, or, as it would probablY not have 
sutticient time to do this in the case ot sonorous 
vibrations, press the membranous partition of the cocnlea 
against the dru~ gallery. 1he converse action must take 
place wnen the air 1n the auditory passage is rarefied." 

He supposed the coclllea to contain a large number of tiny 

resonators cat::able ot rest--ondinq to all tt1e tones tt1at can 

be nedrd. ~ach resonator ~ds supposed to stimulate its own 

s {.) e c .i a 1 ne r v e t .1. o er and t n i s , in tu r n , i t s own c e 11 in t t1 e 

Drain. 1oe pillars oi Corti were his canoidates tor tne 

r e s on a t o r s , s i r: c e a t ttl a t t i me t 11 e y we r e t tw u g t1 t t o be t t1 e 

nerve tern. in a 1 s ( l n 8 u tt1 er to 1 d , 1 ts 9 b J • 

tJensen (1BbJ) ciescrioed the hair ot the t1air cells as 

rod like and sho•ed the basilar membrane to be narrowest at 

tne Dasal end, 41.25 reicrons, and ~idest at the apex, 49~ 

microns, and accurately described scala media. In his 

words: 

"~hen segments ot the basilar membrane, depending on their 
•idtn, are brought in movement by means of incoming tones, 
then necessarilY the papilla (organ ot Corti) must also 
move. The membrane ot Corti (tectorial membrane) on the 
contrary cannot be influenced by such movement because it is 
attached only on those cells which are supported bY the 
lawJ.na ossea. 'lnus the "Stabcnen" (stift nairs> are more 
l o os e 1 v o r n o r e t i r n, l y p r e s s ea ( f i r s t ttl os e o t t h e o u t er 



• 

c 

cellsJ·-ayainst the nass cl Cotti*s memcrane. 1he question 
1 s no 'J' t n r o u g !1 t n 1 s r e a u c e d or i n c re a ::; e d ~ re s s u re on the 
hair d sensatior can ~e eliciteo." 

he ~as the first to usP histological sections on tne ear. 

Hasse llb70) snowned tt1e lack ot pillars of Corti in 

birds and amphibians and that birds can perceive tone. He 

noted that tney have hair cells and a tectorial membrane. 

Thus modern notions of hair cell stimulation emerge in 

the mid 1800's and even today are not completely resolved. 

Helmholtz (1885), in the second English edition, 

acknowledges Hasse's and Mensens's work. He observed from 

these anatomists that the basilar membrane breaks easilY in 

the radial direction, but the radial tibers have 

considerable tenacity. from tnis ne suggested that the 

longitudinal tension is infinitesimal compared to tne radial 

tension ana claimed tnat tne la•s at their motion should be 

as it eacn raaial bas1lar rrembrane tiber rroved independently 

at all otners. 

"Consequently any exciting tone would set ttlat part at the 
membrdne into sympathetic vibration, tor which the proper 
tone of one ot its radial tibers that are stretched and 
loaded •ith the various apper1dages already described which 
corresponds most nearly ~ith the exciting tone; and thence 
the vibrations ~ill extend with rapldly diminishing strength 
on to the adjacent parts of the membrane." 

Thus Helmholtz correctly anticipated Bekesy's experimental 

measurements over halt a century later. 

lt is interesting that Helmholtz had disregarded the 

findings of Heissner (1854) and Kolliker (1861) that scala 

media separated scala tympani and scala vestibuli. 
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Netzius (lH~ll aescribed the tectorial me~brane as 

homogeneous and semi-geldtinous with the cilia projecting 

into or in contact Wlth 1t. 

Butt1ertord t1Ue7) presentee the telephone theory whiCh 

simply statea t~at all the hair cells transtorw the sound 

viDrdtions into nerve vibrations and it is the "sensory 

cells" at the brain wt1lch proauce the sensations of tone. 

Ihere now occurred a long perioa ot little new anatomy 

until tne electron microscopes were applied to tne organ at 

Corti. Since signal measurements were still not available, 

there arose many theories and much discussion. 

Using the light microscope tor the initial lesion 

studies were BaginsKy (1883) on dogs and Corradi (1891) on 

guinea pigs. they destroyed apical portions of the cochlea 

and observed that the anirrals responded to high but not to 

low tones. 

Siebenmann (1897) made remarKably accurate camera 

lucida drawings at the organ at Corti which were verified 

when the scanning EM came along. He also showed the blood 

supply originating tram the anterior interior cerebellar 

artery through the aua1tory nerve to the spiral ganglion ana 

striae vascularis. A review and new results in 

microcirculation are given oy Axelsson (1968). 

Uf the many theories ot cochlea resonance, it was 

~letcher (1Y30) who presented the space time pattern theory, 

the essence at which endured BeKesy•s later investigations. 



• 

0 

Ll1EBATURE 8EVJE~ PAGE 2•15 

He suggested that the pitch ot a tone 1s determined by both 

tne position ot its ~axirral stimulation ot the basilar 

membrane and also by the time pattern sent to the brain with 

position more important tor high notes and time tor low 

notes. 

Held (1926) and Lorente de No (1937) focused their 

attention on tne innervation pattern of Corti's organ using 

the silver impregnation metnods ot Golqi and Cajal. weston 

(1939} presentee a relevant and still useful discussion ot 

cochlea spiral ganglion comparative anatomy. 

LESl~N STUDIES 

Guild (1919) reported that ears of guinea pigs exposed 

to revolver shots at close ranqe were tound to have damage 

to hair cells and structural damage to the organ of Corti in 

the miadle turn, taaing otf to the apical and basal turns. 

Guild (1932) and Crowe, Guild, and Folvogt (1934) 

noted that in human ears with tligh frequency nearing loss 

there is marked degeneration ot nerves and hair cell loss in 

the basal turn ot the cochlea. 

Ihe lesion studies were refined by schuknecht and ~ett 

t1952) and Scnuknecnt (1953) who developed a scale in the 

cat tor the maximal response frequency versus location along 

the oasilar membrane, 
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tLECTRON MlCHUSCUPE fiNDINGS 

The light microscope investigations of the .ear reached 

the limits of resolution and much detailed anatomy awaited 

the electron microscope. lhe first to use the transmission 

~M was Engstrom (1958) and then Smith and Sjostrand (1961), 

wno analyzed the afferent and efferent nerve endings in 

guinea pigs. 1he number of papers starts increasing 

exponentially at this point, undoubtedly related to the tact 

that estimates ot tne percentage ot scientists who .ever 

worked, that are alive and working today, is tn the order of 

95%. Accordingly, only the highlights of the relevant 

literature are given here, since the analyses in later 

Chapters contain many detailed reterences to EM findings. 

Engstrom (1958) and Engstrom et al (1966) used tne EM 

to investigate tine structure at the sensory papilla, 

particularly the pattern ot hair cells, the surrounding 

supporting elements, the bundles of nerve tibers and nerve 

terminals. Also tne mapping of cellular and neural elements 

in noise and drug damaged cochleas were described. This 

work, particularly the 1966 monograph, is usetul in 

elucidating the atterent and etterent nerve terminals on the 

hair cells. These investigations were corroborated bY Smith 

(1968) in the chinchilla. 

Spoendlin (19b3,6b,69,70,71a,71b,72,73,79l used the EM 

to concentrate on the hair cells and innervation ot Corti's 

organ 1n cat. He sorted out the atterent Innervation 



• LI1ERATURt REVIE~ PAGE 2•17 

details by histological sections in various planes ot the 

organ and counted tibers. Ihese results are discussed in 

detail in the chapter on the dendrites (6). 

An efferent nerve tract tram the region ot the 

superior olive in the brain stem ~as first described 

Rasmussen (1946). lt was not until much later that 

term1nals ot these etterents were revealed, principallY by 

tne EM (Smith ' Sjostrand, 1961; Smith, 1961,1968; Smith & 

Rasmussen, 1963; Smith, 1967; Kimura ' ~ersall, 1962; 

Iurato, 1962; Spoendlin & Gacek, 1963). 

Bredberg, Ades, and Engstrom l1972) combined the 

results ot a series ot articles over many years using the 

scanning electron microscope. The scanning EM bridges the 

gap bet•een the light microscope and transmission EM and is 

particularly useful in understanding the three dimensional 

structure of Corti's organ and the relationshiP between the 

components. 

Bodian (1978) looked specifically tor anatomical 

evidetJce .of neuronal coupling ot outer and inner dendrites 

and did not tind any in Old World monKeys. 

~.1.3 MtCHANlCS 

The mechanical portion ot the peripheral auditory 

system is divided into the external ear, the middle ear, the 

oasilar membrane, and the organ ot Corti. 
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2.1.3.1 tXlEHNAL tAN AND tAR DRUM 

lhe external ear is that portion ot the ear on the 

distal side of the ear drum. Much ~ork has been done in 

tnis area. ixtensive discussions ot the area are found in 

Jerger (1973) and Dallas (1973). The ear drum has been 

extensively measured and modelled. Recent work on the ear 

drum includes Khanna (1970) and Knanna and Tonndort (1972) 

wno obtained tne dis~lacement geometry. funnel! (1975) and 

Funnell ana Laszlo (1978) used the finite element method to 

~odel the ear arum and found that a simple model ot the ear 

drum as a plane membrane under tension is able to duplicate 

many of the measured characteristics qualitatively and 

proposed a thin isotropic curved shell as a new description 

ot ear behavior. Shaw (1974) measured tne frequency 

response of the sound pressure at tne eardrum in humans as a 

tunct1on ot tree field sounds. In principle one could use 

his resulting transfer function to ootain sound pressure at 

tne ear drum tor a free field input. This would be the 

input to the model developed in this investigation. 

tUDDLl EAR 

The middle ear bY its accessibility is an extensively 

researched area. Excellent discussions of it are given bY 

~unnell (1972) and Dallas (1973). Borg (1973) investigated 

the middle ear rruscle reflex. Further discussion is tound 

in the detailed analysis of chapter 3. 
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CCCHLEA~ PABTlTlON 

The cochlear partition experimental measurements come 

from different sources. Hekesy (1928,19b0) started the 

mechanical measurements by using stroboscopic illumination 

techniques and verified the place resonance tneory of 

Helmholtz (1896) and standing waves ot Ewald (1903). Wilson 

and Jonnstone l1972) measured displacements in guinea pigs 

using the capacitive probe technique. Johnstone and Boyle 

(19b7} and Rhode (1971) used the Mossbauer ettect in 

squirrel monkeys. Hetelstein (197JJ using the Mossbauser 

technique in cats measured Dasilar membrane disPlacement at 

only tne basal end ot the cochlea, due to the naraness ot 

tne surrounding temporal bone. Rhode and Geissler (1974) 

snowed a nonlinearity in BM displacement tor large amplitude 

ot sound. 

An excellent mathematical and quite readable detailed 

treatment ot the models tor BM displacement is given by 

Inselberq (1978). It is beyond the scope of this report to 

review them here, particularly as a dynamic computational 

model is developed in chapter 3. 

MECHANICAL 10 NEUNAL 

From measurements of intracellular receptor potentials 

in hair cells ot the lateral line organ (.Harris ,& 

Flock,1967; Harris et al, 1970), alligator liZard auditory 

papilla (weiss, Mulroy, ~ Altman, 1974; Mulroy, Altman, 
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weiss, & PeaKe, 1974) and guinea pig hair cellS (Russell & 

Sellick, 1977), it appears that the hair cell has been 

unequivocally identified as the receptor cell in the 

peripheral auditory systew. lt is interesting that the 

concept ot hair cells as receptor organs and movement of 

hair cell cilia as a transducer mechanism orginated 

independently trom Hensen in 18b3 and helmholtz in 1863. 

Their conjecture was derived trom purely anatomical 

observations and 19-th century theory ot mechanics. In 

between came the anatomical verification that atterent 

cochlear .nerve axons originate at hair cells (Lorente de No, 

1937). Measurement ot cochlear microphonic signals (Weaver 

& uray, 1930) provided the first step oeyond deductions 

based on anatomy. Atter section of the cochlear nerve, the 

microphonics remain. Recent models ot basilar membrane 

movement depict the membrane in cochlear cross-section 

bending as an elastic beam tlnselberg, 1978; Allaire, 

1972). Rhode and Geisler (1967) and Billone (1973) 

developed geometrical models for calculating amplitude ot 

the opposing point radial shear displacement as a function 

of tne midpoint bas1lar membrane displacement. Johnstone 

and Johnstone (19bbl developed a model for hair cell 

body-to-cilia angle as a function of angular displacement in 

a variable resistance theory ot cochlear potential 

generation. Laszlo (19b8) used this in a lumped model tor 

cochlear potential distribution along the cochlear 
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partition, Which agreed with a large amount ot microphonic 

ddta. Billone (1973) caretullY analyzed the microanatomy 

and calculated the displacement of the hair cell superior 

surface with respect to basilar membrane midpoint 

displacement. He also analyzed the shear torce on the hair 

cell cilia as a function ot the relative displacements. 

This analysis was tound to be in phenomenological agreement 

with differential cochlear microphonic data tor low 

frequencies when the cochlear microphonic produced bY a 

single hair cell is made proportional to forces .on its 

cilia. Correlations of missing hair cells due to noise 

damage with hearing tests (Hawkins, 1976) and ototoxic drugs 

with cochlea micropnonic response (Dallas, 1973) confirm 

hair cells as the receptor cells. 

What is not unequivocallY demonstrated iS the means of 

conversion ot basilar membrane movement into conductance at 

the receptor surtace ot tne hair cell. The anatomy ot the 

organ ot Corti .in which the hair cells are situated is well 

known. How the organ of Corti moves as a function of 

basilar membrane displacement cannot, as et no~, be directly 

investigated. Optimally, one would want a motion picture of 

how it moves. Since this is not available, let us get an 

overview ot the available theory. lt is known that the hair 

cell receptor potentials are the result of rectification bY 

the cilia (Bekesy, 1953; Flock & wersall, 1952; Flock et 

al, 19b2; Russel & Sellick, 1977; Mulroy et al, 1974). 
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Billone (1972,73) presented a rough model tor area .change of 

the cuticular tree region at the cilia surtace ot the hair 

cell. 1ne model requires currently unkown values tor 

stiffness and damping tor the cuticular plate attachment via 

the cuticular tree region ot the cell top. From 

investigations ot mechanoreceptors, e.g., the muscle spindle 

(Shepherd, & Ottoson, 1965) and the Pacinian corpuscle (Gray 

& sato, 19~3), it is generallY accepted that 

mechanoreceptors work by a membrane conductance change in 

response to a distortion ot the membrane (Goldman, 1965). 

lhus, it seems reasonable that movement ot tne Cilia someho~ 

causes conductance changes in the structure at tne top of 

hair cells. 1h1s is substantiated bY flock (19b5) who 

demonstrated directional sensitivity ot hair cells in 

lateral line organs. there is an anatomical basis for 

mechanical signal rectification (hersall, Flock, .& 

Lundquist, 1965). the auditory hair cell exhibits rectified 

receptor potential lRussell & Sellick, 1977). This function 

ot cilia is confirmed by electron microscope pictures 

showing bent and disarranged hair cilia in guinea pig 

cocnleas exposed to loud noises (Spoendlin,197b). The tact 

that the cells appear structurally undaroaged and have 

aamaged cilia arrays suggests that the cilia are the 

mechanical input to the hair cell receptor mechanism. 

1hus it remains to obtain hair cell conductance as a 

function of cilia torces or bending angle and tne receptor 
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response of nair cells as a tunction ot conductance changes 

at the receptor surtace. 

2.1.4 ELECTROPHYSlOLOG~ 

2.1.4.1 GROSS PU1EN11ALS 

tne tirst recordings ot cochlea signals were made by 

~ever and Bray (1930) using a gross electrode on the 

auditory nerve or various parts ot the cochlea with a 

reference electroae in the animal tissue. ThiS was the 

first recording of the cochlea microphonic signal. Adrian, 

Bronk, and Phillips (19311 thought that it was "nervous 

elements" in the cochlea. Guttman and earrea (1937) showed 

that this electrical response remained when the nerve was 

cut. Howe and Guild (1937) found the microphonics in 

congenitally deaf alnino cats, as was done with continued 

loud sounds by Davis et al (1934, 1935). Thus .Stevens and 

Davis (1938) ano ~ever (1939) concluded that the 

microphonics originated from hair cells. Eyster, Bast and 

Krasno (1937) typified the objections that the microphonics 

remained when the organ of Corti also had structural damage. 

~ith the use of Kanamycin, a drug toxic to hair cells, it 

was shown that the microphonic disappears in those portions 

of guinea pig cochleas which have absent hair cells on 

histological examination (Dallos et al, 1972). 

Since the cochlear micropnonic is such an accessible 
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signal, many •orkers used it as an investigative tool tor 

cochlear tunction. Much of the quantitative work was done 

Dy Dallas and his coworkers and is integrated in his text 

book (Uallos, 1973). Laszlo (19&8,1970) and Kohlloftel 

(1971) provide ~athematical descriptions of the cochlear 

microphonics along the cochlear partition. 

The uc potent1als in the cochlear compartments of the 

cat were measured by sonmer et al l1971) and correspond with 

those ot other mammals e.g. the guinea pig (Oallos,1973). 

SINGLE UNit POTENTIALS 

Single neuron recordings in the peripheral auditory 

system are recordings of action potential occurrences in 

response to sound signal input typically just distal to the 

ear drum. These experiments yield overall system 

input-output responses. lhe aim ot this thesis to develop 

predictive models tor auditory mechanisms, so that they can 

be put together tor an overall model. lt is impossible to 

put. all the components together because the relationship 

between hair cell conductance and cilia forces is missing. 

However, .lt 1s Important to note the overall data that must 

eventually be satistied. Thus the highlights ot the overall 

input-output data are presented. 

As ~as noted Detore, the tirst single auditory nerve 

axon recordings were by Iasaki (1954) and Tasaki and oavis 

(1955). Kiang, watanabe, Thomas, and Clark (1962,19b5) 
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provided the tirst corependium ot auditory nerve recordings. 

since then, many otner worKers nave produced data that need 

to be satisfied by an overall model. 

A survey ot recent results is presented by Kiang 

(1968) and Kiang et al (1974). Evans and Wilson (1973) 

analyze their work and others tor interpretation ot the 

neural AP data. Rose et al (1967,71) investigated phase 

locking and stimulus intensity etfects tor cochlea axons in 

squirrel monkey. work has been done by sachs and Abbas 

(1974) in compiling a collection of AP rates versus SPL 

input levels at difterent trequencies .in cat. All .ot these 

investigations indicate that saturating nonllnearities are 

present. A complete model ot the peripheral auditory system 

must explain these findings. 

2.2 EXiSTENT CVERALL MOCELS 

There are two existent peripheral auditory system 

models. they were done by weiss (1964) and Klatt (1964). 

Both retlect the state of knowledge available at that time. 

weiss used a linear mechanical system to represent the 

outer, middle, and mechanical parts at the inner ear, a 

nonlinear sigmoid curve tor the transducer process, and a 

PIObabilistic threshold device with retractory Properties 

tor the action potential generation site. The data used to 

test the model were spontaneous activity, responses to 

sinusoidal stimuli, and responses to clicks obtained from 
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cochlear nerve axon recordings. His model demonstrated 

qualitatively similar results in the torm ot 

post-stimulus-time (PS1) histogram responses to click input 

ot sound. The predicted PST had a number of peaks with the 

time between the peaks equal to the reciprocal Of 

characteristic trequency. 1he values of the intervals were 

insensitive to amplitude of input clicks, the occurrence 

times ot peaks in response to clicks ot opposite polarity 

were interleaved in time, and the occurrence times ot peaks 

relative to the stimulus onset decreased when the intensity 

ot stimulus was increased. He tound that the intensity 

range required tor the appearance ot successive peaks in the 

PST histogram was larger tor the model than tor the axon 

data. He thought that the discrepancy was due to the lack 

ot understanding of the actual nonlinear transducer function 

ot the hair cells. the spontaneous rates were matched by 

calculating parameters in the model for each axon. The AP 

rate tunctions in response to sinusoidal input were not 

extensively matched. 

Klatt used an electronic ladder analog to a linear 

system model tor the Peterson•Bogert (1950) model ot 

cochlear partition displacement. The neural part ot the 

system was described bY a threshold function with a 

refractory period corresponding to the neural refractory 

period. He also took weighted outputs trom the primary 

first order neurons as inputs to second order neurons ot the 
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cochlear nucleus. The second order neurons were also 

modeled as threshold devices with refractory period. He 

also included afferent inhibitory tibers from the cochlear 

nerve to the cochlear nucleus for assessing the degree ot 

sharpening ot tuning curves in the nucleus. The 

investigation concentrated on the output ot the second order 

neurons and did not evaluate the primary neuron response, 

naving utilized the •ork ot weiss. 

Hoth of these overall models did not have the 

quantitative experimental measurements ot the basilar 

membrane displacement using the capacitance probe or 

Mossbauer techniques. lhe recent understanding ot cochlear 

innervation, nair cell intracellular recording, synaptic 

function and dendrite geometry, were not available when 

these models were developed. Thus, incorporation ot basic 

mechanisrrs of neural devices in a cochlear model could not 

be expected at that time. these two models are .interesting 

in that tnat they are able to exhibit as many properties as 

they do ~ith such a simple structure. The neural elements 

were lumped into one probabilistic device. However, the 

neural elements are deterministic when decomposed into their 

component parts. 

2.3 P~RIPHERAL AUD110R~ PROSTHES~S 

Medical or surgical treatment ot huroan middle ear 

hearing loss is now quite common and fairly successful, 
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while treatment at losses originating in the cochlea or in 

tne nigner auditory pathways is almost never successful. 

There nave been attempts to electrically stimulate tne 

cochlea or cochlea nerve in the case of sensorineural 

nearinq loss. One approacn is to implant wires of some kind 

in scala tympani via the round window in an attempt to 

stimulate the hair cells, synapses, and or dendrites. A 

second approach is to stirrulate the cochlear nerve directly 

by some kind of wrap•around electrode array, since the 

afferent part of the nerve rotates, as does the cochlea, to 

expose the axons such that all tne frequencies are 

represented (Sando, 1965) 

Valta (1800) applied about a ~0 volt DC potential 

across two metal electrodes placed in his ears and reported 

auditory sensations. Subsequently, numerous experiments 

were attempted, continuing in today's technology. these 

attempts are reviewed by Simmons (1966,72), sonn (1972), 

Michelson l1971,7J) and Merzenick et al (1974). ~ork is 

cited here. Simmons .et al (19b~l and Simrnons (1966) made a 

well documented study at stimulating the cochlear portion at 

tne eightn nerve with a complex of six stainless-steel 

electrodes per~anently implanted in the modiolus region of a 

subject with total sensory neural nearing loss in the 

stimulated ear. He reported that stimulation was perceived 

as buzzlng sounds tram about 10 to 65 Hz and and as a steady 

sound up to about 300 Hz. Pitch discrimination was about 30 
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Hz in the 50 to 300 Hz range. Pitch discrimination could 

not oe wade above 300 Hz. !he dynamic range troro absolute 

threshold to discomtort ~as in the order of 20 dB. As a 

result, speech perception was impossible. Clark (1970) 

electrically stimulated cat cochlear nerve and reported that 

300 Hz is the upper limit ot frequency discrimination. He 

also reported that stimulation at the base of the cochlea 

could be recorded at the superior olive tor nigh but not tor 

low frequencies. This suggested that the electric field set 

up at the basal turn was insufficient to stimulate the 

apical (low frequency) region. He concluded that "if 

perceptive deafness is to be treated surgicallY, electrical 

stimulation in accordance with the place theorY is more 

likely to be successful," and that "the greatest chance tor 

success is obtained oy electrical stimulation ot the inner 

ear, with the electrodes placed close to the terminal tibers 

ot the auditory nerve." 

Michelson (1971) implanted bipolar electrodes in scala 

tympani in tour patients with severe sensorineural hearing 

losses. He used a pair ot gold wires .inserted to mechanical 

contact •ith the tympanic side of the basilar membrane along 

the basal tnree~quarter turn. Sinusoidal electrical input 

to tne electrodes produceo noise-like sensations .in two 

subjects, while the other reported sensations ot pure tone. 

!t is interesting to note that the latter two could 

dist1nquish between sine and square wave stimulation; 
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furthermore, intense amplitude speech signals yielded 

discrimination ~ertorrrance slightlY above chance. 

sonn l1972l and sonn, Jako and feist l1971) developed 

a thin film multiple electrode array tor long term scala 

tympani implantation. the electrode array consisted of 37 

platinum conductors termed on both sides of a thin tilm 

plastic insulating substrate, produced by photolithographic 

techniques. The work had progressed through the electrode 

development, guinea pig tolerence, human subject workup and 

proposed surgery; but, tate intervened and sonn died from 

complications in a gall bladder operation. 

Thus, there have been attempts to develoP electrical 

stimulation of the cochlea tor sensorineural nearing loss. 

The results retlect the level ot understanding ot the neural 

mechanisms succeeding the mechanical parts. One of the 

purposes of this thesis is to analyze the neural components 

with the eventual aim .ot fitting them into a gross 

electrical stimulation model to predict the optimal 

artificial electrical input signal. 
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CHAPTEN 3 

AUDlTOB~ SYSTEM MECHANICS 

3.0 lN1RODUC1lON 

The aim of this cnapter is to describe the chain of 

signal processing tram the ear drum through the (l)middle ear, 

{2)basilar membrane, and (])mechanical part of corti•s organ. 

The available experimental data and analytic descriptions are 

aescribed and evaluated to tind the best set of equations tor 

an overall model. the precepts in choosing these descriptions 

are lllthey tit the experimental data and (2) they are 

computationally tractable. It is necessary that the steady 

state descriptions in tne literature be redeveloped in dynamic 

torm. The emphasis on the conditions from Which the the 

equations arise is not to be underestimated as the equations 

can be considered accurate only under these controlled 

experimental circumstances. Consequently, the obsession with 

experimental conditions is •arranted. The availability ot the 

mechanical analyses is a prerequisite tor the investigation of 

tne neural signal processing mechanisms. 
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3.1.0 lNlf\ODUCl ION 

The start1ng point in an overall computational model is 

the air pressure signal in time that reaches the ear drum. 

This point is chosen because the signal is delivered here by 

the commonly used acoustical ear bar with probe tube 

microphone utilized in animal experiments. Sound 

characteristics are as conventionallY measured just distal to 

the ear drum in animal experiments. 

The detailed block diagram of figure:l.t.O shows tne 

pertinent variables tor the middle ear. the time varying air 

pressure signal, f(t), strikes the ear drum causing a volume 

displacement velocity of the ear drum, VVED(t), from which the 

displacement ot the manubrium, DM(t), initiates movement in 

the ossicular chain, then displacement of the stapes, DS(t). 

---- --------- --------- ____ .. _ 
P(t)fEAH IVVED(t)l IDM(t)l IDS(t)IOVAL IVOOh(t) 
-··>IDRUMI••••••>IMANUBRIUMI••••>IOSSICLESI••••>IWINDOW ••••••> 

--------- ---·--·· •••••• 

~igure:3.l.O uetailed block diagram of the middle ear. 
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3.1.1 EXP~RlMEN1AL DATA 

If one takes sound pressure at the ear drum, P(t), as 

input and displacement ot the stapes, DS(t), as output, then a 

functional characterization of the middle ear is possible. It 

the ratio ot ~aximu~ stapes displacement to maximum sound 

pressure amplitude and the phase angle, 8, between these two 

variables are measured, then a complete description of the 

transfer properties ot the middle ear is achieved, in so tar 

as the middle ear acts as a linear system. Guinan and Peake 

l19b7l made these measurements in cat and demonstrated that it 

is a linear system. 1hey used barbiturate anestnesia (DIAL) 

which eliminates middle ear muscle contractions (Simmons,1959; 

carmel & Starr, 19o3; eaust & Berluccni, 19o4). Thus their 

measurements apply only to conditions in which the middle ear 

muscles are in a relaxed state. The method was to present a 

sinusoidal signal ot trequency t, via an ear bar at the 

tympanic ring ~ith the pinna and external auditory canal 

amputated. 1he sound pressure was monitored by a condenser 

microphone attached to a probe tube that was a tew rnillimeters 

from the tympanic membrane. Ihe bUlla was opened, using a 

ventral approach, and the stapes sprayed with s~all (<2mu) 

particles ot silver. Stapes displacement was measured by 

using stroboscopic illumination and observing the location of 

the lighted silver particles through a light microscope. They 
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C found the displacements ot the stapes to be pistonl.il<e, that 

1s, in and out along its long axis. 

Their measurements indicate that stapes diSPlacement is 

an approxirrately linear function ot sound pressure up to 130 

dB SPL tor trequencies belol 2000 Hz and to h19her SPL tor 

frequencies above 2000 Hz. for amplitudes above these levels, 

the increase ot stapes displacement with increasing sound 

pressure oecame increasingly nonlinear. 

Ihe output variable, stapes displacerrent, DS(t), pushes 

the oval window in and out, as a "drum head". The oval ~indo~ 

then increases and decreases the pressure in the scala 

vestibuli of the cochlea. Since the oval windo~ generates 

compression and raretaction ~aves in the perilYmPh, the fluid 

ot the scala vestibuli, it is a hydraulic systerr ~here the 

appropriate variable is volume displacement ot the oval 

window, VDOW(t) {Dallas, 1973, p98). Now the volume 

oisplacement ot the oval window is A*DS(t), where A is the 

area ot the stapes footplate. The input to the model tor 

basilar membrane displacement is volume displacement ot the 

oval window rather than stapes displacement. Guinan and Peake 

2 
determine an average wet stapes tootplate area ot 1.26 mm 

trom tour cat stapes. this agreed with wever, Lawrence, and 

smith {1948). 

Since the middle ear input-output variables are linearly 
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C) related tor norrral physiological input range (less than 90 dB 

SPLJ, it is possible to use the transter function method. The 

transform method tor this model nas the useful propertY that 

given the amplitude and phase frequency response curves tor a 

linear system, it is possible to derive the differential 

equation that describes the system (wiley, 1960, Cn 8). The 

ditterential equation is then available to prediCt the dynamic 

response ot the system to an input which is not a sine wave. ---

0 
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4C) Let the variables be detined as follows: 

t = time 

Pttl = air pressure just distal to tne ear drum (< Jmm.) 

VDED(t) = volume displacement velocit~ of the ear drum 

= D vVED(t) 
t 

where D denotes the derivative with respect to time 
t 

DUlt) = displacement ot tne umbo 

DS(t) = displacement ot the stapes tootplate tor piston 

motion 

A = area ot stapes footplate 

VDO~(t) = volume displacement ot the oval window 

for a bounded piecewise continuous function, x(t), with 

x(tl=O tor t<O, let the Laplace transform ot x(t) be denoted 

as 

1\oo 
\ •s*t 

L(X(t)) : \ X(t)*e dt 
\10 

The block diagram .ot tne middle ear can be condensed to 

contorm with tne experimental curves of Guinan and Peake. lt 

now takes the tollowing tor~. 

------ -----· P(t) IMIDCLEI DS(t) iOVAL I VDO~(t) 
••••>I tAR l•••••••>lwlNDOwl••••••••> ------ ------
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~ In Laplace transform notation, the block diagram becomes: 

H ( s) 
0 

------ ------L(P(t)) IMlDDLEI L(DS(t)) IOVAL I L(VDOW((t)) 
•••••••>I EA~ l••••••••••>lwlNDOWI••••••••••••> 

I H (S) I I A I 
I o I t I -----· ------

= transfer function of the ear drum and ossicles. 
L(DS(t)) 

= --····---L(f(t)) 

L(VOOw(t)) = L(A*DS(t)) 

: A*H (S)*L(P(t)) 
0 

and the overall transter tunction of the middle ear 

H (S) : li*H (S) 
n:e o 

1he response curves ot the middle ear given by Guinan and 

Peake (1967) are in the torm 

I DS l 
log I PPI 

101····-1 
I f I 
1 rms1 
• .. 

versus t and 

-IVDOW I 
log I PPI 

101·---·-1 versus t 
I P I 
I rms 1 .. -

It 1s required tnat tnese experimental curves be ·related to 

the amplitude response curves of the Laplace transform. That 

is, one needs to evaluate 
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I I I I 
log I I 

1 0 I I 
I I 

H ( s) I I versus t 

ij = 

me I I 
I I 

- -lllli(H (S})I 
I rr1e I 

Arctanl······-···1 
IRe(H (S))I 
1 me I .. .. 

versus t 

PAGE 3•8 

where s = i*2*P1*t and I lXI I denotes the magnitude ot a 

complex number. Observe that H (s) = IIH (sllt*exp(1*8). 
me me 

Using the properties ot complex variables and the complex 

norm, it can De shown that 

VDCW I 
wax I 

IIH (S) 11 = ••••••••I 
me P I 

= 

= 

rrax I t 

VDOW 
1 pp I 

---···----·-·1 • !l I 
2\12 rms I f 

DS I 

.... ! ... *·---~~--1 
P I 

A*2\/2 rms I t 

The peak to peak (pp) measurements were the ones plotted and 

P(t} is usuallY measured as sound pressure level, SPL, which 

by definition means tne rms value. Figure:J.l.l.l snows 

log (DS ) versus log f, at P =120 dB SPL and 8 versus 
10 PP 10 rms 

log t, tor the bulla and septum open (bso). 
10 

The bulla and 

septum were open because it was necessary to remove them to 

see the ossicles. 
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It nas been well demonstrated <M~ller,l9&J; Oncn1,19&1; 

Mundie,l963; webster,l9o2; M~ller,19&5: lonnoort et 

al,l9bb; Benson & Eldridge,19S5l in several species that 

altering middle ear cavities can nave appreciable ettects on 

the transmission ot the middle ear. As a result ot this, 

Guinan and Peake, in the previously cited study, studied the 

ettects of opening the bulla and removing the bony septum in 

the cat. 

1neir procedure was to record a cochlear microphonic 

electric response with a gross electrode on the round windo~ 

ano reference electrode in neck muscle. They obtained an 

average round window response at a given sound pressure and a 

number of frequencies with tne bulla and/or septum closed 

snown in tigure 3.1.t.2a. Atter opening the bulla (or 

septum), the sound pressure level was adjusted at each 

trequency until the averaged electric response was the same 

amplitude tnat it had been before opening shown in figure 

3.1.1.2b. lhe averaged round window responses and sound 

pressure signals ~ere tnen recorded tor the new condition. 

The ettect ot the opening was obtained from tne ratios ot the 

sound pressure affiplitudes and tron' the the phase Shifts in the 

two signals. 1he round window is usuallY approached by 

opening the bulla. so to measure the effect at opening the 

bulla, they recorded the electric response with a wire placed 
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4C> outside the bUlla lRosenblith & Rosenzs~ig, 1951) or by 

closing the bulla after placing the wire near the round 

window. the results from botn techniques agreed. 1he curves 

obtained for stapes motion ~ith the bulla and bony septum open 

were combined with the curves for the ettect ot opening the 

bUlla and bony septum, using the method ot "constant response" 

(op.cit.pl250). lt can be shown using the rules of complex 

variables that (bso = bulla & septum open, c = bUlla & septum 

closed) 

LLP(t) lt 
C IS 

H (S) : H (S)*•••••••••• 
bso c L£P(t) lt 

bSO IS 

taking mdgnitudes and log ot both sides, ~ith rearrangement 
10 

gives 

I P I 
I maxlc I 

log IIH {S)JI = log IIH (S)tl • log ••••••••••I (1) 
10 c 10 bSO 10 lP I l 

1 maxtbsols 

using Arctan instead of log and magnitude gives 

Arctan(H (S)l 
c 

= ArctanlH (s)J 
bSO 

I p I I maxtc 
- Arctan-·-····-··1 

I P I I 
1 maxtbso Is 

where ArctanlzJ = arctan(lm(Z)/Re(Z)). 

Now equation (1) is just the magnitude curve (right hand 

scale) tigure:3.1.1.1 minus the curve ot tioure:3.1.1.2b. 

similarly, tor the phase angle of equation (2), the phase 

angle is just the phase angle of figure:J.1.1.1 minus that of 

(2) 
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figure 3.1.1.2b. lhe result is shown in figure:J.l.l.l. 

Similarly, the rragnitude and phase plots tor H (s), the 
bo 

middle ear transfer function with only the bulla open, can be 

----
deduced. 
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3.1.2 DYNAMiC D~SCRlFllGN 

The experimental data presented in the previous section 

is tor a steaoy state situation with sine waves as driving 

tunctions. lt was also shown that the system is linear. That 

is, the ratio ot oval window volume displacement to ear drum 

sound pressure is a constant number, tor each one input 

trequency in tne the cat#s audible range. Using the frequency 

response curve and phase plot, one can tit these curves bY a 

transter tunction that is the ratio ot two polynomials 

(Kuo,19b7,chpt 2). Then by taking the inverse transform ot 

this curve fitted transfer function, the corresponding linear 

d1tterent1al equation describing the system is Obtained. A 

variation of this approach is to consider the physical blocks 

of the system with their impedances, tnen derive tne transter 

tunctior1. Magnitude ot the transfer tunction can be fitted to 

the amplitude response curve by suitable calculation of the 

constants to fit the curves. This approach was utilized by 

Peake and Guinan (19b7). 1nis approach is follOWed here in 

modltiea form. 

Becall the acoustical•mechanical•electrical analog 

correspondences l"iley,1960). 

sound pressure <=> force <=> voltage 

volume velocity <=> displacement velocity <=> current 

Here a modified (Funne11,1972) torm ot Peake and Guinah's 
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4:) olock diagram ot the middle ear is utilized and is shown in 

tigure:3.1.2.1. the first block stands tor the volume ot the 

external ear that is between the sound source and the ear 

drum. The volume velocity leaving this block passes through 

tne eardrum into the middle•ear cavities. some ot the volume 

velocity enters the malleo-incudal complex; then through the 

incudostapedial ioint, then to the stapes and the cochlea. 

0 
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··-··-------- ------·-· • -·-····-·-·····-·····ldrum membranel••••••••••lincus andl···-
.. 1 .. I 1 and malleus I 1 t stapes I I 

t l ·······~·-··· I ••••••••• I I 
I I I I I 1 
I I I I V c 

V I V I ••••••••• I 
e I 1 I I incudo• I ............. . 

I 1 I 1 lmalleolarl lcochleat 
i I I I complex I .......... . 
I I I I ............. .. 
I I I I I 
i ·----··· I I ......... I 
t texternall I I lear druml 1 
1 1 ear I I ••••!loosely 1-·-·--················•••••••• 
1 -----·-· I I coupled I I 
I I I part I I 
I J ............. I 
I I I 
I I •••••••••• 
1 1 1 middle ear I 
1 1 t cavities 1 
I t •••••••••• 
I I 
V V 

- --------·----------------------------

Figure:3.1.2.1 1he overall block diagram of the middle ear 

modified after funnell (1972) from Peake and Guinan (1967). 

v is sound pressure level at the external ear, V is sound 
e 1 

pressure at the ear drum, and 1 is volume velocitY of the 
c 

oval window. 
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H 
1 H 

---~--------- --------- 2 : •••••j••••••:•••j••••:··Ll••Rl••Cl•t••••j•••••t·Li·~i-Cit••••t 1 
I I I ......................... I .................. t I c 

V 
e 

I 
I 
I 
l 

' l 
I 
I 
I 
I 
I 
I 
I 
I 
I 
t 
V 

I I I I I V 
I I I ••• 
I V I ••••••••• H L I 
t 1 I I J c I 
I I I C I Rei 
I I I J I 
1 I I H •••••·•-• C I 
I I I d I c I 

------··· I I •••••••• I ••• 
Ce l 1----1-L •k •C t ........ ! ........................... i 

.......... I I d d d I 
1
1 H 

I I I h 
I ---·~·-·· I ••••••• 
I I•••••I•L •R •I••••• 
I I I h h I I 
I ,-(·, H ------- ,-,-, H 
1 I n'<l m t bl b 
J --- ---
V I - -·--------------------------~~--·--~---------------------

~igure:3.1.2.2 Acoustical circuit model ot middle ear. H 
1 

is 

the impedance ot the ear drum and malleus, H iS the impedance 
d 

ot the ear diU!f (loosely coupled part), H iS the lumped 
2 

impedance ot the incus and stapes complex and the cochlea, H 
h 

is the impedance of the hole connecting tl'le middle ear cavity 

and Hb is the irrpedance ot tne bulla cavity. v
1 

is the sound 

pressure level at the ear drum and 1 is the volume velocity 
c 

ot the oval windo•. 



• AUD110HY SYS1l~ MECHANICS PAGE 3•19 

'ltl e mode 11 in g o t the c a v it i e s is done by id en t it y in g 

distinct chambers as capacitors and the passages between the 

chambers as an inductor and resistor in series. The 

incudo-malleolar joint is taKen to be predominantly compliant 

(Peake & Guinan,l9o7) and the other blocKs taken as acoustical 

HLC branches. the resultant acoustical circuit model is shown 

in tigure:3.1.2.1&2. lhe definition of the variables is given 

below: 

I = volume velocitY ot oval window 
c 

v = input sound pressure at ear drum 
1 

L = inertia ot ear drum and malleus 
1 

~ 
1 

c 
1 

= resistance " 

= compliance " 

L = inertia of incus and stapes 
i 

H 
i 

c 
1 

= resistance 

= compliance 

L = inertia of cochlea 
c 

R 
c 

c 
c 

= resistance •• 

= compliance 11 

L = L t L 
2 1 c 

H 
2 

( c ) 
2 

-1 

= r:; + R 
1 c 

-1 = (C ) 
i 

-1 
t ( c ) 

c 

11 

11 

L = acoustic mass of hole connecting ectotympanum to 
h 

bulla cavity 
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R 
h 

= acoustlC resistance ot hole connecting ectotympanum 

to bulla cavity 

c = compliance ot air in bulla cavity (entotympanum) 
b 

c = compliance ot air in middle ear cavitY 
Ill 

(ectotympanum) 

c = compliance ot 1ncudo•malleolar joint 
J 

H = lumped impedance ot the hole connecting bulla and 
h 

miadle cavities 

H = impedance ot the middle ear cavity 
m 

H = impedance ot the bulla cavity 
b 

The relationship Of interest is volume velOCitY of the 

oval win do~ versus so uno pressure at the ear drum. That is, 

1 
c ---V 
1 

By cons id er a t i o.n ot 

makes H =0 
b 

or 

= 
L(VDCw(t)J 

----------LlP(t)J 

figure:3.1.2, 

equivalently 

note that 

C =oo, 
b 

opening the bulla 

which gives us 

ri (S)=H (sJ. Opening both the bulla and septum gives H =0, 
me bo m 

thus H (S)=H (S). 
me bso 

with the bulla and septum intact, 

H ls)=H (S}, by notation of the previous section. 
me c 
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Since in Laplace transtorm theory, imPedances add 

algebraically, the impedance with the bulla and septum intact 

is 

lH tH tH }( H ) 
m h b J 

H (S) = ------------·---------~------·--···-------·-------·---c 2 
(H ) (H +H +H ) - [(H +H )(H +H +H )+H (H tH )J(H +H) 

J rr, h b 1 J m h b m h b J 2 

2 
A s + A s + A L[VDO~(t)] 

2 1 0 
= -------···--·---------------- - ---------·--4 j 2 

B s t E s + B s + B s t 8 L(l?{t)J 
4 3 2 1 0 

where 

A = L IC 
2 h J 

A = R IC 
1 h J 

-1 •1 
A = (C t c )IC 

0 m b J 

l::l = •L L 
4 1 h 

f::l = -u~ L t L B ) 
3 1 h 1 h 

-1 •1 -1 -1 -1 -1 
B = (C L ) - lL CC tC ) + R R t (C +C +C )L l 

2 J h 1 m b 1 h 1 J m h 
-1 -1 -a -1 ... 1 -1 -1 

B = (C .R ) - LR (C +C ) +C H t (C +C +C H~ l 
1 J h 1 IT! b J h l J m h 

-1 -1 -1 -1 -1 -1 -1 •1 -1 
B = c CC +C ) - (C +C +C )(C +C ) + <C ) 

0 J rr b 1 J m m b b 

The Bode plots tor H (sl are shown in figure:l.l.1.3. The 
c 

inverse Laplace transtorrr of 

4 2 --- ...... 
\ n \ n 
I l3 s LLVCOW(t)J = I A s L[P(t)J --- n ·-- n 
n=o n=O 
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4C) yields the differential equation tor this system. 

0 

4 2 ---\ (n) \ (n) 
I B D VDCrv = I A D p --- n t ..... n t 
n=o n=O 

~or the bulla open and septum closed, the impedance is that 

tor H ~ith h =0, and the ditterential equation follows, 
me t 

mutas mutandi. Likewise, tor bulla and septum open, H =0 and 
·--·----·-··- m 
H =o. 

[ll 

state 

those 

c = 
1 

c = 
2 

R = 
1 

R = 
2 

L = 
2 

L = 
1 

c = 
J 

L = 
h 

R = 
(l 

c = 
b 

c = 
!fl 

l did the algebra to derive tne constants trom the steady 

model and calculated them finding that they agree with 

values published (Peal<e & Guinan,l967}. 

-1 
7.o*lO Farads 

c 
1 

o.o Ohrrs 

390 Ohrrs 

•2 
0.72*10 Henries 

•2 
2.24*10 Henries 

•2 
0.45*10 Farads 

-2 
1.4 *10 Henries 

22 Ohms 

•7 
3.0 *10 Farads 

-7 
1.9 *10 Farads 
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3.2 HASlLAR MEMBkA~E 

3.2.1 S1kA1EGY GF THE BM MOTION MOD~L IN CAT 

1he input to the hYriromechanical system driving the 

basilar roerobrane model (BMM) is volume velocitY .ot the oval 

window, VVU~(t). The output is D(x,t) displacement of the 

basilar membrane at location x, measured trom the oval window, 

at time t. The only available cat data (Hetelstein,1974) is 

at one location on the partition near the basal end, due to 

the hardness ot cat temporal bone. !his is resolved bY 

aaapting experimental and model1ng results from species with 

structurally identical organ of Corti, except for length 

difterences. 1o ettect this strategy, the "maximum response 

frequency map" ot the cat oasilar membrane is utilized. This 

mapping is given by the function MRF{xJ which gives the 

trequency that produces the maximum BM disPlacement at 

location x, tor a sinusoidal input signal. For the cat, this 

function is available from lesion studies (Schuknecht & Neft, 

1952; Schuknecht, 195JJ. 

There are several experimental and theoretical studies 

availaole tor B~ displacement. This model utilizes the 

M6ssbauer measurements lRhode,l971; Rhode & Robles,1974). 

These measurements sno• nonlinearities in displacement of the 

BM witn respect to displacement ot the stapes. These 

nonlinearlties have been titted by Kim (1972) and Kim et al 
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0 (1Y73l using norrralized ais~lacement in a system ot nonlinear 

differential equations. Ihis approach is used here, but w1th 

the addition ot proper dis~lacement oased on the analysis of 

Wilson (1974) wnich revealed that the ratio ot BM displacement 

to stapes displacement versus frequency is very close tor all 

mammals on which measurements are available. !hUS it iS 

possible to produce a function D(x,t) versus vvo~lt) that is 

accurate and computationallY efficient enough to be suitable 
-----~-·--·---- ··-------

tor simulation. 

THE MNF fUNCTlUN 

0 
Tne basilar membrane has been shown to be constructed 

such tnat each location x measured from the oval window has a 

frequency associated with it that Produces the greatest 

displacement wnen compared to all other frequencies with the 

same input amplitude. 1his was first discovered by Bekesy 

l1947) using direct optical measurement of diSPlacement and 

all suosequent measurements of BM displacement in mammals nave 

only resulted in an improvement in accuracy. Schuknecht and 

Nett l1Y52) and scnuknecnt (1953) in cat organ ot Corti using 

restricted surgical lesions With conditioned response 

measurements ot audiograros, followed bY histological 

localization ot the lesions, produced a functional 

relationship between frequency and position along the basilar 
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membrane in cat. the direct measurement of displacement 

versus location in the cat is, as ot now, unmeasured. 

1ne version of the tunction which this analYSis uses is 

t = MRf(X) 

3 (X/L) = (52.0*10 )(0.00357) 

were x is distance from the basal end of the cochlea in mm. 

and L is length .of the basilar membrane in mm. lhe value used 

is 23.0mm. This function is from Kiang, Moxon and Levine 

(1970,p245) and is based on curve B 

(Schuknecht,1953). 
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KlM~S NUNLlNEAR B~ MODEL 

A dynamic model tor the displacement of the basilar 

membrane in time, at a tixed distance from the oval window, is 

developed here. lhe model is based on the nonlinear model of 

Kim (1915); however, the output is in real displacement units 

and attention is paid to detail in quantifying the nonlinear 

characteristics ot displacement. This is done tor locations 

whose maximum response frequency (MRfl is greater than 500 Hz. 

~hen the displacement of the BM at a point is examined, 

it is tound that normalized frequency response curves are 

remarkablY similar in shape. Representation of the frequency 

response ot different points on the BM is possible by 

normalizing the stimulus frequency relative to the maximum 

response frequency (MRrl of the point, with the P~rameters of 

the model neld constant. Flanagan (1964) used this approach 

to develop a linear model for BM displacement. This approach 

is used here. 

The frequency response curves of Rhode (1971), as shown 

in tigure:3.2.3.1, are used as representative curves because 

the stimulus amplitudes are within tne normal dynamic range ot 

the auditory system l < 90 dB SPL). Furthermore, when the 

pnase response ot the points on the BM are considered, and the 

log lt) axis is normalized witn respect to MRf, the curves 
10 

have the same snape. 
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Since the experimental measurements of BM displacement 

are with respect to stapes displacement and os=VVOh/A, os ls 

used in the following computational model. Cutput is 

displacement ot the BM at distance X trom the base at time t, 
b 

Dt:HHX ,T). 
b 

In developing the model, the time scale is 

normalized with respect to the period ot the M RI' tor tne BM 

point under consideration. 'I his d imens io.nle ss time is denoted 

by t. AlsO the amplitude scale of the input and output are 

normalized. The variables are listed below. 

t = time (millisec.l 

X 
b 

X 
a 

LBM 

= 

--
;:; 

= 

= 

waximum response frequency at 

distance on basilar membrane 

distance on basilar membrane 

LBM - X 
b 

length ot basilar membrane 

location 

trom base 

from apex 

TMFF = period of MFF at location x (sec.) 
b 

: 1/MRF 

X (HZ) 
B 

(rnrr;.) 

(mm,) 

t = time normalized with respect to .lMRf (dimensionless) ... 
= t/TMHF = t*MFF 

DS = displacement ot stapes 
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DS = displacement of stapes with respect to uso 

= DS/DSO (dimensionless) 

DBM(X ,t) 
b 

DBM(X ,t) 
b -

= displacement of BM at location 

= displacement of BM at location 

X ' b 

X , 
b 

time t 

time t -

PAGE 3•30 

f(t) = displacement of BM at location x, time t, normalized 

with respect to DBMO 

= DBM(x ,t)/DBMO (dimensionless) 
b • 

DBMO(x l = reference displacement ot BM at location x 
b b 

DSO = refe~ence displacement of stapes 

As regards the nonlinear behavior ot the BM as seen in 

the frequency response curves at a point on the cochlear 

partition, as shown in tigure:3.2.3.2, it is assumed that as 

the input stapes displacement goes to zero, output becomes 

linear. the procedure tor the model is to obtain a manageable 

form of the transfer function to fit the empirical data, e.g., 

Bekesy (1960) and Rhode (1971). Afterwards, convert this 

transfer tunction into a nonlinear differential equation Which 

taKes into account the nonlinear phenomena. 
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The normalized transfer function tor a second order 

system is may be written 

1 

H(w) -- ·---·-------------- 2 1 • (w) + 2*i*a*w 

wt1ere - w 
w = ---w 

Of.4 

where a and w are constants. The BM motion and the 
ON 

second•order system H(w) show asymmetrical amplitude curves 

with respect to the peak frequencies. Also the qualitative 

shapes of the phase curves are very close to those of the BM. 

However, note that the BM motion amplitude Plot has slopes 

• 
much steeper than that of the transfer function H(w). This 

is taken care ot by noting that the transfer function tor N 

cascaded second order systems is 

W:---· H l w./ w ) : t I 
ON I I 

1<.:=1 

1 

---------·-----···-·-------2 
1 • (W/W ) + 2*i*a*(W/W ) 

01<.: Ok 
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10 improve the possibility of relating each of the 

second-order sutsysterrs to a portion of the basilar membrane, 

each element is made slightly different. Accordingly, the 

• 
transfer tunction H(w) is modified using 

(N•k) 
w : K *W 

Ok ON 

Kim (1972,sec 4.3), in discussing now to 'relate the 

unilateraly coupled structure ot the second•order subsystems 

to the unilateral (base to apex) propagation of the travelling 

wave ot BM displacement, remarks that eacn of the second order 

suosystems would correspond to a portion of the BM. This 

correspondence would make the resonant frequency ot each ot 

tne ten elements different. to mimic the diStribution ot 

characteristic frequencies along the BM, the P~rameter a is 

constant tor all elements ot tne model. ~ith this in mind, 

let 
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c 
~ = ------ > 1 tor .k=2,3,.,.,.,N. 

w ... 
O,.k 

.. 
substituting this into the equation tor H(W) yields 

.. N 2*(N•.k) 
~~--- K 

H( w J : t I •••••••••••••-••••••••••••••••••• 
I I 2*(N•k) • 2 • (l'f•l<) 
k=l K + (W) + 2*i*w*a*K 

c 

0 
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Note that all the parameters in the last equation 
~ -

defining H(w) are dimensionless. When the values .of a and ~ 

are simultaneously adjusted to produce appropriate sharpness 

of the amplitude vs log (fl curve, tigure:3.2.3.1, the values 
10 

are N=lO and a=0.25. 1he value of N is consistent ~ith proper 

phase shifts in tne original data, which shows 7*pi to 10*Pi 

radians of cummulative phase shifts over the response 

trequency range. A second order system has a maximum phase 

shift ot pi radians and so a cascade .of ten second order 

systems has a maximum phase shift ot lO*Pi radians. 



• AUD110RY SYS1E~ M~CHANJCS PAGE 3•35 

the only parameters lett to evaluate are K, and w • The 
ON 

value ot K should be close to 1.0 and from the previous 

discussion it is required that K>l; so Kirn arbitrarilY cnose 

lhe ~axirnum response frequency, MRF, determines w • 
ON 

Kim found tram his simulation studies that the amplitude ot 

the output tor sine wave inputs ot constant amplitude is seen 

. -
to be maximum at ~=1.06. Now since w=w/w , 

ON 
• 

w = w *w 
wax max ON 

thUS 

w : 2*pifMRf/1.06 
ON 

The output of the linear model is shown .in t1gure:3.2.3.3. 

To continue the Plan, it is required to convert the 

transfer tunction Hlw) into a system of linear differential 

equations. It is the transter function of N cascaded blocks, 

each with transfer function 
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2 
(W ) 

k 
H (W) - ---------·------·-·----K • 2 • 2 • • 

(~ ) • (W) + 2*i*~*w 
K K 

PAGE 3•37 

Let x (t) be the input of the K•th element and x (t) be the 
k•l K 

output. tne differential equation of the k•th element is 

2 - - - - 2 - 2 -D X (t) t 2*a*w *D X (t) t (W ) *x (t) = (w ) *x (t) 
t k k t k k k k k•l 

where t = ~ *t is dimenslonless time. 
N 

-the transfer function H(w) now may be replaced bY N 

simultaneous second order linear ditterentlal equations. 
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2 .. 2 -D X (t) i 2*ahJ *D X (t) t (W ) *X (t) = t 1 1 t 1 1 1 

~ .. ... 2 
D X ( t) ... 2*a*w *D X (t) t ( w ) *X (t) = t 2 2 t 2 2 2 

• 
• 
• 

2 .. - ... 2 .. 
D X (t) .. 2*a*w *D X (t) + (W ) *X (t) = t N N t N N N 

DtHH t) = ---
This set ot equations yields the output 

• 
(W ) 

1 

(W ) 
2 

-(W ) 
N 

X ( t) 
N 

• 

PAGE 3•38 

2 -*DS(t) ..... 
2 .. 

*X 
1 
(t) 

2 -*X (t) 
N•l 

DBM(t), the ..... 
normalized displacment ot the basilar membrane at time 

-t=t*w , tor the point on the basilar membrane with maximum 
N 

response frequency MRY. 
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to tinish the plan, these second order ditterential 

equations are altered to fit the nonlinear phenomena in the 

experimental data. The nonlinearization is done principallY 

to match the nonlinear frequency response curves trom 

" Mossbauer measurements of Rhode (1971), tigure:3.2.3.1. In 

this plot ot peak membrane, displacement saturates with 

increasing sound pressure level. It has been snown (Guinan ' 

Peake,19b7; Fhode,1971) that displacements of the malleus and 

stapes are linear functions of sound pressure level, SPL dB. 

thus saturation ~t BM displacement with respect to increasing 

sound pressure level is due to increasing stapes displacement. 

Saturation is most pronounced for sine input frequencies close 

to the MRF ot the recording site on the BM, as seen in 

tigure:3.2.3.1. Also the MRF decreases as the sound pressure 

level increases. Since the middle ear is linear, the MRf at a 

given stapes displacement amplitude decreases as the 

displacement of the stapes increases. 

0 
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If MFF(x ,DS) is tne MFF tor the BM location and input 
b 

stapes peak displacement os, then 

MFr(X ,DS2) < MFf(X ,DS1), When DS2 < DSl 
b b 

tnere is a second example et the BM's nonlinearity which is 

aeduced tram the tne analysis et the response et tne cochlear 

nerve axons to two closely spaced in time clicks et opposite 

polarity reported by Gobllck and Peitter (19b9l. they deduced 

tnat nonlinearity is due to the basilar membrane. 
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Ot the terms tor D x, u x, and x in the system ot 
tt t 

simultaneous second-order linear d1tterent1al equations, 

consider the D x and x terms tor nonlinearization. Notice 
t k K 

that in the simple transfer function 

wnere 

- 2 (W ) 
k 

H (W) : ---·-----·-----------K 2 • 2 • • 
(W ) • (W) + 2*1*W*D 

k k 

-
• 

when w is nearw , the denominator is dominated by the 
K - -2*i*w*U term. 

K 
lhis is important because the nonlinearity 

is tor input frequencies near the maximum response frequency. 

-Tne 2*i*w*D term corresponds to D x. It the Parameter D 
k t 

• 
changes as a tunctlon ot input amplitude, variations ot D are 

. -
induced in the overall transfer function tor w near w • 

Ok 
- 2 •2 

for w tar away tram w , ((w l • w ) >> 2*w*D , and the 
k k k 

• 
variations of D do not significantly attect the transfer 

K 

function tor tnis range .of w. lhe change ot D should be 
k 

such that D increases as the input amplitude increases since 
k 

the saturation ot the output amplitude corresponds to the 

decrease of the arrplitude of the transfer function. 
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From the shape ot the frequency response data curve, note 

that localization ot the saturation tor input frequencies near 

the MNF causes a ~ecrease ot Q, a measure ot tuning sharpness. 

Decreasing Q tor increasing input amplitude is consistent with 

tne assumption that D increases with the increasing input 
k 

amplitude. the Q of eacn element of tne ttodel is proportional 
... 

to w ID and hence the .increase ot D corresponds to the 
k K k 

decrease ot Q. 1ne decrease ot Q tor each element of the 

model leads to the decrease of Q tor the overall system. lhe 

assumption ot the increasing D 
k 

tor increasing input 

amplitude can also account tor the nonlinearity in which an 

increase ot the input amplitude causes a decrease of the MRF. 

tne MRF ot the k•th element is given bY 

- - 1/2 
•1 - I - I 

MRr- = (2:fpi) *lit * 11 - 2*(D /W >t 
k k I k k I - • 

... • 1/2 
-1 - I 2 I •1/2 

= (2*Pi) *v. * 11 .. :Ha I , if a < 2 
k I I .. 

• -
•1/2 = 0, it a > 2 

Now it D increases, then the maximum response trequency of 
k 

each element decreases and the MRf ot the overall system also 

decreases as the input attplitude increases. Changing the 

coefficient ot the x terro in each ot the second•order 
K 

4:) equations leads to conflicts with the direction changes of the 
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non !inearities. Ot tne t•o possible terms to change 

coefficients, tne D x term is chosen. Consideration of the 
t l< 

Outting equation (Stern,l965,p480) 

reveals that increasing the input amplitude causes an increase 

in maximum response frequency and an increase tn Q. Based on 

tne preceding observations, the D term is nonlinearized bY 
t 

using the follo•ing equation on eacn k•tn block. 

:.:! 
D X 

t k 

2 
+ 2*D ll + U*(D X ) )D X 

k t K t k 
- 'J. • 2 -

+ ( w ) •x : {W ) *X (t) 
k: k k k•l 

Only tne parameter u is left to adjust tor the nonlinear 

model. 1he absolute value of u is unimportant since the 

2 
quantity u*lD x ) determines the degree ot nonlinearity, and 

t k 

thus, nas function importance only with a given input ···--
amplitude. 1ne constant u is set at 256, and the input 

amplitude and C are adjusted simultaneouslY to reproduce the 

empirical data. To reproduce the previouslY mentioned 

two-click data (Goblick & Pteitter,1971) it is required that 

2 
C=l.25*lw ) • 

ON 



• AUDllORY SYS1E~ MeCHANICS PAGE: 3•44 

c ln summary X is distance from oval window with MRF, and 
b 

w ::: 2*Pi*MRf.l1.06 
on 

lli•k 
w ::: w *K 

OK 01< 

D ::: ah; 
l< Oi< 

I \I ::: 10 

2 
c ::: 1.25*(w 

ON 
) 

a ::: 0.25 

u - 256.0 -
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SCALE CONSTANTS 

It is necessary to scale Kim's model to match up with the 

input stapes displacement in real displacement units, the 

output tiM aisplacement .in real units (Ktm•s model was tor 

output/input in dB only). Furthermore, it is required to ··--
adjust the maximum displacement tor each location x along the 

from Guinan and Peake (1961), note that the ratio ot 

output/input tor the middle ear as t••>O is 

till (S) 11 
11 me s=i*2*P1*tll 
11 llt->0 

·5 

= 
I DS I -- -7 = 3.8*10 
lP lt•>O 

-8 3 
: 3.8*10 (M /N) 

j 
(Cfti /dyne> 

where 1 dyne is 10 Newtons. khen the input is z•ro dB SPL, 

the stapes displacement is 

-8 3 •6 2 •13 
DSO = DSI = (3,8*10 M /N)*(20*10 N/M ) : 7.6*10 M 

lt•>O 

•19 
The input CSK to Kim*s model is in dB reterenced to 2 zero 

to peak; thus 

•19 •19 
2 2 

DSK = --·------·- * DSM = ---- * C.S 
•13 0.76 

7.6*10 fl 

where USM is in meters and os, which is used in the 

•12 
simulation, is in 10 meters. The .output, OBMK, of Kim-•s 

-19 
model is in dB re 2 zero to peak. wilson (1974) gathered 

all the experimental data on the BM displacment tor input 
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frequency t=~Rftx l versus NRf. A function was fitted to this 
t 

curve and snown in tigure:3.2.4. Ihe function iS 

2 2 1/2 
RMDBM(fl=•lO tlO*!og lf) tlO*log [lt(f/t ) J •20*109 llt(f/f ) l 

10 10 1 10 2 

3 3 
where t=MRF<x ), t .=10 Hz, and t = 7.37*10 Hz. Now the 

b 1 2 

actual displacement of the BM is given by 

DBM(x ,t) = RMDBM(x l*(DSI l*DBMK/2 
b b I SPL=O 

•19 

•13 •19 = RMDBM(x >*7.6*10 *DBMK/2 
b 

Having properly adjusted the constants for the model, the 

finished moael tor the BM becomes (units tor os and DBM are 

pico meters): 

2 2 
D X {t) -t 2*iJ *Ll t U*(D X ) l *D 

t 1 1 t 1 

'J. 2 
D X { t) t 2*0 *[1 .. U*(D X ) l*D 

t 2 2 t 2 

2 2 

2 
X (t) + ('tt 01) *X 

t 1 

2 
X (t) t ('li ) *x 

t 2 02 

2 

OSK --
(t) --1 

(t) = 
2 

• 
• 
• 

•19 
2 ··--•os 0.76 

C*DSK 

C*X (t) 
1 

D X (t) • 2*0 * ( 1 + U*lD X ) J *D X (t) + (W ) •x (t) = C*X (t) 
t N ON N t N t N N N•1 

DBMK(x ,t) = Xfi( t) 
b 

•19 
DBM(X ,t) - RMDBM(X ) *D.SO*DBMK/2 -b b 
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r.l.9;Jtt';3.2.4 Plot u£ maxlmuut displacetvent ot tne .l!M at the 

fi e q u l' n c y e c; u o .l t o t h d t u f ti 1 e M R F to :r the recording s it e • 
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HASILA~ ~EMBRA~E IN SlMULAT~D FOAM 

1he last set ot equations are more easilY simulated by a 

digital coroputer if they are rewritten as simultaneous first 

order differential equations. Consider the k•th equation. 

2 2 2 
D X (t) + 2*0 *(1 + u*(D X ) J*D X (t) + (W ) *x (t) : C*X (t) 

t K K t k t K Ok k k•l 

now let 

'i ( t) = D x (t) 
I< t k 

hence 

2 
D y (t) = D X (t) 

t k t k 

2 
= • [ 2*1:; (1 + 0 X l*D X + (w ) *X l + C*X (t) 

k t k t K Ok k k•l 

The system of nonllnear differential equations becomes 

0 X (t) = DSKlt) 
0 

D X lt) = y1 (t) t 1 

2 
IJ y lt) = - l 2*1:: (1 + D X l*D X + (W 

01) *X J + C*X (t) 
t 1 1 t 1 t 1 1 0 

D X (t) = (t) 
t 2 y2 

2 
D y l t) = - l 2*L: (1 + D X )*D X + (w ) •x l + C*X (t) 

t 2 2 t 2 t 2 02 2 1 
• 
• 
• I) X (t) = y (t) 

t K k 

2 
I) y (t) = . [ 2*C {1 + D X )*D X t (W ) *X ] + C*X (t) 

t k K t k t k Ok k k•l 
• 
• 
• D X (t) = y ( t J 

t N N 

2 
() 'i ( t) = .. [ 2*L (1 + D X )*D X + (W ) •x J + C*x (t) 

t N N t N t N ON N N•l 
DBMK\X ,t): X (t) 

o N 
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g In matrix torro 
I) (Z(t)J = B(t)*Z(t) + A(t) 

t ... - • -
where 

IZ ( t) I lx l t) I IX (t)l I 0 
I 1 I I 1 I 1 I t I 
I I I I I • I I I 
lz ( t) I lY ( t l I IX ( t Jl I'*DSK(t)l 
I 2 I I 1 I I 1 I 

I I I I I I I I 
I z ( t) I I X ( t) I IX (t)l I 0 I I 3 I I 2 I I. 2 I 

t I I I I I I 
IZ (t)l IY (t)l IX ( t) I I 0 I 
I 4 I I 2 I I 2 I I I j • I I • I I • I I • Z(t) = I • I = I • i = I • I A(t) = I • - I .. I I • I I • I I • I 
I I I I I I I IZ ( t) I I X ( t l I IX ( t) I 0 
I 2N•ll I N I I h I 
I I I I I • I I 
IZ ( t) I I y ( t J I IX ( t) I I 0 
I 2N I I N I I N I 

I 0 1 0 0 • • • 0 0 I I 
I 2 I 
l•(w ) B 0 0 • • • 0 0 I 

0 
I Ok 2,2 I I 
I 0 0 0 1 • • • 0 0 i I 
I 2 
I 0 0 •(W ) B • • • 0 0 I 
I Ok 4,4 I 

b(t) = I .. • • • • • I - I • • • • • • I 
I • • • • • • I 
I l 
I 0 0 0 0 • • • 0 1 I 
I I I 2 
l 0 0 0 1 • • • •(W ) 8

2N,2Nl j Ok 

where 

2 
B = •2*0 L 1 + U(Y. (t)) j 
2i,2i i l 

Now 
/\t+h 
\ • Z(t-+n) = \ Z(t)dt 
\I .. 

t 

'Ihe result ot a simulation using this model is shown .in f1gure:3.2.5. 

0 
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3.2.6 REMARKS 

Tnus a suitable description tor basilar membrane 

displacement, at a distance from the oval window, was tound as 

a tunction ot oval window displacement. The available 

experimental results show a nonlinearity tor this signal 

processing olock. Kim's wodel was used with his suggested 

non!inear elements. The displacement at a specific cochlear 

partition pos1tion is then available using ~ilson•s plots tor 

maximum displacement versus position. The analYsis utilized 

here has a distinct advantage in being computable in a 

reasonable tlme span. This is of course important when the 

mechanical blocKs are combined with the 

processing blocks. 

neural signal 



• AUD110H1 SYSlt~ MECHANICS PAGE 3•52 

BM 10 HAI~ C~LL ClLlA 

3.3.0 1N1BGDUC1IUN 

The next block in the physiological processino of sound 

is tne conversion ot displacement ot the basilar me~brane into 

a force acting on the inner and outer hair cells. In this 

section the radial shear force acting .on the cuticular plate 

ot the nair cells is obtained as a function of the BM 

displacement. The extraordinarilY perspicacious work ot 

Billone (1972) and Blllone and Faynor (1973) provide the 

analysis for these function. Their model is based on the fine 

anatomy of the hair cells and movement with respect to the 

tectorial membrane in the organ of Corti. this analysis, 

based on structure and laws of PhYsics, is necessitated by the 

technical impossibility ot measuring actual disPlacements and 
-------------

torces in Corti's organ. This technical barrier means that 

this kind of analysis is the only solution available at this 
•••• 

time. 

3.3.1 ANATO~ICAL BASIS FOB THE MODEL 

Much anatomical work has been done on the structure of 

the organ ot Corti, tor example, Engstrom et al (1962), 

Engstrom (1970), Fernandez (1952), Kiroura (19&5, 19&6), 

Spoenolin (1966), Lindeman, Ades, Bredberg, & Engstrom (1971) 
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4:) and Lim (1972). r1gure:3.3.1.1 depicts a cross section vie~ 

ot the cochlea. figure 3.3.1.2 shows the tine structure ot 

the organ of Corti. lhis figure shows Hensen•s stripe and 

Hardesty•s membrane wnich are attached to the tectorial 

membrane and are immediately superior to the cilia. 

Bekesy (19Sl, 1953a,b) suggested that both radial and 

longitudinal shear forces rray be important mechanical stimuli 

to the hair cells. 81llone (1973) made calculations which 

indicate that the radial displacements are much larger than 

the longitudinal displacements. ~ersall and FloCk (1967) did 

a morphological study of the directional sensitivity ot hair 

cells and agree that tne radial displacements are the greater 

intluence. Davis (1965) hypothesized that shear forces act on 

the receptor pole ot the hair cell and cause a change in the 

ion conductance et so~e sensitive region on the cell surtace. 

Engstrom et al l1962) speculated that the "essentially 

excitable structure" is the cuticular tree region on the top 

of the hair cell. Ihe shear terce on the dense cut1cu1ar 

plate can be assumed to move the plate against the sotter 

cuticular tree region. It is therefore necessarY to calculate 

the shear forces transmitted to the cuticular plate. 
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$CA!..A V($TIBIJI..I 

$CA1..A M[OIA 

SCAl.A TYMPANI 

Fiyure:3.3.1.1 The cross section ot one turn of the cochlea at 

midmodlolar regicn. frc~ Dav1s (l9b5). 

(0 
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1-Llmbal -J- Middle Zone 
I Zone 
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Figure:3.3.1.2.A Sutstructures et tne tectorial roerrbrane and 

1ts relat1on to tne crqdn ot Corti. lhe top is anchored by 

t.ne t..rabecu.lae ('TJ ot t-lenseo•s stripe lHS) and the marginal 

net lMNJ .. Hardesty*s ~e~brane (HMJ is above the outer hair 

cells. Jne warglndl vand (M8), titrous layer lFL), 

utteroenlol cell lJCC), inner sulcus cell (ISCJ, inner border 

cell lBCJ, 1nner ~ndlangeal cell (lPCJ, inner pillar cell 

tlPJ, outer pillar cell (0Pl, Deiter*s cell (Dl, and Hensen' 

cell U1J are shot'<~l. 

FiQUie:3.3.1.i.8 An enlarqed at tne sensory 
The first, second, and 

thlrd outet hair cells are rrazked DY 0 , a ,o .(Lim,1912) 
l 2 3 
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HAD!AL SHEAH DISPLACEMENT 

1hlS PhYSiological block takes as input the displacement 

D=DBMCx ,t) at the BM at a distance x from the oval window 
b b 

and produces as output, the shear force s on the hair cells 
j 

where j=l denotes the inner nair cells and j=2,3,4 denote the 

outer hair cells at x • 
b 

Rhode and Geisler (1967) and Billone (1973) nave 

developed geometrical models tor calculating the amplitude ot 

radial snear displacement s of a hair cell opposite a point on 

the tectorial merrbrane, as a function of the midpoint basilar 

membrane displacement. Both models assume rigid bOdies tor 

the organ of ccrti and the tectorial membrane. The Billone 

model has tne advantage ot assuming a separation of the 

tectorial membrane (TM) and the reticular membrane (RMl except 

at the outer tip ot the 1M where sliding contact is 

maintained, whereas the Rhode and Geisler model assumes that 

all opposing points on the two membranes are in contact tor 

the rest position. lt seems that the Billone model much more 

accurately depicts the actual movements of the organ of Corti 

ano the tectorial merobrane. In these models, the shear 

displacement dec~eases roonotonicallY along the cochlea tram 

base to apex (3 to o.s in the Rhode and Geisler model and 2 to 

0.7~ in the Billone model). Both models pred1ct that the 

relationship between s and D is linear and frequency 

-----·-·-
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independent ~ithin the normal auditory range. The shear 

--------·-· 
displacement above an inner hair cell is approximately the 

same as that above an outer hair cell (less than 40% 

difference tor the Rhode and Geisler model ana less than 1% 

ditterence for the Billone model). 

Following Billone (1973), the model shown in f1gure:3.3.2 

is used. lt is used, according to Billone and ~aynor (1973), 

oecause 

"1. It allows tor a separation between the 

tectorial and reticular membranes above the hair 

cells. 1h1s is consistent with anatomical 

observations, and it is a critical tactor in the 

shear force analysis. 

2. It incorporates 

membrane deflection 

structure and the 

membrane." 

a beam model tor basilar 

which is based on both the 

performance of the basilar 

the essential features of this model include: (1) The 

BM moves a beam (an arc in cross-section ot the cochlea); 

(2) The configuration consisting ot inner and outer pillar 

cells, with the hair cells and reticular membrane rotating 

as a rigid body about a hinge at the spiral lamina {BSL) 

where the BM joins the inner wall ot the cochlea; (3) The 

tectorial membrane re1ains rigid with a hinge at the spiral 

limbus and a sliding bearing where it rests on the reticular 

membrane by means ot Hardesty's membrane. 
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Figure:3.3.2.A Radlal ~tear aisplacerrent roodel. 1he 

tectorial n·errcrane \TMJ,. reticular merrtrane {fl~), pillars ot 

Ccrt1 (!P,OP), bony s~iral ldmina lBSL), spiral li~bus lSL), 

anu tne ~riral 11qarrent (SLGl are treated as rigid bOdies. 

Tne basll.ar rr-enLione lSM) 1s ueated as a tlexible oeam. 

Zjt . J1 

Lj~ 
Mj Yj 

(b) 

Lh ~_.u~~~St.G 
851.. Y IP,OI 

(a) 
~------------------------~~----~---------·-----

fl~ure:3.3.2.B Re&porse of the radial snear displacement 

node! tc a posit1ve SM d1sp1ace~ent (Dl. lhe organ ot Corti 

rctotes truougn an dl:gie alt.:-na at.out e~L. Tne 'lM rotates 

tntouqn an angle tetd a~out SL. Tne opposing point 0 on 

u~e TM 1ro ves a d 1 s tar:ce s Hi the shear direction relali ve 
j 

to tr1e ret1cu1ar rr.ent;rane roinl M.. lSillone,lY7.3). 
J 
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for BM displacements (U) Which are small compared to 

membrane width (w), the relationshiP between s , tne Shear 
j 

force on the j•th hair cell, as a function of D is derived 

bY Billone (1973) and found to be: 

Ss=Gs('x.)D, j== 1, 2, 3, 4, · 

GJ{%)== {4C.,;/w)[2(P/w)3~3(P /w)!+ 1], 

C•;= 2 csc(2'Y) ( (1-C:)[L1+r1 sin( ~1-.,. )]+Ca(g sin,.+h cosy)}/(~~+ctny). 
·ca=(C,~C~ ta.nt) cos'tf(y4.+g), 

Ct=Yu sec~+(C1+r1 sinrp1-r1 cosrp1 tan')') tany, .. · 

(11-::u secly)y,.+(h-rt sin"',+"' cosrp1 tany)z.,. tan,. 
· C1• . 

. g+)r .. seci.y-(J:-r1 sin"'1ff1 COS'\'J ta.ny) tany ' 

'Y••=tw, 
lc.,==h1+(iw-g1+g) tan-y, 

f == [{y,.,+g)2+(z4 .. -h)2]l, 

. ~=a.rctan[(z,6-:h)/(yu+g)], 

r1-[(g1-g)2+h1
1]f, 

'P1=arctan[hJ(gl-g)] 

"~'= H[(4-j)g1+ jg4-:-4£r+[41lt+ j(g4-gt) tany ]:} •, j~ 1, 

cp;=arctaa{[4Fz!+ j(g.-gt) ta.n7 1'[(4- j)g+ jg~-4g]}, jr!l, 

I;= [(g+ri sin~.;-L, sin-y )2+(11 -r, sin~,-Li cos7):t]l, 

f1= -arctaa[(h-ri sinrpi-Li cos-y)f(g+r1 sin~1-E,sio:r)1 

Li= {[(z,...-r,_sin<,1J) 2+(:y~.,-r, cos.,,P]I[(z,.,-r3 sin.,lP+(Yu-ra cosrp1)%])l.· 

The nine parameters w,n,h ,g,g ,g ,gamma,L ,p 
1 1 4 3 

(At) 

(A2) 

(A3) 

(A4) 

(A5) 

(A6) 

(A7) 

(AS) 

(A9) 

(AIO) 

(All) 

(Al2) 

(A13) 

(Al-l) 

(A15) 

{A16) . 

(Ati) 

are tound 

from the literature and vary as a function ot x , the 
b 

distance along the BM trow the oval window. Let 

X = normalized length from the oval window 
bn 

= X /BMLE.l>l 
b 

where BMLEN = length ot BM. 

width ot the guinea pig BM as 

Fernandez (1952) gives the 
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-2 = (1.99*X t 1.33*10 cm.) 
on 

PAGE 3•60 

Since X is normalized, it will be used here for the cat, 
bn 

with BMLEN=2J.O (Schuknecnt,1953). 

Rhode and Geis.ler (19b7) provide the next six 

parameters which were measured in cat. 

•4 
h = 00.359*X + 1.07)*10 meters 

bn 
•4 

h = (0.0033*X + 0.459)*10 meters 
1 bn 

•4 
g = O.Ol*X t 0.242)*10 meters 

bn 
•4 

g = 0.04*X + 0.324)*10 meters 
1 bn 

-4 
g4 = (1.34*X + 0.755)*10 

bn 
meters 

•4 
gamma = (0.103*X + 0.265)*10 radians 

bn 

Kimura•s (1965) work on the squirrel monkey provides a 

source f. or the parameter L • 
3 

The spacing between the 

tectorial membrane and reticular membrane at the hair cell 

j=J. 

-4 
L • (0.04*X + 0.016)*10 M 

3 bn 

Billone measured the ratio (P/w) in cat and found P to be: 

•4 
P • (0.796*X + 0.532)*10 M 

bn 
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3.3.3 SHEAR fORCES ACTING ON THE CUTICULAR PLAitS 

3.3.3.1 D~SCRIP1ION OF THE SHEAR FORCE MODEL 

NO~ that S =G (X J*DBM(X ,t), 
j j b b 

the radial shear 

displacement of opposing points on the tectorial and 

reticular membranes is known for the j:1,2,3,4 hair cells, 

it is necessary to obtain the shear force acting on the 

cuticular plate of tne j=1,2,3,4 hair ce11s at location X • 
b 

the basic features ot tne model for shear force Sf acting 
j 

on the cuticular plate of the j•th hair cell is shown in 

figure:3.3.3.1. 

the cuticular plate in which the cilia are embedded at 

the superior surfaces of the hair cell is treated as a rigid 

body that is tightly held in place by .its stiff attachment 

to the reticular membrane lSpoendlin, 1966). this 

assumption implies that the motion of the cuticular plate 

relative to the reticular membrane is small compared to s • 
j 

Ihe cilia are treated as cylindrical cantilevered beams ot 

uniform cross section and modulus ot elasticitY. lhe cilia 

emerge from tnelr built-in support at the cuticular plate 

into the viscous endol~mph fluid that tills the space 

between the tectorial and reticular membrane. 

None ot the inner hair cell (lHCl cilia make contact 

with tne tectorial membrane (Lim 1972). these cilia 

experience a viscous drag induced by the movement of the 
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endolymph tluid. 1he outer hair cell cilia are embedded in 

shallow grooves in the tectorial membrane (Engstrom et al, 

l9b2; Kimura, 1966; Lim, 1972). this 1M contact is 

suitable tor transmitting the radial shear torces to the 

tall cilia without exerting any axial forces .or moments. 

lhe remaining rows of OHC cilia are not connected to the 

tectorial membrane. 

The lHC cilia are arranged in three long parallel rows 

with 10 to 20 cilia in each row. All the cilia are assumed 

to have the same diameter and the height ot each row 

increases progressively as the position .ot the row 

approaches the cuticular tree region (CFNl. The center to 

center distance between cilia in a row is approximately 

three radii, which is also used tor the center to center 

distance between rows of cilla. The average height of cilia 

per cell increases with the cell position along the cochlea 

from base to apex. 

The OHC cilia model is similar to that ot the lHC 

cilia; except (a) the number of rows per cell .increases 

from three to six with twenty to torty cilia per row, 

depending upon the species and location along the cochlea; 

(Dl the number of cilia per cell decreases trom stapes to 

helicotreroa; and (C) the center to center spacing is less 

than three cilium radii. 
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0 

s, 
~ 

h 
X 

IHC 

(a) 

s3 
~ 

h 
0 X 

OHC 

(W 

figure:l.3.3.1 Radial view of shear force model tor inner 

(a) and outer (b) hair cells. Vibration of the tectorial 

memorane shears the embedded OHC cilia directlY and the tree 

OHC and lHC cilia through the medium of the viscous 

endolymph. lhe cilia transmit these torces to the cuticular 

plate tCP). (Billone,197JJ. 

0 
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The cilia are analyzed as beams with constant 

geometrical and material properties; however, the cilia 

taper do~n to about half ot their maximum diameters, and 

become more dense as they approach the cuticular plate. The 

st1tf rootlet which anchors a cilium to the cuticular plate 

continues up the center of the cilium a snort distance 

adding to both tne density and stittness ot the neck. the 

stittness per unit length of a beam in bending is 

proportional to the product at the fourth power of the 

4 
radius (a ) and the modulus of elasticity (E). Although the 

decreasing radius tends to weaken the cilium neck, the 

increasing modulus ot elasticity tends to strengthen the 

neck region. 1o a first approximation, the product at these 

4 
two parameters (i*a ) is assumed to be constant along the 

axis ot the cilium. It is well known that the cilia are 

arranged in "~" patterns. The st1ape ot the row Kay aftect 

the transmission of viscous torces; however, it has no 

ettect on tne shear forces acting on tne embedded tips ot 

the t~ll OHC cilia. Consequently, it is assumed that the 

UHC cilia are arranged in straight rows, tor the snear force 

analysis. 

the radial snear displacement ot the top ot the hair 

cells at the ret1cu1ar membrane with respect to the 

tectorial memorane induces motion in both the endolymph 
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tluid and the ends ot the tall OHC cilia which are in direct 

contact with the IM. A tree cilium is subjected to a 

viscous drag per unit length which is proportional to the 

product ot the viscosity (mu) and the velocitY difference 

between itself and the fluid. An embedded ciliuu is driven 

primarilY oy the shear force acting on its 1M contact 

location. for each case, the cilium transmits the shear 

terce to the cuticular plate in wnich it is rooted. 
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AUU11URY S~SlE~ M~CHANICS 

SHtAB ~ORCE 1NANSM1TIED BY lHC FREE CILIA 

SlRA'I'EGY 

The analysis of the viscous drag transmitted to the 

cuticular plate by a tree cilium is divided into three 

parts: (a)The calculation of the tluid velocitY profile V 

between the tectorial and reticular membranes tar away tram 

the cilia. lb)lhe computation of the drag per unit length 

on a rigid cilium which is a member ot an array ot cilia and 

1s exposed to a tree stream velocity v. (C)The evaluation 

of the shear torce transmitted to the cuticular plate by a 

tlexible cilium beam ~hlcn is in a viscous tlow field. 'I he 

flow is assumed to be incompressible and laminar. 

rurtnermore, since the cilia are long compared to their 

diameters and tne relative vertical displacement between the 

membranes is small, the fluid velocity in the vertical 

direction z is neglected. 
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3.3.3.2.1 FLUID tLG~ ~£1~£EN tM AND RM 

Away from the cilia, tne fluid flow between tectorial 

and rectlcular membranes is assumed to be an oscillating 

Couette tlow as in tigure;J.3.3.2.2. The equation and 

boundary conditions tor this tlow field are: 

2 
rho*D IJ = mu*D V 

t z 
\I(O,t) = 0 

V(L,t) = D s 
t j 

wnere rho is the densitY ot endol)Jmph. 'I he solution given 

by Lamb(1945) via I:Hllone (1973) is 

V = (Z/L)*D S 
t j 

3 •2 2 
for this problerr, rno=t g/cm , mu=to dyne*sec/crr , and L 

-4 -4 2 5 
varies trom 6*10 to 2*10 cm as w varies trom 10 to 10 

rad/sec. so rho*w*Limu < 0.4, and the slow viscous trow 
2 

(rho*w*L /mu<<ll solution is a reasonably good approximation 

tor the tlow between 1M and RM even at high auditory 

trequencles. 
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DRAG ftFC~ UN A RIGID CILIUM lN AN ARRAY 

In any XX plan tar away from the cilia, the oscillating 

flow is unitQrm as sho•n in tigure:l.3.3.2.2. 1he tlow in 

the neiqhbornood ot the cilia has both x and y components 

(U,V). As the cilia are treated as infinitelY long in this 

analysis, no motion in the z direction is induced. The 

number ot cilia in a row is considered to be infinite. The 

arag analysis simplifies in this case because the fluid 

streamlines are syrrmetric about the y axis ot each cilium 

and the drag is the same on all ot the cilia in a row, Which 

is particulary reasonable tor IHC cilia. Each cell carries 

about 20 cilia per row; however, the hair cells are so 

close together that a row 1s ettectively as .long as the 

cochlea and includes thousands ot cilia. 

The continuity equation tor an incoffipressible flow with 

no motion in the z direction is 

D u + V u = 0 
X y 

Stokes equations tor slow viscous tlow are good 

approximation to the momentum equations tor tlo~ through a 

row ot cilia (B1llone&Raynor,1973J. 

mu*(D u t D U) = D p 
XX yy X 

mu*(D V + D V) = D p 
XX yy y 

where p is the ~ressure. the ooundary conditions in the XY 

plane tor this problerr are : 
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u : v : o, on all cylinder surtaces 

V ••> 0 1 as IYI••>oo 

V ••> V 

Miyagi (1958J Via Billone and Naynor (1973) gives the 

solution tor the velocity field through a single row ot 

infinitely long circular cylinders. the drag per unit 

length on a cylinder .in a single row is 

D : 8*Pi*c•mu•v 
V 
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(a) 
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(b} 

Fl9ure:3.3.3.2.2 Fluid flow bet~een tectoria! and 

rt:ticulat membranes. frcm BilloHe U973). 
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~or cases in wnicn the cylinders are very close 

lO.J~<(a/qJ<O.~l, kiyagi suggests the following torm tor the 

arag coetticient 

•2 
c = 0.63*(1 - 2a/q) 

~or lHC cilia a;q!0.3 and u =8*Pi*c*mu•v can be used to 
V 

calculate c!4. So the drag per unit length on an IHC cilum 

is 

c = lOO*mu•v 
V 

The total force t transmitted by a rigid tree Cilium 
V 

is touna b~ integrating tne drag per unit length alor1g the 

length 1 ot the cilium 

t 
V = 

/\1 
\ 

\ 
\I 

0 

D oz 
V = 

1\1 
\ 

\ H*pi*cf~U*(Z/LJ*D S dZ 
\I t ' 0 J 
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SHEAR fU~CE TBANSM111ED BX FREE CiLIUM 

The drag formula calculated in the previous section can 

be moditled to include the possible motion of a free cilium. 

A ciliuw beam deflects a distance n(Z,t) in tne y direction 

in response to an applied load as in t1gure:l.l.3.2.3. 

Since viscous orag loading the cilium is proportional to the 

velocity dltterence bet~een the tree stream flow and tne 

Cllium, tne drag equation U =B*Pi*c*mu*V is modified to 
V 

u = H*Pi*c*mu*(V - D n) 
V t 

The tundamental frequency ot a ciliurr in benaing is in 

the ultrasonic range (Billone&Raynor,l97JJ, WhiCh implies 

that, tor acoustic frequencies, the inertia term in tne 

dynamic beam equation is much smaller tnan the elastic 

restoring force. Neglecting the inertia term and assuming 

deflectLcns which are small compared to the length ot the 

cilium, tne displacement equation is 

4 
~*l*D n = D 

Z V 

4 
where l=u.75*Pi*a is the area moment ot the cross section 

and E is ~ounq•s moou1us. Corr~ining the equations tor V and 

these last two equations gives 

4 • V N t e*D N = (e/L)*Z*D s 
z t t 

wnere 
Btpitc•mu • e = ~-------- and s = D s 

E*l t j 

where j is tor the j•th outer nair cell. 



lfl e u o u n o o r y c o n o 1 t 1 o n s a r e a e t e r rr i n e a t r o 11 r. o t i n g tt1 a t 

ot tne culicular plate eno ot the Clliurr, the oetlectlon ana 

slope are zero ~hile tne noroenl ana shear area are zero at 

U1e fret: end. AcconHngly, tnese conaitions are: 

n(O,t) = 0 

D .n ( o, t) = 0 
z 

I:.*l*D n(l,tJ = 0 
z 

-l*l*D n(l,t) = 0 
z 

where 1 is the length ot the cilium. 

0 

0 



0 

~igure:3.J.3.2.3 tree boay diagrams tor a tree Cilium(a) and 

embedded ciliurr(DJ. n is the displacew.ent ot the neutral 

axis in response to drag (D ) 
V 

and elastic shears 

(•f ,•t ,f ). f is the snear which the tectorial 
V e 'lM 'ItJ 

newcrane exerts on U1e tip of an emoeoded CJ.liuu. 

lJ: i llo ne , 1 9/ 3 J • 



H1e r:locK dldgtaH tor tt1e st1e<:tr terce transrrilteo to 

tiH: CUtiCUla! r.late cy one tlex.i.blE tree ciliur11 is 

sum~arizec in tlock tern telow. 

-------
S ...................... - ..... -----------·------ L 1/\l li 

Ji 15 I 'l 1 .In I . .1 \11\ I V 
•>ID 1•>1D n tat.: n: •lz*si•>IG =!::llpllC*rru*t.V•fiJI->1 \ D dZI·> 

i tl I Z t l i I V I 1\/ll b I 

----------------- ------------------ -------
wnere s is tne raa1a1 st1ea1 terce dCting on tne Cllia ot 

j 

tne j•th hair cell at distance x from the oval window. The 
b 

drag per unit length c is a function of both z and t. 
V 

To simulate these equations tor the shear force 

transmitted to the cuticular plate by one flexible tree 

cilium, it is necessary to solve tne partial differential 

equation tor ntx,t). 

SHEAF FGRCE 1BANSMllTED BY AN EMHECCED CILIUM 

The equation ot motion tor a cilium wnich makes contact 

v.1tl1 tne tectorial werr:brane is the saue as tr)at tor a tree 

cilium. H1e oitterence between t11e two classes et cilia 

a~pea1s in o~e ot the bcundary conditions at the 1M ena ot 

t n e c i 1 i a , z = 1 • "' ill l e t n e t r e e c i 11 u '*' e x p e r i e n c e s n o s t1 e a r 

a t 1 t s 'l IV' en a , the err be o c e d c i 11 u rv is s t1 ear e d tJ y t ne n; o t ion 

ot tr1e tee tor ial n etnane. Consequently, the 

conoition 

3 
•e*l*D n(l,t) = o 

z 

boundary 

1s replaced by the condition that the displacement of the TM 
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end ot an embedded cilium is equal to the TM diSplacement of 

s • 
j 

N(l,t) = S 
j 

The terce f transmitted bY an embedded cilium to the 
e 

cut1cu1ar plate is touno b~ calculating the snear which tne 

CillUH; exerts on tt1e cuticular plate. llCCC Id ing to 

elellientary tearr tneory, tne shear terce acting on tt1e 

support ot a deflected cantilevered vean is 

j 

i : -E•l*C ntO,tJ 
e z 

billone ana ~aynor l1973) state that for k<l, wnere 
1/4 

K:(8*pi*c*rnu/(E*l)) the viscous ettects are negligible 

and the solution becomes that for the shear transmitted bY a 

cantilevered beam subjected to an end displacement s. 

3H.*I 
t = --·-·*s e 3 

1 

1CTAL SHEAR fORCE 1RANSM111ED TO CU1ICU~AR 

PLATI:: 

l~NI::R hAIP CELLS 

The snear torce f transmitted tY cilia to the 
l 

cut.icular plate ot an inner 11a1r cell is calculatea by 

aad1r14 u~ the force contritHJtion o1 eact1 ciliUrr tor ttlat 

tlair cell. All the !HC cilia are tree, so the terce 



0 

0 

AUVllU~~ ~~S1E~ MECHANICS PAGE 3•F1 

transmitted by each lhC cilium is given by f with l being 
V 

the length ot that cilurr. Let 

n = the n•th ro~ of cilia; n=l for shortest, n=J tor 

longest 

1 = length et cilia in the n•tn row 
ln 

1 = numoer ot cilia per IHC 
l 

so the terce exerted bY a cilium in the n•th row is given by 

t = t i 
ln Vll=l 

1 ln 

~ecall that the inner hair cells are denoted by j=l. The 

total terce acting on an lHC cuticular plate iS given by 

3 
'I 

1 \ 
~ = .... I t 

1 3 --- ln 
n=l 

CUlER HAlB CELLS 

Tne total shear torce f acting on an OHC cuticular 
3 

plate consists ot forces transmitted bY both tree and 

embedded cilia. Let 

N = total number ot rows of cilia per OHC 
3 

J = number ot tree rows ot cilia per OHC 
3 

1 = ettective length ot an embeddeo cilia 
3 

1 
3n 

= (total lengtt - erroedded partJ 

= length of an LHC ci!iu~ in tne n·th row of cilia 

where the shortest row is labeled n=l 
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'l = total .nuwber at cilia per OHC 
3 

f = total terce transro1tted by tree GHC cilia to the 
i3 

cut.icular plate 

F = total terce transmitted by embedded UHC cilia to the 
e3 

cuticular plate 

The total terce exerted bY all the tree cilia on the OHC 

cuticular plate is 

J 
3 ---\ 

F ; I N •t 
t3 t3n t3n 

n=l 

wnere N is the nurrber ot tree cilia per row per OHC and 
f 3n 

f is the force exerted by one tree cilium on an OHC 
t3n 

cuticuiar plate, in row n of the OHC cilia. 

J 
3 

1 ·r 
3 \ j 

F = I f I = --*J *t I 
t3 N ..... t3nll=l N 3 3vll=l 

3 j;1 I 3n 3 I 3 

The force exerted bY all the embedded cilia {the tallest 

row) on the OHC cut1cu1ar plate is given by 

F = N *t 
e3 el eJ 

where N is the number ot embedded cilia in the single row 
e3 

ot embedded cilia per GHC and f is the torce exerted bY 
e3 

one embedded cilium on an OHC cut1cular plate. so 

N •J 
3 3 

f = I *•••••*f I 
e3 3 N lVIl=l 

3 I 3 
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Now the total force on tne UHC cuticular plate is the sum of 

the torces exerted by tne tree and embedded cilia. 

f = y t ~ 
3 El Yl 

PARAMEtERS IN CUTICULAR PLA1E SHEAR FORCES 

The values for ~ost of the parameters are given in 

table;J.3.3.5 from Billone and Raynor (1973,table IJ. Atter 

caretul checking ot the sources from ~hicn the parameter 

values originated, it seems that values in the table and 

those presented are quite accurate and very .impressive as 

biological data. 

0 
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Sh~;: t:!;s?:..u;e:::.~~t ~SJ 
· E!ldo~·.-c::lb. .. :s:c!1:.io· {;:.) 

\"'0:1."1i'3 b~:.:!-::.3. (E) 
N~::n~e: of c:i!!a :;>e: ce:.t (T) 

~um?er oi ~! ot ~ k'1 
Nu.:noer of :=e" ro:;vs ( d' J 
Ciliu.:::l r~\!3 (-4) 
Cen ter• !o-ce<:l ter 
. ciful.,sp:l.d:.:; (;) 
TM-R~! sp:..~.~ {L} 
Cillua).lec.r-..J:.; (l) 
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lHI,; {1} 

See Fig-3. 4 and 5 
0.01 dyn·sec/cm' 
10l<£<tOtl dyn/cms 

-4&- ';) 
3 
3 

0.13X w-• cm 
0.5Xltr4cm 

See ~pendi:x A 
lu•O.Sl1t 
ltt•0.7Slu 
lu_. (u,.+2)X to-t cm 

OH(.; (JJ 

See Fip. 4 :1.nd 5 
0.01 dyn-se:/cm' 
lO'<E<tOu d;;n/cm"' 
12()-60 -x, 

3 
2 

O.llX 10-4 cm 
0.3X 10""' cm 

(4.::.,+1.6)X1o-t c:m 
lt\•O.Sln 
ll,~0.15lr. 
ln• (4.r,.+2)X lo-t a:i 

PAGE 3•80 

Roni a.."'ld Vi!.>tn:;t e! .:1 .• fo::- S~r.:;. 
To be chosen to match C~t dl.U 

.Eagstrom d cl •• Kimt.:."::., aod S~cliin 
Engsttom tl al.,. S~!la · . 
Estlnuted 
Kimum's micro~ of pt"l~ pl:J c!'.I.r. 
Khnura.'s micrographs of i\lie=z. p!6 d!U 

Ximur:~.'s -squirrel m~y d~t~ 
.Kimum's squirrel moclte)• d:Lta. ao:i 

Spoendli B'll a.t data. . 

Table:3.3.3.5 Parameter values used tor the shear torce 

calculations. the notation using subscripts depicts a 

variable X where 1 denotes the i•tn hair cell (i:l tor 

IHCs; 1=~~3,4 tor CCHs moving radially) and j denotes the 

J•tn row ot cilia on a hair cell lj=l tor shortest, j=2 tor 

middle row, and j:N tor the tallest rowl. (Billone & 
i 

Raynor,1973). 
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some parameters remain to be evaluated. ~oung's modulus, E, 

was determinec tram consideration ot the cochlear 

microphonics. ~icrophonic output h tram a cell is related 

to shear force by a constant, then calculated using the 

formulae 

CM = H*F tor !HC 
1 1 

CM : H*F tor OHC 
3 3 

Since there are approximately tour OHC to each one IHC, the 

CM (as ts usually recorded differentially, scala tympani 

minus scala vestibuli) would be 

CM = H*(4*f t F ) 
3 1 

and tne ratio at the CM due to inner hair cellS alone to the 

normal total c~ is 

ICM I 
I 1 I 

IF I 
Ill 

·--·- = --·-------IC.f/1 t4*f' t f I 
I 3 11 

whicn was compared to measurements made tram Kanamycin 

studies by vallos et al (1972). Blllone (1973} found E = 
9 2 

3*10 dynes/cm to cause the best fit. 
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CGNCLUSlC~ 

ln this chapter it has teen shown that tnere exist 

sutficent experimental results in tne literature to develop 

a computational model for the middle ear, basilar membrane 

and forces on the hair cell cilia. It was seen tnat the 

steady state descriPtions can be written as differential 

equations to produce a dynamic tormulation. 

The middle ear is described by transter tunction fitted 

to the data obtained by Guinan and PeaKe (1967), then 

rewritten in oitterential equation tor m tor dynamic 

simulation rather than the steady state view point. The 

basilar rrembrane was able to be described in a dynamic form 

using modified version of Kim's (1972) non11near normalized 

analysis. lhe actual peak displacements were Shown to be 

available from Wilson's (1974> analysis. The equations 

obtained here nave tne distinct advantage that they are 

computable in a reasonaole time limit. Tnus we are ready 

tor tr1e analysis at the neural portion at the cochlea. 
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4.0 lN1RODUCTlON 

CHAPIER 4 

1H~ HAIR CELL 

The role of the hair cells is to convert the sound 

induced mechanical motion of Cortt•s organ into a receptor 

potential change which then attects the synapses, thus 

transmitting the signal to the atterent neurons of the 

cochlear nerve. Is it possible to develop a quantitative 

description of a receptor cell, in this case a hair cell, as 

a function of conductance change at the receptor surface? 

The development ot such a model is important tor several 

reasons. there is a paucity of proper quantitative 

input-output descriPtions tor receptor cells in the 

literature. Given a model tor hair cell function, it can be 

decided ~nether or not the normally occurring gross 

potential changes in the scalae nave any ettect on hair cell 

response. lhe hair cells are the first opportunity to 

electrically influence tne auditory signal on its path to 

the brain. An analysis of hair cell tunction is necessary 

to ascertain the affect ot an implanted cochlear prosthesis. 

ln the development of an overall model tor cochlear signal 
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processing, the hair cell model is an essential submodel. 

Uavis (1961) proposed a phenomenological model ot the 

cochlear nair cells as receptors. It has the CEll tacing 

scala media and imbedded in the organ .of Corti. This 

conceptual structure is used tor the quantitative model. 

Thus the aim of this chapter is to develop and analyze a 

model tor the hair cell and make some predictions. 

4.1 SlFUC1UFE 

4.1.1 ANAlOMY 

Inner and cuter hair cells are depicted in ti;ure:4.1. 

At the top ot the cell there are cilia embedded in a dense 

cuticular plate region (CPJ surrounded by what is called the 

cuticular plate free region (CPf). The kinociliurr- typicallY 

tound on vestibular hair cells drops oft durin9 tetal 

development of the cochlea (wersall et all, 1965), leaving 

behind its basal body or centriole. The popular conjecture 

as to mode ot action tor the cilia is that their movement 

causes a conductance change at tne top of the cell. From 

studies on lateral line organ hair cells (Harris et al, 

1970; Flock, 1975) and the studies on the auditory papilla 

of the alligator lizard (~ulroy et al, 1975) it has been 

shown qualitatively that the cilia are moved as a result ot 

the shear forces acting on the cilia. This idea was tirst 

advanced by Bekesey (1960), who used a vibrating needle 
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perpendicular to the tectorial membrane with vibrations of 

tne point in the same plane as the tectorial membrane and 

measured the cochlear microphonic. He concluded that radial 

movements are more etfective at stimulating the nair cells 

than longitudinal movements. ~hat remains unresolved is the 

actual torm of the mechanical distortion ot the top surface 

ot tne hair cell when there is a mechanical shear force 

acting on the cilia. Malcolm ll975l suggested that the 

cilia open up spaces between tnem at their insertion in the 

cutlcular plate. lt seems more reasonable to accept the 

conjecture of Engstro~ et al (1962) and Billone (1972) that 

the cuticular plate remains as a stitt plate and deforms the 

cuticular tree region around it. Lim (1972), trom scanning 

electron microscope studies ot guinea pig organ of Corti 

reports a "dense amorphous material" between the sensory 

hairs. wnen the tall sensory hairs are bent, this amorphous 

substance holds the hairs together." When the decapsulated 

Pacinian corpuscle is mechanicallY deformed, the generator 

potential increases and the controlling variable .is a 

percentage increase in membrane area lLoewenstein, 19&1, 

1965). en this basis it is assumed tnat the cilia and 

cuticular plate move as a unit, detorming the cut1cular 

plate tree region at the top of the cell, inducing a change 

in the permeabilities ot sodium, potassium and Chloride. 1 
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make the assumption that all three permeabilities are 

changed because the deformation ot the cuticular ,plate tree 

region is mechanical, which woula suggest a non•specitic 

eitect. 1he conceptual idea is that the receptor membrane 

is like a rubber sheet with holes in it. When the sheet is 

stretched, the holes are enlarged. The nonspecitlc ton 

conductance changes tor mechanoreceptor membrane appears in 

the literature as a postulate (Goldman, 19&5). 
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W•lO mu 
L•30 nu 
Mair (1973) 

Angelborg & £ngs~ (1973) 

Fiytlff:~4.1:s A typH:el m .. ·unrnalian inner hair cell in tne orgar. 

of Corti. From Angelbor3 & Engstrom (1973J. 
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cat: 
W•S 111.1 

L•30 11111.1 

Mair (1973) 

Angelborg & Engatrom (73) 

PAGE 4-b 

Fi~urc:4.to A tYPlCdl mammalian outer nair cell in the organ 
of Corti. frou Angelborg & £ngstrom llY73l. 
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4.1.2 ENVIRONMtN1 

Due to their position in Corti's organ, hair cells nave 

surfaces that are exposed to two different electrical and 

ionic media. From figures: 4.1.2.1 and 4.1.2.2 note that 

the tops of the hair cells are exposed to the fluid in scala 

media, where as the sides and bottoms ot the cells are 

exposed to the tluid in the spaces of Nuel around the cells 

between the reticular lamina and the basilar membrane. 

The stria vascularis on the outer surface ot scala 

media along the cochlea is responsible tor producing the 

fluid in scala media, endolymph. Figure:4.1.2.1 shows the 

stria vascularis in the cochlea. figure:4.1.2.2 depicts the 

mechanism tor the prooucticn et endolymph, the main points 

of Which are a typical sodium-potassium pump on the cell 

wall bordering on tne extracellular fluid compartment 

surrounding the capillaries ot the stria vascularis. The 

surface et these cells bordering on scala media is highly 

permeable to sodium and potassium (Jonnston & Sellick, 

1972). The result ot the stria vascular1s border cells 

structure is an endolymph containing high potass1urr. and 

chloride wlth low sodium concentrations. 

flock (1973), using excised treeze dried guinea pig 

cochleas with X•ray spectroscopy, reports "emiSsion trom Cl 

and K in scala wedia, from these ions in the same relative 
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proportions ln the tectorial membrane and inner sulcus, but 

trom Cl only in scala tympani. lt is concluded that the 

tectorial membrane and subtectorial space belong to the 

endolymphatic compart~ent." Due to the ionic concentration 

gradients across the border cells of tne stria vascularis, 

there exists a potential ot 103 mV average in cat scala 

media (Sohmer, ~eiss, & Peake, 1971). 

The fluid surrounding the bodies ~f .the hair cells was 

originallY thought to be distinct from endolymph .of scala 

media and distinct from perilymph ot scala tympani. Since 

endolymph has high potassium and low sodium concentrations, 

many authors (Srrith et al., 1954; tasaki et al., 1954; 

Citron et al., 1965; Davis, 1957) have postulated that the 

tunnel of Corti could not contain endolymph because the 

non-myelinated dendrites of the cochlear nerve neurons 

originating at the hair cells could not tunction in a high 

potassium environment; consequently it is more like 

perilymph. 

The potential in the fluid around the bodies at the 

hair cells is taken as +7 mv witn respect to the blood 

compartment referenced to ground tram measurement of cat 

scala vestibuli (Sonmer, ~eiss, & Peake, 1971). the ionic 

concentrations and voltages tor the various compartments are 

summarized in table:4.1.2 and tigure:4.1.2.3. 



Scala tympani 
+7mV 

Na=140 
K=S 

tl :12.4 

l>AGE 4•9 

Figure:4.1.2.1 1ne cochlea in schematlc term. ihe uammalia~ 

coctllea 1s co.Lleo, rar:g.ing fron a quarter turn in echidna· 

tmonotrerre} to four turns in U1t? guinea pig. tor guinea 

piys. the surroundln~ bene 1s sott ano tnin, bUt 1n man and 

cats it 1s ttlt? r:aro terrr.oral none. lne scala vestibuli and 

scala t~mpan1 are connectta at tne apex oy a s~all canal 
lhtllcotre~a). lonlc concentrations are rrilltrroles/11ter 

and tile voltaqes art' with res[.:ect to Plasrra, which 1s the 

usual reterence tn ne~ro~tysiclogy ~ork. from Jchnston and 

.SE'lllCI\ (1Y}2),. 
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Enllolymph +SOmV 
Na+ I m·equiv/f. Membrane 
K. + lSO m-equivJI. ~permeable to Na + and K.+ 

Jntr:lcellul:~.r fluid 
low Na+ 

Border cell of 
Stria. vasc:ularis 

high K+ 
+80mV 

Eh.:etrogenic 
N:1•-K• pump 

Na+ 

Extracellular fluid ~ poril;·A~pa 
Na• ISO m-equiv/1. 
K + S m-et!uivfl. 

Fro•:: Johnstone & Sellick {1972) 

Flgure:4.1.2.2 Th~ trdnsport systt~ ot tne stria vascularis 

bc.rdE>r ceLls. !hi:' eiE:·ctrc9t:rdc Na-k s.;urq.: is located on the 

pJd5~a 5Jd~ et th~ herder cell. 
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Guinea pig cochlear fluid composition {milliM.) 1lABLt: 4.1.2 

PEHil,'tMPH ENDULYMFH CSt SERUM SOURCE 

-·-·-·-·············-··· sodium 
150.3 +• 2.1 15.8 +• l.b 1!>2.0 +• 1.8 

14B 26 1!:>0 

137 +- 2.7 1.8 t• o.t 
13!:> -
150 79 -
143 54 .. 
--~----~----·--------·-- potassium 

4.8 .... 0.4 144.4 t• 4.0 4.2 .... o.s 
s.o 142.0 4.0 
.. 138 

3.6 +- 0.4 151 +• 3.8 -
3.7 

10 130 t• 12 .. 
1.7 13 

----·------·---------~-- calcium 

3.0 +- 0.2 

2.08+- 0.19 

3.0 ... 0.2 3.0 t• 0.2 

2.42+•0.22 

----·-············-··-·- magnesium 
0.9 ... 0.2 2.0 t• 0.2 

--··-··---·-·-····--···· chloride 
121.5 +- 1.2 107.1+•1.4 

120 110 

123.5 -

132 

•••••••••••••••••••••••• pH 

122.4-t•l.O 

122 

-

7.81 to a.oo 7.33 to 7.52 

(Adapted from Moscovitchr 1970J 
1 Ulrich et al (1966J 
2 Smith et al (1954) 
J Citron et al (1956) 
4 Citron and Exley (1957) 
5 Misrahy et al (195B) 
6 Smith et al (1958) 
7 Johnstone et al (1963) 
~ Fauch (1964) 
9 scnindler et al (1965J 
10 Fodgers and Chou (1966) 

138.6 t• 1.9 
140 

-
--
-
4.5 

• 

• 

• 
... 

-
4.50+·0 .. 40 
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• 
.. 
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.. 
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3 
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8 

10 

1 
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Endolymph 
Na+ lmM 

K+ 150 mM 

Cl-110 mM 

103 m.V 

Reticular 

lamina 

intracellula Perilymph or 
fluid cortilymph 
+ ua low Na +150 mM 

K+ high ·+ 5mM K -Cl low Cl .. ll3 n}l 

- 74 rnV + 7 m.V 

f;J.yure:4.t.2.3 Interfldl and el\ternal E.'J'Wironments ot a 

ccctlled ha1r cell. Adapted from Jonnstcne & sellick (1972). 
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4.2 HAIR CELL EXPERIMENTAL DATA 

The currently available data from hair cell experiments 

comes from guinea pig and non-mammalian sources: the hair 

cells in the flat basilar membrane ot alligator lizard and 

the lateral line organ ot animals such as cattish, frogs, 

and sea skates. Russell and sellick (1977) recorded from 

guinea pig hair cells on tne basal end ot the cochlea. 

Using procion yello~ in glass microelectrodes, hair cells 

were distinquished tram supporting cells by post-mortem 

examination. 1he hair cells were tound to have resting 

potentials of 80 to 90 millivolts and small dePOlarizing 

potentials ot 0 to 1 millivolt at 74 dB SPL at 

characteristic frequency. The cells identified post•mortem 

under the microscope as hair cells had 34 to 35 mV resting 

potentials and positive receptor potentials between 5 and 17 

mv at 74 dB SPL at characteristic frequency. They ~ever 

found negative receptor potentials in a cell. Mulroy, 

Altman, ~eiss, and Peake (1974) recorded intracellularly 

tram the alligator lizard, Gerrhonotus multicar1natus, using 

fluorescent dye marking techniques to verity that the 

recording site •as inside a hair cell. They tound an 

average intracellular resting potential ot •74 mv in a range 

ot -25 to •125 wv. It is important to note that in the 

alligator lizard the anatomy ot the middle ear and basilar 
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membrane is markedlY ditterent from mamroals. lhe response 

ot the hail cell is not a pure sine wave but similar to a 

sine wave plus a de shift when the input at the ear drum is 

a pure sine wave. lhis rray due to the shear torce action on 

the cilia. Since the shape of the cilia array on the top ot 

tne nair cell nas decreasing lengths in a "V" or "w" shape 

with the open side facing inward in the radial direction, 

may be the cilia array does the rectification. In tact, the 

only anatomical asymmetry, with respect to signal (physical 

response) between ear drum and hair cell is the cilia array. 

Mulroy et al (1974) showed an average intracellUlar response 

to a tone burst. It also had the form of a sine wave plus a 

de shitt and local smooth minimums. 

Flock (1973) recorded intracellularly tram the hair 

cells in the lateral .line organs on the head of the catt1sh, 

Lota lata. He found intracellular potentials ot •10 to 

•65mV and membrane resistances ot 8 to 110 megohms, with a 

tendency tor cells with a high membrane potential to have a 

high impedance. Using current pulses, a time constant ot 

0.2 msec was measured. These cells are cylindrical in Shape 

with diameter 10 microns and length 25 microns, giving a 

surtace area ot 942 square microns. He remarks that a hair 

cell with a 1000 square rricron surface area and time 

constant of 0.2 msec, would have a specific membrane 
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capacitance of about o.J w1cro Farad/sq cw, using an input 

resistance of 50 megohms. ~itn the input impedance of the 

cells in the range ot 10 to 100 megohms, the membrane 

resistivitY is 100 to 1000 ohms•cm*cm. 

Weiss, Mulroy, & Altmann (1914) report further work on 

the alligator lizard hair cells. A typical response is 

shown in tigure:4.2. 1hey state that displacement ot the 

cilia to~ard the Kinocilium (or toward the basal body ot the 

missing kinocilium, as it is lost in mammals after birth) 

results in a depolarization of the hair cell and movement in 

the opposite direction causes hyperpolarization. This 

verifies the conjecture ot Loewenstein and wersall (1959), 

Flock and wersall (1971), and BeKesy <1960) that the maximum 

sensitivity of the hair cells is achieved wnen the motion ot 

the organ of Cortl is radialward (away from the center ot 

tne cochlear helix to•aro the spiral lamina). 

Russell and Sellick (1978) measured intracellular 

resistance changes by injecting sinusoidal current and 

measuring the potential change with a lock•in amplifier 

during exposure to a swept pure tone sound sti~Ulus. They 

found receptor potentials in the order ot 10 to 12 

millivolts for approximately 40 to 90 dB SPL input 

amplitudes. By plotting receptor potential versus whole 

cell resistance change, they found the relationship to be 
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nearly a straight line with slope o.b2~0.18 

millivolt/megonrr and vertical intercept ot zero. The range 

was o to 24 rnegonms. 
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Figure:4.2 TV~lcal res~on~e ot an alliqator lizard hair cell 

to a tone, reccroeo intrdcelluJary dnd identified by dye 

mark1n4 ~cst-exferi~fnt. The Lone ~as 500 Hz at 73 dB S~L 

de11vered dt tne extFrnal auo1tcr~ meatus. Tne averdqe 

re5ponse -as cooputea from 310 ino1v1dua1 responses sampled 

at 2u mlcrcsec. interval~. lFrom Mulrcy et al, 1974J 
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4.3 TH~ HAIR CELL ~GD~L 

The model of the hair cell used here consists of two 

membranes and three compartments. There is the receptor 

membrane at the top of the cell that separates the cell from 

scala media. 1ne second rrembrane sep•rates the interior 

tram the extracellular space in the organ of corti. The 

three compartments are scala media, the hair cell interior, 

and tne organ ot Corti extracellular space. Associated with 

each compartment there is a voltage: VSM, VHC, VGC, 

respectively tor the fluid in scala media, the hair cell 

interior, and the organ ot Corti extracellular space. The 

conceptual view point is that ot current tlow in the 

membranes. ~nen the cuticular tree region (CfR) is 

distorted due to the mechanical motion of the cilia, the 

permeability of the cuticular tree membrane to sodium, 

potassium, and chloride is altered, resulting in a change in 

current tlow through the top ot the hair cell, The change 

in current flow through the CfR must De compensated by a 

change in current tlow through the cell body (sides and 

bottom) membrane. The result ot these currents is a change 

1n the hair cell voltage, VHC. 

The current through a membrane can be viewed as the sum 

ot a distributive current due to the capacitance ot the 

membrane and an ionic current (Hodgkin ' Huxley, 1952; 
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Mackey, 1976). The ionic current is due to tne 

electrochemical gradients and membrane permeabilitles to the 

ions present. lhere .is also the metabolic pump current. 

1hus tne general membrane current is 

where A is the area ot the membrane considered and cm is the 

capacitance per unit area, and Jp is pump current per unit 

area. tne time derivative of V is denoted by V', which is 

unambiguous nere tor no other derivatives are used in the 

hair cell model or analysis. 

The total current, 1 , through the cell body is 
B 

1 = A *C *V' t A fG *V + A *JP 
B B rrB B B mB B B 

where A is the cell bod~ membrane area, V 1s potential 
B B 

across tne cell body membrane, C and G are respectively 
mB me 

the capacitance and conductance per unit area. 

The total current, l , through the cell top .is 
1 

I = A *C *V' + A *G *V + g *V + A fJp 
1 1 ~T 1 T mT T r 1 T 

where "1" denotes hair cell top and g is receptor 
r 

conductance cnange in response to auditory stimulation. The 

pump current A fJp at the cell top may be negligible 
'I 

compared to A *JP. ln any case, they both will drop out in 
B 

tile equilibriurr condition. 
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summing all the currents into tne cell qtves 

1 ... l = 0 
E 'I 

tne model .et tne hair cell which 1 use is expressed 

grapnically in tigure:4.3. The transmembrane potential 

across the top et the cell, V , is 
'I 

V = V • V 
1 HC SM 

and tor the cell body merr.brane 

V : V • V 
B HC UC 

substitution into the whole cell current conservation 

equation yields with some rearrangement 

lA *C +A *C )*VHC' t (A *G + A *G >*VHC + g *(VHC•VSM) 
B mB 1 mT B mB T mT r 

= 
A *C *VOC' t A *C *VSM' + A *G *VOC + A *G *VSM • (A +A l*JP 

B mT T rot B mH T mT B T 

lhis equation ls called the hair cell complete equation. 
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voc. 

fieil cell circuit diagrdiT. C is the 

capacltae;c.:e per un1t area ot tne cell rr.e;rbrane, the areas ot 

the cell top ard boo~ d!t Atop and Abod, respectively. ACf~ 

is the ared cl the cutlCUJdr free rey1cn. JCfR 1s the 
.fCSltlVt~ outWdtd current der1sit;r ot tne cuticuJ.ar tree 

reylOJI, JBOD is th~ ~cs1t1ve oul~ara current density ot the 

cell body membrane dnc vtc~O dnc ~~uod are the equilibriu~ 

voltage~ for the tor ana body respectively. Jp 1s tne 

membrane scdi~m-pota~~1um pun~. 
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4.4 REMAINING CONS1AN1S 

4.4.1 AFEAS Of 1HE HAIR CELL MEMBRANES 

There reroains to specify the areas ot tne hair cell 

body ABOD, the top ot the cell ATOP, and ot the cuticular 

plate tree region ACFR. The natr cells can be considered as 

cYlinders shown in t1gure:4.4. Let WHC be the width ot the 

nair cell and LhC be the length ot the hair cell. Then the 

area of the body is the surtace area ot the cylinder without 

the top ot the cell. Hence 

where R = wHC/2 and having considered the base Of the cell 

as a halt sphere as shown in tigure:4.4.1. Tne area of the 

top is 

2 
ATOP = Pi*R 

from the multitude ot pictures in Spoendl1n (1966) and 

Engstrom et al l19bb) it appears that the cuttcular plate 

tree region is an annulus oetween the cuticular plate region 

and the outer circumference ot the top ot the cell. lt r is 

the radius ot tne cuticular plate and P is the traction ot 

the top ot the cell which is cuticular plate tree, then 

ATOP • ACP = P*A10P 
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F = 1 • (~/R) 
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!t seems trom tne pictures cited wnich snow the cuticular 

plate, that r/R = 0.9, giving P = 0.19. 1neretore 

ACFR = 0.19*ATOP 

Mair (1973) in studies ot tne hereditary deafness ot 

tne wnite cat, made dimension measurements ot nor~al cat 

hair cells. From his tables the width ot the inner and 

outer hair cells are averaged and found to be 

~lHC = 10.7 microns 

wGHC = 4.7 microns 

The lengths ot the inner and outer hair cells are 

LIHC = 29.9 microns 

LCHC = 29.8 microns 

The values of these dimensions are the average values tor 

the adult, averaged over three coils. From tnese values, 

the areas are determined to be ABOD = 1005 sq. microns and 

AlUP = 89.9 sq. microns tor inner hair cells. For outer 

hair cells, AlCF = 17.3 sq. microns and ABOD = 440 sq. 

microns. 
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Figure:4.4.1 The dirnensicns ot the hair cell lebeled. 
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4.4.2 MEMB~ANE CONDUCTANCES 

The Hodgkin•Huxley (1952) equations tor excitable 

neural membrane could oe used to predict the membrane ionic 

current densitY and conductances. These equations are tor 

squid giant axon membrane. However, these equations do not 

explicitly take into account different ionic gradients 

across a neural membrane. Also a hair cell does not have 

the same ion gradients across its membranes as does a 

typical neuron. Alternatively, there is the 

electrodittusion theory, represented by the Goldman equation 

(Mackey,1975; Goldman,1943). Although the sodium 

conductance characteristics in the squid axon do not agree 

(Cole,19b5) with electroditfusion theory, potassium 

conductance does. As an explanation tor passive properties 

ot neural membrane particularly near equilibrium how well 

does the Goldman theory work as an ap~roximation to ion 

conductances? l will examine the Goldman equation tor this 

level ot analysis as an approximation to ion conductances 

tor membranes separating tluids with greatly differing ion 

concentrations. 

To obtain the current density through the membranes, 1 

use the electrodiffustvity formulation ot passive ionic 

movement since the membranes are nonexcltable. Following 

~ackey & Mcheel (1973) and Mackey (1975, en 5,b,7), the 
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current densit~ of ions tnrough a non-excitable membrane 

with the Goldman (1943) assumption of no charge inside the 

membrane and the deceleration of the ions due to collisions 

with the membrane being negligible, is 

Q*O*D*V Ni*exp(Q*V/KfT) • No 
J = ---------*-·~---·--------------t•K*l exp(Q*V/K*l) • 1 

Where Q=cnarge on an ion (coulombs), D=ditfusivity 

<cm•cm/sec), v=transmembrane voltage (volts, outside is the 

reterence), Ni and No are the respective concentrations of 

tne ion inside and outside the membrane (malecules/liter), 

t=membrane thickness lCm), K=Boltzman constant (Joule/deg 

Kelvin), and t=temperature (deg Kelvin). Us1n9 Z=valence ot 

0 the ion, and e=charge an an electron, .B:eJK*T, and P=D/t 

(permeability cm/sec), then 

J = 0 * 
Q 

* -
D 

* V * 
Ni*explZ*B*V) • No 

---------··--··--·--··- t exp(Z*B*Vl • 1 

Ni*exp(Z*B*V) • No . --------------------exp(Z*B*V) • 1 
lhe current density J is in amps per square cm. !he neural 

membranes considered here nave nonzero permeabilities only 

to sodium, potassium, and chloride. The net ionic current 

density J10! is tne sum ot tne current densities tor sodium, 

potassium, and Chloride. 

J101 : JNa t JK t JCl 

Let PNa, PK, PCl denote the permeability of the membrane to 
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sodium, potassium, and chloride. Let NAi, NAo, Ki, Ko, CLi, 

CLo denote respectively the number densities (ions/liter) ot 

sodium, potassium and chloride, inside and outside the 

membrane surface ot the cell. Consequently, the total ionic 

current density becorres 

Tl*exp(B*V) • T2 

------·-··--··--· exp(~*V) • 1 

Tl : PNA*NAi t PK*Ki t PCL*CLo 

T2 : PNA*NAo t PK*KO + PCL*CL1 
The current density through the cuticular tree region, JCFR, 

and tnrough the body membrane, JBOD, is given by 

JCF~ = e*B*VTOP * 
TlTOP*exp(B*VTOP) • T2TOf 

---------···-----·--------exp(B*VTOP) • 1 

JBOD = e*B*VBOC * 
TlBOD*exp(B*VBODJ • T2BOD 

---------·-··--·---------· exp(B*VBOD) • 1 

The permeabilities PNA, PK, and PCL are tor the 

memoranes at rest or unstressed. These permeabilities 

remain unchanged tor the cell body membrane. Ho-ever, tor 

the top ot the cell, the cuticular plate tree region, the 

permeabilities change due to the stress on the membrane trom 

tne shear torce on tne cilia. ln light of the decapsulated 

Pacinian corpuscle studies (Loewenstein, 1960) ~here the 

receptor potential is a linear function ot stress for small 

displacements, .it seems reasonable to change the 

permeabllities all by the same ratio during a stress of the 
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membrane constituting the cuticular plate tree region 

(Goldman,19b5). 

From the experimental literature, it is seen that the 

cochlear nerve axons saturate (reach their maximum value ot 

APs per second) at some sound pressure input level, say 

DBSAT, when the input trequency is equal to the 

characteristic (sound) frequency of the axon (JOhnson, 1974; 

sachs & Abbas, 1974). from chapter J the forces .on the 

cuticular plate are available, Fl tor the inner hair cells 

and Fl tor the outer nair cells. In general, say the force 

on the cuticular plate is fC. Let FCMAX be the value of FC 

when the input .SPL amplitude is DHSA1. the permeabilities 

are monotonic increasing with respect to FC, so as a first 

approximation use proportionality, thus tor each 

permeability P , 
i 

F = F + dP 
1 10 

where P is the value tor fC=O, dP is the (receptor) 
iO 

permeability change which is proportional to FC/FCMAX. Thus 

the perrneabillties are changed by the same multiplier 

l+(FC/FCMAX), and the permeability terms l1TOP ano 12TOP 

become 

11TOP = (P~A*~AHC + PK*KHC + PCL*CLSM)*(l+Kp*(fC/fCMAX)) 

T2TOP = (PNAfNASM + PK*KSM + PCL*CLHCl*ll+Kp*(FC/FCMAX)) 

where Kp is tne proportionality constant and wh~re 
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f\jASM ::; nurrber density Of sodium in scala media 
NAHC = nurrber density of sodium .in a hair cell 
.1\SM ::; nurrber density of potassium in scala media 
KHC ::; nurrber density of potassium in a hair cell 
CLSM ::; nurrber density of chloride in scala media 
CLHC = nun:ber density Of chloride in a hair cell 

Since the memorane that surrounds the cell bodY is 

unchanged, 11BG& and 12BGD remain constant 

where 

TlBOD = P~A*NAHC + PK*KHC + PCL*CLOC 

T2BGC = PNA*NAOC + PK*KOC + PCL*CLHC 

NAOC 
KUC 
CLGC 

= nurrber density of sodium .in organ ot Corti 
:: nurrber density of potassium ln organ of Corti 
= nurrber density of chloride in organ ot Corti 

Since not enough is known about the receptor region ot 

the hair cell, except for anatomy, it is fruitless at this 

time to pursue the receptor conductances changes as changes 

in permeabilities. lhus Kp is lett at zero and onlY the non 

receptor membrane conductances are examined. 

The conductances per unit area tor the cell body 

membrane, G , and tor the top, G , are 
roB mT 

G :JBCD/VBCD 
mB 

G =JTCP/VH.JP 
rr 'I 

The conductance tor the hair cell body merobrane is shown in 

tigure:4.4.1.1. Ine conductance when v=O (VHC=VHCO) is 

GVH0:5.2 picomho/sqmicron which corresponds to a resistivity 

2 
value of 1919 ohm*cm • Permeability ratios tor K~~a,Cl 

(1:0.06:0.02) were used troro ~oodward, Bianchi, and Erulkar 

•b 
(1969). Permeability tor potassium taken to be 1.8*10 

err/sec (Hodgkin & Katz, 1949). A neuron with typical 
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intracellular ion concentrations (Na;32, ~;160, Cl;ll 

milliMl and extracellular ion concentrations (Na=140, K;4.5, 

Cl;94 milliMl gives as a value of G = G ; 2.6 
m typ 

picomnQ/sqmicron. 1h1s is a resistivity value of 3.8 

2 
Kohms•cm • lne values tram the Goldman conductance for the 

nair cell top are shown in figure:4.4.1.2. The equilibrium 

conductance is 5.6 picomho/sqmicron. The upper familY ot 

three curves snows the membrane conductance at the hair cell 

top tor ditterent conditions: ll)Middle curve: equilibrium 

condition. (2)1op curve: increase ot 10 mvoltS in 

extracellular tluid (endolymph of SMl. (llBottom curve: a 

decrease of 10 mvolts. lhe corresponding curves are plotted 

tor a typical neuron in the lower three curves, with zero 

ECf potential (middle curve), increase of 10 mvolts (upper 

curve), and a decrease ot 10 mvolts tlower curve). In the 

literature tor comparison ot neural membrane resistivity, 
2 

R , the value of 1000 ohm*cm is given tor squid giant axon 
m 

(Cole & Hodgkin, 1939; Cole & BarKer, 1941a,b). earrent 
2 

and Crill (1974) tound the range of 1777 to 2520 ohm*cm tor 

motoneurons. Ball (19~9) analyzed ~hole neuron reslstances, 

H , as seen by an electrode inserted in spinal motoneuron 
N 

soma. He related experimentally obtained values -1th 

anatomical computed values and derived a formula relating R 
N 

2 
and R • He tound that ~ith R = 4000 ohmtcm , the whole 

m m 
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neuron resistances were best matched. 
2 

1 will use R = 1000 ohm*cm which is an upper range 
m 

value trorr flock (1973) and a compromise value with respect 

to this discussion. 1he corresponding conductance value is 

G = 1/R = 10 picombo/sqmicron 
rr m 

A really complete treatment would include tne number ot 

sodium pores, potassium pores, and chloride pores per unit 

area on the cell membrane. The value tor the number ot 

membrane pumps per unit area, would also be necessary tor 

this treatment. Atter speculating this, 1 found that 

Stevens l1979l describes the neural membrane with typical 

numbers ot ion specitic pore and pump molecules per 

sqmicron. Even though ions per second are given tor a pump 

site, and separate pore conductances are available, tne 

number ot these special membrane molecules vary widely. 

Unfortunately at this time a more precise value of hair cell 

membrane conductances is impossible. 
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CONDUCTANCE 
CPICO MOHS/SQ MICRON) 

5.209 

VHC0•-.074 

.. o.oso -o.o.,o r~1BR~~E VOLTAGE <VOLTS> 

F1Qure:4.4.t.l The lo•er curve 1s tor d typical ~euron with 

the usual 1ntrace11ular and extracellular concentrations. 

Tht' c 1 t c Led points, GVHO ar1d Gtyp values are potential value 

V80D ~ VHC-VSM. ~tt Lexl ioi discutision. 

10.00 

o.o 
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CONDUCTANCE VS VOLTAGE 

CONDUCTANCE USING THE GOLDMAN EQUATION 
MEMBRANE OF HAIR CELL TOP 

XMIN• -9.200 XMAX• 0.010 VOLTS 
YMJ:N• - t • 000 YMAX• 10.000 PICO MOHS/SQ METER 

c p 
0 :t 
N C 
D 0 
U M 
CH 
T 0 
A 
N p 
C E 
E R 

s 
a 
M 
I 
c 
R 
0 
N 

VTOP0=-0. t 78 VHCB=-.074 

HEHBRAN~ VOLTAGE <VOLTS) 

flyure:4.4.J.2 Conductapcc ~redicted trcw the Goldwan 

equation tcr the hdlt cell lof (non receptor concuctance). 

TiH.: curve wilh trldngles i!:i for a typlcal neuron with the 

usuc:~l intra- and e>.lzacellulat concentrations. see text tor 
dj;:.cusslcn. 
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4.S THE HAIR CELL IN SIMULATION FORM 

Given the dynamic equilibrium equation for the hair 

cells which must be satisfied at all times, it is necessary 

to solve tor VHC', the time derivative of the hatr cell 

voltage. Let 

c = A *C 
l:l H ml:3 

c ; A *C : A *C 
'I 1 ml CF'l~ ml 

G = A *G 
1:3 B mu 

G = A *G = A *G 
1 T m'I Cr'R m'I 

then 

(C + C l*VHC' + (G + G l*VHC t g *(VHC•VSM) 
B 1 B T r 

C *VOC' t C *VSM' ~ G *VOC + G *VSM • (A + A )*JP 
B T B T B T 

and tnus 

1 I = •••••*I(G t G l*VHC t g *(VHC•VSM) 
C tC l B 'I r 

B T • 
.. 

I 
• C *VUC' • C *VSM' • G *VOC • G *VSM + (A +A )*JPI 

B 1 B T 8 T I 

for a dynamic time Simulation, obviously 
/\t 
\ 

VhC : \ VHC'*dt 
\/0 

Note that the time derivatives VSM' and VGC' are in the 

expression tor VHC'. Thei are not necessarily zero because 

-

oi the cochlear microphonic produced by the ensemble ot hair 

cells. 
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4.o ANALYSIS 

The hair cell dynarric equilibrium equation is 

nonlinear; however, it is possible to investigate the 

values of the parameters over the range ot the input 

variables. lhe normal use of the hair cell is to produce 

the receptor potential, v, in response to receptor 

conductance change, g • ~hat can be said about v in 
r 

relation to g ? What happens when the potential .of the 
r 

tluid extracellular to the hair cell is cnanged. lhe 

driving variable is not g , but voc. What can be said about 
r 

v with respect to VUC? 

first, a simplit1cat1on is made to the original hair 

cell equation. The hair cell potential is the sum of a 

resting potential, VHCO, and a receptor potential, v. 

Substitution into the whole cell current conservation 

equation equation and noting that 

VHC' : (VHCO t V)' : v' 

yields with scree rearrangement 

{A *C t A *C )*v• t (A *G t A *G t g )*V 
~ mB 1 ml B mB T mT r 

t lA *G t A *G l*VHCO + g *lVHCO • VSM) 
B mB 1 ml r 

= 
A *lC *VOC' + G *VGC) t A *lC *VSM' t G *VSM) 

B mB mB 1 mT mT 
• (A *JP t A *JP) 

B 1 

1his is called the hair cell complete ,equation. -·-- ---- ------·- ···--··· 
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when there is no auditory induced input to a hair cell, 

g =0, v=v':O, VSM'=VOC'=O 
r 

and VSM and voc are at resting values VSMO and voco, 

respectively. 1h1s state gives the tollo~ing equilibrium 

condition: 

(A tG + A *G l*VHCO 
B mB 1 m1 

= 
A *G *VOCO + A tG *VSMO - (A *JP + A *JP) 

B mB 1 mT B T 

Substituting this relation into the over all equation gives 

an equation tor v and g about the resting point. 
r 

(A *C t A tC J*v' t (A *G t A *G t g )fV + (VHCO•VSM)tg 
B mB T m1 B me T mT r r 

= 
A *C *VOC' + A *C *VSM' + A *G f(VOC•VOCO) t A *G *(VSM•VSMOJ 

B mB 1 mT B me 1 mT 

Henceforth, this is called tne hair cell equation, where the ·--- ---- --------
variables that change are v, voc , and VSM , tn response to 

a change in g • 
r 
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4.6.1 ~VHC VS NECt:PTGB CUNDUCTANCE 

Now to analyze the hair cell equation for receptor 

voltage, v, versus receptor conauctance, g • Assume that 
r 

VSM, vsM•, voc, VOC' are near zero, to neglect cochlear 

microphics tor this analysis. The hair cell equation 

becomes 

(A *C t A *C >*v# t CA *G t A *G )*v + g *v 
H mB I ml B mB r mT r 

+ tVHCO•VSMO)*g = 0 
r 

Using c , C , G G and rearranging gives o T s' 1 

(C + C )*V' + l(G +G) + g'J*v + (VHCO•VSM0)*9 : 0 
B T B 'I r r 
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2 
Using G .= 10 picomho/sqmicron (1000 ohm*cm ), G = 

~B mT 

5.6 picomho/sqmicron trow the Goldman .equation, and an area 

ot 440 sqmicrons, the ~nole cell resting conductance, G, is 

G : G t G = A *G t A *G 
B 'I 1:.1 rnB 1 mT 

= A *G since A >> A 
B rrB E 'l' 

-9 
= 4.4*10 mho 

Using 
•14 

c = c = C = 0.3 rn1crof/sqcm =0.3*10 f/&Gmicron 
mB m'l m 

tnus, whole cell capacitance is 

C = C t C : A *C t A *C 
B 1 B mB t mT 

: A *C since A >·> A 
l::l rrl::l B t 

-12 = 1.3*10 Farads 

Consequently, the hair cell equation becomes 

C*v' + (G+g l*V = V *9 
r '10 r 

where tne ariving voltage is 

V = •(VHCO • VSMO) 
10 

= 0.177 volts 

rne term g *v 1n lGtg l*v makes tne equation nonlinear. 
r r 

wnat are the poss1b111ties1 They are 

Case 1 : G << q 
r 

case 2: G and g are ln the same range 
r 

Case 3: G >> g 
r 
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CASE. 1 

When G << g , the hair cell equation becomes 
r 

C*V' + g *V : V *9 
r 'IO r 

C*V' = (V t Vl*g 
TO r 

PAGE 4•39 

~ith tne value of v at 177 millivolts and v less than 10 
'IO 

millivolts l~eiss et al, 1974; Russell & selliCk, 1978), 

tnus V >>v. Consequently, the equation becomes 
TO 

4.6.1.2 CASE 2 

C*V' = V *9 
TO r 

wnen G and g are in the same range, neither term can 
r 

be neglected and the eauatlon remains as 

C*v' t CG + g )*V = V *g 
r TO r 

and is nonlinear since the product ot input, g , and output, 
r 

v, appear. 
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CASE 3 

when G >> g , the hair cell equation becomes 
r 

C*V' t G*V : V *9 
10 r 

Taking the Laplace transtorm of both sides gives 

lC*s t G}*LlvJ : V *Llg ) 
'1'0 r 

tnus the transfer function is 

V V IC 
L (V J TO TO 

H(S) = ----- = ........... = --·-··· L(g J C*s t G s + GIC 
r 

9 
where V /C = 1.3*10 volts/Farad 

TO 

3 
and G/C = 3.32*10 Hertz 

Tnus, tor this case, tne hair cell iS a low pass 

a cut ott frequency of 3.3 KHz and gain, K, 

VSMO ... VHCO 
K = -------·-·· c 

WhiCh is proportional to the voltage across the 

top. The frequency response curve is sho~n in 

flgure:4.6.1.3. 

tilter with 

hair cell 
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(0 

~~~------~-----------------------------------

8.---~~·-+~~H+--~~~~-~~·+---~-+-·~~F~r~~e~gu~en=·~c~v~(n~:z~t~ 
1.8E

~1 . . . .. ftr' ;., • • • • .• • • • • .• • •. l.cn;,+oc; 1.9£+83 1.8£+84 

f1gure:t.&.1.1 Bode plut et h~1r cell LEceptor voltage 

ver~u~ conductance ch!nge at th~ tup 01 tte cell. 1op: 

gaJn 1n dB versus 1v9U J. Sottom: phase in degrees versus 

l.CCJi.f). 1h~:: mi dd t t: CLfVL lS for V = VHCO•VciMO. The top 
TC 

curve J ~ fr;r .an 1ncrease i I\ V Gt 50 millivolts and the ti 

T 

bet tom curve .is for d dt'Ctb.JSt: et 50 mlllivolts. 
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4.6.2 R£CEP10R CONDUC1AhCE flANGE 

wnicn ot the three cases tor magnitude ot G and G is 
r 

true1 The relative maqnitudes are important since they 

determine whether or not the hair cell equation is linear. 

'I he whole cell conductance, G , is 
c 

G = A *G + A *G + g 
c B roB 'I m 'I r 

whole cell resistance is thus 

1 
R = ------c G + g 

r 
Resting whole cell conductance is 

G = A *G ... 
eo B mB 

and resting resistance is 

1 
F< 

eO 
-... 

cnanqe in resistance, 

dR = R 
c 

Solving tor g gives 
r 

-

...... 
G eo 

dR, 

R 
eO 

A *G = G 
1 m 'I' 

is given by 

1 
= -·--···-G + g 

eo r 

= 

-

g : G *••••••~•••••••• 
r eO 1 + 1/(dR*G ) 

eo 

G 

1 ---G eo 

+ 9 
r 

Hussell and sellick (1978) made measurements that can 

be used to evaluate g • Using their value tor V/dR of O.b2 
r 

milllvolt/megohrr: gives 
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v millvolt 

----------o.o 
1.0 

2.0 

5.0 

10.0 

dH megohm 

·--·---·-o.o 
-1.61 
•3.22 

·8.06 

•16.1 

g nanomho 
r 

---·------o.o 
o.oJ 
o.oo 
0.15 

0.29 

G = A *G + A *G = 4.4 nanomho, 
eo H mB T ml 

it is obvious tnat case 3 (G>>g ) applies. ThUS the hair 
r 

cell equation is linear. ----·-
4.6.3 RVliC VS dP 

ln the Russell and Sellick (1978) paper, there is a 

grapn tor de receptor voltage ot a hair cell versus change 

in wnole cell resistance. 1he graph is a straight line with 

slope of o.o2 mV/megohm and vertical intercept ot zero. 

This section examines tne model with respect to this data. 

The hair cell equation from section:4.6.1.3 is 

C*v' t G*V = V *9 
TO r 

Since they used de receptor potential, the equation is used 

witn v'=o. 1nus 

V 
TO 

V ; •••*g 
G r 
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Now to find change in whole cell resistance, dR. Using the 

equation tor g as a function of dR gives 
r 

2 
•(G ) *dl-< 

eo 
g = ·-··------r 1 + G *df< 

eo 

NOW G *dR << 1, thUS eo 

2 
•V *G 

v TO eO 
-- = ·---------dR (G t g ) 

eo r 
1nus the model predicts that v/dR is about 0.73 mV/megohm, 

when q is 0.29 nanomho lv=lO mV). This value agrees with 
r 

the Hussell and Sellick value, when their resistance change 

is in tact a decrease in resistance. Thus result supports 

the model. 
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4.6.4 RVHC VS VCC 

what if the potential ot the organ ot Corti, VOC, 

changes as in the cocnlear microphon1c, or a pathological 

condition in the striae vascularis, or induced by a wire 

implanted in scala ty~pani tor a prosthesis? The resulting 

relation of interest is the receptor voltage, v, versus voc. 

Let v and g be as oetore and let 
r 

u = voc - voco 

~ = VS~ .. VSMO 

where VUCO and VSMO are the resting organ of cort1 and scala 

media resting potentials. Noting that voc•=u' and vsM•=w•, 

then substituting into tne hair cell complete equation gives 

(A *C +A *C l*V' + (A *G +A *G J*V 
B mB T mT B mB T mB 

+ (A *G +A *G l*VHCO + g *LVHCO • (VSM+u)) 
E mB T m1 r 

= 
A *[C *u' + G *<VOCO+uJl t A *LC *w' + G *(VSMO+~)) 

B mB me l' m'I mT 

• (A *JP + A *JP) 
B 'l 

for g =o, v=u=w=O, v•=u·=w.·=o thus 
r 

(A *G + A *G J*VHCO 
B rr:B '1 m'I 

= 
A *LG *VOCOJ + A *(G *VSNOJ • (A Jp + A *JP) 

B rr:B 'I mT B T 
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suostituting this last equation into the previous one, gives 
(A *C + A *C J*V' t (A *G + A *G + g l*V + g *{VHCO • (VSMO+W)l 

B mB I ml B mB I mT r r 

= 
A *lC *u' + G *UJ t A *LC *w' t G *wl 

B mB mB T mT ocT 

and with rearrangement 

lC + C )*V' • C *u' • C *w' 
1::! 'I 1::! T 

+ (G + G l*V • G *u • G *W t g *V 
1::! 1 B 1 r 

t g *(VHCO•VSMO) + g *w = 0 
r r 

~or v=VHC•VHCO versus u=vuc-voco, note that the voltage 

1n scala tympani, VS1, is assumed here to be approximately 

the same as vue. This is the ariving variable When 

stimulating the hair cells via cochlear implants. Assume 

that w=w'=O, as scala media is large and is held constant by 

the pump. Thus 

(C tC )*v' • C *U' + (G tG l*V • G *u + g V 
B T B B 1 B r 

t g *(VHCO•VSMO) : 0 
r 

Consider the case where an electrode in scala tympani 

drives the hair cell,. lake VOC=VST, thus we want v=HVHC 

versus u=voc-voco. further, say that there there are no 

operable hair cell cilia as can occur in sensorineural 

nearing loss lSpoendlin,1976). The hair cell .equation has 

g =o, thus 
r 

(C tC )*V' • C *U' + (G +G J*V - G *u : 0 
B 'I 1:::1 El 1 B 

and simplities to 
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c•v• + G*V = c *U' + G *U 
1:3 B 

where c = c tC and G = G tG • 
1:3 1 B 'I 

Using the Lap lace transform gives the transfer function 

c *S t G 
L[V) fj 8 ---- :;:: ···-----· LluJ C*s t G 

m*s t n 
= -------s t l< 

wtJere 

m :;:: c /C = c /(C +C ) = 1 
B e B ·r 

n = G IC = G /(C +C ) = 3333 1/sec. 
B H B T 

K = G/C = (G tG )/(C +C ) = 3333 1/sec. 
B 1 B 'I 

UlUS 
L l V J s + n ---- = -----L [UJ s t K 

which 15 a transter tunction With unit gain. 

4.7 CUNCLUSIUN 

In this chapter a quantitative model tor an auditory 

nair cell was developed. A differential equation was 

aerived which aescrites output, the receptor potential, as a 

tunction ot the input, conductance at the recePtor surface. 

The differential equation is non-linear. However, in the 

operating range of receptor conductance, it is linear. 

Using the Laplace transform, frequency plots were obtained. 

The model suggests that the hair cell, operating in its 

lower range, 1s a low pass tilter. The gain was found to be 

directly proportional to the voltage, v , across the 
1 

receptor surface. 1hus a change in voltage of the lymph in 
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scala media changes the gain. 

when the hair cell cilia are damaged, as in 

sensorineural hearing loss, tne conductance of the receptor 

surtace does not properly change tor normal auditory input. 

Rewriting the differential equation to use tne voltage of 

the fluid surrounding the hair cell, voc, tne transfer 

function was obtained and found to nave roughlY unit gain. 

Since the model is a quantitative model, it was 

possible to calculate the appropriate equation tor ---
comparison with tne Russell and sellick (1978) results. 

Particularly valuable is the tact that my model agrees very 

well with their measurements. 
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HAIR CELL AFFERENT SYNAPSE 

5.0 lN1RODUC1ION 

tne synapses trom cochlear hair cells to dendrites ot 

the spiral ganglion neurons whose axons constitute the 

cochlear nerve are now analyzed. The literature on the hair 

cell anatomy (Engstrom, Ades, & Andersson, 19&6; Spoendlin, 

1966; Lorente de No, 1937; ounn, 1975) agree that there 

are true synapses tram the hair cells to the atterent 

dendrites Of the spiral ganglion neurons. Those 

investigations with electron microscope pictures verify that 

tne presynaptic regions resident in the hair cells contain 

vesicles. Vesicles are now generallY accepted as containing 

quanta ot neurotrans~itter (e.g. Gage, 1976; Katz, 19&2; 

Krnjevic, 1974; Eccles, 19&4; Birks, Huxley, & Katz, 1960; 

Macintosh, 1941; Blrks, 1974). lt is taken that the 

synapse is a true cne~ical synapse. 

The literature on synapses is vast. for excellent 

reviews, see Katz l1962), Krnjevic (1974), GinSborg (1967), 

Gage (1976), Bennet (1972) and stevens (1979). The aim of 

this analysis is to develope a dynamic model .of the synapse 
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as it applies to the case of the cochlear hair cell afferent 

synapses. the statistical quanta model (Katz,1962J is 

important bUt not practical tor this kind of simulation 

where a deterministic model is needed. 

5.1 ANA10MY CF 1HE HAIR CELL AffERENt SYNAPSE 

The atferent synapses of inner and outer hair cells ot 

the cat cochlea (Spoendlin,1968) are sho~n in figures 5.1.1 

and 5.1.2. 1hey look like typical chemical synapses as 

described by Feters, Palay, and Webster (1970). They 

consist of three components: a presynaptic membrane, a 

postsynaptic element, and a synaptic cleft with a space ot 

20 to 40 nm. As in other chemical synapses, the presynaptic 

element contains an accumulation of synaptic vesicles; the 

pre- and postsynaptic membranes come into apposition with 

only a narrow interstice between them and with dark, 

tilamentous or granular material condensed in the adjacent 

cytoplasrr.. tne dense material is either limited to small 

areas, or may extend tor the entire length of the junction. 

ln the neuromuscular junction where radioactively labeled 

alpha•bungarotoxin has been applied, the postsynaptic 

densities are in aggregates of "hot spots" tFambrough & 

Hartzell, 1972). The aggregation of vestcles in the 

presynaptic s1tes suggest that they represent sites tor the 
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extrusion ot the chemical transmitter into the synaptic 

cleft •here it then acts on the postsynaPtic membrane. 

Accordingly, couteaux (1960) called these assemblages ot 

synaptic vesicles and dense material the "active zones" ot 

the synaptic junction. 

spec1f1cally, from measuring the pictures, I found the 

cochlear atterent synapses to have synaptic regions ot 0.40 

microns ~idth .in the electron microscope side vie~s. The 

synaptic clett has an intermembrane space of 0.16 micron. 



(Q 

i1gure:S.t. r Attelent synapses et Jnner rair cells in cat 

ccchJen. SpcendLln l1969J H aen0tes ndir eel!, ~ denotes 

afferent tErm1nal and ~ dfi'\Otf.s p[t'SynaptlC odr. 

c 
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A!ferent syr:arses ot outet· tair cells in cat 

SpoEndlin l!968). H denotes hair cell, n denotes 

efferent terminal, b dt::nctes presynaptic bar, denotes 

efferent t~r~indi, and a denotes postsyna~tic thickening. 
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Flgtue:5.L.3 An inner h .. .nr dfterer.t svn<.wse snowing a 

::.yndPtlC bd.r. Spo~rdlln (19741. H laoels an inner hair 

c~ll, Sy d~nctes a syndpSE ~1tn syndptic tdr and Ne labels a 

pc;::. t s y nap t 1 c t e r m i r: al • 
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Figure:5.l.J, from Spoendlin (1974), ot an inner nair 

cell synapse, shows a synaptic bar on the Presynaptic side, 

consisting of a darK rod surrounded by vesicles, presumably 

containing transmitter substance. Osborne and lhornhill 

(1975) t1nd synaptic bars in hair cells ot trog auditory 

papilla. Smith (1961) shows synaptic bars in rat cochlea 

hair cells. From my examination of the electron microscope 

pictures in the literature, there seems to be only one ot 

these synaptic bars per synapse. I conjecture that this 

could be a physical structure responsible for the storage ot 

the transmitter molecules. Synaptic bars are not seen at 

all synapses, presumablY due to the necessity tor the 

picture plane to intersect the plane ot the synaptic bar, 

wnich does not always occur. Pappas and waxman (1972) in 

reviewing tne literature on synaptic structures, call them 

"synaptic ribbons" and note that they occur in receptor 

cells and other non-spike generating cells such as bipolar 

cells. synaptic oars have been tound in retinal receptors 

lS]ostrand, 1958; Do~ling,1968). they were tirst seen in 

cocnlear nair cells bY Smith and Sjostrand (1961), lateral 

11ne hair cells (HaRa, 1965J, and retina bipolar cells 

<Dowling, 1968; Dow!ing & Boycott, 1966}. 
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POSSIBLE 1RANSMl1lER 

~hat is the transmitter at the atterent synapses trom 

the hair cells to the dendrites ot the spiral ganglion 

neurons wnose axons torm the cochlear nerve? HistoricallY, 

in the literature there are a variety ot reports Which 

negate the possibility that the atterent transmitter is 

cholinergic or adrenergic. Spoendlin and Licntensteiger 

(1961), 1erayama, Holz & Beck (1966), Densert (19741 and 

sorg, Densert & FlocK (1974), using various methods, nave 

demonstratea that the sympathetic nerve endinos in the 

region ot the osseous spiral lamina contain noradrenaline. 

Densert (1974) snowed adrenergic nerve terminals around 

radiating nerve tibers in rabbit spiral lamina and that this 

innervation originated in the ipsilateral superior cervical 

ganglion. Flock & Russell (1973), Fex (1967), Russell 

(1971) and Flock & Russell (1971) have evidence that 

acetylcholine is the etterent transmitter having used curare 

to blocK inhibitory postsynaptic potentials in nair cells 

and ensuing inhibition of afferent discharges. Hilding & 

wersall (1962), lurato et al (1971), ~ussell (1971), and 

Jasser & Gulth (1973) have tound both acetycholine esterase 

and choline acetyltransterase in the etterent fibers. ln 

these studies tne synapses ot the hair cells to the atterent 

dendrites were examined and were found to nave no signs ot 
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tliStological or physiological changes that would suggest the 

nature ot the afferent transmitter. 

The tirst evidence ot any kind which suggested that the 

atterent trans~itter was gamroa•aminobutyric acid (GABA), 

arose when Flock ~ Lam (1974) investigated possible 

neurotransmitters in the inner ear and lateral line, 

especially at the afferent synapse. They used the following 

preparations: (ll the basilar papilla ot the bullfrog (Hana 

catesbeiana) which nave only afferent .innervation, (2) the 

lateral line canal organ of a teleost tish (toaatish, 

Opsanus tauJ with previously identified and studied afferent 

ana efferent innervations, and (3) the crista ampullaris ot 

the semicircular canal in the skate (Paja ocelatta) which 

has Doth afferent and etferent innervations. their method 

-as based on tne accepted tact that the neurons which use a 

particular transmitter can synthesis and store the 

transmitter in high concentrations (Kravitz, 1967). tissues 

were incubated in a medium containing radioactive precursors 

ot noradrenaline, dopamine, GABA, acetylcholine and 

serotonin. Then tissue extracts were tractionated by 

high-voltage electrophoresis and the radioactive products 

were identified. lhe results seem so unambiguous and 

convincing, they are presented in table 5.2, where the 

numbers are counts per minute ot radioactivity. The data 
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0 suggests that the atterent transmitter is GABA. 

0 
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Incub:,tions 'H-N or.ulrenali ne 3H-Dop:l.mine 1H-0AllA ~n-Acetyleh-.Mih;o. 
Frog b:l.Sit::~.r papillae 30 :%; 26 a·> .:c.. 18 562:!:: ~· -ID :::1:: 15. --Frng medium 32 ± 20 3.; ± :Z:} 7-1 ± ·:;o ~· ::f:: 20 
T,•:.tdfillll btemllint- org:~ons 30 ± lS 15 ± 9 2,3!·0 :!:: 3·10" Sl6:!: Sl .. 
Tu:.dfi:ih ml:!dimn 28 ± 15 JG ± 10 122 ± r.n 53:!:27 
Skate .semir.ircul:lr ca.nal a.mputlae 33 ::1: 22 26 :1::: 16 ~ • 25:l ± :m> • 145. ::f:: .;.;• 
Skate melli•1m 30:!:: IS 2G ± lG ()!'} ;I:; 35 26::!:; IG 

1\tediunt withouL inc•1b:uitm 29 ::!: 6. JS ::!:: 8 .56 ± 2::> 28::!:; 15 

Tne ti,..:.;ue:s were incnba.ted i'n me~lia contu.ining a~-tyrol'ine-, aH-g1utt:m:~o~.~ :.mcl 'H-c~oliner for t G h. 1.'he mtmbi'nu·f:p~&nt·twr.u~ :::!:: ~ 
Of r<Ldioaetive C.p.m. for 10 p). homO,l!IEHU.I.te Or medmm for th~ expennumt:s. · 

• Vu.lne indic:J.teA t~t. the syuth!:!:!ti.:t in ti.<~;;iult i-s significa.lltly .ditTerent. from b:\ckgmnml. 

Table:5.2. Candidates for hair cell atfercr:t svnaptic 

tran::;mltler. fLocK. ll974J. 
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0 FlocK and Goldstein (1973), using an isolated 

preparation, recorded tram single nerve fibers innervating 

the crista ampularis of the SKate Raja erinacea and Raja 

ocellata. The~ found units which snowed tonic responses to 

excitatory displacements ot the cupula with elevated firing 

rates 1ast1ng several minutes and strong pnasic components 

lasting less than ~ seconds. Other units snowed only phasic 

responses. They turther state that step displacements 

opposite to the excitatory direction were always suppressive 

with tonic units requiring up to 10 minutes to regain their 

full spontaneous rate and sensitivity to s~all test 

displacements in the excitatory direction. flock and Lam 

0 (1974) state that they used this prepartion with picrotoxin, 

a specific blocKing agent for synapses transmitting GABA, 

and tound that it blocks spontaneous as well as evoked 

discnarge in the sensory nerve tibres, at concentrations ot 

•5 •b 
5*10 to 10 ~. Goldstein lpersonal co~muntcation, 1976) 

stdtea tnat these picrotoxin results were not repeatable in 

an intact animal. 1 wonder it the Deiter*s cells around the 

base of the cell where the synapses occur could be blocking 

the ettect ot picrotoxin to penetrate to the synaptic 

regions, especiallY since the mecnanisro of picrotoxin action 

on blocking GAeA inhibition is not understood (Krnjevic, 

personal coromunication, 1976). There is the distinct 
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possibilitY since the hair cell to atterent dendrite is 

excitatory (increase in sound pressure level tor the cochlea 

or increase in cupula deflection for the lateral line organ 

causes an increase in AP discharge rate in the afferent 

tibersl, that the usage ot picrotoxin or of bicuculin, which 

block the inhibitory ettect ot GABA in CNS, would produce a 

distinctly ditferent effect at these synapses. 

The criteria tor indentitication of transmitters has 

been discussed by ~erman (1966), McLennan (1970), Phillis 

(1970) and ~rn]evic l1974). Krnjevic (1974) states: "to 

prove that a substance is a transmitter or the transmitter --· 
at a particular junction requires the demonstration that its 

0 action on the postsynaptic cell is in every respect 

identical with the synaptic action and that it is released 

in adequate aroounts by activity ot tne presynaptic nerve 

endings." for the atferent synapse ot the hair cells, no 

substance has been proven to be the transmitter. the 

presence ot GABA at the hair cell region of the cochlea is 

helptul, but not sutticient to prove that it is the 

transmitter. 

It appears that GABA is removed from the synaptic cleft 

Dy uptake from presynaptic and postsynaptic neurons and 

glial cells (Bennett, Logan, & Synder, 1972; DeFeudis, 

1972; Kuriyarra, ~einstein & Boberts, 1969; Martin, 
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~ickegren, & Heranek, 1970; varon, ~einstein, Eaxter, & 

~oberts, 1965). In tact, ever since the tirst reports that 

GABA is an inhibitory transmitter in the brain, it has been 

clear that intracellular uptake is the most significant 

method ot removal of GABA trom extracellular space (Elliot & 

von Belder, 19~8; Krnjevic & Phillis, t9oJ; Krnjevic, 

1974J. ln agreement with tnis removal story, Kuriyama & 

Kimura(197b) report 1.1 nano~molestmg dry weight of GABA in 

the spiral ganglion ot guinea pig compared to below 

detectable amounts in the organ ot Corti. It is interesting 

that tacihibana and Kuriyama (1974) found correspondingly 

hig11 levels ot GABA in the dorsal part ot the cochlear 

nucleus compared to the ventral part. 1he exposure ot the 

animal to high-frequency large amplitude sound (4kHz, 90 dB, 

lOmin.l caused a 30% to 40% increase in the concentration of 

GABA in the dorsal cochlear nucleus (Kuriyama & Kimura, 

197b). Lorente de Ne <193J) first reported a pathway of 

fibers trom the interior colliculus to the dorsal cochlear 

nucleus and ~nittield & Comis (1966) strong 

depression in the discharge rate ot neurons tn the cochlear 

nucleus. All ot this evidence correlates ~ith the 

tacihibana & Kuriyama (1974) report ot a high concentration 

of GABA in the interior cclliculus. 

It GABA is tne atferent excitatory transmitter trom 
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nair cell& to dendrites of the spiral ganglion neurons, ho~ 

can it act in an excitatory manner wnen it is invariably 

inhibitory in the central nervous system? There are several 

interesting pieces of literature on synapses and/or GAeA, 

e.g., Hoberts, Chase, & lower (197&); Andersen et al(1970); 

and Krnjevic (1974). In the cortex, where GABA works as an 

inhibitor, tnere is agreement that the transmitter effect is 

on the chloride permeability ot the postsynaptic neuron, 

(Krn)evic, personal communication 197&). The essential and 

most prominent teature ot the prevalent type ot postsynaptic 

inhibition is an increase ill the an1onic permeability of the 

neuronal membrane, wnich tends to "clamp" the membrane 

0 -potential close to the equilibrium level tor Cl lE ). 
Cl 

Since E is usuallY ~ore negative than the resting 
Cl 

potential, presumably due to an outward active transport ot 

Cl , this clamping action impedes depolarization and thus 

inhibits the generation ot action potentials by excitatory 

inputs. oreituss, Kelly, ' Krnjevic (1969) show good data 

where the iontophoretic application ot GAHA causes a 

hyperpolarization and an increase in membrane negativity ot 

neurons in the cerebral cortex of the cat. Direct evidence 

that GABA raises the membrane conductance has been obtained 

in neurons ot the mammalian cerebral cortex (Krnjevic & 

Schwartz, 1966, l9b7; Oreituss, Kelly & Krnjevlc, 1969; 
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0 and Kelly b Krnjevic, 1969), Deiters' nucleus (Ubata, Takada 

& Sninozaki, 1970; tenBruggencate, & ~ngberg, 1971), 

sympathetic ganglion (Adams & Brown, 1973), spinal 

interneurons ot tne lamprey (Martin, hickelgren, & Beranek, 

1970), Purkinje cells .ot trog cerebellum (Woodward, Hotter, 

Siggins, & Oliver, 1971), and Mauthner cells in the medulla 

of goldtish (Diamon, Boper, & ~asargil, 1973). 

It has been known tor some time tnat GABA depolarizes 

primary afferent terminals to the spinal cord (Eccles, 

Schmidt, b Willis, l9b3; Tebecis ' Phillis, 1969; Davidson 

b ~outhwick, 1971) and that this depolarization is blocked 

by picrotoxin and bicuculine (Davidott, 1972; Barker & 

0 Nicoll, 1973) and by drugs which antagonize presynaptic 

inhibition (Eccles, Schmidt, & •1llis, 1963; Schmidt, 19bJ; 

Curtis, Duggan, felix & Johnston, 1971; Levy, Repkin & 

Anderson, 1971; Uavidotf, 1972). these 

investigations provide good evidence that the transmitter 

mediating presynaptic inhibition is GABA. Nish1, Minota, & 

Karczmar (1974) provide direct evidence that the GABA 

mediated depolarization ot primary afferent neurons is due 

mainly to an increased chloride conductance; finding an 

equilibrium potential tor the GABA oepolarization 01 

l =-J3.7 rnv, upon replacement ot tne extracellular 
GABA 

chloride with and without GABA antagonists. As the GABA 
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depolarization appears to be dependent upon the change in 

chloride conductance E Should be nearly equal to the 
GABA 

equilibrium potential tor chloride ions, Which is markedly 

lower than the resting membrane potential (•60 to •75 mv>. 

to provide this equilitruim potential tor chloride ions, 

Nishi, Minota ~ Karczmar postulate the existance of a 

chloride pump whiCh maintains the intracellular 

concentration ot chloride at about 24.2 mM, which they 

measured by using a chloride electrode. Lux (1971) showed 

the blocKing et active extrusion ot chloride in motor 

neurons ~hich normallY maintain a high ionic gradient tor 

hyperpolarizing inhibition; the blocking was achieved using 

0 an intusion ot ammonium salts. Llinas, Baker & Precht 

l1974J verified this .in the cat, testing the ettect ot 

ammonium acetate on the inhibitory action ot vestibular 

nerve stimulation on ipsilateral trochlear motor neurons. 

Barker, Nicoll, and Padjen (1978) and Nicoll and Padjen 

(1918) report that the GABA response at all regions of the 

primary atferents is aue to primarily an out-ard chloride 

current. Adams & Bro~n (1973) report a reversal potential 

tor GABA (E ) of about •42 mv, tor the isolated rat 
GABA 

superior cervical ganglia neurons using conventional 

intracellular recording techniques. D.A. Brown (personal 

0 communication, 1976) nas gone on -ith this work and concurs 
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with the evidence tor a chloride pump that maintains the 

intracellular chloride concentration at about 25 mM which 

agrees with ~ocdward, Hianchi, & Frulkar (1969) and Nicoll & 

Padjen (in preparation). Scruggs & Landowne l1975) nave 

evidence tor the existance at an inwardly directed active 

transport mechanism tor chloride ions in the squid axon 

membrane using radioactively labeled chloride ions. Keynes 

ll9bJ) using dinitrophenol snowed blockage ot an inward 

transport of chloride in the squid giant axon. It is 

noteworthY that in these cases the ettect on the 

postsynaptic membrane is depolarization of the membrane to 

the value ot £(GAbA). 

since, <lJ tne synpase trom hair cell to dendrite lacks 

soli a evidence tor identification ot the atterent 

transmitter, and (2) the number ot neurotransmitters or 

candidates tor neurotransmitters has increased remarkably in 

the past tew years, it 1s therefore unsound to choose an 

actual transro1tter. A sate path is to use tYPical numbers 

tor tne parameters. ln this phenomenon it is the structure 

ot binding ot transmitter with receptor sites and pore 

conauctance channel opening which determine tne function ot 

the synapse. 
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~.3 1HE SXNAPS~ MUCEL 

The physiological block diagram ot the synapse 1s snown 

in tigure:~.3. The presynaptic site, .in this case on a hair 

cell, incurs a change in receptor voltage. ThiS presynaptic 

voltage change induces release of quanta ot transmitter into 

the intersynaptic clett. The transmitter molecules in the 

synaptic clett interact with the receptor sites on the 

postsynaptic me1brane. The postsynaptic receptor sites then 

cause conductance changes in the postsynaptic button ot the 

afferent oendrite. 

5.3.1 1RA~SM111~R RELEASE 

The starting point is the release ot transmitter. Katz 

(1962) plotted the relation between frequencY of miniature 

eno plate potentials (mepps) and depolarization ot an axon 

presynaptic terminal tor the rat diaphragm neuromuscular 

junction, based on the work at Liley (1956) in which he 

changed the extracellular concentration ot potassium causing 

changes in presynaptic transmembrane voltage. 

tunction to this data and fauna it has the form 

b*V 
B = e 

1 fitted a 

~nere ~ is the re!ease rate ot transmitter (quanta/sec). v 

ls tt1e presynaptic depolarization voltage (millivolts), and 

b=0.161 (1/millivolts). Hubbard et al (1967) re•did this 
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worK in more detail and tound a marked decrease in the slope 

ot tne curve. 1ney ~easured the mean rnepp frequency 2 to 7 

minutes after increasing the extracellular potassium 

0 
concentration at 38 c, compared to Liley who made the 

0 
measurements 20 minutes later at 38 c. The ditterence is 

mainly in tne slope of the line on a log•linear plot. On 

fitting a tunct1on to their data, it hao the torm 

b*V 
R = A*e 

wnere A=3.831 lrnepps/sec) and b=0.08b3 (1/rnV). ThiS is 

shown in tigure:5.3.1. HUbbard et al (1967) snowed the 

difference to be due to osmotic ettects ot the potassium 

used to depolarize the presynaptic terminal. 
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----------- ··--------· ......... 
lpresynapticl··-·•••>lpresynaptict•••••••>tsynapticl••••••> 
I neuron I I membrane I I cleft I 

----------- -----------depolarization 
potential 

---------- --·--·-----

quanta 
·····---transmitter 

molecules 

--------··>I receptor 1·---···>lconductancel·-··-··>ldendritel••••••> 
I sites t I changes I 1 branch I 
----------· bound 

receptor 
sites 

·---------- --------post intracellular 
synaptic potential 

conductance 

figure:5.3: Physiological block diagram ot the synapse. 
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Krnjevic and wnittaKer (1965) analyzed the fractional 

components ot cat cortex, using subcellular tractions 

containing synaptosowes, synaptic vesicles and soluble 

cytoplasmic constituents. they tound 1.8 n-mole ot GABA/ml. 

with 8.7 ml.ot that traction derived from 1.0 g. ot cortex. 

Whittaker & sneridan (1965), in the same lab using the same 

12 
technique, tound 3.8x10 vesicles/g. 1nus the number ot 

molecules of GABA per vesicle, NMGV is given bY 

NMGV 

•9 
1.8*10 (mole/mll*lB.7(mL/g)J 

= ----------·------·------------·----12 
3.8*10 (vesicles/g) 

•21 = 4.1*10 mole/vesicle 

= 
•21 23 

L4.1*10 (mole/vs.)J*l6.0~55*10 (molec./mole)J 

3 
= 2.48*10 molecules/vesicle 

whittaker (1965) calculates tor acetylcholine, based on 

his best figures tor cerebral cortical vesicle preparation, 

tnat the number of molecules ot ACH per vesicle is 

-9 
0.75*10 (moles/ml) 

NMAV : •••••••••••••••••••••••••• 
12 

1.8x10 (vesicles/m!) 
•22 = 4.17*10 (moles/vesicle) 

= 250 lmolecules/vesicle) 

Maclntosh (1959) estimates 900 molecules/vesicle wnicn is an 

early low estimate in the literature tor ACH and the hignest 

5 
is 10 trom Krnjevic and Mitcnel (1961). Whittaker (1965) 
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• calculates for a sphere ot inside diameter 310 A (the inside 

diameter ot a vesicle ot ACH) that it will contain about 

J 
1.5x10 molecules ot ACH it filled with an isotonic (0.161>1) 

4 
solution and aoout 5xlO molecules it tilled with solid 

acetylcholine chloride. the average is given as the 250 

molecules/vesicle tigure, since it is based on a large 

number at vesicles in cortex slab. In this model, 1 use 
•22 

NMlV = 4.17*10 (mores/vesicle) 

= 250 trr.olecules/vesicle) 

The transmitter molecules from the presynaptic site are 

released into the intersynaptic cleft. from figure:5.1.1 

-1 
the dlarneter at the synaptic cleft is 4.86*10 micron, with 

•2 
a thickness of l.b2*10 micron. lt the 1ntersynapt1c 

volume is taken to be a cylinder of diameter D and thickness 

H, then the intersynaptic volume, ISV is 

2 
ISV = Pi*(U/2) *H 

•HI 
= 3.04*10 liter 

1he concentration in the intersynaptic cleft of transmitter 

trom one vesicle is ...... 
CONCT = N M'l' IJ I (1 S V *AN ) 

•4 = 1.3b5*10 mole/liter 

~here AN is Avogaaro's number. 
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5.J.2 POS1SKNAP11C ~ECEP1GR 

The literature on the binding of transmitters with the 

receptor sites on synaptosomes indicates that it obeys a 

ty~ical rate kinetic model of reaction (Harrington, 1973; 

LeibOVlC & Satan, 1969). xoung, Enna, Zukin, and Synder 

(1Y76J, using GABA as the ligand, studied measured 

sodium-dependent and independent Dinding to crude synaptlc 

membrane tractions ot mammalian brain. They tound the 

dissociation constant, K =1.2 micro molar tor 
u 

sodium 

dependent binding and K = 0.37 micro molar tor sodium 
c 

independent binding. A big distinction tor the two forms ot 

binding ls that sodium-independent binding is sensitive to 

inhibition by bicuculline, whereas the dependent term is 

not. furthermore, the sodium-dependent binding is very 

susceptible to inactivation by low temperatures. The most 

potent inhibitors of sodium-independent GABA binding are 

l•amino propane sultonic acid, imidazoli acetic acid, and 3 

hydroxy GABA, all of which are potent activators ot post 

synaptic GABA receptors in•vivo and are generally as potent 

neurophysiologicallY as they are as inhibitors ot 

sodium-independent GABA binding. Aroino•propane•sultonic 

acid 1s more potent tnan GABA neurophysiologically and about 

30% more potent than GABA in inhibiting sodium-independent 
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GABA binding. 3•hydroxy GABA is acout halt as effective as 

GABA itselt Dotn neuropnysiologically and in inhibiting 

sodlum•independent GABA binding. lnna and Synder (1975) 

have consiaered these differences and kinetic studies and 

have made the strong case that sodium-dependent GABA binding 

involves uptaKe sites tor the GABA accumulating system of 

giia and non•synaptic receptor sites, whereas the 

sodium•independent binding is associated with the GABA 

receptor sites of the postsynaptic membrane. Enna and 

Synder tound tne rate constant tor the sodium-dependent 

•7 •1 •1 
lnonreceptor site uptake) to be 6*10 M min • 

Tne reaction ot transmitter (T) with receptor molecules 

(FM) is depicted by the reaction 

1 t RM 

K 
1 ··---·> 

<·-----K 
2 

1ne Kinetics are described by the rate of change of the 

concentration ot bound receptor sites CBRS, related to the 

concentration ot transmitter, CONCT, and the concentration 

of unoound receptor sites, CRS, (Manler & Cordes, 1966). 

U CBRS = k *CONC1*CRS • k *CH~S 
t 1 2 

¥oung, Enna, Zukin, & Synder (197b) nave tound that the 

actual rate constants tor the sodium•independent binding are 

0 
so rapid even at 4 C that they cannot be measured with 

present techniques. Consequently, the GABA in the 



• HAl~ C~LL AffE~fNl S~NAPSE PAGI!: 5•2"/ 

intersynaptic cleft is in equilibrium with the receptor 

n1olecules. In this model, I assume that thiS is the case. 

At equillDrium, with K : k /k 
J.) 2 1 

CONC'l * CRS 
KD ; •••••··~··•••• 

CBR.S 

Multiplying this traction by AN*lSV/AN*lSV, where 

23 
AN=o.0255*10 (molecules/gm.molec.wt.) which is Avogadro's 

-18 
number and rsv=3.04*10 , tne intersynaptic cleft volume, 

CUNC'l HIUBHS 
KO : •••••••••••••• 

NBR.S 

where NUBRS is the number ot unbound receptor sites and NBRS 

is tne number of bound receptor sites. Letting NTRS be the 

total number of receptor sites, and solving for the number 

ot bound receptor sites gives 

CONCT*NlRS 
NDRS = ·-·-····-··· (molecules) 

KD '+ CONC'l 

The concentration ot transmitter in the intersynaptic 

clett, CUNC1, is given bY 

D CONC1 = lNMGV/lSVl*D Q • CONCT*RRI 
t t 

(rnole&/(liter•sec)) 

where D Q=dQ/dt is tne arrival rate ot quanta due to 
t 

presynaptic release and RRl is the removal rate ot 

transmitter by the me1Dranes surroundin; the synapse. 1he 

value ot RRl is the value of the sodiuro•dependent uptake of 

transmitter by synaptosomes lEnna & Synder, 1975) 
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-7 
lHH~ = b*10 /M*min 

·8 •1 •1 
= 10 mole * sec * liter 

RR1 = NRTK * conc(1) * conc(Na) 

where conc(Na) = concentration ot sodium in ECF, in this 
8 

case corti*s Crgan. Namba ' Grob (1967) give 2.7 * 10 

molecules/msec as the removal rate tor acetylcholine at the 

neuromuscular junction. 

Tne only number lett to find in this development of the 

synapse model is tne total number of receptor molecules on 

the postsynaptic membrane. ln Electrophorus electrop!ax, a 
4 2 

density ot 3*10 receptors/micron has been calculated from 

autoradiograpnic studies •itn alpha•bungarotosin (Bourgeois, 

Ryter, Menez, ~romageot Boquet, & Changeux, 1972). A lower 
3 2 

figure is 2.5*10 /micron tor this in which affinity labels 

•ere used to count receptors (Karlin, Prives, Deal & Winnik, 
3 4 2 

19711. A density of 10 to 10 /micron has been reported 

tor active centers of acetylcholinesterase molecules 

associated with subsynaptic memDrane <Banard, Wieckowski, & 

Chiu, 1971; Meunier, Olsen, Menez, fromageot, Boquet, & 

cnanqeux, 1972; M1ledi, Mol1nott & Potter, 1971; Porter, 

Chiu, wiecKowsKi ' Barnard, 1973; Potter, 1973; Saltpeter, 

Plattner & Rodgers, 1972). on tne assumption that one 

7 
alpha•oungarotoxin molecule binds to each receptor, 10 

acetylcholine receptors per end plate tor rat and trog 
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tissue has been obtained trom autoradiograPhS ot muscles 

exposed to tritiated alpha•bungarotoxin (Barnard, 

wieckowski, & Cniu, 1971; fambrougn ~ Hartzell, 1972: 

Porter et al 1973a,b; Barnard & cn1u, 1973). Porter et al 

(1973) report that alpha•bungarotoxin binding membrane 

tragments trom lorpedo electric tissue are covered with 

rounded units b to 7 nm in diameter, with a density ot about 
4 2 

10 /micron • 1hese •ere sometimes in hexagonal arrays in 

which the center to center distance was 8 to 9 nm. Each 

unit appeared to composed of subunits (USUallY b, 

occasionally ~), each 2 to 2.5 nm in diameter. It was 

concluded that the observed units and subunits were 

0 "receptor•ionophore components" with an estimated length ot 

9 to 14 nm. 1his is further substantiated by Potter l1974). 

Nosennluth l1973a,b) using the electron microscope nas 

revealed that insect and leech neuromuscular junctions show 

a series of concave patches about 0.3 micron 1n diameter and 

outer surfaces ot the membrane in these patches appear 

coated, the outer coating consisting ot hexagonal arrays ot 

projections. 1nese projections are about 15 nm apart, 

thickened at their tips, and project about 20 nm into the 

4 2 
synaptic cleft. Their density is about 10 ;micron in the 

concave patches. such clearly defined arrays of projections 

0 are more prominent in annelides than in otner phyla where 
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they can oe seen only with ditficulty \FosenblUth, 1973b). 

tnese presumed receptors are aggregated in "hot spots" 

rather tnan oeing evenly distributed over the subsynaptic 

membrane. In frog motor end plate there are dense 
2 

aggregations ot particles with a density ot 7500/micron on 

the "juxtaneural lips" ot junctional folds (Peper, Dreyer, 

sandri, Akert & Moor, 1974). The density of these hot spats 

is close to the values quoted tor average receptor density 

over the whole subsynaptic membrane. lf the projections and 

particles are true receptors, the total number ot receptors 

may be lower than estimated tram alpha•bungarotoxin binding. 

For the purpose of this model, the density of 

4 2 
transmitter receptor sites is taken to .be 10 /micron with a 

previously measured diameter ot the afferent postsynaptic 

-1 
receptor region ot 4.85*10 micron, and considering the 

synaptic receptcr region to be a circle, the total number ot 

receptor sites is 

•1 2 4 2 
NIRS ; Pi*{4.8~*10 m1cron/2l * 10 /micron 

3 = 1.841*10 receptor molecules 
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5.3.3 HECEP1CR SlTE CHAN~ELS 

The consensus in the literature on postsynaptic 

receptor sites ot chemicallY mediated synapses is that the 

receptor site works by a transmitter molecule combining with 

a receptor site molecule which induces a conformational 

change thus opening a pore in tne postsynaPtic membrane 

allowing an ionic current tnrough the membrane (Smythies, 

Benington, Bradley, Bridgers ~ Morin, 1974; Armstrong, 

1975; ~nittaker, 1965; Katz & Miledi, 1972; Katz, 1962; 

Gage, 1976; Young, Enna, Zukin ~ snyder, 1976; ~nna ~ 

snyder, 1975; Magledy & stevens, 1972). There are pictures 

of tne pores in tne receptor sites of the postsynaptic 

membrane associated with the electroplaques of the ray 

Narcine Brazilliensis (Allen, Chang & Potter, 1975). 

Glutaraldehyde tixed treeze-cleaved tissue snowed particles 

with a central • 20A pit protruding trom the pre and 

• postsynaptic membranes ~itn a diameter ot about 90 A and 

2 
packing density ot about 5000/micron , TheY claim that 

these pores are the ion channels tor the receptor sites. 

1ne receptor tor acetylcholine trom electric tissue of 

torpedo californica and Electrophorus electricus has been 

puritieo (Weill, et al, 1974; MacNamee, et al, 1975; 

Valderrama, et al, 19761. Smythies, Benington, Bradley, 

Bridgers ~ Morin (1974) nave proposed a molecular structure 
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tor the soaiu~ channel in the nerve me~brane. The relevant 

• teature is a 3X5 A rectangular pore tor the passage ot 

+ 
sod1um whereby the ~olecular structure recognizes Na .bH o, 

2 
+ 

removes 5H 0 and transmits Na .lH 0 through the channel. 
2 2 

The literature on nerve membranes indicates that the 

pores in the nerve rr,embrane are ion selective, .it the vast 

amount of experimental data is to make sense. For a good 

review of this, see Hille (1970) or Armstrong (1975). lt is 

not tne object et this work to discuss the evidence for ion 

selective pores. Since, (ll the giant squid axon and the 

frog muscle tiber have their ion1c currents during an action 

potential mediated oy changing sodium, potassium and leaKage 

conductance, and (2) nerve toxins such as tetrodotoxin, 

saxitoxin, and tetra-ethylammonium ions selectively 

interfere with the conductances, thus estimates are 

available for conductance per sodium and per potassium pore. 

A summary ot tne literature's estimates ot conductance per 

sodium pore is given in taDle:5.3.3. 

For comparison, potassium conductance per pore 

measurements are given by Armstrong (1966,1974) using TEA on 

giant squid axon as 1 to 3 nano mho; xatz and Meledi (1973) 

give 0.3 nano mho. 1here seem to be no estimates tor 

chloride channels available in the literature. 
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5.4 V~Rlf1CA110h Of ~UDEL 

5.4.1 TBANSMI11ER RELEASE 

How can the tunctional relationship ot transmitter 

release due to presynaptic voltage Change be verified? It 

the number of quanta released at a synapse due to the 

arrival .of a normal presynaptic action potential were known, 

a means of veritying the transmitter release tunction would 

be available. 

~orycnta (19.74) recorded unitary synaptic potent1als 

tram cat spinal motorneurons innvervated by the triceps 

surae nerve (TSJ. 1he preparation used an intracellular 

recording electrode (F l in the reotorneuron, a hook 
1 

recoraing electrode (R l under a finely dissected tilament 
2 

trom the aorsal root of TS, a stimulating electrode (S ) 
1 

under the entire nerve and a stimulating electrode (S ) 
2 

under tinely dissected brancnes ot the TS nerve. All 

atterent tibers entering tne lumbosacral spinal cord were 

severed except the srrall tilament on R2. Stimulation of the 

entire 1S nerve at Sl excited all TS rootorneurons 

antidromically via their axons in the intact ventral roots. 

An AP in a neuron impaled by the rnicroelectrode Rl 

identified it as a 15 motor neuron. 1ne stimulus excited 

severdl axons in the dorsal root filament producing a burst 
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ot action potential& recorded at ~2. stimulation at S2 then 

evoked a single action potential in the dorsal ~cot filament 

at R2 and a unitary tPSP at Rl, it the IS motoneuron is 

innervated oy the single tiber. 1hus the preparation 

allowed the recording of the postsynaptic potentials tram 

single action potentials arriving trom tne dorsal root of 

the TS nerve. The mean quantum content ot the postsynaptic 

unitary potentials was determined by the method of tailures 

and titting tne amplitude histogram to a Poisson 

distribution. She found that the average mean quantum 

content in 41 motor neurons was 2.38, with a range et 1.01 

to 5.19. 1he average unit potential was 0.118 mvolts, with 

a range of 0.059 to 0.273 mvolts. 

This expe~imental result provides a means ot verifying 

the transmitter release tunction. Coombs, Eccles and Fatt 

(1955) show motor neuron action potential& with a 60 mv. 

maximum at l.o msec. atter start of the AP. Cortical 

neurons she~ the maximum amplituae occurring at 150 

microsec. Presynaptic spike potentials 

recorded from the abnormally large synapse in the stellate 

ganglion of Loligo pealii (Hagiwara & Tasaki,1958) show the 

maximum occurring at 0.2 millisec. atter the start ot the 

rising phase. Auerbacn and eennet (1969) show presynaptic 

spikes in the Mauthner tiber, tne giant fiber synapse ot the 
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hatcnet fish wnich has chemicallY mediated transmission. 

Those presynaptic spikes have maximums occurring at about 

0.2 msec. with the synaptic delay being 50 rnicrosecs. 

Using tne Loligo pealii synapse a curve was fitted to the 

presynaptic action potential: 

V(l) = M*exp(atl*sin (2*P1*tl*(U(t)•U(t•t )) 
0 

where a=-1083~7 (1/sec.), t=11,250 Hz t = 2/t, and M=90 
0 

mvolts. lt is shown in tigure:5.4.1.1. The total quanta 

released during an action potential can now be given by 

/\t 
\ b*V(t) 

Q = \ A*e dt 
\I 

0 

Observe that quantal release is dependent on the positive 

going portion ot the AP and the negative recovery phase has 

no attect an release. Release is most sensitive to the 

maximum value of the AP. using Liley•s original curve it 

was tound that AP maximums of 60, 70, 80, 85, 90 millivalts 

yieled total quantal release values ot 0.16, 1.4, J.4, 7.4, 

16.0, respectively, shown in tigure;5.4,1.2. Note that this 

agrees well with zorychta's (1974) experimental range ot 

1.01 to 5.19 quantal content per action potential. 
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5.4.2 POS1S~NAP11C CGNOUC1ANC~ 

The rnaximu~ conductance tor a synapse occurs when all 

the posts~naptic pores are open. The .number of postsynaptic 

receptor site nclecules, whiCh equals the max1rnurr number ot 

3 
ava1lao1e pores, was previously calculated as 1.386*10 • 

- 1 1 Using an average pore conductance of 10 mho p-r pore, the 

maximum conauctance tor the postsynaptic membrane ot the 

-8 
synapse is 1.4*10 mho. !t turns out that this is exactly 

in the conductance range which attects the dendrite, 

resulting in a millivolt range response at the AP generating 

site, as shown in the dendrite study of chapter b. 

S.4.3 LUMPED PCS1SYNAP1IC COMPARTM~NT 

Consider one long compartment with lumped membrane 

parameters and synaptic conductance G • For a dendrite of 
s 

length L, radius r, the mernorane area is A=2*Pi*r*L, thus 

the total membrane resistance is G=A*G , where G = 1/(A*R ). 
m m 

Membrane capac1tance is C=A*C • lhe resting transmembrane 
m 

potential K at the synapse ts lV -w l-E , where v =•b8.6 
r e Na r 

mvolts is the membrane resting potential. ~ is the 
e 

external static potential {zero tor extracellular tluid ana 

+7mV tor organ ot Corti lymph). The equation is 

C*U V = ·VG • {V + KJ*G 
t s 

wnere G = 1/A*R • This is the same as the compartment 
rr 

equation in chapter 6, but without the longitudinal current. 
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•b 2 
Using dian:eter 

2 
r~ =tuuoonrr*crr 

ot 1 micron, l=lOOmicron, C =1.3*10 f/Cm , 
m 

-12 -9 
then c=~.04flU ~ and G=1.571fl0 mno. For 

IT• 

turtner aetails see section 3 on dendrite compartment in the 

next chapter. 

5.5 'lHE SYNAP.SE IN SIMULAllO.N fOf<M 

1o summarize the equations tnat describe the synapse, 

tt1ey dre presentee ta~re in sequential torn as they appear in 

the simulation. The number ot quanta, Q, released per 

second is given by 

b*V 
D Q = R : A*e 

t 

where A=l.HJl (quanta/sec), b=0.086l ll/rnillivolts) and V is 

the receptor voltage ot the hair cell. 1he number ot 

molecules ot transmitter per quanta is 

N~TV = 250 (molecules/quanta) 

Ine volume ot the intersynaptic clett is 

•18 •Ll 3 
l~v = J.u4*10 liter = 3.04*1U ~ 

'llle predicted rate ot cnange ot the concentration ot 

transmitter, CONCT is g1ven by 
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I 1d'''l V I 
V C0NC1 : 1·---·•fO Ql - CUhC1*BBT 

t I!SV*AN t I 

wt1ere kt<'l is the removal rate ot Lhe transmitter ny ttlc 

•b 
surrounding cells and ~~1 : 10 (!/Sec) 

tne concentration of transmitter at any moment in time 

is given by 

t 
1\ 
\ 

CONCl(t) = \ (D CGNCT)dt 
\1 t 

0 

and is shown in t1gu~e~5.S.1. The number of boUnd receptor 
sites is given by 

CUNC'IH.J'JFS 

KD 1 CUNC'l 

3 
where tne total number ot receptor sites is NlRS=1.847*10 

sites and the dissociation constant tor transmitter binding 

with receptor sites is 

-6 
KO = 1.2*10 (rroletliter) 

The predicted traction et bound receptor sites R = NBRS/NTRS 

versus transmitter concentration is now easilY computed and 

is shown in tigure:s.s.2. 
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CT= 0.000E+e9 

CT= 0.240E-95 

CT= a.saeE-as 

Fl~JlHt.::5.'5.1 Rate of chanyt' ot. transw1tter concentration in 

~ynapt1c Clett for ~teady Stdte presyna~tic depolarization 

at various inltial trdnsmltter concentrations. 
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Flgure;5".5.2 Fr..;ctlcn ot bcund I'eceptcr sites versus 

transmitter concentraticr: 1n tr.e synaptic cleft. 
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5.6 CONCLUSION 

lt 'as sho~n that an excitory synapse can be described 

oy an input-output equation, using the Physiological 

variables, presynaptic depolarization voltage and 

postsynaptic conductance. The model predicted that tor an 

action potential voltage waveform as input depolarization 

voltage, the number ot vesicles released agrees with the 

number of mepps measured by Zorychta (19741 in spinal motor 

neurons on arrival of an AP. The synapse model predicts a 

•8 
postsynaptic conductance change ot 10 mhos tor an excitory 

synapse wnich causes a millivolt change in dendrite receptor 

depolarization at the AP generating site. Tne usefulness ot 

this model is that it comoines tne actual quanta release 

rate with a kinetic binding model tor receptor sites to 

proauce postsynaptic conductance as a function ot 

presynaptic depolarization per individual synapse. 
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6.1 1N1RODUC1ION 

b.l.l 1Ht PROBLEM 

CHAPTER b 

CCCHLEAR DENDRITES 

0 • 1 • 1 • 1 S1ATEMEN! 

In the roamrralian cochlea the hair cells innervate bipolar 

neurons whose axons constitute the afferent portion of the 

cochlear nerve. There are two kinds ot atterent dendrites. 

lhe inner hair cells innervate one type which becomes an 

atterent axon of the cochlear nerve. 1he outer hair cells 

innervate a second type ot dendrite Which also becomes an axon 

in tne nerve. The tirst type ot dendrite is a straight 

unbranched fiber from one inner hair cell to its axon. The 

second type has the shape of a lady's long handled comb with 

typical!~ ten teeth, where each one ot the ten branches is 

innervated by one outer hair cell (Spoendlin,1974J. What are 

the tunctional purposes ot these two types? LOOking at the 

preceding step •ith respect to signal processing, Callos et al 

(1972b,73J report that an inner hair cell's receptor potential 

is proportional to basilar membrane velocity, whereas an outer 

hair cell receptor potential is proportional to displacement. 
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lf this is the rrajor reason tor the two hair cell and dendrite 

types, then whY are the dendrites so different in shape? The 

ensuing analysis and simulations are designed to sort out this 

problem. With increasing interest in cochlear implant 

prosthesis technology, what ettect do changes of cochlear 

gross potentials nave on the auditory signals as they exist in 

the atterent dendrites? 

Almost all nervous system regions have comPlicated 

interconnections ot their neurons. To predict how neurons 

interact via their s~naptic connections, it is necessary to 

describe neuron responses to synaptic inputs tram multiple 

precursor neurons. 1o answer this and provide an analysis at 

the "cochlear two type dendrite question", tne following 

problem rrust also be solved. Is it possible to .extend Rall•s 

{19b2a,bJ work on hignly regular symmetric dendrites with 

stringent requirements on branch diameters to irregular 

asymmetric dendrites with unrestricted branch diameters and 

unrestricted branching? 

o.l.1.2 CONJECTUFES 

wnat are the possible reasons tor the structural 

differences between tne inner and outer dendrltes? A major 

tenet ot biology is that structure and function correspond and 

that structure determines function. The possible conjectures 
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for tne differences are discussed as follows. lhe underlying 

concept is that the basilar membrane frequency response is 

organized with respect to position on the membrane with 

highest frequency at the basal end of the cochlea and lowest 

frequency at the apex (Bekesy,1949,60; Johnstone and 

Boyle,1967; Fhode,l971) 

Since the outer dendrites receive synapt1c input from 

outer hair cells over a distance on the basilar membrane which 

corresponds to a frequency band, could these denorites be 

frequency band detectors? !he possible usefulness could arise 

in the detection of vocalizations with large variation in the 

component frequencies. 

Since inner dendrites come trom one inner hair cell and 

frequency is localizec on the basilar membrane, inner hair 

cells and inner dendrite& are optimally tuned to a narrow 

trequency band of sound input, based on only baSilar membrane 

localization. lhe outer dendrites traverse two hundred 

microns apically along the cochlear partition while receiving 

inputs trom approximately 10 outer hair cells. the apicalward 

direction corresponds to decreasing treauency on the basilar 

membrane. Pyschopnysical data supports this. Mammalian 

distress vocalizations reported in the literature consist 

mainly of downsweeps in trequency (Winter et al, 196&; warden 

' Galambos, 1972). 
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The neural response ot a cochlear axon is sharper than 

the Dasilar membrane ~ith respect to sound input frequency 

(Evans & ~ilson, 1973; ~ilson, 1974; cuhitus, 1976, 

Inselberg, 197Sl. could cochlear microphonic potentials 

contribute to the frequency sharpening of the cochlear 

response? lt was suggested bY Manley (1977} that the gross 

potentials generated bY the nair cells influence the neural 

tuning curves and the role ot the outer dendrites is merely to 

provide a trophic affect en the outer hair cells. Since 

dennervated neurons atrophy, this conjecture ts possible, but 

not probable on the basis ot Nature's parsimonY of structure. 

b.1.2 S1RA1EG~ 

To analyze the response ot cochlear dendrites without the 

influence ot hair cells, transmitter release, and dynamic 

cochlear potentials, .it is preferable to utiliZe a simulation 

rather than an .experimental study. With an accurate 

simulation, frequency sweep experiments can be p~rtormed that 

are impractical to do while recording frorr a single cochlear 

nerve axon due to the necessitY ot holding the same axon tor a 

long time. lt is also possible to 1ntluence the dendrite by 

changing the extracellular potential without attecting the 

synapse and hair cell response. lhis is important because the 

cochlear gross dynamic potentials are determined bY the hair 
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cells. 

In a biological system, as in any system, structure 

determines function. this principal is particularly important 

because it is the geometry ot the dendrites that determine 

response when properties of dendritic membrane are used. Thus 

the well understood passive neural membrane is taken as the 

starting point. A si~ulation model is then developed, based 

on the geometry of the dendrites and arrangement ot synaptic 

inputs. 
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CUCHLEAF C~NDN11E G~UME1RY 

o.2.0 ORIEN1A11CN 

The atterent synapses trom the hair cells transmit their 

signal to the dendrites of the spiral ganglion neurons whose 

axons constitute the cochlear nerve lLorente de No, 1935,1937; 

Cajal,1909; Gacek 1967). The cat cochlear nerve has 50,000 

axons in it (Gacek & Nasmussen,196ll. the dendrites are 

organized as to position along the spiral arc of the cochlea 

and as to one of t~o types based on analysis in the cat per 

Spoendlin (1979,74,73,72,71a,7lb,70b,69,66,63l. As summarized 

by Spoendlin (1973), class one dendrites are innervated by one 

and only one inner nair cell (95% of the axons in the nerve). 

Class two dendrites run tor about 600 to 700 microns under the 

outer nair cells going .in the apical direction. In the first 

200 microns (I prefer to designate direction according to 

signal movement) each dendrite receives a dendrite branch trom 

eacn outer hair cell tor about 10 hair cells. 1his was 

confirmed in cat bY Perkins and Merest (1975) and noted by 

Dunn (1975) After the 600 to 100 microns, these outer hair 

cell dendrites cross the tunnel ot Corti as lower tunnel 

crossing tibers (also reterred to as basilar tunnel crossing 

tibersl and enter the habenula pertorata as one type two 

dendrite per pertorata hole. The geometry is shown in 

f1gure:o.2.0. 
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6.2.1 INNER hAlH C~LL DlNDR!TES 

The dendrites tram the inner hair cells receive a 

synaptic input tram one and only inner hair cell, with one 

inner hair cell synapticallY transmitting to 20 dendrites. 

the diameter ot the dendrite from the synapse to the habenula 

pertorata is 1 micron. the distance from the postsynaptic 

region to the end ot the satellite cell surrounding the 

dendrites atter they enter the habenula pertorata .is 30 

microns. The myelin sheath around tne tibers starts just 

atter the proximal end et the satellite cell. The satellite 

cell is depicted in tigure:6.2.3.1. The value ot 30 microns 

is the average ot my .estimates tor the distance trom Smith 

(1961,tig.l and t1g.2), the sum of parameters h and g tor the 

organ of Corti as determined by Billone(1972), and Ades and 

Engstrom (1972,tig.1a,lb). from these same pictures, the 

narrow part of the dendrite at the satellite cell wnere the 

dendrite passes through the habenula perforata hole is 

estimated to .be 5 microns. These dimensions are summarized in 

f1gure:6.2.1. 
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6.2.2 OU1ER HAIR CELL DE~DRlTES 

The outer aendrites are those which receive input troro 

the outer hair cells. They start at a hair cell and run tor 

about 200 microns receiving synaptic input trom about 10 outer 

hair cells ~ith each outer hair cell makinq synaptic contact 

to 4 dendrites. After the dendrite has run tor 600 to 700 

microns in an apical direction it crosses the tunnel of Corti 

as a lower tunnel crossing tiber and enters the habenula 

pertorata with the dendrites trom the .nearest inner hair cell. 

Tne diameter ot the section of aendrite from the hair cell 

atterent synapse to the roain dendrite (these are sometimes 

called outer spiral tibersl is 0.2 microns and this section is 

about 10 microns long (Engstrom, Ades, and Andersson 1966, 

tig. 75 and 76). The diameter ot the main bodY is o.s 

microns. The length ot the section crossing the tunnel of 

Corti is estimated to be ijQ microns, thence tor S microns to 

the proximal siae ot the satellite cell after the habenula 

pertorata <~ngstrom, Ades, and Andersaon 1966, fig. 49). 

According to Spoendlin (1974) these tibers (Spiral ganglion 

type Ill remain unmyelinated with a monopolar soma. As ot 

now, there is one report in the literature (Spoendlin, 1979) 

that the axons from these dendr1tes taper oft as unmyelinated 

axons after tne soma and do not continue in the nerve as 
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0 proper atterent axons. these dimensions are summarized in 

figure:6.2.2. 

c 
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6.2.3 AP GENERA11NG SllE 

The anatomy ot the AP generating site ls shown in 

tigure:b.2.l.l ~ith the satelite cell surrounding the 

constricture of a cochlear afferent dendrite. Between the 

satellite cell and the start of the myelin tor the inner 

dendrites (Spoendlin, 1974), I assume that the constricture is 

present and the enlargement to 2 mu occurs just .before the 

myelin sheath. Spoendlin was unclear about tnis and the 

literature does not provide an appropriate picture to 

ascertain this dimension. Spoendlin (19741 states that the 

outer afferent dendrites (Spoendlin type Ill are unmyelinated. --
lt was not specificallY stated, but I assume that the 

enlargement of the constricture to 2 mu also aPPlies to the 

outer dendrites. 

tne geometry tor this model takes the constricture to be 

10 mu in length and 0.3 mu in diameter. the specific 

resistance tor the dendritic membrane with surrounding 

5 
satelite cell is assumed to be, tor myelinated axon, 1.6*10 

2 -9 2 
onm•cm and the myelin specific capacitance is 2.5*10 F/crn 

(Stamptli, 1954), since this compartment is surrounded by the 

satellite cell (Spoendlin, 1Y14l. 1 assume tram spoendlin 

(1974, figure 7) that the gap oetween the satellite cell and 

the Schwann cells is like a node of Ranvier wnere APs are 
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generated. 1 approxirrate the length ot the gap to be 0.70 wu 

•hicn is the length ot a gap with diameter 0.3 mu with a 

decaying exponential fitted to the gap length versus gap 

diameter data of Hess and Young (1952), shown in 

tigure:o.2.3.~. 
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0 O~NDH11E ANALYSIS 

ln a series ot papers, Hall(1959,1960,1962a,1962b) 

developed various versions ot models for dendritic trees. His 

approach treated the dendritic membrane as an electricallY 

passive membrane that does not generate an action potential. 

He then derived equations tor the transmembrane voltage as a 

function ot tiree and actual position along tne dendrite. The 

denaritic trees which possessed a regular symmetric branching 

pattern and a branch diameter property ~ere sho•n to be 

tunctionally identical to an equivalent cylinder type of 

dendrite ~hen excitatory or inhibitory synapses •ere activated 

c at the same electrotonic distances trom the soma. 

The requirement on the branching is that the sum of the 

diameters to the J/2 power of each of the daughter branches at 

each bifurcation be equal to the parent branch diameter to 3/2 

power (Hall, 1962al. Although this property and symmetry of 

branching allow analysis as an equivalent cylinder, dendrites 

in general ao not satisfy these properties. -- ---
Tnere are severe limitations on these models, quite apart 

from the computational complexity requtred to produced 

descriptions ot their behav1or, since they are in closed 

analytic form. The limitations are summarized as follows: 

ll)All terminal brancnes rrust be assumed to end with the same 
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electrotonic aistance trorr the soma, i.e., the same z=x/L 

value, ~here L is the space constant. (2)The spatio•ternporal 

patterns ot excitation or inhibition in the equivalent 

cylinder can represent only those dendritic tree disturbances 

which can be assumed to be the same in all parts .of the tree 

corresponding to a given z value. (3)1he constraint on the 

trancn diameters that allows the equivalent cylinder 

development is obviously not tultilled by all dendritic trees. 

As a result of the limitations on the first models, 

Rall(l9b4) developed a cowpartmental model tor dendrites. the 

point of this type ot model is to treat each CYlindrical 

region of the considered dendrite as a co~partment. The 

transmembrane voltage of each compartment is con&idered as a 

function of the currents entering and leaving the compartment. 

tne currents are of three types: those entering the 

compartment in the longitudinal direction, those leaving in 

the longitudinal direction, and the current through the 

memorane (in the radial direction). 

This cornpartmental model ot Rall was developed with 

normalized variables and a somewhat imprecise description ot 

synapses on the dendrite. 10 make a model of dendrites that 

is more applicable to a real dendrite structure, 1 use a 

different model for a general dendritic compartment, with a 

direct synaptic input structure. 
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Hall (1964) collapsed a radiallY symwetr1C tan shaped 

dendrite into one lOng dendrite with equivalent cylinders and 

simulated it with ten compartments to ascertain the importance 

ot synaptic location. 1his equivalence worKs only wnen the 

sum of the 3/2 powers of the diameters ot the branches is 

constant, which is an idealization tor which there is 

insufficient evidence. Dendrites are usuallY nonsymmetr1c and 

the 3/2 power conjecture most likely is too severe for Mother 

Nature. lhe simulation for a small number ot compartments was 

probably due to the technical limitations ot numerical 

integration and computer speed at that time. The methods 

employed in this investigation permit large numbers ot 

compartments with greatly different properties. 

D.l.2 A PATCH OF DENDPI11C MEMBRANE 

A small homogeneous region ot dendritic membrane without 

synapses is functionallY described by the equivalent circuit 

in tigure:6.3.2. 1his equivalent circuit is a Generalization 

of the models proposed by ratt and Katz (1953) and Fatt 

(1955l. lhis equivalent circuit originates trom the papers ot 

Hodgkin and Katz (1949), tatt and Katz (1951), and Hodgkin and 

Huxley (1952). lt is similar to that used by Rall. The 

variaoles are defined as: 
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= response voltage of the intracellular medium (volts) 

= voltage of the extracellular medium (volts) 
= resting membrane voltage <volts) 

= transmerrbrane voltage (volts) 

= capacitance per unit area (farad&/cm•cm) 

= resting membrane conductance (mh~/cm•cm) 

= resting membrane resistance density (ohm•cm*cm) 

= 1/Gr 
= transmembrane current density (amps/cm*cm) 

The essential feature ot this model is tnat the membrane 

resting conductance Gm is assumed to remain constant and the 

ionic conducting patn~ay contains the transmembrane potential 

vm in series. The net membrane potential is vm = (V + Vr) -

we, where Vr is tne resting membrane electromotive force tor 

no net current (Jm=O), V is the response voltage and we is the 

external potential •. It the equation tor Jm, the membrane 

current density, is written for the equivalent ctrcuit in 

tigure:b.3.2 using vm = V + vr • we, and noting that D V = 
t m 

u v, LD is the tirst derivative operator with respect to time 
t t 

t, likewise D denotes the derivative operator with respect 
XX 

to x twice) 

Jm = Cm*D V + Gr*(V + (Vr • ~e)) 
t 
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figure:6.3.2 A region of dendritic membrane. v is the 
dendrite response potential, vr is the internal resting 
potentia! 1 We lS the .extracellular potential, Cm .is 
capacitance Per unit area, Gr is conductance per unit area and 
Jm is current density per unit area, and Jp is tne membrane 
pump current density. 
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0 o.3.3 SYhAPSES 

The transmitter from cochlear hair cells to aendrites is 

excttatory. Increased sound pressure at the ear drum 

increases the hair cell receptor potential (Russell & Sellick, 

1917J and increased AP frequencies in the cochlear nerve 

lKiang et al, 19b7l. There are no kno~n receptor cells which 

release an inhibitory transmitter. During synaptic 

excitation, membrane permeability increases tor one or both ot 

t t 
the principal monovalent cations, Na and K (ECcles,1964; 

Katz,1966). for the purpose ot this simulation, the attected 

ion is taken to be sodium with an equilibrium potential of 50 

mv (Curtis et al, 1972). lhe choice of attected .ion is not 

0 dramatically important. 

consider what an active synapse does to the dendritic 

compartment. the output from a synapse is an ionic current 

(postive outward) tnrough the postsynaptic receptor sites on 

the dendritic membrane. lhe current originates from the 

electrocnemical gradient across the membrane and the opening 

ot an ion selective pare. 1hus the current at a synapse, 

lsyn, is 

!syn = NBRS*lpore 

= NBRS*Jion•Apore 

wnere NBRS is the numDer of bound receptor sites or number of 

pores open, !pare is the current through one pore, J1on is the 
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current oensit~ trorn the GOldman equation tor the selectlve 

ion, Apore is the ettective area of a pore. It should be 

noted that tor the i•th synapse, Isyn is for only that 
1 

synapse and !pore, the current per pore, is based on the 

consiaeration of the mode ot action ot the transmitter at that 

synapse. Accordingly, lpore is evaluated tor the ion(s) 
1 

utilized. As a result ot this treatment ot the synaptic 

input, the tact that a particular synapse is excitatory or 

inhibitory is i~material; lsyn just makes its contribution 
1 

to the equation tor the compartment. 

the rnaximurr conductance ot the synapse occurs when all 

the postsynaptic receptor ion pores are open. Based on the 

discussion in the synapse chapter, the nurrber ot ·postsynaptic 

receptor site molecules which equals the rraximum number ot 

available pores is 1386. from Armstrong's (1975) data, the 

-11 
pore conductance ranges around 10 mho per pore. Thus the 

-8 
maximum synaptic conductance is taken to be Gsm = 1.4*10 

mho. 

The input to the post synaptic dendrite is taken to be 

GS(t) : Gsm*CS(t) 

1ne function CS(t) is a continuous pulse, all at whose 

derivatives are continuous, and 

I 0 , 
I 

CS(t} =< 0.5*(•1 + cos(w*(t•lon)), 
I 
I 0 , -

t < ton 

Ton ~ t < toff 

lOft ~ t 
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where w = 2*pi/2*R, R being the rise and tall time ot the 

pulse, and 1on and Tott are respectively the onset and ottset 

times of the pulse. 1he synaptic current tor a compartment is 

thus 

ls{t) : Gs(t)*lV~ • Ena) : Gs(t)*(V + (Vr • U)) 

where u = ~e + Ena. 

6.3.4 A GENERAL COMPAF1MEN1 

The model for a general dendritic co"partment is 

developed in this section. Consider the cylindrical piece ot 

dendrite depicted in tigure:b.3.4. The appropriate variables 

are: 

A = exposed cylindrical surface area through which the 
i 

membrane current passes 

Cm = capacitance per unit area of i•th compartment 
i 

(farads/cm*cm) 

Gm = conductance per unit area ot i•th compartment 
1 

lmho/cm*cml 

C = capacitance ot the i•th compartment (tarads) 
1 

J 
i 

= A *Cm 
i 1 

= ionic membrane current density leaving compartment 
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lift 
.l 

= total ionic current leaving dendrite compartment 

V 
i 

V m 
i 

= 

= 

= 

= 

= 

= 

through the rrerebrane tamps) 

A *J 
.1 i 

internal potential tor i•th compartment 

response potential tor i•th compartment 

transmerrbrane voltage drop trom inside to outside 

ot the i•th compartment (Volts) 

V. - ~e 
i 

V ... Vr ... we 
i 

lL = net longitudinal current from i•th to j•th compartment 
ji 

= g {w • w J 
1j i j 

g"" lJ 
= conductance froro i•tn to j•tn compartment 

= g . .. 
]l 

Jp = constant membrane pump current density 

Ip : A *JP 
i i 

lhe longitudinal current from the j•th to the i•th 

compartment is 

1 = GL *(W • W J : GL *lV • V ) 
ij ij j 1 ij j i 

The length dx is taken as the distance bet~een centers ot 

the compartments. Thus, tor adjacent compartments ~ith the 

same radii and centers dx apart, using axoplasmic resistivity, 

A~, the longitudinal conouctance is 

G : G = Pi*r*~/AR*dX 
ij ji 

(mho) 

lhe synaptic current is no~ 
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lS(t) : Gs(t)*(V + U) 
1 

PAGE 6•26 

Consider the positive direction et the currents as indicated 

DY tne arrows in tigure:6.3.4; the dynamic equilibrium 

equation is 

Im + 1P + ls = 
---\ 
I IL 
....... ij 

j in b 
1 

where H is the set of co~partments connected to the i•th 
1 

compartment. Substitution gives 

A *C *V V t Gm *tV + Vr • We) + lP + Gs(t)*(V + Vr • U) 
1 i t i .1 1 1 

..... 
' = I GL .. * (V • V ) --- )l j 1 

j in B 
1 

Examining the equilibrium current through the membrane with no 

synapses active, D V = 0 and V = o, thus 
t i i 

G~ *tvr•We) + lP = o. 
i 

Solving for the time derivative gives 

I 
I 

... --- .. 
I 

D V 
t i 

= (1/(A *C ))*f •Gm • 
i i I i 

\ 
I ..... GL • Gs(t)I*V

1 ij 

-I 
I ••• 
I \ 

+ l I GL 
I ..... ij -

*V 
j 

• Gs(t)*(Vr -

... 

-l 

I 
U)I*OIA *C ) 

I 1 i -
as the equation tor the general compartment with a synapse. 
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lP Is Im : lM t Cm*D V 
t 

···--------------------············ \ 
\ 

\ w = V t V 

I 

' 1 i r 

I 

\ 
I 

r 
I 

--
I 
r 
I 
V 

---~--~-----·----------·-··--·····-
1<··----·~---··-· dx ••••••••••••••••>I 

lR 
<------

figure:6.l.4 A compartment in a uniform segment of dendrite 

with radius r, length dx, conductance per unit area Gm, and 

capacitance per unit area cm. The current from the left 

neiqnboring compartment is lL and the right neiqhboring 

compartment is IR. 1he pump current is Ip, the synaptic 

current lif tnere is one) is ls, the membrane current 

density is Im, and the ditfusion current is lM. 
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6.3.~ IN PDE FORM 

the compartment toruulation is equivalent to a partial 

differential equation governing a piece ot dendrite at a 

point in space and time (x,t), ~ith synapses and pUmP 

current. Consider a co~partment tor an unbranched segment 

with the same size compartment on each side as in 

tigure:b.J.4. 1ne dynamic equilibrium equation is 

where 

lM 

vo 

lL 

lF 

ls 

lP 

·1~ • A Cw*O V t !L + !R • !s • lp = 0 
1 t i 

= rr,embrane current 

= (V 
1 

t VO)*Grn 

= Vr - r.e 

= (V ... V J*GL 
1•1 1 i•l,i 

= (V • V )*GB 
itl i i,i-tl 

= synaptic cur r.en t 

= (V t VOJ*Gs 
1 

= (V. t \lr - U)*Gs 
l 

= Jp*2*Pi*r*dx 

rearranging gives 

A *Crn*D V = •lM + IL t !R • Is • Ip 
i t i 

substituting, dividing by dx, and some rearranging gives 
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{V 
i+l 

= 
2 2 

• 2V + V )/(dX) 1*(pi*r /AR) 
i i-1 

• (V + VOl*lPi*2*r/Rm) - (V + VO •Ena)*Gs/dX • Jp*2*Pi*r 
1 i 

where 
2 

RL = Ar<*dX/P 1 *r 

GL = 1/RL 

A = Pi*2*r•ax 

Rm = 1/Gm 
1 i 

Multiplying through 

2 
TD V = lt *HV 

t i 1 +1 

cy Rm/(2*p1fr) gives 

2 
• 2V + V )/(dx) J • V 

i i•l i 
• V 

0 

- (Gs/dxJ*(V t vo • Ena)Rm.I2*Pi*r • J *Rm 
1 p 

•nere the time constant is T=Rm*Cm and the space constant 

1/2 
is m: UHHr /2*AF) • Note that tor an inactive synapse 

(Gs=Ol, the response voltage v is zero, thus 
1 

vo + Jp*r*Pro/2 = 0 

Letting dx go to zero and noting that Gs is really a 

function g(x,t> which is nonzero only at the synapse 

location, the result is 

2 
T*D V = M *D V - V • D g(x,t)*[(V + Vo • Ena)*Rm/(2*Pi*Rl 

t XX X 

Except tor the synapse, this is what Hodgkin and Rushton 

(1946) used to describe the transient distribution .ot 

membrane potential along a cylindrical structure .of passive 

nerve membrane. This was also used by Pall except tor 

synapses. 

PAGE 6•29 
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&.3.6 l~ SYS1E~ YORM 

lHE E:QUA'l'lONS 

to examine the properties ot a dendrite as a system it 

is necessary to write the compartmental equations in matrix 

form. Ihe general compartment equation is 

Let 

1.) V 
t 1 

+ 

K (t) 
j 

vs 

G 
ij 

:: 

j 

l -1 ll 
•••••* t I 
A *C 11 

i i I -
---\ 
I lGL *'J ....... ij 

in B 
i 

-I 
I 

:: I•Gm ... 
I 
I 

--- • 
\ I 

-Gm .. I GL .. GS(t)t*V 

j 

j 

1 ........ ij .i 
j in B .. 

i 

) • GS(t)*lVr•we•E ) • Gm *<Vr•we) + 
Na 

.. --- I 
\ I 
I GL .. GS(t) I*OIA *C ) ..... ij I 1 1 
in B I 

1 

:: vr .. we - E 
Na 

GL 
ij 

= --·--A *C 
i i 

and recall that Gm *lVr·~e) + lP :: o at equ111Dr1um with no 
i 

synaptic input. Thus the equation tor the general 

compartment becomes 

---\ 
D V :: K (t)fV + I G 

t i i i .... ij 
j in B 

i 
lhUS 

D V 
t• 

:: (M • l*S)*V • Vs*S - - -

*V 
j 

GS (t)*(Vs/A *C ) 
i i 1 

:: A(tl*V(t} • VsfS(t) ... - -

-I 
I 

lPI 
i 

I 
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~ne re 

I (•GW - GL )/A *C it i = j 
I i ij i i 

M = < 
ij I G it 1 ~ j 

I ij 

-I GS (t)/(A *C ) for synapse s on compartment 
I i i i 

s (t) = < 
i I 

I 0 tor no synapse on cowpartment - --
and 
A(t) = M - l*S(t) . -
1 = the identity matrix 

PFOPEAllES 

Noting that the synapse vector S has time varying 
• 

elements, the system is linear with time varying 

coefficients, by definition. Although the function GS (t) 
1 

for synaptic conductance is a result ot several hundred 

ionic pores opening and closing along with tne release ot 

1 

1 

quanta trom the presynaptic region <Katz,1966,69), the time 

course of the conduction is continuous as the action of tne 

pores is summed lKatz and Melidi, 1967). Consequently, the 

system matrix A(tl is continuous. It is also bounded as the 
-

conductances are the only nonconstants and theY are bounded. 

lt can be shown tnat the system is stable and bounded tor 
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bounded input (Ch B, D'Angelo, 1970). lhis is not suprising 

since the system originates from a type of partial 

ditterential equation which without the synapses .is well 

known to be stable {~iley, 1960). 

Since Gm , GL , A , and c are all positive nonzero, 
1 ij i i 

the diagonal terms of A(t) are strictly negative and the off 

diagonal terws are positive. 1nere is a strictly dominant 

diagonal, 

ABS(A ) > RO~ 
ii i = 

ABS(A ) > COL 
ii j 

= 

---\ 
I ---
---\ 
I ---i~j 

ABS(A ) 
ij 

ABS(A ) 
ij 

and the coluwn and row sums are nonpositive. lhus the 

eigenvalues are nonpositive reals, (Hearon, 1963}. 

SCLUTlONS 

The solution to the partial differential equation in an 

dnalytical torw is impossible because .ot the multiple 

synapses, irregular geometry, and the nonlinear time varying 

synaptic conductances. An analytical solution to the 

discretized form, the compartmental formulation, is 

impractical because ot the time varying coeffiCients. To 

quote Zadeh anc Uesoer (19o3,p377) 

"••• we have little to say about computational 
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techniques because, except tor a te~ special cases 

ot some practical interest, the onlY etteCtive 
means tor computing the responses of time•varying 

systems is the digital computer." 

b.l.7 CONStANTS 

The value ot axoplasmic resistivity is taken to be 

AR=bO ohm*cm and the membrane capacitance Cm, .is taken as 

1.33 micro tarads per sq cm trom crustacean nerve tiber 

(Hodgkln and Rushton, 194b). The dendrite resting potential 

is taken tram the superior cervical ganglion because the 

ionic environment is similar to that ot the cochlear 

dendrites, vr=•o8.B mv (~oodward, Bianchi, and Erulkar, 

19b9). The potential ot tne tluid surrrounding the 

dendrites is the fluid in scala media, he=7 mv (Weiss, 

Peake, and Sohmer, 1969). 

Membrane conductance is the inverse ot membrane 

resistivity for which there is a range of values in the 

literature. the value of 1000 ohm*sqcm is given tor the 

giant squid axon (Cole and Hodgkin, 1939; Cole and Baker, 

194la,b). Using dye injected motoneu~ons, Barrett and C~ill 

(1914) give the range as 1777 to 2520 ohrn•sqcm. 

Hall (1959) analyzed whole neuron .resistance B as seen 
N 

by an electrode inserted in the soma. .Based on matching 

PhYsiologicallY ootained whole neuron resistances with 
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anatomical measurements and a derived tor~ula tor the ratio 

ot R and R , ne tound tnat tor R =4000 onm*sqcm, the whole 
N m m 

neuron resistances were best matched. this value seems to 

be under emphasized in the literature. tnis value .is used 

tor the dendritic membrane. lhus the time constant T= 

R *C has the value et 5.33 millisec. 
m m 

112 
The space constant m=(Rm*ri2*AR) is dependent on 

membrane resistivity and radius r et the dendrite. A plot 

at the space constant et resistivity is shown in 

figure:o.3.7. Notice that the value talls off sharply with 

decreasing diameter. For a dendrite diameter at 1 micron, 

tne space constant is 1.44 microns, when memorane 

resistivity N =500 onw•sqcm, compared with the value 408 mu 
m 

-nen R =4000 ohm*sqcm. tnis is significant when the length 
m 

of tne inner dendrite is 30 microns as compared with 985 mu 

tor the outer dendrites. 

The core conductance tor a piece of dendrite is the 

conductance trom the j•th to the i•th compartment. Let AR 

be the specific resistivity of the intracellular medium 

(ohm*cml. The resistance per unit length tor a circular 

cylinder with radius r is 
2 

AF/pi*r (ohm/cm) 

The conductance tor a cylinder of radius r and length dx is 

2 
g = Pi*r /AR*dx (mho) 
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1he length dx is taKen as tne distance between centers ot 

the compartments, thus for adjacent compartments -ith the 

same radii and centers dx apart 

2 
g = Pi*r /AR*dX 
ij 

for dendrite diameter of one micron and typical simulation 

length of compartments 1, 2.5, and 10 microns, values of g 

•11 
are 13.1, 5.24, 1.31 *10 mho respectively, which 

9 

ij 

correspond to 7.64, 19.1, and 7.64 *10 ohms in resistance. 

so tor a potential drop ot a millivolt trom one compartment 

to the next separated by 2.5 microns, the current is 

-14 
5.24*10 amps. 

For adjacent compartments ot length dx , dx , and radii 
1 j 

r , r , respectively, the conductance used is the inverse ot 
i j 

the sum ot the one•half resistances contributed by each 

compartment, thus 

-I 2 2 •1 
I Pi*(r l Pi*(r ) 
I i j 

G = 1 .............. + --~-----·---ij 12*AR*dX 2*AR*dx 
I i j 
• -
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SlMULAllCN METHODS 

b.4.1 R~QUlREMthTS 

The requirements tor the simulation of the dendrites 

turn out to be rather stringent, it tne resultS are to be ot 

any use. starting at the begining, the normal pn~siolog!cal 

input signal at synapses is a time varying signal which is 

not in any way a constant or a sine wave. ThiS means that 

the simulation rrust be a dynamic as opposed to a steady 

state simulation or solution. 

The simulation rrust allow tor multiple synapses and 

different signal inPuts to be able to mimic the real thing. 

1nis is also necessary to investigate the response to 

different inputs. 

The simulation must allow tor easy alteration ot 

constants. 1his is to allow the usual adjustment ot 

constants to ascertain their importance. 

The simulation program must run in a reasonable length 

ot time. 

Compartment voltages versus location tor each time step 

ot the input signals at the synapses, must be obtainable. 

1his is necessary to plot tne simulation results versus 

time. 

Tne constants must be input in a physiological term. 

The same applies to the dendrite geometries to Which the 



• 

0 

0 

0 

COCHLEAR DENDNl1ES PAGE 6•38 

simulation is aFPlied. 

The absolute accuracy wust be in the order of o.ooot 

volts, oecause the dendrite voltages are typically in 

millivolts. 1he relative accuracy should be at least 99 % 

to give the sirrulation validity. With respect to the 

numerical staoility of the .numerical solution, the absolute 

and relative accuracies must be much better than these 

numbers. More •ill be said about this in the integration 

methods. 

The simulation program must fit into 32,73o = 32K • 32 

computer ~ords .of memory. lhis is the size ot Program which 

the Digital Equipment Corporation's PDP 11•70 computer with 

the HSX llM operating system allows (RSX•llM Task Builder 

Heterence Manual, 1978). for programs of memory size 

requirement greater than 32K, an overlay structure is used. 

~hen overlays are used, the running time is increased by the 

time spent in transferring subprograms between memory and 
•14 

aisk. Far many time steps or small delta t (about 10 

sec) tt1is is a heavy requirement when it comes to wanting 

reasonable length runs ot a program. lt is, therefore, a 

stringent requirement tor the simulation program. 

The variables in the simulation should be in double 

precision to increase the accuracy of the simulation. 

uouble precision on the PDP 11•70 with the FORTRAN compiler 
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requires tour computer words ot memory per variable. To 

simulate a cochlear outer dendrite and dendrites in general 

it is required to have in the order ot say one hundred 

compartments. Each one compartment requires the variables: 

voltage, derivative ot voltage, longitudinal conductance, 

etc. Concomitant with the compartmental variables, work 

space is required by the integration routine. As a result, 

usage of computer memory becomes large. So variables tor 

the compartments must be used efficiently. 

using direct numerical integration methods, the 

simulation equations are solved tor the derivatives ot the 

state variables, the compartment voltages in this case. 

c from examination ot the equation tor the general 

compartment, it is clear that different size compartments 

will nave different values tor their membrane capacitance 

(A *C ) and longitudinal conductance (GL =Pi*I*riAR*dxl. 
i i ij 

As a result the derivative magnitude Will different greatly 

tor ditterent size compartments, especiallY s1nce the length 

of tne compartments can ditter by almost two magnitudes due 

to tne branch pieces corrpared to the long pieces ot 

dendrite. Thus the syste~ Jacobian 

J = D (D V ) 
ij V t i 

j 

can nave .elements that ditter greatly in magnitude and pose 

a stability problem (Houwen,1971b). the simulation method 
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0 must take this into account. 

one could scale time and reduce the spectral radius by 

scaling constants; however, tnis causes a proportional 

increase in the number of time steps needed to compute the 

integrals over an actual interval ot time. so in the 

simulation, it is better it variables are left unsealed, 
-----~--

because there is no net saving in the number ot time steps 

required. 

c 
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b.4.2 f0RMULA11LNS 

COMPARTMEN1AL fORMULAllON 

Tne compartmental tormulation is the one presented 

previously •nen describing the general compartment. The 

dendrite is divided into compartments and the equation tor 

that compartment is the dynamic equilibrium condition tor 

the currents in and out ot the compartment including 

synapses, it there are any on that compartment. ~ith the 

aendrlte aivided into compartments, it is then described bY 

a system ot ditterential equations. Each ot the equations 

is solved tor its time derivative, giving a system 

formulation ~ith compartmental voltages as the state 

variables. At each time step the derivative iS evaluated by 

a direct numerical technique, about which more ~ill be said 

under integration methods. lhe new values tor the state 

variables are then inserted into the equations, evaluating 

the derivatives, etc. 

lt the compartment tormulation 1s done naively, it 

consumes a large amount ot computer memory, as is done in 

most compartment simulations. usuallY constants are 

assiyned to each compartment and the equation set up tor 

each compartment. lhe constants and variables tor each 

compartment constitute a large memory requirement. This is 

the way standard compartment simulations are done. 
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The solution to reducing tne memory requirement is to 

classify the compartments by type, based on lengtn, 

diameter, membrane conductance per unit area, membrane 

capacitance per unit area, and whether it is a simple 

compartment connected to two neignboring compartments or is 

a branching compartment connected to three or more 

neighDoring compartments. Thus tor each compartment, only 

the following variables are required; voltage, time 

derivative of voltage, type, number ot the compartments to 

which it is connected, and number ot the synapse if there is 

one that innervates the compartment. This scneme provides 

the minimal choice ot variables possible tor the simulation 

using the compartmental formulation. 

rne success ot tne method is then linked to the 

integration method used. This depends on the accuracy and 

stability ot the method along with the running time of the 

program. 

FINITE DIFFERENCE METHODS 

A tinite ditterence method starts with the partial 

ditterential equation and converts it into a discrete form 

by evaluation ot the equation at each point in space and 

time, marching out the solution in time. In the dendrite 

case, tne spatial coordinate is distance along the dendrite. 
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0 finite ditterence methods nave been used for partial 

differential equations tor some time. A good description is 

found in sm1th (1969). 

The dendrite equation without synapses is ot the 

parabolic type et partial differential equation and what 

follows is adapted trom Smith ll9b9). To calculate the 

values of a parabolic PDE the spatial variables are covered 

by a regular mesh. lhe equation is evaluated for each grid 

point. The derivatives are replaced by forward difterence 

expressions in the explicit methods. For convergence it is 

necessary that 

((dt/T)/(dX/lambda)J < 1/2 

0 wnere T is the time constant and lambda is the space 

constant. for a dendrite with T = O.bS msec., lambda = 

144.3 microns, and dx in the order ot 1 micron at the 

smallest part ot tne dendrite, this means that the ttme step 

•8 
must oe dt < 10.0 sec. This is irrespective ot the rate 

ot change ot the synaptic conductances which also determines 

the allowable time step. 

The Crank-~icolson implicit method replaces the second 

spatial derivative by the mean of the difference 

approximations at the t and t+dt time steps, then solves tor 

the value of the dependent variable at t+dt. The time step 

0 allowable is srraller but still in the same order of 
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magnitude. 

The weighted average of the second spatial derivative 

difference approximations at the t and t+dt time steps along 

with a tully implicit backward time difference method can be 

unconditionallY valid (stable and convergent), but accuracy 

is reduced. 

the problerr with finite difference methods is that 

putting in brancning compartments is somewhat clumsy, 

particularly tor the implicit methods. Also changing the 

geometry ot the dendrites necessitates rearranging the 

computational scheme each time. These methods are more 

readily applicable to static regular unbrancned geometries. 

A further problem is that in these methods it is not obvious 

wnat the time step should be for time varying boundary 

coetticients as is the case tor the terms involving a 

synapse. 

The standard improvemer1ts of the finite difference 

method, tne iterative point methods such as tne Jacobi and 

Gauss-seidel ~etnod, successive over-relaxation, or 

extrapolated Liebmann do not solve the problems which 

pertain to the dendrite equation simulation. 
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flNlTE ELEMENT METHOD 

The finite element method has its origin in structural 

and continuum mecnanics problems. For a treatment ot its 

application to those areas, the reader .is reterred to 

Zienkiewicz (1967). For those applications it is usually 

sufficient to nave a steady state static solution, so 

dynamic solutions using the finite element method are 

normally ignored. A quite understandable treatment ot the 

t1nite element method, which is not embedded in the usual 

structural mechanics, and which discusses dynamic solutions 

is found in Myers (1971J. The method is applied to the 

dendrite problem, noting that dendrites appear as line 

0 segments, not planar regions. 

Given a partial differential equation with driving 

function D(x,tl 

N N ---- n ---- m 
\ u u \ D u 

) A * t ) B * --- + D(x,t) = 0 
I n n J m m ---- DX •••• Dt n=O n=o 

rt can be shown (Myers,1971; we1nstock,1952) that tor a 

functional 

F(x,t,u(x,t),u'(x,tl, ••• J where u' = du/dx 

such that the Euler Lagrange equation is satisfied 

0 F • D lD r) = 0 
u u u' 
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and is equivalent to the original partial ditte~ential 

equation, then the function u(x,t} which minimizes the 

integral 

1\ 
\ 

l : \ r(X 1 t,U(X,t),U'(X,t), ••• )dX 
\I 

X in B 

is a solution ot the original partial differential equation 

on the region R. The region R is the dendrite. 

Now the method becomes: 

lll find the functional f by rearranging the org1nal PO~ 

to have the torm of the Euler Lagrange equation 

(2) Find the expression tor the integral I 

( 3) Divide the region ot interest R into subrec.;Jions 

For dendrites, ~ is a compartment's length interval 
i 

I 
R = I I H '-1 1 1=1 

(4) Rewrite the integral as a sum of integrals .on the 

subregions lfinite elements) 

N ----\ I\ 
1 = ) \ F(x,t,u(x,t),U'(X,t), ••• )dX 

I \ 
•••• \1 X in H 

1=1 i 
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Given values ot u on the boundary ot the subregions R 
1 

( e le men ts J approximate u < x, t) on each .e leroent R. by some 
1 

approximating function t .• For a dendrite, the boundary ot 
1 

an element R is its set ot end points tx ,x }. For a 
i 1,1 1,2 

"1" or "Y" junction, the boundary is tx ,x ,x J. 
1,1 1,2 1,3 

U(X,t) : f (~ , X , ••• , X ) X in R 
i 1,1 1,2 !,N i 

on the regions 

(b) 

X 
* 1 
I 

R I 
lt X 
* 2 I \ 

I \ 
R I R \ 

21 3 \ 
I \ 

* X * X I 3 I 4 
I I 

Evaluate the subintegrals using the approximating 

functions tor U(X,t) on each of the subregions. 

(7) Obtain the integral 

N 
1\ 

\ \ 
I = I \ f*dx --- \I 

1=1 X in R 
i 

where F .on each H is computed using the t •s 
i i 
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(8) To minimize 1 by setting 

d 
•• I : 0 -du 

wnere the differentiation is with respect to the nodal 

values, 

U = (U ,U , ••• ,u ) 
• 1 2 N 

(9) Thus it only remains to solve tor u, the values at the -
nodes at eac~ moment in time. Since the equation in step 8 

is a big matrix equation, the solution is typicallY done 

using Gaussian elimination with or without retineEent ot the 

solution. 

1ne power of the finite element method is based on two 

major points. ~irst, it can speciticallY cope with 

irregular geometries, via the region H , 1=1,2, ••• ,N 
i 

assignment. 1his is done by first specifying the nodal 

points x ; i=1,2, ••• ,N, in and on the border ot spatial 
l 

region of interest R. lhen the elements (subregions) are 

specified by designating ~hich nodal points constitute their 

polygonal boundaries. For a two dimensional region, 

typically triangular elements are usea. For a dendrite, an 

element is a line segment. 

secondly, the method ot approximating a t1me derivative 

is usually algebraic, in tnat one replaces the time 

derivative ot each u by a difference approximation, then 
i 

solve tor the u. 's. This eliminates the need tor a direct 
l 
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integration subprogram, tut then a big rratrix must be solved 

at each time step. 

A finite element torrrulation was actually done tor 

dendrites and I tound that the final integral minimizing 

.equation of step 8 took the torm 

where vector v contains the voltages at the nodal points. 

ln the case et the dendrites, the nodal points a~e the end 

points ot the intervals (elements) along the dend~ites. C 
• 

is the global capacitance matrix, H is the global membrane -
conduction matrix, K is the global longitudinal conductance -
matrix, and Hs is the global synaptic conductance matrix. 

0 lhus at each time step the following equation must be 

solved. 

- - - -
Since the conductances at the synapses vary with time 

and are the driving functions to the system, the matrix (•H -
• K - Hs) must be altered at each time step because the - -
values ot Hs change. ln finite element lingo this is called -
a partial reassembly et the global system matrix. 

The matrices c, H, and K are sparse with a band width 
• • 

ot three, except tor the terms oft the main diagonal which 

are due to the branching geometry of the dendrite. The 

matrix Hs is also sparse. Unless special subprograrr.s are 
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developed to manipulate these irregularly sparse matrices, 

they consume a large amount of computer memory. Yor say one 

hundred elements this means that a 100X100 matrix is 

required. A 10,000 real variable array is definitely out of 

the question tor a 32K program. 1 actuallY wrote a finite 

element program with the matrix as a random access 

untormatted disk tile, but the program ran too slowly to be 

practical. lo change geometries, a new scheme, hence 

suoprograms would be necessary to handle the sP•rse 

matrices, if they were to reside in main memory. Clearly, 

tne tinite element method tor simulating dendrites is only 

practical tor a computer Kith a very large amount .of 

availaole memory. Also it is impossible to use larger 

dendrites, which is necessary tor further applications. 

b.4.3 lNlEGRATlON METHODS 

INTRODUCllON 

An overall survey of numerical integration methods is 

given bY Parlette (1918). Detailed discussion ot 

integrations routines is tound in Carnahan, Luth~r and 

~ilkes (1969). Runn1ng time evaluations can be found ln 

Hull, Enrlght, rellen and Sedgwick (1972). An evaluation ot 

the numerical methoas considered is given. 
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&.4.3.1 FLAP 

one of the simplest time simulation systems to use is 

fLAP, developed bY Elliot (1972l. lt is a skeletal program 

that provides the trareework tor a dynamic simulation. The 

available subroutines contain time delays, saturation 

elements, hysteresis elements, and integration operators. 

1he integration subroutine uses a predictor-corrector scheme 

w1th iterations. 

lt is unsuitable tor the dendrite simulation tor the 

tollowing reasons. lhere is no accuracy or stability error 

checking. This is important in large systems of equations 

because the elements ot the Jacobian can have large 

differences in their values. Io increase the accuracy ot 

the solution, the time step is reduced or the number of 

iterations per time step is increased. This means that the 

run time ot the program increases as a product Of the time 

steps and iterations, rather than linearly as the number ot 

time steps increase. The requirement for tive times the 

number of equations and variables as work space 

signiticantly limits the size of the system to Which FLAP is 

applicaole. 
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ACAMS·PECE DE 

Shampine and Gordon (1975) describe the Adams•Pece 

differential equation subprogram which is very fast. It is 

an adaptive method ~hich ~orks by either interpolating or 

integrating between points in time according to the accuracy 

tolerance specified upon initialization. The major problem 

with this algorithm is that it requires 124+(21*NEQS) words 

of memory wnere NEQS is numoer of equations. This is 

ooviously out ot the question tor simulation of partial 

differential equations tor more than a te~ spatial 

locations. 

GEER'S MElHCD 

Geer's method (Geer, 1971a,7lb) as found in the lMSL 

(1975) collection ot numerical programs is an adaptive 

method tor stiff ditterential equations. Stiff differential 

equations have eigenvalues with a negative real part and are 

located in widely separated clusters in the complex plane 

(Houwen,1971b). Numerical integration methods Which worK on 

stiff systems also work on systems whose Jacobian matrix 

contains elements with greatly different magnitudes, as 

arise from partial differential equations (Houwen,1971a,b). 

The problem with this method is that it requires a worK area 

ot dimension NEQS*lNECS+17). lhis memory requirement makes 
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the n1ethod untenable tor tne dendrite equations. 

6.4.3.4 1NOIBEC1 ME1HOOS 

Inatrect methods are presented to make the survey 

complete. 1he idea is to solve the state-variable equations 

tor the first derivatives and substitute a finite difference 

approximation, then solve for the value ot the variable at 

the next time step. For systems of equations with a 

Jacooian that has widely varying magnitudes ot the elements, 

this scheme is not reallY practical because there is no 

ready way to irrplement accuracy and stability checks using 

the value ot the derivatives. !n addition, a change of the 

geometry ot a dendrite tor a simulation requires 

reprogramming. 

~YNN•LAU•HOUwEN ARK 

IN1RODUC110N 

This method is a stabilized adaptive Runge•Kutta method 

witn limited storage requirements tor the integration ot 

very large sets ot ditterential equations such as those 

originating from partial ditterential equations. Although 

methods tor integrating stitt systems ot ordinary 

ditterential equations (Liniger,1970) and methods with 
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extended stability regions (Lawson,1966) nave appeared in 

the differential equation Literature, these methods are not 

suitable tor partial differential equations tor they are not --· 
designed with limitea storage as a criterion. 

Houwen(l971b) surveys the stabilized Runge•Kutta 

methods. The majority of literature on the Runge•Kutta 

methods is devoted to increasing tne order ot accuracy, 

while relatively little attention is devoted to .improving 

the stability at these methods. ~hen standard Runge•Kutta 

methods are applied to stitt equations or partial 

ditterential equations, it is the severe stability 

cor1dit1ons which make them unattractive to be used tor 

0 numerical integration in these problems. 

S1A~ILIZED RUNGE•KUlTA FORMULAE 

Say it is required to find the numerical solution at 

the set et simultaneous tlrst•order ditterential equations 

d~ - = t(x,y(X)) -dt 

with the initial condition y(x J = yo. 
- 0 -

following ~ynn (197BJ, consider the N•th order Runge•Kutta 

scheme 

N•l ---(n+1J <nl \ (j) 

0 
y = y t I ij *k 

j -j:O 
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j•l ...... 
( j ) (n) \ (e) 

I< = h *f(X + tl h , y + I L *k ) 
n - n j n j,e .. 

e:O 
tor j = 1 1 2 1 • • • 1 N• 1 

(n) 
vft1ere h = X - X and y - Y(X ) -n ra 1 n - - n 

lt is assumed that t is a suitable differentiable function. -
For the dendrite discretized partial ditferential equation t 

is a function with all its derivatives existant and 

(n+ll 
continuous. lhus y may be expressed as the sum ot a -

-

power series in the variable h , with coefficients involving 
n 

(n) 
the derivates y - • 

(n) (n+l) 
y 

(n) 
= y t b D y h 

1 • n 

2 ( n) 
+ b D y h 

'i • n 

3 (n) 3 (n) 3 
t b D y h 

3 n 
t 0. 5*b ( D y 

3, 1 

(n) 2 (n) 
... J D y 

• 
(n) 

3 
] *h 

n 

where D is the derivative with respect to x and J is the 
• 

system Jacobian at the n•th time step whose elements are the 

1,j-th partial derivatives 

l:!.xpanding 

<n+l) 
y in 

each 

( n) 
0 f (X I 'i (X)) 

i n -
---··----------- ; (n) 
D y (X) 

j 

( j) 
et the )( - in the 

ascending powers ot h , 
n 

i,j = 1,2,3, ••• ,N 

previous equation for 

it is tound that the t!, .. 
M,dnd L ot the previous equation and the b's of the latter -

+ ••• 
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equation are reJ.ated as follows: 

Q 
N•l ---\ 

b = I 8 
1 ...... j 

j:O 

N•l ...... 
\ 

b = I 8 ~ 
2 --- j j 

j=1 

h•l j•l ..... ....... 
\ \ 

b = I e I L M 
3 ....... j ...... j,e e 

j=2 e=l 

!'f-1 ..... 
\ 2 

b = I 8 M 
3, 1 ...... j j 

j=l 

0 
~-1 j-1 e•l --- ....... ---\ \ \ 

b = I 8 I .L I L. M 
4 ........ j --- j,e ...... e,i 1 

j:3 e=2 i=l 

N•l j-1 --- ---\ \ ;. 
b = I e I L M 

4,1 ........ 
j=l 

j ---e=l 
j,e e 

N•l j-1 --· \ \ 
b = I ., ~ I L M 

4,2 ......... ) 
)=2 

j .. .... 
e=l 

j,e e 

N•1 ---\ 2 
0 = I 8 fV. 

4,3 ....... 
j=l 

j J 

NOW by imposing conditions on the b•s, thUS 8, M, and 
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L are found. One such condition comes froro the agreement 

between the Hunge-Kutta expression and taylor series 

expansion ot y(x +h ) in ascending powers ot h , given tnat 
• n n n 

y satisties the original set ot equations. wnen the 

r 
agreement continues up to and ·including the term tor (h ) , 

n 

tne scheroe is said to r•th order exact. 
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Accordingly, th.e b's have the following values 

r b b b b b b b b 
1 2 3 3,1 4 4,1 4,2 4,3 

1 1 

2 1 1/2 

3 1 1/2 llb 1/3 

4 1 1/2 1/b 1/3 1/24 1/12 1/8 1/4 

"(n+l) 
A second condition is tor stability. Let y be the .. 

vector produced bY the Funge•Kutta scheme from tne vector 
"(n) 
y and likewise - .. 

... 

... 

wnere the error 

.. 
is small. 1hen 

.. 
"(ntl) "(ntl) 
y 

(n) 
as e ·> 

l? 
N 

'the scheme 

(n J 

• y 

o, where 

= 1 + 8 z + 
1 

is stanle if 

.. 

= 

.. 
,. 

.. 

.. 

.. 

(n) (n) (n) 2 
P (h J l*e + i(e ) 

N n • • • 

l\1 
B Z + ••• + S Z 

2 N • 

lP (h d)i " l tor all e1genvalues 
N n 

of J in the closeo left halt•plane He(d) " o. .. 
lt dl.l the deltas are very small, then a relatively 

large step size h is possible without violating the above 
n 

d 



• 

0 

0 

COCHLEAR CENDR11ES PAGE 6•59 

stabilitY condition. •or this type ot differential 

equation, it is possible to choose the b's and, by 

implication, the 8, ~, and L to ensure the r•th order - . -
exactness tor the highest possible value ot r. when the 

deltas are not all small, which occurs tor stitf .equations 

and many systems arising trom the numerical solution ot 

partial aitterential equations, it is better to sacrifice a 

certain degree et exactness in lieu ot stabilitY. the 

solution is to •ark •ith a stabilitY polynomial whose first 

tew coetticients B are tixed, ensuring a certain degree of 
i 

exactness, and determine the remaining coefficients a in 
i 

such a way that the stability condition IF (h d)l ~ 1 is 
N n 

satistied for the largest possible step size h • 
n 

using the spectral radius d(J) ot J(X) with respect to 
• 

its eigenvalues in the closed lett halt•plane, stability 

polynomials P (Z) are constructed such that the associated 
n 

Runge-Kutta scheme is stable it the step size in x, h, -
satisfies the inequality 

b < B(n)/d(J). - -
~(nJ is a constant associated with the polynomial P (zl in 

n 

question. In each case P (ZJ has been determined so that 
n 

Blnl assumes its maximum value. such polynomials P (Z) and 
n 

associated constants B(n), together with the types of 

equations (i.e., those tor which the eigenvalues in the 
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~ 
closed left half-plane Re(o)S. 0 of the associated Jacobian 

matrix J(X) are all pure real or all pure imaginary> to -
which they reter, ana the order r ot exactness ot the 

polynomial in question are presented ln the following table. 

n B 8 t:l E B B(n) type r 
1 2 3 4 5 

3 1 1/2 1/4 2 iroag 2 

3/2 
4 1 1/2 1/6 1/24 2 irnag 3 

4 1 5/32 1/128 1/8192 32 real 1 

4 1 1/2 .078 .0036 12 real 2 

4 1 1/2 1/6 .0185 6 real 2 

5 1 1/2 3/16 1/32 1/128 4 i.mag 2 

0 
ARK 

lH.MARKS 

the subroutine ARK is the adaptive Runge-Kutta method 

which utilizes the algorithm decribed in the preceding 

section. ln programming, the erophasis is on limited storage 

requirements. It requires 4961+l2*~t.QS*4) computer words at 

storage ~hen compiled with DEc•s FORTRAN IV+ compiler which 

optimizes tar speed and storage, where NEQS is the number at 

equations and the 4 is tar tour computer ~ords Per double 

precison real number. Considering that the subprogram uses 

double precision, this is a remarkably low amount ot memory 
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required. 

H!SlUHK 

The original routine was written -in ALGOL by Houwen 

ll971al. lt was later translated into FORTRAN by ~ynn and 

Lau l1978). With some improvements, that is tne version r 

used in the simulation. the improvements make 

initialization easier and deal with overflows in debugging. 

USAGE GF ARK 

The suDprogram is called b~ the tollowing statement. 

CALL ARKl1,1E,Nl,NL,~,DERlVA,DATA,OUT) 

1ne integration is to be done over the interval T to TE, Nl 

is tne first derivative to be integrated and NL is the last, 

l is the name ot the array containing the derivatives, 

DERlVA is the name ot the logical function subProgram which 

evaluates the derivatives, DAtA is a utility data array, and 

OUT is tne name ot a logical tunction subprogram ~nich is 

called at the end of each integration step as a monitoring 

device and in ~hicn the step size is Changed it needed. 

The user provides in the array DA7A(!), r=1,2,3,4 the 

values ot n, r, B(n), and an upper bound for the spectral 

radius ~hicn hOlds tor the interval of integration lT,TEJ. 

the minirrum step size used cy ARK when integrating .over the 
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interval ll,IEJ is specitled by the user in OAlA(5). The 

absolute and relative tolerances permissable are provided in 

UATA(b) and DA1Al7). It the tolerances are both negative, 

then AR~ integrates with constant step size equal to the 

minimum step size, rather than reducing it as required by 

stabllity analysis. 

The number of integration steps performed is returned 

in DATA(8), wnich should ce set to zero prior to the tirst 

call and not changed tor turther intervals. 

b.5 DENURllE SlMULAllCN 

o.~.l THt MElHC~ Of CHOICt 

Tne method of choice is the compartmental formulation 

with a direct integration technique. 

The most intluentlal requirement .in choosing tne 

compartment torrrulation is the need to handle large 

variations in dendritic shape with ditterent parameters and 

whatever branching topology the dendrite posseses. The 

tinite element method also tulfills this criterion; but it 

is eliminated on the oasis ot the undue amount ot memory 

required and the tact that it has a lot of computational 

overhead. 

The only available integration technique that allows 

tor large variation in elements ot the system Jacobian, 
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whiCh is designed tor rrinimal storage, is the 

~ynn•Lau•Houwen stabilized adaptive Runge-Kutta technique. 

us1ng a direct integration metnod has the advantage that the 

dendrite geometry is changable without changing the 

simulation equations and subsequent program code. that is 

because tne simulation program which uses compartments sees 

the branching geometry in the torm of compartment connection 

vectors. 

A large number ot compartments are necessary tor the 

cochlear outer dendrite because there are short .branches 

between the main dendrite and the hair cell synapses. The 

distance between the branching junctions is small compared 

0 to the long portion ot the dendrite. thus, it is a problem 

ot scale in the choice of dendrite compartment size. To 

obtain an accurate numerical solution, the discretization ot 

the length coordinate is to be at least as small as the 

length of the branch segments between connections. the long 

uncranched segments can be d1scret1zea •1th long 

compartments, to reduce the number ot compartments. Thus, 

to preserve the geometry accurately and not nave a very -- -------- ·-- -------- ----~----- --- --- --·- . ·-·-
large number ot compartments, it is necessary to have ----- -~---- ------------ -- -- ---·----· .. ----
compartments .ot greatlY difterent sizes. This ditterence in 
------------ -- ···--·- -·------- --·-· --·· ········-· --
sizes causes greatly ditferent time constants in the system -·--- ------ ···---- ----··--· ---- -····---· .. ··- -----· 

0 ot compartmental equations. Furthermore, the dendrite is 
·- --------··--- ---------
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connected to the AP generating site dDd the axon is treated 

as neural merobrane but with different membrane resistance 

and capacitance. Again this leads to compartment equations 

with ditterent time constants. Therefore the large number 

of compartments is netessary in this analysis. 

The simulation program ARKOEN is described below since 

no available general corrpartment program is suitable tor the 

simulation ~ith large numbers of comp•rtments and greatly 

aitterent magnitude ot elements in the system Jacobian. 
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OFGANlZA110N 

the simulation program is called A~KDEN tor adaptive 

Funge•Kutta dendrite. The program is designed to allow tor 

different dendrite topologies and parameters. 

first, in the main program the standard simulation 

parameters are initialized. the parameters specific to the 

particular run are read in trom a disk tile to facilitate 

changes in therr. These parameters are the simulation time 

interval 1MAX, delta t DELT, synaptic signal para~eters ton, 

1ott, Tduration, 1rise, and maximum synaptic conductance 

S¥NSCL. 1ne second ot the two input tiles is a tile 

containiing a description of the particular dendrite to be 

simulated. It consists ot two parts: (l)the compartment 

type parameters and (2)the compartment list with type, 

connections, and synapse number. 

As part of the rrernory conservation drive, the 

compartments are classified as to type; then when a 

compartment parameter is needed it is accessed according to 

type. lhis scheme reduces the compartment variables 

required by a tactor of tive. 

The synapse delays, compartment voltages, and program 

statistiCS are initialized. A call is made to ARKINT which 
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initializes tne integration suDprogram ARK by setting up the 

spectral radius, tile oegree ot exactness, the minimum step 

size used in the 1ntegration tram I to 1tCELT and some other 

book keeping parameters. 

In the ma1n time loop a call is made to ARK, passing: 

the compartment voltages, time, book keeping p•rameters, the 

subprogram name AHKD~V ~hich evaluates the derivatives when 

called by AFK, and the subprogram ARKOUT which changes the 

minimum step size it needed. The only other thing which the 

main time loop in the main program does is to save the 

synapse conductances and compartment voltages per time step 

tor specialized plotting. A complete space•time response ot 

the dendrite in its entirety can be obtained as the program 

runs it the user wishes. 

~nen the program passes through each time step as 

called trom tne main, the statistics tnurnber of derivative 

evaluations and integrations steps performed in integrating 

trom 1 to 1+DtL1J and any errors encountered are reported. 

Due to the way the sirrulation program is organized in 

conjunction with the integration subprogram ARK, ~uch ot the 

•ork is done in tne &ubroutines called by ARK. the major 

subprograrrs are described oelow. 
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COCHlEAR CE~DR11ES 

MAJOR SUBFROGRAMS 

DENPRP 

The subroutine CE~PRP reads in the dendrite compartment 

type parameters and dendrite branching topology. the file 

containing the dendrite s~eciticat1ons has in its tirst 

part, one line per compartment type. Each line gives the 

type IT, conductance per unit area GMA tmho/sq.micron), 

capac1tance CPA (f/sq.micron), dlamet~r DIAM (microns), and 

compartment length RLEN (microns). A compartment type of 

zero, li=O, designates that there are no more types. Atter 

the parameters are read in tor each type of comp~rtment, the 

following nea parameters are calculated: the longitudinal 

resistance of halt tne compartment 

RES~Lf(11) = 0.5*AH*RLEN/lPl*lR**2)) 

the membrane area AREA = Fl*DlAM*RLEN. It the type lT=l, 

tnat ot an end compartment with a synapse, then the area is 

halved because it is connected only to one otner 

compartment. If the type 11=3, that ot a compartment 

connected to three other compartments, then the area is 

multiplied by 1.5 since it has a symmetric "T" shape. The 

compartment me~trane conductance is then GM(!Tl=AFEA*GMA, 

and the compartment membrane capacitance is AC(Iil=AREA*CPA. 

The second part ot the dendrite specification tile has 
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one line per compartment. 1hese lines contain lC, IT, lCl, 

re~, 1C3, IS, ~here lC is the compartment number and lT is 

the type. The connecting compartments to IC are ICl, IC2, 

and IC3. IS is the number ot the synapse connected to the 

compartment. lt IT=l, an end synaptic compartment, then 

1C2=1CJ=O. lt 11=2, a typical compartment connected to onlY 

two others without synapse, then ICl=O and IS=O. lf 1T=10, 

a termination compartment in the connecting axon, then 

1C2=1C3=Is=o. lhe end ot the compartments is designated bY 

the last line containing lC=O. 

This subroutine reads in the simulation parameters 

particular to a specitic simulation run. The Parameters 

read in and passed to the main are: vr, the dendrite 

internal resting voltage; ~e, the external potential; Ena, 

the equilibrium or driving potential tor sodium used at the 

synapses; f, the trequency ot occurrence ot the synaptic 

pulses; 1MAX the simulation time interval; DELl, the time 

step tor evaluation ot the compartment voltages; TON, the 

on time tor one synaptic pulse; TOUR, the duration ot 

synaptic pulse; lRlS~, the rise time tor synaptic pulse; 

TVELA~, the delay time tor the synaptic pulses; and SYNSCL, 

the maximum synaptic conductance value. 
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this tunction subprogram finds, in a data table, which 

synapse is connected to wnicn compartment. It is entered 

with re tne cowpartment number and returns the synapse 

number lS~N. 

b.5.2.2.4 GSXNfN 

this tunction subprogram evaluates the synaptic 

conductance signal tor the lS•th synapse at time 1. It 

looks up the delay tor the lS•th synapse and shitts time bY 

tnis amount. lhe value returned is 

GS~N = S~NSCL*wlNDUw(TS,10N,TUF,1~1SE) 

where 1S is the shifted time. wiNDOW is a continuous pulse 

with all derivatives continuous. The arguments are: onset 

time TUN, ott time lOF, ~ith rise and tall time tAlSE. 

A~ KO UT 

This subprogram changes the minimum time step used by 

A~K to integrate from 1 to 1+DEL1. The minimum time step is 

reduced by the factor REDUCE, typically 0.1. ~hen it is 

reduced, a message is printed on the terminal or output 

tile, specified oy LUNOU1. 
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Thls subprogram is a logical function subprogram. lt 

enters with tne compartment voltages in the array v, 

transters them to the array VP, and returns with dV/dt in 

tne array v. for successful evaluation of the derivatives 

AH~ORV returns the value true, otherwise it is talse. 

for each compartment lC, it evaluates the type 

11=IKPE(1Cl, then goes to the appropriate section ot code to 

compute dVitdt tor i=lC. for each of the compartments 

connected to IC, 11L=11PEllCONtlC,i)), which iS the type ot 

the i•th neighcoring compartment connected to the 

lC•compartment, is evaluated. 1he conductance froro the 

0 lC•th to the ICONllC,j)•th compartment is 

GL(j) = 1.0/lRESHLf(ll) + RESHLF(lTL)J 

where HESHLflill is halt the longitudinal resistance tor the 

compartment of tne ll•th type. It then evaluates the total 

input current tor the compartment • 

• • 
NlC I --- I 
\ I 

CURB = •Gf.l (1'1} - I GL (J) I -GS*VPOC) ··- I 
J=l I 

• -
• 

I NIC I 
I ••• I 
I \ I 

+I I GL(J)*VfCICON(IC,Illl 
I ••• I 
I J=l I 

0 
.. -

where GS=GS~NfN(T,ISl and ~le is the number ot Coffipartments 
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connected to the !C•tn coropartment. Then the derivative is 

evaluated as 

.. 
I CUH.f</ACll1), 
I 

D V = < 0.0, 
t i I 

I 1.0E+3o, 

if ABS(CU~~) £ (1.0E+36J*ACllT) 

if ABSlCURR) ~ ll.OE•36l*AC(ITJ 

if ABSlCURR) > (1.0E+36)*AC(lT) 

b.S.J SPECTRAL HAD!US AND llME STEP SIZE 

It can oe shown tor the adaptive Runge-Kutta method 

employed in this simulation that the integration scheme is 

stable if tne time step size dt<lBlnl/s(JJl, where s(J) is 
• 

tne spectral radius and Bln) is a constant associated with 

the stability pclyno~ial and degree of exactness 

(~ynn,l978). Since the system ot equations obtained from 

the discretized partial ditterential equation in compartment 

form nas real eigenvalues, as previously shown, B(n) has 

values 32,12,6, respectively, tor degree at exactness 1,2,3. 

'lhe spectral radius S(J) is the L norm at 
1 

Jacobian J • ... 

N N .... 
\ \ 

S(J) = .I I lJ I .... ij 
i=l J=l 

Given the systerr ot differential equations 

0 V = F (t,V(tJ,GSlt)) ; i=1,2, ••• ,N 
t i 1 

tne system 

the systero Jacobian is the matrix J = lJ l , where 
- ij 
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J 
ij 

0 

= --- f d V i 
j 

for the dendrite system of equations, 

J 
ij 

I 
I 

1 I 
= -----*1 

A *C I 
1 i I 

1 
........... *GL 

Gm 
1 

A *C ij 
i i 

.. .. 
I ••• t 
I \ I 

•1 I GL I 
I ........ ijl 
I i ,j I 

• GS(t) 

PAGE 6•72 

tor i=j 

• 

tor i ~ j 

Tne maximum value of tne minimum time steP allowed is 

dependent on the degree ot exactness. 
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b.6 PAF1IAL AhALYllCAL SOLU1IONS 

6.6.1 1HE PHCBLEM 

For a check ot the numerical method, consider a 

straight dendrite with one synapse at the end as depleted in 

tigure:6.6.1. 1he dendrite equation tor voltaqe change troro 

resting ~otential is a tunction of location x and time t, 

V(x,t), and obeys the partial differential equation 

2 
m D V • V ; TO V 

XX t 

where D is the second partial derivative operator with 
XX 

respect to x, and D is the tirst partial derivative 
t 

operator with respect to time t. The space constant is m 

and time constant is T. How does the synapse attect 

Vlx,t)? Recall the compartment equation 

A C D V = •lM + lL t lR t Is • Ip 
i i t i i 1 i i i 

where lM , lL , IH , Is , lp are, respectively, the 
i i 1 i 1 

conductive membrane currents, the longitudinal current from 

the lett compartment, the longitudinal current from the 

right, the synaptic current, and the pump current. The 

compartment membrane area is A , the capacitance per unit 
1 

area 1s C , and interior compartment voltage iS V • 
i i 
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---------·--------·---------·------------·-··-··-·-- ~ I 
2r ••I••> 

VI ll Vr + V(t) ---
----------------------·------------------··-·----I x=o 

I 
x=L 

Figure:&.&.l the simple straight dendrite. The response 

ls 

voltage is Vlt), resting potential is vr, external potential 

is ~e, radius is r, length 1s L, and synaptic current is ls. 

1he action potential site is at x=o. 

we 
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for tne synapse at x=L, lR=·ls and for the synapse at x=o, 

lL=ls. 1he general i•th compartment ot length dx nas 
2 

lR = (Y • V )*(Pi*r /dx*AR) 
i 1+1 i 

2 
lL = •(V • V l*(Pi*r /dx*AR) 

i 1•1 1 

laking the limit as dx goes to zero gives 

2 
lR = tG V*(Pi*R /AR) 

X 
2 

IL •D V*lPi*R /ARJ 
X 

1ne synaptic current lpositive is outward trom compartment) 

tor synaptic conductance g(t) is 

ls = g(tJ*(V + vr • we - Ep) 

where vr is tne internal resting potential, we is the 

external potential. At tne synapse the longitudinal current 

equals the synaptic current, thus tne boundary condition at 

x=L is 

2 
D V(L,t) = •(ARI(Pi*r )*g(t)*(V + K) 

X x=L 
wnere K = Vr-~e. 1ne boundary condition at x=O is 

D V(O,t) = 0 
X 

s1nce there is a constricture at the spike generating site 

which limits longitudinal current flow. lhe diameter tor 

the AP generating site on the cochlear afterent neurons is 

1/2 that ot the dendrite diameter which causes the 

longitudinal conductance to be 1/4 that of the dendrite. 

1he alternative choices tor other boundary conditions as x 

becomes large are: 
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l 1 ) V(x,t) = o, as x becomes large 

( 2 ) V(X,t) : FH(x,t), at x=L 

(j) V V(X,t) = O, at x=L 
X 

where FH(x,t) Is the voltage given bY the Frankennauser, 

hodqkin & Huxley equation (1964); tnat is, use action 

potenti~l generation ~ith threshold. setting V to o as x 

becomes large clamps the end voltage at zero. Using the FH 

equations tor voltage introduces a complicated boundary 

condition Which is nonlinear and tar too compliCated tor 

available analytical solutions. Furthermore, it is 

unnecessarily complicated tor tne initial simulation studies 

of tnese dendrites. setting the first spatial derivative to 

zero in no ~ay constrains the voltage value at x•L. 

Since the partial differential equation is ot second 

order, onlY t~o boundary conditions are required. tne 

equation is ot the parabolic type and has the torro ~t the 

heat equation for a rod with radiation into tts .environment 

(Myers, 1971). 

As is typically done in these probleros, let 
2 

v=u*expl•t/T) and y=lx/L). Thus, with a=(m/L) T and 

2 
K=AR/pl*r , the partial differential equation becomes 

a*D u = D u 
YY t 

and the boundary conditions become 

at y=l: V u = •k*L*g(t)*(u + K*eXPlt/T)) 
y 



• 

0 

CUCHLEAN D~NDR11t5 

at y=o: 

with initial conditon 

at t=O: 

D U = 0 
y 

UlX 1 0) : V(x,O) : f(X). 

PAG~ 6•77 

Now the boundary condition at y=l fails the homogeneous 

condition "c•u<x,t) is a solution when u(x,t) is a solution 

and c is constant". This is due to the term containing K. 

lhe g(t)*ull,tl term causes a problem oecause the 

conductance g(tJ*U makes a time varying boundary condition. 

Consequently, a complete analytic solution is unavailable. 

1nus, the comparison ot the numerical solution With an 

analytical solution proceeds with limitations. Obviously, 

it an analytic solution tor tne "unweakened" or "complete" 

equations were available, the numerical solution would not 

be requireo. 

6.6.2 NONLINEAB11~ 

~nen a straight dendrite with one synapse at x=L is 

considered as a system, tne input is synaptic conductance 

gltJ and output is the response voltage Vlx,tl at x=O. The 

partial oitterential equation with boundary conditions is a 

system of simultaneous differential equations that the 

solution ff'USt satisfy 

2 
m D V • v = TD 

t 

0 v 
X 

XX 

= •K*g(tJ*(V(L,t) + K), at x=L 
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at x=O 

the partial differential equation is linear in the sense 

that it V and v are solutions, then so is av + bV , tor 
1 2 1 2 

constants a and b. Note that the boundary condition is not 

linear in this sense. 

the response ot the system is not linear with respect 

to input g(t) in tne following sense. If g (t) produces 
1 

response V (t) and g (tl produces response V (t), then the 
1 2 2 

system is linear it ag (t)+bg (t) produces response 
1 2 

av tt)+bV (t). Clearly tne synapse boundary condition does 
l 2 

not satisfy tnis requirement. It snould be noted also, that 

tnis nonlinearity is tor any kind of input g(t). ---
A somewhat simpler condition tor a system to be linear, 

whicn is equivalent to the condition in the last paragraph, 

is the following (hardy & wrignt, 1960). lf g (t) produces 
1 

response V ltl and 9 (t) produces response v (t), then 
1 2 2 

g ltl-g (t) produces v (t)•V (t). This equivalent condition 
1 2 1 2 

can oe used to state how "badly non•11near" is the simple 

dendrite with synapse. Let g:g -9 and v=v •V • 
1 2 1 2 

Substitute 

these into the synaptic boundary condition. The requirement 

tor linearity is 

g *<V •2V ) + 9 *V = 0 
2 1 2 1 2 

tor all g and g • 1t cannot hold even when g =a*g , tor 
1 2 2 1 

constant a. 
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6.b.3 MODifiED BOUNDAR~ CCND1110NS 

A solution of a partial ditterential equation with 

boundary conditions and initial condition is, in tact, a 

solution to a system of simultaneous ditferential equations. 

Since the partial differential equation is line•r and the 

bour1dary condition tor the synapse causes the difficulty, 

tne course ot action .is to modity the boundary condition in 

some way. 

VCL1AGE VARYING END 

one ot the simplest ways ot chanoing the boundary 

condition to obtain a means of checKing the numerical method 

is to specify .no current tlow at x=O and set the response 

potential at x=L to P(t). 1ne untranstormed version ot the 

problem becomes 

2 
D V = QO - V.IT where Q : m IT 

t XX 

0 V = 0 at x=O 
X 

V{x,t) - P(t) at x=L -
A solution to this problerr is given directly, Carslaw and 

Jaeger (1959,sec.4.1). 
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.. 
;G 

~ \ ·(t/Tl•QE t 
I I\ 
I n \ 

COS(B X)IQB (•1) \ 
n 1 n \/ 

.. ) e n 
L I ---n=o 

L 
1\ 
\ 

-
t \ f(X)COS(B X)dX 

\I n 
0 

where 6 = (2n t l)(pi/L) 
n 

0 

t 
2 

(QS t(l/Tllt 
e n *P(t)dt 

This solution can now be compared with the numerical 

solution. The comparison is first done with initial 

condition f(x)=O and ~ith constant P(t):V • The .result is 
c 

shown in tigure:o.6.3.1.1. Using 

P(tl=O.OSO*ll.o - o.scos<2*Pi*t*tll volts 

the result is shown in tigure:o.6.3.1.2, with T=5.32 

m1111sec. and D = 1 micron. 
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0.04 

0.03 

0.02 

0.01 

1 uaec 

0.00+---------~--------------------~--------~---------. 0 100 200 300 400 
Diatanee Cmierons) 

fiqure:b.6.J.l.l Tt•e Sl·rie::; solution tot ttle voltage varying 

end • 1 ne v o lt c q t il t tt1 e ~ n c i s ne 1 d cc n s tan t at V = !:> 0 
c 

~ill!volts. ROte the lncr~dse 1n voltage as tiae increases. 

Jt e solutions ~J.E::re cone u!)lny 750 tetrrs ir. the surrs. 

500 



.0005 

.0004 

.0003 

to .0002 

.0001 

P(t)• 0.05 X ( 1 - cos 2 pi £~ ) 

Volts 

100 800 300 400 
Di~tance (microns) 

f"1yl_;rt:·:6.6.3.1.2d .:;erie5 solution tor vcltaqe varying end. 

Tl•H:' r < l S0 tnlcrost·c. 

I 
I 

500 



• 

(0 

I,.Jlx,t) 

.002 Volts 

.002 

.001 

.001 

.000 
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p(~)a 0.05 X ( 1 - COS c pi ft) msec. 

174 

• 0000~--------1~00~--~~~~~====~-------4~0-0 _______ 5,00 
Distance 

r1qure:b.6.J.1.2c ~eries solution tor voltage varyinq end. 
T1me t>.150 m1crcsec. 
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PCSSlBL~ MOD1FlCA110NS 

~hat are the possible modifications to the problem that 

will allow an analytical solution which iS PhysiologicallY 

correct at the synapse and provides a good test .of tne 

numerical method of solution? Let the response voltage at 

y=l, ull,t) oe a constant u • The possible modifications ot 
0 

the transformed boundary condition at y=l 

D u = •k*L*g(t)tl U(l,t) + K*exp(t/Tl J 
y 

which lead to a solution are as follows. 

case 1: D u = •k*L*g(t)*(U t I<) 
y 0 

case 2: D u .- •k*L*g(t)*(u + K*exp(t/T)) 
"i 0 

= •k*L*g(t)*U + k*L*K*glt)*exp(t/T) 
0 

case 3: D u = •k*L*g *(u(l,t) + K) 
':i 0 

case 4: lJ u = •k*L*g *(u(l,t) + K*exp(ttT)) 
0 y 

case !>: D u = •k*L*g *K 
y 0 

cases 1 and 2 do not allow tor changes in the 

transformed potential, u, thus also tor V(X,t). As a 

result, the description ot V(x,tl will be poor. 

cases 3 and 4 allow tor changes in potential, but 

require constant conductance g(t)=g • 1his corresponds to a 
0 

step change in conductance at t=O. 

cases 1,2,3,~ are solvable based on the metnoos in 

carslaw & Jaeger (1959) and Myer (1971); however, case 3 is 
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the closest to tne correct boundary condition. 

case 3 allcws the variable to oe norrralized as 

U : lU t ~)/lU t K) 
i 

where u is tne initial value ot u. The effect is to 
i 

"remove" the K term 1n the ooundary condition. case 4 does 

not permit this since the term is K*exp(•t/T). As a 

result, case 4 is a nonhoroogeneous boundary condition. ---
Homogeneity requires for a constant c, that c•u be a 

solution when u is a solution. A nonremovable 

------·---·-
nonhomogeneous boundary condition disqualifies the use ot 
--------·~----
separation ot variables to obtain the corresponding 

homogeneous solution, eigenconditions, and eigentunctions. 

1hus the best choice to use tor comparison ot the numerical 

solution is case 3. A solution to case 3 is derived below. 

lt is notec that with case 3, it the boundary condition 

tor the non-synapse end were changed to limit V(X,t)=O, 
x•>oo 

then a solution is obtainable containing the complement 

error function 

00 
J\ ~ 

-o.s ' -s ertctxl - (pi) \ e ds 
\I 

s=x 

However, this boundary condition 1s not the one used Jn the 

simulation; theretore, a solution with it is not used tor 

comparison. 
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CAS!:. 3 

USlnq tne case 3 nounoar:r conoitlon, the (;rotlem 1S 

2 ). ~ '). 

d D u = D l.l where a - rr /(L *Tl -yy t 

D u = •K.*L•g*(u(l,t) t K) at y=l 
y 

0 u = \) dt y=u 
y 

U(U,0) = u 
i 

where g = g . 
0 

r~ o r w a 1 i z e bY letting 

uty,t) + 1\ 
U(Y,lJ = ·--------- , thus 

u t r. 
i 

2 
a D u = u u 

yy t 

D u = •K.*L*g*UO,t) at y=l 
y 

D u = 0 at y:O 
y 

U(y,t) = 1 for t=O 

Since the PDE and boundary conditions are dll 

homogeneous, it qualities for separation at variables. so 

let UlY,tl=X(y)E(tJ and substitute into the PDE, with some 

rearrangement, giving 

2 
a ((D X)/X) = lD 8)/8 

yy t 

tor tnis equality to halo, notn sides must be equal to the 

'2 
same constant, say -c • 1his gives 

2 
D X + (qla) = o 

yy 

which has a solution at the term 
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X(YJ ; A*sin(q/a)y t B*COS(Q/a)y 

The boundary condition at y=o gives A=O, and the boundary 

condition at y=1 gives 

1nus the eigenvalues are the roots ot 

P tanP ; kfLfg = H, where P = q /a 
n n n n 

and tne eigentunctions are 

x en = cos (P Y l 
n n 

Assume a solution of the torm 

00 ---\ 
U(y,t) = ) A (t)COS(P y) 

I n n ---n;O 

Notice that the time solution, 8(t), Will come tram the the 

ensemble at the A (t), n;0,1,2,.... Multiply both sides bY 
n 

X (y), integrate with respect toy on the interval (O,tJ, 
n 

and use the ortnogonality of the X functions to yield 
n 

1 
1\ 
\ 

\ U(y,t)COS(P y)dY : A lt) 
\1 n n 

0 
sin(2*P ) 

1 n 
where B ; - t ·----···· 

n 2 4*P 
n 

1 
1\ 
\ 2 

\ (COS(P yj ay : A (t)*B 
\1 n n n 

0 

Differentiate both sides •1tn respect to t and substitute 

using the PDE to yield, integrating twice by parts, 

1 
1\ 

2\ 
B D A (I) = a \ D cos(P y)dy 

n t n \/ yy n 
0 
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21 2 
=a l~(l,t){•k*L*g*COS(P ) + P sin(P )} • (P ) BA (t)l 

1 n n n n n n 

Using tne eigencondition gives with rearrangement 

2 2 
B l D A (t) + a (P ) A ltll = 0 

n t .n n n 
2 2 

use the integrating factor expta (P ) tl to obtain 
n 

2 2 
B A (t)exp(a (f l tl = constant 

n n n 

Using equation l*l with t=o and U(y,OJ=l, the coefficients 

are 
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lsin<F )Je 
n 

2 2 
•a P t 

n 

A (tJ : ·-··-···-··--·--
I1 B *f 

n n 

2 2 
-a (P ) t 

n 

= --------------~-2 
P (H + sin P ) 

n n 

where P sin(P ) = K*L*G*cos(P ): H*COS(P ). ThUS 
n n n n 

Uly,t) = 

00 

\ 
) 

I 

n=1 

2 
•a P t 

n 
2*k*L*g*e sin(P ) 

n 
··-·-·······--···----·*cos(P y) 

2 n 
P C2*K*L*9 t sin P ) 

n n 

and solving tor small u 

00 

2 
•a P t 

n --· 2*K*L*g*e sin(p ) 
\ n 

PAGE 6•89 

------·----------·-···*COS(P Y) 
2 n 

u(y,t) = K t (U + K) ) 
i ,/ 

P (2*K*L*9 + sin P ) ..... 
n=l n n 

giving the equation tor V(x,t) with g:g 
0 2 

00 

•tiT •tiT \ 
V(y,t): -~*e t(V +K)*e ) 

where v = V(x,O). 
1 

1 I ...... 
n=l 

•a P t 
n 

2*K*L*9 •e sin(P l o n 
-----··--··------------•cos(P XIL) 

2 n 
P <2*K*L*g + sin P ) 
n o n 
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RESULl 

Note that the differences in the equation tor case 3 

ana the true synaptic boundary condition are constant 

boundary conductance g and a modified k*exp(t/Tl term. The 

solution tound is tor O<t<T such that exp(t/Tl is close to 

one. The solution tor O<t<<T and v =v(x,Ol=O is 
i 

00 

2 
•a I? t 

n 
2*K*L*g *e Sin(P ) ---•tiT -tiT \ o n 

V(y,t): •K*e t(V +K)*e ) 
i I 

--------~-·-·········--*cos(P 
2 

P *l2*k*L*9 + sin P l 
n o n 

..... 
n=l 

2 '}. 2 
Recall that a = m /L T and that P is given bY the 

n 

eiqencondition 

P tanCP ) = k*L*g : H 
n n 

for a cochlear inner dendrite r=0.5 micron, L=30 ffiicron, 
4 

AR=bO*lO ohm*micron, H=0.229. The simple dendrite of 

diameter 1 micron and length 500 microns has H=J.a. These 

are medium range values tor the Blot number CMYers, 1971, ----
sec.7.2). A small value of H is interpreted as a small 

internal thermal resistance in comparison to the external 

resistance. If it is small enough (<.1), the internal 

resistance can be neglected (as in a lumped-system 

analysis). A large value of H (>10) means that the size of 

the external resistance is small in comparison to the 

X/L) 
n 
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internal resistance. In this case, the internal resistance 

cannot be neglected, and the internal temperature 

distribution must be considered. In the dendrite case, both 

tne synapse conduction and internal resistance are important 

whicn necessitates a distributed spatial analysis. It 

mathematically says that synaptic conductance changes and 

spatial response determine the dendrite potential responses. 

further ettort in this direction is useless since synaptic 

conductances change rapidly in time. 
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b.7 NUMERICAL RESUL1S 

b.7.1 COMPAR1MEN1 T~~ES 

A dendrite is specified to the simulation Program by a 

list of compartment types and a list ot compartment numbers 

with connections. lhe types are given in table:6.7.1. It 

could be said that types 2,4,5 are the same, bUt they exist 

to maKe booK keeping easier. 

type number descrir::tion diam 

microns 

----·- ------- -------------------------------··---·-· ------· 
alpha ( 1 ) synapse trom hair cell 0.2 
beta (2) elbow troro 1St vertical 0.2 

epsilon (5) 2 ended comp on vertical (V) 0.2 

delta (4) 2 ended comp on horizontal 00 0.5 
garrma (3) j ended comp at juncture ot H and V o.s 
zeta (b) long horizontal dendrite 1.0 
eta (7) APGS constricture unmyelinated 0.5 

theta un APGS constricture myelinated o.s 
iota (9) axon myelinated 2.0 

lable b.7.1: Corrpartment types. 

length 

microns 

--·---· 
2.5 

2.5 
2.5 

5.0 

5.0 

so.o 
2.0 

2.0 

50.0 
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0 6.7.2 SIMPLE DE~DR11E 

The simple dendrite used tor comparison of the 

numerical method with the partial analytical result is 

chosen as a straight dendrite ot length L=50 microns which 

is snorter than the space constant (TJ ~hen usinQ the 

membrane resistivity range. The dendrite is diVided into 

twenty compartments, each naving length 5 microns and 

diameter 1 micron. lhe input specification file is shown in 

tigure:b.7.2.1. The numerical result is shown in 

tigure:6.7.2.2. The synaptic conductance maximum was taken 

-6 
as 10 mho. 

0 6.7.3 lNNER DENCHlTE 

The mammalian cochlear inner dendrite is 30 microns 

long, with diameter 1 micron. lhe dendrite is simulated 

using 10 compartments each naving a length ot 3 microns. 

1ne input specification tile is shown .in tigure:6.7.3.1. 

1he result over dendrite length tor a synaptic input "window 

function" is shown in figure:6.7.3.2. 

The target of interest is now voltage V(L,t) at the 

action potential generating site (APGS) is influenced by the 

synaptic conductance g(t). 

when the voltage, ~e, of the fluid surroundinQ a 

0 dendrite is increased it attects the synapses in the form 
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0 I 
D v 1 = •k*g(t)*l V(a,t) + vr • we • E J 

x I Na 
lx=a 

tor a synapse at location x=a. thus, when We is increased, 

the synaptic input current is larger and thus increases the 

response. when we is increased bY 20 millivolt, the 

response is shown in tigure:6.7.l.3. 1his corresponds to an 

increase in the potential of the tluid surrounding the 

dendrite in the synaptic region. tin the cochlea, this 

tluid is sometiwes called Cortilymph.) As can be seen from 

the simulations, there is little change due to this increase 

ot extracellular potential. 

0 
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SlMPLt:.DEN 

1'1 GDI": CM DlA~ 

01 0,.2E•10 1.3E•14 1.0 
02 0.21:;•10 1,.3E•14 1.0 
03 0.2E•10 l.JI::-14 1.0 
04 0,.2E•10 1,.3E•14 1.0 
05 0 .. 2E•10 1.3E•14 1.0 
Ob o.2E•lO 1.3E•l4 1.0 
07 0.2E-10 1.3E•l4 0.5 
06 o.2E•l3 1J.e•14 o.s 
09 0.2E•13 13.E•14 2 .. 0 
10 0,.2E•13 t3.e•14 2.0 
000 o.o 0,.0 o.o 
re I 'I lC 1 1C2 
1 1 2 0 
2 4 3 1 
3 4 4 2 
4 4 5 3 
5 4 b 4 
b 4 7 5 
7 4 8 6 
8 4 9 7 
9 4 10 8 
10 4 11 9 
11 7 12 10 
12 8 13 11 
13 9 14 12 
14 9 15 13 
15 9 lb 14 
16 9 17 15 
17 9 18 16 
18 9 19 17 
19 10 18 0 

Lt:N 

10.0 
10.0 
1000 
5. 
5,.0 
50 0 2.0 
2 0 so.o 
50 0 o.o 
IC3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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SYNAPSE COMPMNT, 1 ENDED 
DUMMY TYPE 
DUMMY TYPE 
HOPZ COMPMN1, 2 ENDED 
DUMMY TYPE 
DUMMY TYPE 
AP GEN SITE, 2 ENDED 
AP GEN SlTE 2 ENDED 
AXON, 2 ENDED 
~~8N6r2c~=g~~t ¥~~~~x,t>=o 
I.S 
1 SYNAPSE 1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 AP GENERATING SitE 
0 AP GENERATING SITE 
0 
0 
0 
0 
0 
0 
0 LASt COMPMNT 

figure:6.7.2.1 Input specification tile tor a simple 

dendrite. The compartment types are specified first. Type 
is lT, GDM is conductance (mho per square micron), CM is 
capac1tance <Farads per square micron), DIAM iS compartment 

diameter (microns), and LEN is compartment length (microns). 
The second section is a table specitying connections and 
type. Compartment number is lC, type is IT, the 

compartments connecting to the IC•compartment are !Cl, 1C2, 
lCJ where a "O" entry denotes not connected. lhe column 

under IS is the identitication number ot the synapse on the 
lC•th compartment. 
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Flgure:b.7.2.2 ~umerical result tor a simple dendrite with 
the synapse activated using a smooth window function with 
rise time 0.5 ~sec., duration o.s msec., and tall time 0.5 
msec. the onset time is 0.2 msec. The svnaptic conductance 

wB 
maximum is 10 mno. the vertical axis is voltage, the 
horizontal axis is position on the dendrite with the synapse 
at tne origin and axon at the right hand end. Ihe action 

potential generating site is marked by an "S". The diagonal 

axis is time ranging from o.o to 0.6 msec. Tne dendrite 

compartments are s.o ~icro meters long and the axon 

compartments are so.o micrometers long, thus the sharp 

potential decay on the proximal part ot the tiber. 
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lNNt:R.DEN 

11 GOM crv DlMI: LfN 

01 o.:tE·lO 1.3E•14 1.0 3.0 SYNAPSE COMPMN'f, 1 ENDED 
02 0.2t:•10 1.3E•14 1.0 3.0 DUMMY TYPE 
03 0.2E•10 1.3E•14 1.0 3.0 DUMMY TYPE 
04 0.2E•10 1.3E•14 1.0 3.0 HOFIZ COMPMN'I, 2 ENDED 
05 0.2E•10 1.3E•14 1.0 3.0 DUMMY TYPE 
oo 0.2E•l0 1.3E•14 1.0 50.0 DUMMY TYPE 
0'1 0.2E•10 1.3&:-14 0.5 2.0 AP GEN SITE, 2 ENDED 
06 0.2E•13 13.1!.•14 0.5 2 0 AP GEN SITE 2 ENDED 
09 0.2E•13 13.E•l4 2.0 50.0 AXON, 2 ENDED 
10 o.2E·t3 13 0E•14 2.0 so.o AXON 2 ENDED oxxv(x,t)=O 
000 o.o o. o.o o.o END 6f' COMPMNi TYPES 

IC l'I lCl IC2 IC3 lS 
1 1 2 0 0 1 SYNAPSE 1 
2 4 3 1 0 0 
3 4 4 2 0 0 
4 4 5 3 0 0 
5 4 6 4 0 0 
0 4 7 5 0 0 
7 4 6 6 0 0 
8 4 9 7 0 0 
9 4 10 8 0 0 
10 4 11 9 0 0 
1 1 1 12 10 0 0 AP GEN SITE 
12 a 13 11 0 0 AP GEN SITE 
13 9 14 12 0 0 
14 9 15 13 0 0 
15 9 lb 14 0 0 
16 9 17 15 0 0 
17 9 18 to 0 0 
18 9 19 17 0 0 
19 10 18 0 0 0 LAS1 COMPMNT 

Figure:b.7.3.1 Input specification tor an inner dendrite. 

0 
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~1gure:6.7.3.2 Numerical result tor an inner dendrite tor 
the synapse activated using a smooth window tunction with 
rise time o.s rosec., duration o.s msec., and tall time 0.5 

rosec., with duration 0.5 ocsec. Onset tlroe is at 0.2 msec. 
Length ot the dendrite is 30 micrometers. Postsynaptic 

•8 
conductance maximum •as taken as 2*10 mno. 
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Figure:6.7.l.3 Numerical response of an inner dendrite 

identical to conditions in tigure:b.7.3.2 excePt external 

voltage, we, is increased by 20 mv. 



• CGCHLEA~ DENCR11ES FAGE 6•100 

6.7.4 UU1ER CENCNITE 

BECAP11ULA11UN OF lHE PROBLEM 

An outer dendrite is arranged such that it receives 

input trom ten outer hair cells over 200 microns in the 

apical direction along the basilar membrane. Then it 

continues tor 650 microns in the apical direction without 

synapses, crosses the tunnel ot Corti tor so microns, then 

enters the habenula pertorata with the local neighboring ·----
inner dendrites. Spoendlin (1979) found that an outer 

dendrite atter entering the habenula pertorata, joins its 

soma, then continues as an unmyelinated fiber that tapers 

ott witnout continuing as an atterent tiber in the cochlear 

nerve. ~hat is the functional response of these tibers from 

outer hair cells? 

lhe basilar membrane nas a trequency response with the 

ntghest frequency at the basilar end and the lowest 

trequency at the apical end (Bekesy,1947). schuknecht & 

Nett (1952), Schuknecht (1953), and Schuknecnt & sutton 

ll953), in cat, using restricted surgical lesions with 

conditioned response measurements of audioqrams, followed by 

histological localization ot the lesions, produced a 

functional relationship between frequency and position on 

the basilar ffiembrane. lhe functional relationship used 

nenceforth tor rraximal response trequency, MRF, is 
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3 (X/L) 
f: MRF(X): l52.0*10 l*l0.00357) 

where x ts tne aistance from tne basal end ot the cochlea in 

millimeters and L=23.o is basllar membrane len9th in mm and 

is snown in t1gure:6.7.4.1.1. lhe function is trom Kiang, 

Moxon & Levine l1970, p245) and is based on Schuknecnt•s 

curve B lSchuKnecnt, 1953a). to now much of a trequency 

change along the basilar membrane does 200 microns in the 

apical direction correspond? Using the MFF function, the 

delta frequency, dt(x) at location x is qiven by 

dt(X) : MBF(X) • MRf(X~0.2) 

A plot at dt(x) versus x is given in tigure:6.7.4.1.2. It 

is referenced to the end ot the section ot dendrite 

0 innervated by hair cells ~hich is nearest to the action 

potential generating site, to have a basis for comparison 

with tne inner dendrite with only one hair cell svnapse. As 

a matter ot interest, tor the dorsal cochlear nucleus which 

the cochlear nerve atterent neurons innervate, consider the 

arrangement ot inner and outer dendrites. lt the tibers at 

the inner and outer dendrites, which enter the same habenula 

pertorata hole, were to innervate the same region ot the 

cochlear nucleus, then there would be a response frequency 

difference for these two tibers. This ditference 

corresponds to a o50 micron shift along the cochlear 

0 partition tor the non-innervated section of outer dendrite. 
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lhis oitterence is tnus 

df(X) : ~RY(X) • MRf(X • O.b50) 

and is plotted in figure:6.7.4.1.J. 

To analyze the outer dendrite, consider the signal 

processing diagram ot tigure:b.7.4.1.4. 1he bastlar 

membrane transmits the displacement signal to ten hair cells 

in parallel which innervate the outer dendrite. Number tne 

hair cells and the synapses trom the high frequency end to 

low trequency end of the basilar membrane. consider an 

input sound signal swept in frequency tro~ MRF(X l to 
H 

MRflX J ~nere x is the coordinate of the high frequency end 
L h 

and X is the coordinate of the low trequency end. When a 
L 

tone sweep trorr f = MRflX ) to F = MRf(X ) iS presented to 
H H L L 

the tympanum, what happens at the synapses on the dendrite? 

At a given location x on the cochlear partition, the basilar 

membrane is oscillating ~ith magnitude 

DBM(x,t) 

where t is the input frequency and H is the transfer 

function tor BM displacement with respect to stapes, M is 

the middle ear transter function ot stapes with respect to 

sound pressure level at the ear drum and F is sound pressure 

level at the ear drum. The receptor potential Of an outer 

hair cell G Cx,tl is proportional to displacement of basilar 
0 
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membrane at location x with sine ~ave input frequency t, 

CHM(x,t) (Dallos,1972). lhe transmitter release is a 

saturating Hill function or sigmoid curve per tne discussion 

on synapses, hence it obeys a sigmoid response tunction. 

Thus synaptic conductance for an outer dendrite obeys 

approximately a tunction ot the torm 

GS(tl = G *0.~*(1 • cos(2*Pi*t*(t•t )) 
w d 

where G is rraximum synaptic conductance tor the maximum of 
rr-

DEM(x,t). G <G and t is tne time delay between the 
o sm d 

tone signal at the ear drum and the signal at the synapse. 

Now tor a time sweep trom f to F the signal at the i•th 
H L1 

synapse is 

GS = GS(t • lD ) 
i i 

where the time delay 10 is the solution to the equation 
1 

MRF(X ) = f + ((f •f l/T l*TD , 
I L H L s i 

X ~ X ~ X 
L i H 

where X is the location of the i•th hair cell tor an outer 
1 

dendrite. lhe solution to this equation gives the time that 

the trequency ~BflX l causes input to synapse at location 
1 

X • tne solution can be approximated by 
i 

lD = (1 /lO)*i; 
i s 

1=1,2, ••• ,10 

as tne tunction MRF(x) is close to linear on the .interval 

alonq the cochlear partition corresponding to tne interval 

transversed by an outer dendrite. 
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MRFCX> VERSUS X HRf'( 8.)•52888.8 HRFC23.)• 185.8 

H 
R 
F 

I 18088 
N 

H 
E 
R 
T 

0,, z 
teea 

I 

DISTANCE FROM OVAL WINDOW IN MM 

Figure:6.7.4.1.1 Max1rrum response trequencv versus distance 

along the cochlear partition tram the .oval window. 

0 
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ore e.~.2ee>•2488.7 DFC23.,.288)• 8.9 

1+-~-+~~.-~~--r-~-r~--r-~~~~+-~-+~~+-~~--~ 
a. s. 18. IS. 29. 

DISTANCE FROM OVAL WINDOW IN MM 

Figure:6.7.4.1.2 Change of rrdxirouro response frequency ln an 

interval o£·200 micrometers versus distance along the 

cochlear partition troro base. 
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DrSCX,DX> VERSUS X 
DFSCX,DX> • ABSC HRFCX+DX> - HRFCX> > 
DFS( 8.,.659)• 76SS.S DFSC23.,.6S8)• 27.3 

teaser-------------------------------------------------~ 

D 
F 
s taa 
I 

c N 

H 
E 

18 R 
T 
z 

DISTANCE PROM OVAL WINDOW IN HH 

F1gure:6.7.4.1.3 Response frequency ditterence tor an inner 

dend(ite and an outer dendrite ~hiCh enter the sawe hole ot 

the habenula pretorata. 
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BM higher frequency end -·---... 
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:I j i • • 1• 
-··\ 1200mu I 1 

P(X,t)\1 V IDBM{X10,t) ••••• ••••• I 
/1 I•••••••••>IGHC101••>1S:tN101•••>1 ---1 I A I ----- ·----- I 

• 
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• 

I I l 
I I 
I I I 
I I I 
I I I 
I I I 
I I I I 
1650mul I 
I I I I 
I I I I I : 
I V I •••••••••••>VSGO(t) 
t • t ----- -···· ···-·-·· I I•••••••••>IJHC I·•>ISYN l•••>tinner ~-·>VSGl(t) 
1 1 ···-· ...... 1 dendr.i te : 
I I •••••••• : ·----BM lower frequency end habenula 

pertorata 
hole 

figure:6.7.4.1.4 Signal processing blocks leading to tne 

dendrites. The basilar membrane, BM, .presents the signal to 
the outer haircells, OHC, and inner hair cells, IHC, which 
transmit via synapses, SXN, to the inner and outer dendrites 

which drive the voltage at the spike generating sites, VSG. 
see text tor turther discussion. 
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SfECIFlCA'IlGN 

A general outer dendrite is used in the simulation 

experiments. It has the dimensions previously stated. The 

specitication of the dendrite is given in table:o.7.4.2.1 

which is the file read in by the ARKDEN program. Each 

branch trom hair cell synapse to main branch has tour 

compartments of length 2.5 microns and diameter 0.2 microns. 

1he segments between each hair cell branch have tour 

compartments ot length 5 microns and diameter o.s microns. 

1he long apicallY going segment is divided into 16 

compartments of length 50 microns and diameter 1 micron. 

The AP generating site is taken as two comPartments, 

0 based on the discussion in section 2.3 of this Chapter. The 

first compartment is of length 10 microns, diameter 0.3 

~ 2 •9 2 
microns, Rm=1.6*10 cm and Cm=2.5*10 ~/cm • The second 

compartment is of length 0.7 microns and diameter o.l 
•6 2 

microns ~ith Rm=4000 ohm*cm and Cm=l.O*lO rtcm • The axon 

then cegins with 10 compartments eacn ot length 10 microns 

2 2 
and diameter 2 ~icrons, with Rm=l.b*lO ohm*cm and 

•9 '}. 
Cm=2.5*lO F/crr • 1he action potentials per second that 

would be recorded tram turther along the axon as generated 

by tne AP generating site are directly aftected by the 

events at the site. Also, it is assumed that a good 

0 approxirration of AP generating site voltage is given by the 
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post-stirrulus time histogram of action potentials. Tnus, to 

avoid complications, the output ot the dendrite is taken to 

be the response voltage at the AP generating site. It 

corresponas to a narcotized neuron which responds passively 

to inputs, but elicits no APs. 
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0 
OU'lEf<.DE.t-1 

11 GDfVi Cl'i DIAM Lt::N 

01 0.2E•l0 1.3t.-14 0.2 2.5 .SYNAPSE COMPMNT, 1 ENDED 
02 0.2£•10 1.3E•14 0.2 2.5 ELBDW, 2 ENDED 
03 0.2£-10 1.3E•14 0.2 2.5 1 JUNCTION, 3 ENDED 
04 0.21:.•10 l •. H:•14 o.s s.o HO~Z COMPMN1, 2 ENDED 
0!:1 0.2E•l0 1.3E•l4 o.s s.o VE~l COMPMNT, 2 ENDED 
Ob o.2E•10 1.3E•14 1.0 5000 LONG COMPMNT, 2 ENDED 
07 0.2E•10 1~3E•14 0.5 2. AP GEN SllE, 2 ENDED 
us 0.2E•13 1 .E-14 o.s 2.0 AP GEN SITE, 2 ENDED 
09 0.2E•13 13.E•14 2.0 so.o AXON, 2 ENDED 
10 0.2E•13 13.E•l4 2.0 50 0 AXON6 2 ENDEDf DxXV(X,t):O 
000 o.o o.o o.o o.o END F COMPMN . TYPES 

lC 11 lC 1 1C2 lCJ IS 
1 1 2 0 0 1 SYNAPSE 1 
2 5 3 1 0 0 
3 5 4 2 0 0 
4 5 5 3 0 0 
5 2 6 4 0 0 t::LBCw 
6 4 7 5 0 0 
7 4 8 6 0 0 
Cl 4 13 7 0 0 COMP BEr~ORE ·r 
9 1 10 0 0 2 SYNAP.SE 2 
10 5 11 9 0 0 
11 5 12 10 0 0 
12 5 13 11 0 0 
13 3 14 12 08 0 T JUNCTION 
14 4 15 13 0 0 
15 4 16 14 0 0 
16 4 21 15 0 0 COMP BEFORE 'I 
n 1 18 0 0 3 S'XNAPSE 3 

0 
1B 5 19 17 0 0 
19 5 20 18 0 0 
20 5 21 19 0 0 
21 3 22 20 16 0 'I JUNCTION 
22 4 23 21 0 0 
23 4 24 22 0 0 
24 4 29 23 0 0 COMP Bt:F'ORE T 
2::> 1 26 0 0 4 SYNAPSE 4 
26 5 27 25 0 0 
27 5 28 24 0 0 
:t8 5 29 2.3 0 0 
29 3 30 28 24 0 'I JUNCTlON 
30 4 31 29 0 0 
31 4 32 30 0 0 
32 4 37 .:31 0 0 COMP BEFORE.; 'l 
.H 1 34 0 0 5 S'XNAPSE 5 
34 5 35 33 0 0 
35 5 36 34 0 0 
3b 5 37 35 0 0 
37 3 38 36 32 0 1 JUNCTION 
3b 4 39 37 0 0 
39 4 40 38 0 0 
40 4 45 39 0 0 COMP BEFORE T 
41 1 42 0 0 6 SYNAPSE 6 
42 5 43 41 0 0 
43 5 43 42 0 0 
44 5 45 43 0 0 
45 3 46 44 40 0 T JUNCTION 
46 4 4 "1 45 0 0 
47 4 48 46 0 0 
4B 4 53 47 0 0 COMP BEFORE 'I 
49 1 50 0 0 7 SYNAPSE 7 
50 5 51 49 0 0 
51 5 52 50 0 0 

0 
52 5 53 51 0 0 
53 3 54 52 48 0 'I JUNCTION 
54 4 55 53 0 0 
55 4 !:16 54 0 0 
56 4 61 55 0 0 COMP BEJt-ORE 'I 
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'::J7 1 58 0 0 8 S:tNAPSE 8 
'::J8 5 59 57 0 0 
!:>9 5 60 58 0 0 
bO s 61 59 0 0 
61 3 62 60 56 0 'l JUNCTION 
64! 4 63 61 0 0 
63 4 b4 62 0 0 
64 4 69 63 0 0 COMP Bt:~'OF<E T 
65 1 66 0 0 9 SH4APSE 9 
66 5 67 65 0 0 
b'l 5 68 66 0 0 
68 5 o9 67 0 0 
69 3 70 68 64 0 T JUNCTION 
70 4 71 69 0 0 
71 4 72 10 0 0 
72 4 77 71 0 0 COMP BEt' ORE '1' 
73 1 74 0 0 10 SYNAPSE 10 
'14 5 75 73 0 0 
'15 5 76 74 0 0 
'/b 5 77 75 0 0 
'17 3 78 76 72 0 'I JUNCTION 
78 4 79 77 0 0 
79 tj 80 78 0 0 
80 4 81 79 0 0 LAST Of BRANCHt.:S 
81 0 82 80 0 0 S'IART Of' LONG DENllRlTE 
82 6 83 81 0 0 
83 b 84 82 0 0 
84 6 85 83 0 0 
85 0 8b 84 0 0 
86 6 87 85 0 0 
rn 6 88 86 0 0 
88 b 89 87 0 0 
89 6 90 88 0 0 CON''l LONG DENDRITE 
90 6 91 89 0 0 
91 6 92 90 0 0 
9:t 6 93 91 0 0 
93 b 94 92 0 0 
94 6 95 93 0 0 
9'::J 6 9b 94 0 0 
96 6 97 95 0 0 
9'1 7 98 96 0 0 AP GEN SITE 
98 8 99 97 0 0 AP GEN SITE 
99 9 lOO 98 0 0 
100 9 101 99 0 0 
101 9 102 100 0 0 
102 9 103 101 0 0 
103 9 104 102 0 0 
104 9 105 103 0 0 
105 10 104 0 0 0 LAS'l CUMPMNT 
~1gure;6.7.4.2.1 Specitlcatlon tile tor a qeneral outer 
dendrite. 

0 
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6.7.4.3 FPEQUENCY BAND lNPUl 

A tirst test ot the outer dendrite is provided by 

uniformly exciting all .of the ten synapses. This 

corresponds to a band of frequencies presented to the ear; 

each ot the frequencies has the same amplitude. Thus each 

synapse receives the input 

GS(t) = G *CS(t) 
sm 

·8 
where G = 2.0*10 mho and CS(t) is the continuous window 

SIT, 

and in the simulation program has the tollow1n9 torm, with 

G =S):NSC.L, 
sm 

GS(t) : SYNSCL*WlNDCW(T,TON,TOF,TRlSE) 

as discussed in section 6.5.2.2.4. The response .is shown in 

f1gures:&.7.4.3•1,2,3,4. The value ot synaptic conductance 

is plotted in the upper right hand corner tor synapses 1 to 

10, with the maximum value Deing G • the plot at the 
sm 

bottom is the long branch with response voltage versus 

distance tram tne first branch tram the first hair cell (low 

frequency side et dendrite). lhe response of the branches 

from the hair cells are shown as verticals. It is response 

voltage V(x,t) versus distance tram synapse and the plot is 

rotated counter clock~ise 90 degrees. lhis arrangement with 

the vertical plot ot the branches and horizontal plot ot the 

long segment de~icts the layout. The graph was made as 
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tollows. A concuctance plot GS (t) is shown tor each point 
i 

in time as a sequence of dots. Each dot represents a point 

1n time. for each point in time, the distribution .of 

voltage versus location is shown as one curve in the graph 

of that dendrite segment. Thus, the set ot synaptic 

conductance values in time produces a familY of ~oltage 

versus location curves. 1he layout of the plot is 

summarized in f1gure:6.7.4.l.O. 

The response of the dendrite can be understood by first 

considering the response on the long segment receiving input 

from the hair cell branches. Note how the left end, with no 

runoff pathway tor current, builds up in voltage compared to 

the right end with the runoff pathway into the long segment 

to the habenula pertorata. Note the peaking in the center 

ot the region receiving inputs trom the hair cell branches 

with ripples due to the discrete spatial input ot the 

oranches. the branches tram the hair cells respond to two 

influences: (llthat trom tne synaptlc input current due to 

the increased conductance GS (t) and (2) the voltage 
i 

gradient between tne horizontal segment and the hair cell 

branch. Thus magnitude ot tne hair ce11 branch response 

increases just before the horizontal segment response does. 

!he voltage in the 200 micron segment builds up because the 

only runoff pathway is the long segment. Nottce that tor 
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the tirst increase o! synaptic conductances above zero, the 

200 micron segment responds to the inputs in a uniform way 

(rrarked with a *>• Atter the synaptic conductances are on 

longer, the center portion ot the 200 micron segment 

increases at a taster rate than the surrounding portions. 

lhis could be called a lateral inhibition eftect; but it is 

due to the geometry ot the dendrite, Which is not an active ··-
inhibitory process. As time progresses, the response ot the 

center portion becomes greater and the peak falls ott to 

each side with greater tall ott on the side connected to the 

long dendrite segment. 

when the conductance shuts off, the response voltage in 

0 the dendrite talls ott more uniformly than it increased. 

Figure:b.7.4.3.2 shows the complete response ot the dendrite 

in time tor a continuous ~indow input. The spatial response 

to the dlstal synapses excited betore the proximal synapses 

is shown in tigure:b.7.4.3.1 (•a is early, •b is late 

response). figure:o.7.4.3.1•c shows the ensemble of 

synaptic conductance changes for an "auditory frequency 

downsweep". Figure:b.7.4.J.2 shows the response to all ten 

synapses activated at the same time. lhis corresponds to an 

"auditory frequency band" input. 

A projected three dimensional plot is used in 

0 tigure:6.7.4.3.3 to depict the reponse to all ten synapses 
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activateo in synchrony. 10 tacilitate the interpretation at 

this plot, a gray level plot is shown tor thiS same response 

in tigure:&.7.4.3.4. Response potential is snown as gray 

level versus spatial postion and time. the imPortant 

teature of the response to the changing conductance is the 

evenness in tne spatial coordinate. This is due to the 

longitudinal conductance in the dendrite core, or 

equivalently in the partial difterential equation, due to 

tne second derivative at response voltage with respect to 

distance. 1ne decay nas the time constant of the partial 

differential equation. 
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SOmV V(x ,t) vs i for different t i . 

50 mv. 

V(xi't) VS i 

for different t 

Compartments under hair cells 

PAGE 6•116 

synapse conductances 

• 

• 

• 

• 

long portion (not to sca!5~artmentd · 

Figure:&.7.4.J.O sum•ary of outer dendrite response plots. 
The upper left graphs are voltage versus distance on each branch for 
successive time steps. The rightmost graphs are synaptic conductance 
versus time (one dot per time step) for the 10 synapses. The bottom 
graph is voltage versus position on the long portion of the denrite, 
for successive time steps. 
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figure:6.7.4.3.1-a the response ot an outer dendrite to 

exc!tdtion ot the distal synapses first, tollo~ed by 

excitation ot the more proximal synapses. 
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Figure:&.7.4 .. l.l•c 1his is the type of synaptic conduction 

signa!s useo as excitation. Each synaptic conductance g (t) 
1 

is a smooth ~ulse. The signal g (t) is the conductance at 
1 

the most distal synapse and g (t) is conductance at the 
10 

most proximal synapse. Depicted is a down sweep .et 

"auditory 1nput trequency". 
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figure:6.7.4.3.2 The response to all synapses active at the 

same time (frequency band input). The responses to the 

increasing synaptic conductances are numbered by 4,5,6. The 

responses to the decreasing part are indicated by 10,11,12. 
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Voltage 
70 millivolts 

.fos:ltion V 

6 millisec. 

Flyure:6.7.4.3.3 Tne res~onse to all te~ svnapses activated 

a t t ne s ""11 t t 111 e , ::; tl c ... n a s a t r. re e a ur. en s 1 on a 1 p 1 c t • 1 ne 

hcr1zonttil ax1s l"V" cecctes tr.e AI:- generating Site), and 

t1me 1s o!OO<J tt:e t~id,;.;onal ax1s lincreasing time is dov.n~ard 
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F'lqure:6 .. 1 .. 4.3.4 Tt1c resFGn.:;;e to all ten synapses activated 

at the same t1ne, &hcNn dS d ~rdy Vdlue plot. the response 

volL99e is ~icttec d~ a gray Vdlue. A voltage Value ot o.o 

rr1111vult~ 1~ grai Vdlu~ 0 lWhlteJ, dno 63.0 millivolts is 

gtay value 63 lbtdC~J. The black rey1cn ina1cates an 

1 t 1 c I c :J :;; l' H, r un u '' s t i- c l e r: t 1 d 1 • 1 ne 'Hll t e r e q 1 on in the 
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to 45 roillivolts. 1ne A~ yenerdtlng site is 1ndicated by 
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F~EQUENC~ S~EEPS 

wnat happens when the synapses on .one end ot the 

dendrite are activated betore the synapses on the other end? 

this corresponds to a tone sweep delivered to the ear drum. 

UP SWEEPS 

f1gures:6.7.4.4.1•a,t,c snow the response for synaptic 

excitation arriving tirst at the low frequency end (right 

hand end -- apical end), then progressing along to the high 

frequency end (basal). There is an increase 1n response 

voltage at the low trequency end ot the 200 micron segment 

whicn is .earlier and larger than the response at the other 

end. Also note that the long segment follows more closely 

than tne high trequency end. This is due to more drain off 

pathways to the high frequency side and a larger space 

constant of the long segment. the space constant is 

proportional to the square root of the fiber radius and the 

long segment has dia~eter 2.5 times larger that the 200 

micron segment. These plots were done tor R =1000 ohm*cm. 
m 
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Yigure:6.7.4.4.1•a Dendrite response tor synaptic excitation 
arriving first at the low frequency end (left hand end). 
This is an upsweep of frequency. see text. same scale as 

tor band input. 
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figure:&.7.4.4.l•b The response to ten synapses activated in 
the sequence as would be caused by upsweep in frequency of 
an auditory signal •. It is shown as a three dimensional 
plot. The response voltage is the vertical axis, position 

is the norizontal axis <"V" denotes the AP generating site), 

and time is along the diagonal axis (increasing time is 

downward to the left). Same scale as tor band input. 
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Ftqure:6. 7.4.4. 1-c Thre respottse to cill ten syna~:-ses 

act~vated in the se~uence as would be caused t~ an ups~eep 

in audJtory 1nput fre,uency. The res~onse potential is 

plotted as a gray value. A vo1ta9e value o1 o.u rrill~volts 
1S 9ray Vol~e 0 lWhite), and ,3.0 mllllvalls iS gray value 

'3 tbfack). The black regjo~ l~dicdtes an 1ncrease in 
response pote.nt ia.l. The ~.rute reg1on .Ln the blacK reyion 

1nd1cates th~ response voltag,e_' Lnterval of 4-0 to 45 

tiYllllno!ts. Th£ AP jEOeratin~ site 1s uzdicatea by "V''• 
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figure:6.7.4.4.2•a Dendrite response tor synaptic excitation 
arr1ving first at tne low trequency end (right hand end). 
This 1s a downs~eep ot frequency. see text. 
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Position V 

Flg~re:6.7.4.4.2-b The res~o~se to ten synapses activated in 

tne ::;c:q.ut:nct.' a:, would oe Cau!)ea t>x a do~nsweep in trequency 

oi eH. ,h;ci tory sJgr:d1. J t 1s StiO~o as a three oirrensional 

~tor. 1~t rcs~c~s~ vcltaye 15 tne vertical axis, position 

1s t111= hcr1:.1.cnla1 a:q:;, L''V" oenctes tne AP generating site), 

c~r.d tuoe: 15 c.dt.l:y Lilt:: dJt:tyOrlal dlCLS lincreasing tiroe is 

dcwnWdlC to t~e leftJ. 
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Flgure:o.7.4.4.Z-c Tre response to all ten synapses 

acttvatcd 1n tne sequence dS ~culd ce caused o~ a downsweep 

1n audttO£Y tnp~t frequency. 1ne response potential is 

plotted as a gray value. A voltage value ot o~o aillivolts 

1s qray va1ue o twhiteJ, and 63.0 millivolts iS gray value 

63 lbldC~J. The blacK regtun 1na1cates an increase in 

1 e s t:- o o :j -e p o u; n t l o J • The w h H e r e g l. u n 1 r t t'l e b J. a c 1< re g ion 

H:d1cate!> the re~pun5e vel tage 1ntt:rva1 ot 40 to 45 

mllllvult~. lhe AP generating site is indicateo ty "V". 
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c DCwNSwEEPS 

figures:6.7.4.4.2•a,b,c show the .response ot the outer 

dendrite tor synaptic excitation arriving first at the high 

frequency end (lett hand••basal end), then progressing to 

the otner end (low treQuency end). 

6.7.4.o UUTER DENDRITE CONCLUSIONS 

For an outer dendrite it was seen that the type ot 

inputs that attect tne largest response at the AP generating 

site, in oecreasing order at attectiveness are: l)a 

frequency band (all synapses active), 2)trequency downsweep 

{oase to apex synapses sequentially activated) and 

0 3)trequency upsweep (apex to base synapses sequentallY 

activdted). A trequency band is not as common as frequency 

sweeps. 1hus the outer dendrites are predicted to be 

frequency downsweep teature detectors. 

Having noted that the optimal stimulus is a down sweep 

in auditory frequency, one may ask what happens at the 

action potential generating site. Reconsider the tigures 

snowing tne response tor the outer dendrites. The voltage 

at tne spike generating site is in tact too low to generate --- ··-
an action potential, tor any AP threshold in the literature. 

1he reason for its sroall amplitude is that the dendrite 

0 fibers are swall (diameter 1 micron) and long {650 microns) 
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in tne region trom outer hair cells to the habenula. This 

agrees with the space constant (section 6.3.7) of 408 

microns. 

Thus it is predicted by these simulations that afferent 

tibers tram outer hair cells do not generate action -·-
potentials. It is suggested that the absence of AP.'s 

results in a lack at trophic influence necessary tor the 

axons to grow up tne cochlear nerve. 

6.8 DENDR11E CONCLUSION 

It ~as found that it is possible to simulate dendrites 

which nave irregular unsymmetric geometries. The synapses 

0 need not nave a prescribed timing pattern of excitation 

dependent on the geometry ot the dendrite tree tor 

simulation. It was seen that the synapses constitute a 

non-linear ooundary condition that makes it impossible tor 

even a siffiple straight unbranched dendrite to yield an 

analytic solution, even in series torm. 

A method of simulating any geometric branching pattern 

was developed which allows dendrite parameters that change 

witn respect to position in the dendrite tree. The 

simulation uses a ne~ direct integration technique, the 

wynn-Lau•Houwen FORlFAN subroutine ARK. 1he technique uses 

an adaptive Runge•Kutta method which is stabilized tor a 
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large number ot equations, as arise in the simulation of 

partial differential equations. The technique also allows 

tor greatly different size compartments and different values 

ot membrane resistivity and capacitance. These differences 

ot parameters are expressed in the system of ditterential 

equations as greatlY ditterent magnitudes ot the .elements in 

the system Jacotian matrix. 

It was found that a dendritic tree has two kinds of 

nonl1nearit1es, the first being the synapse and a second, 

the ettect which the dendrite tree snape has on the action 

potential shape. These nonlinearities are unconditional 

nonl1nearities, in tnat a dendrite is nonlinear even tor 

small time or a particular frequency range. 

It was tound that the inner dendrites retlect what is 

happening in the one innervating hair cell because the space 

constant of an inner dendrite is mucn longer that the length 

ot the dendrite trom synapse to AP generating site and the 

inner dendrite 1s unbrancned. It was tound that an outer 

dendrite responds optimally to synaptic excitation which is 

uniformly presented, compared to a sweep of synaptic 

excitation along the synapse. This uniform excitation ot 

synapses provides tne maximal synaptic input current in 

synchrony, an instance ot both spatial and temporal 

summation. 1ne frequency band input does not occur commonly 
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0 in nature. A more common naturally occuring auditory signal 

is a tone sweep which is very common as a dominant component 

ot animal distress cries and human -hine vocaliZations. It 

was found that downsweeps in trequency causes maximal 

excitation of the outer dendrites as compared to upsweeps. 

The downsweep in frequency causes a sweep ot synaptic 

exc 1 tation t r.orr the dis tal to proximal end ot a cochlear 

outer dendrite. The voltage response to a downsweep is 

larger than an upsweep because the response to the high 

initial frequencies is conducted to the low frequency end 

(proximal end) so that when the response to low frequencies 

arrives, there is temporal summation to produce a larger 

0 result than it the event times ~ere reversed. this result 

agrees with the behavioral and psychophysical eVidence that 

the trequency downsweeps are dominant features of mammalian 

distress vocal1zations (~inter et al, 196&: warden & 

Galarnbos, 1972). 

for the outer dendrite, it was tound that the voltage 

at the AP generating site is too small to generate action ...... 
potentials. lhis is interesting in that the space constant, 

408 microns, is in tne range where it .is hard to say 

unequivocally ttat at a distance b50 microns troro the 

synaptic input, that the response voltage is too small to 

0 trigger action potentials. 
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7.1 INTNODUCIIUN 

CHAf'IEF 1 

CONCLUSION 

The overall aim of the project was to analyze the 

signal processing mechanisms in the cochlea. This is 

important because: (l)lt integrates a large amount ot 

experimental data and verifies that the data fit together. 

(2)Cochlear prosthesis implant technology requires that this 

be achieved tor identification of the proper electrical 

signals to present to the Corti's organ. (J)lt can be used 

to aistinquish the role of the two types of afferent 

dendrites emanating fro~ the organ of Corti. (4)1he source 

of nonlinearities influencing the neural tuning curve 

differences trom the basilar membrane tuni.ng can be 

identitieo bY such a complete ear model. 

To analyze tne mechanisms, it was necessary to evaluate 

existent individual models of the middle ear, bastlar 

membrane, and Corti's organ, It required development ot 

quantitative models tor hair cells, synapses and dendrltes. 

Models tor a nair cell and synapse are non•linear, but are 

relatively straight torwaro. The model for an outer 
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dendrite has a non•linear boundary condition, irregular 

geometry, and parameters which render it unsuitable tor a 

dendrite equivalent cylinder analysis or standard numerical 

simulation methods. 

7.2 MODEL DEVELUP~ME~T 

To make the model testable, it was decided to construct 

tne model tor one mammal, the cat, for whiCh most of the 

experimental and anatomical literature is available. The 

Gu1nan and Peake (1967) model ot their data, was chosen tor 

the middle ear after checking their constants. Kim•s (1972) 

model ~as used tor the basilar membrane tBM), using 

normalized displacement in a system ot nonlinear 

differential equations based on the Mossbauer measurements 

ot Rhode (1971) and Rhode and Fobles (1974), the proper 

displacement was obtained using Wilson's (1974) analysis ot 

displacements tor ditterent species ot mammals, which found 

that the ratio ot BM displacement to stapes displacement 

versus frequency is very close for all mammals measured, 

1he only available analysis of hair cilia response driven by 

B~ aisplacement is that ot Billone (1973) and Billone and 

Raynor (1973l based on an analysis of the m1croanatomy ot 

Corti's organ. 

A hair cell (HC) model was developed based on the 
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geometry ot the hair cell and its electrical environment. 

lt assumed the hair cell membrane to have the properties ot 

passive neural membrane. The resultant equation expressing 

receptor voltage of the hair cell <FVHCl versus conductance 

change (GHCl at the top ot the cell is highly nonlinear. On 

examination ot constant values to determine their operating 

rar1ge, the equation became linear. lhus a system transfer 

function was ottained. lt was touno that the gain ot the 

hair cell is proportional to the voltage across the receptor 

surface. Also, a transfer function and differential 

equation was obtained tor the receptor potential when the 

cell is driven by voltage changes in scala tympani. 

The afferent synapse was found to be nonlinear in each 

suocomponent. Katz (1967) plotted the relation between 

frequency of miniature end plate potentials (mepps) and 

depolarization ot an axon presynaptic terminal tor the rat 

diaphragm neuromuscular junction, based on an experiment in 

which the extracellular concentration ot potassium was 

changed, causing changes in presynaptic transmembrane 

voltage. 1hus, a prediction of transmitter quanta released 

as a function of presynaptic depolarization is available. 

Based on the dimensions ot the atterent synapse 

intercellular space, the concentrations of transmitter were 

used as the input variable tor a Michaleson-Morley binding 
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association of transmitter molecules with receptor site 

molecules on the postsynaptic membrane. 

The aendrites are based on the qeo~etry of the two 

afferent types, per spoendlin (1972,74). type I is a 

straight unbranched tiber from hair cell to axon. Type 11 

aendrites have short branches which receive synaptic input 

trom outer hair cells tor 200 micrometers along the BM, 

proceeding in the apical direction. (lt looks like a lady's 

long handle comb, pointing to the apex et the cochlea.) The 

formulation of the dendrite model determines the 

practicality ot computer simulation. lhere are two types ot 

formulations ot the equations for simulation: (l)a 

compartment formulation which is equivalent to a finite 

difference scheme with unequal mesh intervals and (2) the 

tinite element rrethoa. The finite element tormulation was 

developed to obtain static solutions ot structural problems 

such as bridges and ear drums with irregular geornetries. 

first a compartmental formulation was utilized but found to 

have numerical instabilites. ~ext a tormulation in finite 

element tor m tor a dynamic simulation solution was 

constructed. Although it worked reasonablY ~ell with 

extremely small t1rre steps, it took tar too much storage 

space tor variables and needed to manipulate large matrices 

(lOOXlOO elements), which caused even a simple dendrite to 
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take a long time (over six hours on a quiet POP 11•70 with 

cache memory). Its major advantage is that it allowed 

specification of irregular branching easilY as input to the 

program. Upon analysis ot the compartment formulation, it 

was found that in discretizing the space variable with 

non-uniform intervals, a system ot ordinarY differential 

equations result with time constants differing bY several 

orders ot magnitude. 1his severely limiting computation 

problem ~as solved by a stiff differential equation method 

ot Houwen (197lb) which was written tor large numbers ot 

equations. 

RlSUL1S 

The hair cell gain (NVHC/GHC) was found to be 

proportional to a change ot scalae media voltage. Frequency 

response curves were calculated tor the hair cell. Using 

the model, it was possible to derive an equation relating 

receptor conductance change to whole cell resistance change 

in response to auditory stimuli. lt was found that the hair 

cell operates in a linear range at low sound input 

amplitudes and in a nonlinear range tor larger input 

arrplitudes. It was also found that changing the voltage ot 

the endolymph surrounding the hair cells, as would be 

altered by an implanted array of electrodes .in scala 
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tympani, changes the receptor voltage. 

The synapse was tound to be a saturating non•linearity, 

whicn could be the source of the neural tuning being sharper 

than the basilar membrane tuning curve. 

The simulation results tor the outer dendtites showed 

that the response potential at the AP generating site is tar 

less than the atsolute threshold required to trigger an AP. 

lhe input auditory signal can be ranked as to ettectiveness 

of response in the oendrite. In decreasing response 

eitectiveness: a trequency band in the corresponding 

trequency interval along the BM, down sweeps in brequency in 

the afterent direction of the dendrite, up sweeps in 

frequency, single tones. I his correlates with the 

psychophysical finding that animal distress cries are 

predominantly down sweeps in trequency. It was observed 

that these downsweeps are over a frequency interval 

corresponding to the interval on the BM in the outer 

dendr1tes which receive their synaptic input trom .outer hatr 

cells. 

Thus it ~as shown to be possible to construct a 

computational model tor the peripheral auditory system as an 

input organ to the brain. the only misstng signal 

processing blocK was shown to be that tor nair cell receptor 

conductance as a function of forces on its cilia. Neither 
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tne expe~imental data nor tneory tor conductance change as a 

tunction ot membrane distortion is available. lhe method of 

simulating irregular branching dendrites is a general method 

which can be applied to other systems such as the retina or 

any central nervous syste~ nucleus. 

7.4 fUTURE DlRECTlONS 

After doing a research project, there are always 

directions to be taken in new research. Particularly, in a 

project of this type, a certain perspective is attained. 

Thus 1 .no~ will ~ake some remarks about possinle new 

research in the peripheral auditory systew. 

7.4.1 THEORETICAL WO~K 

More work should be done on dendrites of increasingly 

complex geometries. EspeciallY good candidates are the 

dendrite systeros of the cochlear nucleus. 

Investigate the nature of motion ot the cilia on the 

shape deformation of the cuticular plate ot the hair cells. 

Tne tunctional relationship for ionic conductance as a 

function ot receptor membrane detormation should also be 

investigated. 
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These last two are especially important since the hair 

cell receptor conductance as a function of forces on the 

cilia is the "cochlear missing link". 

It could be possible to calculate the hair cell 

conductance as a function of BM displacement ot cilia forces 

by mathematicallY "driving" an inner dendrite, the synapse, 

and the hair cell bacKwards. the middle ear and BM equation 

would be used in the normal forward direction. Using a 

kno~n experimentally measured rate function ot AP*s per 

second as a function ot input sound amplitude, one would 

proceed to calculate the hair cell conductance and BM 

displacement, thence calculate forces on the Cilia. thus, 

the desired relationship could be obtained. The major 

problems possibly could be solved as tollows: (l)lo go trom 

AP~s per second to AP generating voltage. One could use the 

AF rate value as a reasonable tirst approximation 

<~ultiplied by a constant) to a voltage value. 

l2)~valuation ot the postsynaptic conductance to produce the 

proper AP generating site voltage. This could .be found by 

trial and error or a parameter identification technique. 

(3)Using an average constant removal rate tor transmitter in 

the synaptic cleft rather than a ·rate proportional to 

concentration wnich makes the overall synapse equation an 

invertaDle function. (4)1he hair cell, being a linear 
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system, can of course be directly inverted by using receptor 

voltage as input and conductance as output. The result is 

then directlY obtainable bY examing conductance as a 

tunction of B~ displacment and cilia forces. 

wnen this conductance investigation is acco~plished, 

tnen it could be possible to put all the cochlear blocks 

togetner for an overall input-output simulation. It then 

would be appropriate to calculate a neural tuning curve tor 

comparison with the tasilar membrane tuning curve. 

The methods employed in predicting the response of the 

dendrites are particulary well suited to analyze stretch 

receptors found in muscle spindles. ln tact, 1 teel that 

many of the proble~s encountered are due to the use of 

lumped parameter models tor quantizing a process distributed 

in a branching geometrY such as a stretch receptor. 

A natural extension of tne hair cell, synapse and 

dendrite analysis cum simulation is to include the efferent 

innervation trom tne brain stem. ThiS WOUld be an 

interesting study because it could otter further 

understanding of the role tnat the two types of cochlear 

hair cells and dendrites play. 

Another excellent place to apply the compartment model 

of dendrites with unequally sized branches iS an tne giant 

tioer synapse ot Loligo. 1his large synapse has an 
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irregular dendritic tree receiving synapses from a large 

presynaptic tiber and the dendritic tibers go into anotner 

large tiber (Young, 1973). Even this systetr; _is much more 

complex than the simple cochlear outer dendrites with 181 

collateral dendrite fibers and at least 100 final twigs per 

collateral. Observe that this is in the order of 18,100 

normal synapses acting in parallel. lt would interesting to 

use the roetnod to predict tne experimental results obtained 

from this structure (e.g., Miledi, 19&7). 

I would like to see this kind ot analysis done tor the 

retina. such an analysis is now possible for other 

processing blocks in the brain, now that there are the 

following: (l)A general model tor synapses (requiring only 

the dissociation constant and removal rate tor the 

transmitter, and tne nurober ot receptor sites). (2JA 

general analysis method tor dendrltes requiring only the 

geometry. (3lA stitt differential equation integration 

routine with lirrited storage requirements. 

7.4.2 EXPERlMEN!AL wORK 

The research notebook of scientific investigation is 

totally dominated by experimental results. Without 

experimental results, theoretical work is almost impossible. 
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Theoretical investigations integrate and coditY existant 

experimental results. OptimallY, they make predictions as 

to wnat may be tound in the next steps of experimentation. 

so 1 suggest a list ot ~hat experiments could be done in 

auditory research. 

Measurement ot hair cell gain tor changes in 

extracellular potential. this would verify ~r refute the 

predictions ot tne nair cell analysis of chapter 4. 

Further, the prediction of hair cell receptor potential as a 

function ot voltage in scala tympani needs to be verified. 

further work on identification of the transmitter at 

the afferent synapse ot the hair cells shoud be done. 

Using the dendrite partial differential equation with 

proper synaptic conductances and correct anatomy of cochlear 

outer dendrites, it was predicted that the most response 

attective auditory stimuli in decreasing order of response 

are (l)trequency band, l2ldownsweeps in trequency and 

(J)upsweep in frequency. 1o verity this prediction the 

following experiment could be done. Record trom a cochlear 

spiral ganglion soma. Measure its characteristic frequency 

t • 
CF 

Fro~ the waximurr .resonse frequency curve, compute X , 
CF 

the corresponding position on the basilar membrane tor f • 
CF 

1he length of an outer dendrite segment receiving hair cell 

innervation is 200 microns, DX. Let 
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f = MRf(X - DX) 
1 CF 

r : .MRl'(X ) 
2 Cl' 

Now a trequenc~ sweep trou t to t is a downsweep and t to 
1 2 2 

t is an upsweep. 
1 

{f ;K=O,l,2, ••• ,N} Where 
k 

The ensemble ot frequencies 

f = X • UX t (DX/N)*k 
k CF 

is a frequency band input for the dendrite, it it where an 

outer dendrite. The frequency sweep time interval, Dt, 

should be in the order ot one millisecond to t•o hundred 

milliseconds, based on normal speech frequency downsweeps 

(fletcner,1953). Since 5% ot tne cochlear atferent flbers 

are from .outer hair cells, 1 make the following predictions. 

Of the somas tor which f is measured, responses measured 
CF 

in response to frequency·sweeps trom t tot and t tot , 
1 2 2 1 

and frequency band input, the axons should nave two 

pop u la t i o.n s • Cne population (5% ot total) snould have post 

stimulus responses with largest amplitude tor frequency band 

input, frequency downsweeps, and frequency upsweeps, in 

descending order ot response magnitude. the other 

population (95% of total) should have significantly smaller 
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response differences. 

The tact t~at the outer dendrites do not have response 

potentials that are large enough to trigger action 

potentials, as demonstrated bY the simulations, and 

spoendlin's (1979) finding tnat the outer afferent tibers do 

not continue up the nerve, causes me to speculate that 

action potentials are necessary tor axon growth. It is well 

known that muscles atrophy wnen dennervated. An important 

clinical treatment in the regrowth at sectioned nerve that 

has been surgically rejoined, may be to electricallY 

stimulate the distal portion ot a damaged nerve to promote 

its regrowtn. 

7.5 CUN1RlBU1IONS lU KNOWL~DG~ 

The contributions to knowledge are summarized as 

follows. 

A large a~ount ot existing out unrelated .experimental 

information and analysis was integrated in a coherent theory 

at signal processing reechanisms in the cochlea. 

It was shown that available mechanical experimental 

results and models are sutticient to provide an overall 

dynamic computational model. 

A quantitative model tor a cochlear hair cell was 

developed and used to snow that the hair cell input•output 
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equation is linear tor low amplitue sound input and 

nonlinear tor higher input amplitudes. ln the linear range 

it acts as a lo~ pass tilter with gain proportional to 

voltage across the receptor surtace. When the hair cell is 

driven by extracellular changes as would occur for a scala 

tympani implanted Prosthesis, the system is again line~r. 

The .overall input-output tunctions for a synapse were 

quantified with the input as presynaptic depolariztion and 

output as postsynaptic membrane conductance. It is 

suggested that the synaptic nonlinearitles are a possible 

cause ot the difference between the basllar membrane and 

neural tuning curves. 

A method ot analysis and simulation was developed tor 

dendrites with any geometry and proper synapses. the method 

allows unsymmetric irregular branching and nonunitorm branch 

diameters. 

It ~as observed that using synaptic conductance as 

input causes a time varying nonlinear boundary condition tor 

the dendrite partial differential equation. The solution ot 

SUCh a system is unsolvable oy analytical methods. 

furthermore, when the dendrite equation is discnetized in a 

manner that preserves geometry, the resulting system of 

equations has rate constants that dltter by orders ot 

magnitude. The system was shown to solvable by a stitt 
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ditterential equation method. 

It ~as demonstrated tnat known membrane properties can 

be applied in new geometrical configurations to obtain 

usetul results. 

lt was sho~n that a practical method ot numericallY 

solving a system ot differential equations with time varying 

coefficients as input and nonlinearities is to put the 

equations in state variable form and use a stabilized 

integration subprogram such as ANK. 

tne mathematics cum simulation of the cochlear outer 

dendrites sho•ed tnat those dendrites respond better to 

downsweeps than upsweeps ot sound trequency at the same 

amplitude. 

The simulation work showed that tor normal postsynaptic 

conductance values, which are large enough tor inner 

cochlear atterent tibers to generate action potentials, the 

outer afferent tibers do not generate action potentials. 

1ne outer dendrite response patentials do not become large 

enough to exceed action potential absolute threshold. 
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