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Abstract 

Recent studies emphasize that a better understanding of relations between sediment 

transport, riverine/estuarine flows and macroturbulence will improve predictions of flow 

resistance and sediment transport. Macroturbulent features (e.g. boils) have been related to 

specific bedform or hydraulic conditions which are found in Squamish River estuary. 

Study aims included: 1) establishing predictive models for bedform parameters based on 
hydraulic and tidal variables and 2) relating boil characteristics (e.g. period, sediment 

entrainment) to hydraulic, tidal and bedform conditions. 

Predictive models for mean bedform-height (h) and wavelength (w) explained up to 75% 

of the variance in h and w. Outliers tend to occur on days of tidal-height maximas or 

minimas in the fortnightly tidal cycle. Bedform h is more sensitive to flow variations than 

w, and this sensitivity is inversely related to water depth. 

Observations of boil production, morphology, intensity and duration indicate that there are 

two types of boils in the estuary. Boil-production mechanisms could not be determined, but 

scaling parameters for both types are suggested. As h >0.5-0.6m, the relation with w 

becomes strongly linear, and Type 1 boil intensity and sediment entrainment also increase 

sharply. This may suggest that bedforms become three-dimensional as scour holes form on 

the lee side. Sediment entrainment within Type I boils is also noted to be dependent on 

water depth. Type 1 boil period (t) also decreases rapidly as relative roughness (RR) 
increases, becoming asymptotic at t= 1 - 10s as RR ~0.2 .  

Time series of streamwise current-speed display patterns also noted in simultaneous video 

footage of Type 2 boil eruptions at the water surface. Correlation of the time series 

suggests that boil period is not governed by speed, but there may be a feedback relation 

such that intense boil activity within the water column increases flow resistance, 

diminishing current speed and affecting boil production. 
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CHAPTER 1- INTRODUCTION 

INTRODUCTION 

Rivers and estuaries are characterized by two kinds of unsteadiness: turbulent and 

macroturbulent. Turbulence involves continuous, small-scale random motions throughout 

the flow which are isotropic and well described by normal Gaussian statistics. 

Macroturbulence, however, involves large-scale intermittent and distinctly non-random 

anisotropic perturbations to the flow. Turbulence has been of scientific interest for 

centuries, but macroturbulence has been largely ignored in fluid dynamics. Ironically, 

macroturbulent phenomena may be integral to sediment transport and flow resistance in 

rivers and estuaries, but very little research has been attempted to date, and most of our 

knowledge is based on a limited number of studies. 

Matthes (1947) proposed a classification of macroturbulence which included rhythmic and 

cyclic surges (e.g. velocity pulsations), continuous rotary motions (e.g. eddies) and 

discontinuous/ intermittent vortex action (e-g. boils). He further noted that although all 

forms of macroturbulence represent expenditures of energy in overcoming channel 

roughness, the process creating boils at the surface is the "most powerful form of energy at 

work on stream beds". Macroturbulent phenomena may be interrelated, but boils will be 

the main focus of study in this thesis. 

In rivers, boils are quasi-circular features which erupt at the water surface as an upwelling 

of fluid (often entraining sediment much coarser than the surrounding quiescent flow). 

This term is not exclusive to structures found in natural flows; early flume studies referred 

to quasi-permanent bulges in the water surface related to local flow acceleration, as boils 

(Znarnenskaya, 1963; Simons and Richardson, 1966). 



The paucity of boil studies may be related to the apparent intermittent andfor random 

appearance of boils in rivers. Fortunately, if a significant tidal flux is superimposed on the 

river flow, boil production is concentrated at certain stages in the tidal cycle (Rood and 

Hickin, 1989; Kostachuk et a1.,1991). Thus, observational difficulties may be 

considerably reduced. 

Although the deficiency in field studies has prevented elucidation of processes related to 

macroturbulence generation, insight may be gained by examining generation of similar 

features from flume studies. Yalin (1977) postulated that the generation of microscale 

turbulent fluctuations may be related to irregularities in boundary geometry. He proposes 

that these irregularities are then magnified by sediment transport associated with the 

turbulent fluctuations in a feedback-type relation. In recent decades, researchers have 

attempted to relate macroturbulent features found in natural flows to microscale turbulent 

features. 

These comparisons suggest that even if microturbulent and macroturbulent features are 

generated by similar processes, the complexities of natural flows (e-g. bedfoxms, tidal and 

discharge fluctuations) may conceal relations with physical or flow parameters. A brief 

history of these results illustrates the components which must be investigated to study 

macroturbulence in an estuarine environment. 

1.2- LITERATURE REVIEW 

Since the mid- 1960s, flume studies involving various flow visualization and hot-wire 

anemometry techniques have been conducted in order to describe the flow structure near the 

boundary layer (e.g. Offen and Kline, 1975; Sumer and Deigaard,l981). It was finally 



concluded that there is a 'complex quasi-ordered flow structure which consists of a 

deterministic sequence of fluid motions occuring randomly in time and space, but with a 

mean recurrence period that is fairly constant when scaled by the outer flow variables' 

(Allen, 1985). This sequence came to be known as the burst cycle. Bursting is 

quantitatively defined as some deviation of instantaneous fluctuating speed components 

from the time-averaged value. The required magnitude of the deviation to qualify as a 

burst, however, is not presently agreed upon. 

Rao et a1.(1971) found that the average period between these turbulent bursts = d/U = 3 to 

7 (where d= depth of the boundary layer, U= free stream velocity), but Grass (1971) 

surmised that bed roughness may alter the scaling equation. Laufer and Badri Narayanan 

(1971) found that shear stress reductions occurred intermittently in the boundary layer with 

frequencies that scaled sirnilarily to the Rao et al. data. They suggested that these 

reductions in shear stress correspond to some stage in the bursting cycle, but confirmation 

of this hypothesis in higher Reynolds number (Re) flows (natural flows) was still lacking. 

Previous research in tidal currents employing velocity meters to measure Reynolds 

stresses near the bed found that a high proportion of the stress was contributed by short- 

period fluctuations (Bowden, 1962; Bowden and Howe, 1963). Subsequent studies at 

high Reynolds numbers by Gordon (1974, 1975a) confirmed the scaling equation of 

Laufer and Badri Narayanan (1971). The research also seemed to confirm the lab findings 

of Kline et al. (1967) regarding burst sensitivity to longitudinal pressure gradients. The 

frequency and intensity of bursting events were reduced during accelerating current speeds 

and increased with decelerating current speeds. Thus, if the intermittent fluctuations of 

shear stresses are linked with the bursting cycle, there should be enhanced sediment 

entrainment at the bed during decelerating current speeds. This hysteresis in tidal flows 

may be explained by the time required for the turbulent kinetic energy (TKE) to dissipate. 



Since the dissipation of TKE takes time, maximum TKE will be lagged some time after 

maximum current speed. This lag also increases with distance from the bed. There may 

also be a hysteresis produced in suspended-sediment concentration, again increasing with 

distance from the bed (Thorn, 1975). These effects have not been found in all studies (e.g. 

Bowden and Ferguson, 1980), and the complication of bedform lags may make it difficult 

to isolate the cause of the hysteresis with certainty. Kostaschuk et al. (1989a) further note 

that there may be complexities related to the salt-wedge intrusion on a semi-diurnal scale, 

and to the progressive removal of fines from the bed on a seasonal scale. 

The postulation of Jackson (1976) that boil production is related to stages in the bursting 

cycle is known as the burst-boil conjecture. The primary evidence is the similarity of the 

scaling of boil periodicity at a river surface to that of bursting in flumes. Results perceived 

to be consistent with the burst-boil conjecture have been found by many workers (e.g. 

Nakagawa and Nezu, 1977; Sumer and Deigaard, 1981), and Allen (1985) claims that the 

motion within a boil is 'as if a horseshoe eddy reached the surface'. Whether or not the 

surface expression known as boils are a result (exclusively, or partially) of bursts in the 

boundary layer, however, is debatable (Allen, 1985; Rood and Hickin, 1989; Kostaschuk 

et al., 1991). McLean and Smith (1979) concluded that there seem to be a variety of 

mechanisms that trigger intermittent turbulent events which display consistent scaling. 

Kostaschuk and Church (1993) suggest that the Strouhal Law (tU/d= 271) adequately 

describes the periodicities of boil events (t), and that boil-production mechanisms include 

Kelvin-Helmholtz and wake-flow instabilities. The former are represented by interfaces 

between water masses of differing speeds (or densities) which tend to roll into spirals; the 

latter relates to flow separation downstream of obstacles such as bedforms. 



As the flow near the bed rises over the stoss side of a bedfom, it will accelerate and 

subsequently decelerate as it descends over the crest onto the lee side. The adverse 

pressure gradient established on the lee side often results in flow separation (Raudkivi, 

1966), setting up a rotational eddy in the lee. The extent of this separation zone 

downstream of the bedform crest is not known for certain. Proposals include 6h 

(Raudkivi, 1963), 4.3h (Engel and Lau, 1980), 4.lh (Engel, 1981) and 113w (Karahan 

and Peterson, 1980) (where h=bedfoxm height and w= wavelength). These flume- 

generated results may have limited application in natural flows where bedforms may 

display a variety of shapes and orientations. For example, if the crest of the bedfoxm is 

oblique to the flow, a helical vortex may be created as the lee eddy (Znamenskaya, 1963; 

Dyer, 1986). 

The notion that boils are produced by the intermittent ejection of eddies from the lee of 

dunes has been pondered by researchers for many decades. Znarnenskaya (1963) found 

that when values of dune steepness (hlw) are between 0.04 and 0.1, the eddy created in the 

lee of the dune is periodically ejected, and moves up the pressure slope of the next 

downstream dune, rising towards the surface. Lapointe (1992) questions the postulated 

ejection of these separation features towards the surface, but recent work by Best and 

Bennett (1993) indicates that there may be a significant upward ejection of fluid from along 

the bedfoxm shear layer. Research of this phenomena has been minimal, but similar ideas 

have been discussed in laboratory studies of mixing-layer vortices shed in association with 

flow separation. 

Flow visualization research in flumes (Re= lo4-lo5) suggests that two scales of vortices 

are shed from flow separation zones (Hillier and Cherry, 1981; Ota et al., 1981; Kiya and 

Sasaki, 1983). There is an oscillation of the shear layer near the separation zone (known as 

'flapping') which is similar to the process described by Znamenskaya (1963). There is 



also shedding of weaker 'mixing-layer vortices', perhaps stretching into corkscrew patterns 

(Jimenez, 1983). The mixing-layer vortices are shed with a frequency of 0.6-0.7 U/L 

(where L= downstream length of separation zone), while the flapping sheds larger vortices 

with a frequency of less than 0.2 U/L (Kiya and Sasaki, 1983). This latter frequency is 

similar to that of the Strouhal Law, and Itakura and Kishi (1980) found that the vortex- 

shedding frequency follows a Strouhal scaling (with dune height replacing d). Proposed 

explanations of this flapping include entrainment and subsequent ejection of fluid from the 

interior of the recirculation zone (Mendoza, 1988), or the build-up and subsequent 'release' 

of vorticity within the separation bubble (Kiya and Sasaki, 1983). Allen (1985) concluded 

that these vortices may be the cause of the boils described by Jackson (1976). Recent 

flow-visualization studies suggest that the proposed interaction between outer and inner- 

flow structures may indeed exist. 

Best (1992) summarizes the flume-based fluid dynamics findings of the last decade, 

noting that multiple hairpin-shaped vortices may generate multiple-burst events. The 

subsequent interaction and coalescence is postulated to generate larger structures such as 

those noted by Falco (1977). In fact, Nychas et al. (1973) and Praturi and Brodkey (1978) 

concluded that burst events were directly dependent on the passage overhead of transverse 

Helmholtz vortices. Levi (1983) relates the bursting at the boundary to a travelling wave 

with L=2xd moving with velocity(u). This travelling wave then induces turbulent events at 

a variety of scales with a period described by the Strouhal Law (=2xd/u). The interaction 

of this wave with bedforms has been speculated by some researchers (e.g. Kostaschuk and 

Church, 1993), and it is evident that some relation between the mean flow, turbulent events 

and bedforms must exist. 

Leeder (1983) concluded that the interaction between turbulent flow, sediment transport 

and bedforms is a feedback system. He notes that there is a lack of data on the effects of 



bedforms on flow structures, and on the association between structures of various flow 

depths at high Reynolds numbers. Similar to the hypothesis of Yalin (1977), Lapointe 

(1989) concludes that, if there is a feedback relation, bursting must be seen as a link 

between turbulent flow and the deformable boundary. This finding was echoed by Best 

(1992). Naden (1987) notes, however, that it is this link between turbulence and bedforms 

which is the least understood. 

Fielding (1993) claims that studies such as Kostaschuk and Church (1993) address the 

pressing research issue of the nature of turbulent flow and its role in sediment transport. 

Lapointe (1989) notes that data regarding the frequency and intensity of turbulent events as 

a function of bedform geometry, flow parameters and flow separation are needed. The 

complexities of undertaking such studies have been noted by several workers (e.g. 

Williams et al., 1989; Lapointe, 1989), and although these complexities may be reduced by 

studying boils in an estuarine (rather than a fluvial environment), tidal control may also 

obscure the relations between hydraulics, bedforms and macroturbulence. 

Variability in discharge and tidal effects over short temporal and spatial scales may 

produce complex lags or spatial heterogenaeities in physical processes. McDowell and 

O'Connor (1977) suggest establishing empirical relations between relevant variables at a 

variety of sites. Hubbell et al. (1971) found that hydrodynamic conditions in Columbia 

River estuary were so extreme that no consistent relations between variables (including 

current velocity, salinity and suspended sediment concentration) existed. Examination of 

these relations on seasonal, fortnightly and semi-diurnal scales, however, accounted for 

much of the unexplained variability (Gelfenbaum, 1983). 

It seems likely that estuarine macroturbulence may also exhibit variability over such 

temporal scales. It is postulated that consideration of wide ranges in hydraulic, tidal and 



bedform parameters will be most appropriate for elucidating scaling parameters for 

macroturbulent features. An example of a high-energy sand-bed river with significant tidal 

effects superimposed on large fluctuations in discharge is Squamish River estuary. 

1.3- STUDY OBJECTIVES 

There has been much research completed on various components of the hydraulics of 

Squamish River, but several studies are worth careful consideration. Rood and Hickin 

(1989) examined the role that boils have in suspending and transporting sediment, and 

contemplated the relation between the boils and bedforms in Squamish estuary. 

Previously, Hickin (1978), Rood (1980) and Hickin (1989) inspected patterns in sediment 

transport and current speed of Squarnish River. The results of these four studies suggest 

that hydraulic parameters, bedfoxms and macroturbulence may be inter-related in Squamish 

estuary. A broad empirical approach is taken in this thesis so that many processes 

potentially related to boil activity may be considered. The main objective of this thesis is to 

quantitatively relate properties of the macroturbulence noted at the surface to bedform and 

hydraulic parameters in Squarnish River estuary. This objective is addressed by studying 

each element of the hydraulics-bedforms-macroturbulence inter-relation as independent 

components. The results of these analyses are then integrated to resolve the main objective. 

The thesis objectives are explicitly stated in this chapter, investigated in Chapters 3-6, and 

specifically addressed in the evaluation of the enterprise presented in the Chapter 7. The 

first step is to examine boil characteristics in Squamish estuary. Recent studies (e.g. 

Kostaschuk and Church, 1993) suggest that attempts to scale boil parameters with 

hydraulic measures may be affected by multiple boil-production mechanisms. In fact, there 

may be more than one surface expression of boil activity (e.g. Coleman, 1969; Rood and 

Hickin, 1989). Rather than simply inspecting boil frequency, boil morphology and 



evolution were observed throughout the research period, allowing for a qualitative inquiry 

in Chapter 3: 

1) Is there evidence of more than one type of boil in Squamish River 

estuary? 

The quantitative analysis then begins with examination of the basic hydraulic parameters 

in the estuary such as current speed, water-surface slope and water depth. Variability in 

these parameters are then related to postulated causative independent variables such as river 

discharge and tidal variations on semi-diurnal and fortnightly scales. In order to have 

simultaneous measures of both the hydraulic variables and boil parameters, it was 

envisioned that rating-curve relations could be established so that the hydraulic parameters 

need not be monitored over the full study duration: 

2) Can current speed, water-surface slope and water depth at various sites 

in the estuary be reliably predicted based on multivariate regressions? 

This question is addressed in Chapters 4 and 5. This analysis must also include 

consideration of the fluctuations in current speed of Squarnish River (e.g. Rood, 1980). 

Similarly, the dependence of bedfonn wavelength and height on several independent 

variables is examined, but such an analysis may be complicated by temporal lags in 

bedform changes behind hydraulic and tidal forces. Therefore, bedform parameters will be 

obtained from sonar transects of the estuary, and Chapter 5 will inspect two distinct 



questions: 

3) Can bedform height and wavelength in various reaches in the estuary be 

reliably predicted based on multivariate regressions? and, 

4) Can the lags in bedform height and wavelength behind fluctuations in 

hydraulic and tidal conditions over a variety of temporal scales be 

identified? 

If the proposed interdependence among bedforms, turbulent phenomena and hydraulic 

parameters indeed exists, a quantitative analysis of boil properties may suggest boil 

production mechanisms. Ultimately, prediction of hydraulic and bedform parameters based 

on such observable water-surface boil properties as sediment entrainment and periodicity 

may be possible. These observations may be useful for efficiently estimating some 

component of flow resistance or sediment transport. The general question that Chapter 6 

explores is: 

5) Can properties of the macroturbulence noted at the surface be 

quantitatively related to bedform and hydraulic parameters in Squamish 

River estuary? 

The value of this exploratory research does not rely on definitive answers to such 

questions. This thesis might be likened to an expanded pilot study since the vast potential 

for research in this field has only recently been recognized. From a river engineering 

standpoint, the need for a more complete understanding of sediment transport and flow 

resistance cannot be denied, and this may only be attained through an approach integrated 

with study of macroturbulence. 



1.4- FIELD SITE 

Squamish River drains into the fjord of Howe Sound approximately 40 krn north of 

Vancouver, British Columbia (Fig. 1.1). The drainage basin covers an area of 3600 km2, 

much of which is mountainous and glaciated terrain. The region has a modified-marine 

climate, with cool, wet winters and warm, dry summers. Heavy precipitation in the fall 

and winter is related to orographic forcing, with the steep valley sides funnelling storms up 

Howe Sound. These storms produce short-period flood events, but they may have extreme 

magnitudes if the precipitation induces snowmelt at higher altitudes. These fall and winter 

flash floods are superimposed on a seasonal pattern of runoff characterized by a late spring- 

early summer freshet. 

Over the >70 year discharge record on Squamish River at Brackendale (WSC station 

08GA022), the mean annual discharge has been 250 m3/s, with maximum annual floods 

exceeding this value by an order of magnitude. This value is typically about 70% of the 

discharge received by the estuary since there are also contributions from Mamquam and 

Cheakamus Rivers, and Monument Creek. Recent years have been wetter than the 

historical record, with mean annual discharges exceeding the long-term mean seven times 

in the last decade. 

On clear warm days during the summer, strong thermal heating combined with the 

funneling effect of Howe Sound produces strong land-sea breeze circulations. The light 

northerly winds which prevail from midnight until about 9 A.M. shift to southerlies as the 

land mass warms more quickly than the water mass. As early afternoon approaches, the 

wind strengthens and may produce steep, violent waves in the estuary. The winds then 

peak in late afternoon and diminish quickly after sunset. These winds and waves have 
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been known to amplify and/or advance high tides in the area, but they only occur on about 

50% of the days between May and August (Hoos and Vold, 1975). 

Tidal regime in Squamish River estuary is of the mixed type, with two highs and two 

lows diurnally. However, the tidal heights are not equal: there is a 'higher high tide' 

(HHT) and a 'lower high tide' (LHT), and similarily for the low tides (HLT and LLT). 

Variations in tides, winds and river discharge also produce fluctuations in water salinity in 

the estuary. When discharges are low in the winter, tidal effects may be noted just 

downstream of the junction with the Mamquam River, and saline waters may also extend 

several kilometers upstream of the mouth. As discharge increases during the freshet, tidal 

effects are barely notable at WSC station 08GA053 (7 krn upstream of the mouth) and the 

salt wedge may not extend past the river mouth. The lower five kilometers of Squamish 

River estuary where the tidal effects on hydraulic parameters will be most pronounced 

constitutes the study reach (Fig 1.1). The research methodology is described in Chapter 2. 



CHAPTER 2- METHODOLOGY 

2.1- CURRENT SPEED AND WATER SURFACE SLOPE 

2.1.1 - Field Techniques 

Measurement of water-surface slope and current speed at various sites along Squamish 

River estuary required choices of appropriate instrumentation and techniques in a high- 

energy, debris-laden channel. Logs transported by the river provided a constant threat to 

instrumentation, and extremely windy conditions often prevented stabilization of the 

research vessel for data collection. The sites chosen for collection of slope and speed 

data also demanded consideration of macroturbulence and bedform data requirements 

(Note: Appendix 1.3 is a list of all data collection on a daily basis). Measurements of 

bedfoxm parameters and surface current speed were made throughout the research period 

(May- August, 1992). Water-surface slope data were collected in June, as were 

simultaneous time-series measures of boil period and curent speed at (0.7"water depth) 

from the surface. Attempts to photograph and quantify boil parameters were made in 

July and August. 

Time-efficient measurement of water-surface slope between two stations requires the 

depth of water at each to be known either by utilizing automated instruments (stage 

recorders or pressure transducers with data loggers) or staff gauges. It was felt that the 

benefits of automation were outweighed by the potential problems with installation, 

tampering and malfunction. In addition, a continuous record (stage recorder) would 

require time-consuming digitization, and the cost of transducers and data loggers was not 

justified. Therefore, stage was recorded at the boundaries using a set of Water Survey of 

Canada staff gauges (graduated to 0.01m). 
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The major difficulty in selecting sites for staff gauge installation was that the area of the 

river associated with the primary feature of research (intense boil activity) is the thalweg. 

To allow for videotaping of the boils, the choices for study reaches were limited to 

regions where the thalweg impinged on the bank. In the estuary, these regions have steep 

and unstable banks up to 4m in height. This dictated the use of single staff gauges (5m 

length) at each station, rather than using a combination of shorter staff gauges at 

increasing elevation above the bed. The difficulty associated with using such long staff 

gauges makes the criteria of Forrester (1983) for gauge installation even more relevant; 

he listed several, including: 

- presence of a firm stream bed, with strong lateral supports; 

- sufficiently deep water so the gauge is not stranded at low tide; 

- accessibility of the gauge by launch and foot; 

- protection of the gauge from waves, current, and other damage. 

In my study area, the first two criteria could rarely both be met. The ideal sites were 

where large (up to l m  diameter) logs incorporated into the bank jutted out into the river. 

These logs did not move with the tide, and gauges were secured to them with stabilizing 

cross beams and rebar driven into the bed or the log. 

Forrester's concern with gauge protection was a serious consideration due to the size 

(and frequency) of logs transported by Squamish River. No preventative measures could 

be utilized, and damage from floating debris forced the removal of the gauges at both 

sites earlier than planned. 

Initial surveys indicated that a study reach length of at least 125- 150m was required if 

water-surface elevation differences over the tidal cycle could be measured with the 

gauges. Since the sites of slope measurement corresponded to the thalweg impingement 



on the bank, there may have been super-elevation of the water surface. An attempt was 

made to keep the study reaches approximately 150m long, but the length was ultimately 

dictated by the availability of adequate sites for gauge location (the sites chosen are 

shown in Fig.2.1). 

The duration of slope measurement at a site was based on two considerations: tides and 

temporal constraints. The fortnightly period of the Spring-neap tidal cycle defines a 

minimal study period. Since data collection could only be performed at one site over the 

day, this required 4 weeks of measurements. If the time required for inspection, 

installation and subsequent removal of staff gauges is included, this constitutes a 

significant proportion of the total field season. Slope was to be measured for two weeks 

at the left bank (LB) (June 2-15) and the right bank (R/B) (June 16-29), but damage to 

gauge supports shortened these periods by 2 days in each case. 

After June, one staff gauge was moved back to a position on the L/B, approximately 

500m downstream of its previous location. The staff gauges were then used to indicate 

stage as required in other components of the study. Near the end of the field season 

(August 22-26) the LIB staff gauge was moved back to its previous position on the R/B, 

and slope was measured for 5 additional days. This was done because it was evident that 

discharge was considerably lower in August than it had been in June. Unfortunately, 

lateral erosion at the L B  had removed the previously utilized log supports, and the staff 

gauges could not be reinstalled there. 

A measure of current-speed within the thalweg at the two study sites (and at sites chosen 

later in the field season) could not be reasonably obtained from the bank. Each 

measurement station is shown in Fig.2.1; the location of current speed measurements was 

typically dictated by other data-collection requirements. Dinehart (1992) warns of the 
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difficulty in acquiring streamflow data in debris-laden channels, and indeed there were 

challenges in measuring current speed from the research vessel on Squamish estuary. 

An NBA Controls DNC 3 current meter equipped with a 37 kg weight was used to 

obtain the current speed. Downstream displacement of the meter during data collection 

was only apparent once current speed exceeded 2 m/s. A greater concern was the 

stabilization of the vessel itself. The bed of the river near the field sites incorporates 

large trees and logs, most of which seem extremely stable. Anchors could not be used for 

stabilization because they were very difficult to retrieve once snagged on the subsurface 

trees. Instead, a tree in the thalweg at each measurement site which reached the surface at 

low tide had a buoy attached to it. This was utilized to keep the bow stationary in the 

flow. There was some bow movement associated with tying off in this manner, but no 

more than using an anchor, and it was an order of magnitude less than the lateral 

movement in flow. 

Attempts were made to minimize the lateral movement by using a series of 15 kg 

weights tied to the stem and dropped to the river bed. This technique worked well as 

long as the lines were kept taut as the tide rose or fell. However, if conditions were 

particularly windy, the hull acted as a sail, and it  was impossible to maintain position to 

better than about 5m. If this occurred, the measurements were disregarded. Data were 

also fouled and disregarded if river debris became tangled in the propellor of the current 

meter. This was not difficult to recognize when the propellor was visible (ie. near-surface 

speed measurements), but if the measurements were taken at depth, this was not always 

SO. 

The speed at the surface was taken as the average reading over a 30 second interval 

(Usfc). Then, the current speed was measured at (0.7* total depth) (U0.7d), with depth 



measured using a Lowrance X- 16 echo sounder. Quite unexpectedly, the speed at this 

level fluctuated extremely, often with an apparent periodicity. Thus, the speed was 

sampled at a frequency of 5 seconds with a duration of 10 minutes (greater than the 

presumed limit of stationarity). The robust sampling frequency was chosen not only for 

the ease of digitization, but because the meter has an internal averaging interval of 3 

seconds. A similar technique was utilized by Jackson (1975). 

Collection of the speed data was often hampered by windy conditions and/or waves. If 

there was sudden lateral movement due to bursts of wind, the fouled data simply was 

disregarded, but continuous wind and waves often resulted in data collection being 

abandoned. Even when wind and waves were not present, high-frequency fluctuations in 

surface speed resulted in a subjective decision. When attempting to visually integrate the 

readings (to obtain a median value) over a 30-60 second interval, the range in a 

reasonable value could be as high as 0.5 4 s .  Typically, higher speeds resulted in greater 

possible ranges of median values. The estimated range for each median was noted, and 

the average was 7%, but will be taken as +I- 10%. For example, when a surface speed of 

2.2 d s  was reported, a reasonable (median) value could be between 2.0 and 2.4 d s .  The 

range of speeds noted during this period was much greater, but the extreme values had 

limited duration (ie. jumps on the needle). The value of 10% (rather than 7%) was used 

so that any measurement error associated with the current meter itself (ex. 0.025 m/s or 

half the smallest division on the recording meter) would be negligible. This will not tend 

to underestimate the error for the lower speeds since their median ranges were typically 

<<lo%. 

For the speed readings at 0.7d, it is difficult to attribute an error value. There is often a 

strong, lower-frequency (order of 100 seconds) oscillation with high frequencies 

superimposed on the record. The amplitudes of these long fluctuations are not constant, 



nor are they present in every record. With over 100 instantaneous speed readings taken 

over the 10 minute time-series, it would seem a reasonable assumption that the high 

frequency fluctuations will average out to zero. 

To test for stationarity of the mean through the 10 minute time series, a non-parametric 

approach known as the Runs Test was utilized. It was recommended by Bendat and 

Piersol (1969) and has been employed in other studies of turbulence (Rood, 1980; 

Soulsby, 1980). To give an adequate number of elements for the test to be applied, the 

600 second records were divided into 30 segments of 20 seconds, and the sample mean 

was determined for each segment. The tests were repeated using the group-median 

values (e.g. Rood, 1980), but the results were similar to those performed with the mean 

values. 

A11 time series were visually inspected, and classified as either stationary or non- 

stationary. Sixteen records were judged to be non-stationary and thirteen were confirmed 

as being non-stationary at the 95% confidence level. The test is not strictly valid if there 

are any dominant periodicities in the time series which are longer than the averaging time 

(20 seconds), but fortuitously, only two of these thirteen records had such periodicities. 

These records were included in the data set for subsequent analysis, but they were noted 

as being potential outliers. The same treatment was given to the three records that 

appeared non-stationary, but were found stationary by the Runs Test. Those records that 

were found to be non-stationary from both the visual inspection and the Runs Test were 

removed from the data set used in regression anaIyses. 

Those records which appeared stationary were also tested, and 43% were found to be 

non-stationary. Of course, decreasing the length of record will increase the probability of 

the mean remaining stationary. If the record length is decreased to nine minutes, the 



number of records found to be non-stationary drops to 25%. However, a further decrease 

to eight minutes yields a minimal drop in the number of non-stationary records to 23%, 

as does a decrease to 7 minutes (22%). From a visual inspection of these records, it is 

found that almost all have dominant periodicities longer than 20 seconds, thus violating 

the assumptions of the Runs test. It is therefore concluded that restricting all remaining 

time series in the data set to a duration of nine minutes will remove any non-stationarity 

of the mean due to rapid changes in stage. As a final note, the 13 records that were 

removed from the data set due to non-stationarity (visual and test results) were re-tested 

with nine minute records, and all were still found to be non-stationary. 

Significant drops in current-speed at depths cannot be definitely interpreted as data 

fouling, since they were occasionally noted on the surface when there was no debris 

present. Data collection at depth was interrupted only when velocities dropped and 

remained low for at least 45 seconds. At this point, the current meter was raised to the 

surface, and typically the propellor was obstructed with debris. 

To describe and analyze turbulence in natural flows, McQuivey (1973a) recommends 

using variables which are physically significant and based on readily collected data. The 

variables recommended include the turbulence intensity (TI) and relative turbulence 

intensity (RTI). These are respectively the standard deviation and the coefficient of 

variation of the fluctuating component of current speed. 

2.1.2- Data manipulation and regression analyses 

Multiple regression analyses are used in this thesis to predict bedform and hydraulic 

parameters. A least-squares fit has been employed even though certain assumptions are 

violated. These include the presence of collinearity effects (Marquardt and Snee, 1975) 



and of measurement errors associated with the independent variables (Jones, 1979). The 

effects of collinearity are accounted for, and the problem of errors in X is insignificant 

provided that the variance in X is (much) less than the variance in Y, or if the 

measurement errors are not large compared to the random errors (Chattergee and Hadi, 

1988). For much of the data in this thesis, the measurement errors in X are unknown, but 

we can assume that they are present, and that they are relatively insignificant. 

The computerized statistical package chosen to perform the regression was SYSTAT 

5.0 for the Macintosh. The stepwise procedural choices within SYSTAT include the 

possibilities discussed by Chattergee and Price: forward selection, backward elimination, 

and an interactive option for either. The backward procedure is generally recommended 

over the forward for several reasons. First, because the model with the full variable set 

can be examined (Chattergee and Price, 1991), but more importantly, backward 

elimination is more robust with respect to multicollinearity (Mantel, 1970) and forward 

selection has a greater tendency to overfit the model (McNeil et al., 1974). Even better, 

with the interactive option the model can be studied at each step, and the decision of 

variable entry/removal is left up to the researcher. This allows inspection of a variety of 

potential models which may be based not only on F or p values, but on the avoidance of 

collinearity between variables. 

The tables that will define the model chosen for any particular regression will include 

both the traditional parameters presented in a regression analysis, and a few measures 

selected to highlight potentially useful factors. These tables are referenced within the text 

of the thesis, but are collected within Appendix 1.1. The descriptors that are typically 

displayed include: sample size(n), the regression equation (including the independent 

variable(s) chosen and the coefficient(s)), the squared multiple correlation 

coefficient(12), the squared multiple correlation coefficient adjusted with respect to the 
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degrees of freedom (Adj. RZ), the standard error of the estimate (s.e.e.) and the F ratio (F) 

based on the analysis of variance of the fitted regression line. 

For each variable chosen within any regression, the tolerance values (Tol.) and the 

standardized/beta coefficients (b) are also included in the tables. For each regression 

equation, the coefficient of variation and the estimated significance level of R~ were 

found. Tolerance is a measure of the multicollinearity that each variable has with other 

variables in the model. So, Tol.(Xl) = 1-~2(between Xi  and the remaining X variables 

in the equation). This means that the smaller the value of Tol., the greater the 

intercorrelation of the independent variables. Kleinbaum et al. (1988) recommend that 

variables with tolerance values less than 0.10 should not allowed in the final model 

selected. Standardized coefficients allow a comparison of the relative standardized 

strengths of the effect that each independent variable has on the dependent variable 

(Sokol and Rohlf, 1981). This is not equivalent to the partial correlation coefficient 

unless there is no multicollinearity present (Younger, 1979), therefore they do not reflect 

the absolute importance of the independent variables, but they may be utilized as an 

approximation. The Coeficient of Variation is used to test if the variation in the model 

as measured by the standard error of the estimate is 'excessive' (Younger, 1979). This, of 

course, is necessarily judgemental based on the purpose of the model and the nature of 

the study. Lastly, the estimated significance level of R~ is based on tables presented by 

Wilkinson (1979). This value is useful because the typical t and F-distributions are 

biased in most subset selections (Pope and Webster, 1972). 

Typically, natural polynomials (e.g. x*) or interaction terms (e.g. X1X2) are also 

recommended for inclusion in the analysis. This quest for a better explanation of residual 

variance irrespective of its relevance was not attempted in this study. 
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Suggested guidelines regarding sample size build from the assumption of positive error 

degrees of freedom (n-k-l>O, where k= the number of independent variables in the 

model). Kleinbaum et al. (1988) recommend that n>5-10k, and this recommendation was 

met whenever possible in this thesis. 

The residuals of each point are used to first test the assumptions of least-squares linear 

regression and then to detect outliers. To test the assumptions, one may employ a variety 

of graphical analyses offered by SYSTAT. To test for normally-distributed errors, a 

bell-shaped histogram was used as an indicator of normality. By plotting the residuals 

versus the predicted values of the dependent variable, one may check if the errors have a 

constant variance ('homoscedastity'). When the residuals are scaled by their estimated 

standard error (known as standardized residuals) they should lie within a band less than 2- 

3 units above or below y=O. If the errors are assumed to be independent, there should be 

no discernable patterns visible in the plot. Lastly, if the population is assumed to be 

described by the same linear model, a parameter known as Cook's distance(Cd) is plotted 

versus the estimated values of Y, and there should be a random scattering of points, with 

no values of C p l . 0  (Chattergee and Price, 1991). Points which break any of these 

assumptions may be tentatively classified as outliers, but the leverage and Cook's distance 

will also be inspected. 

A point identified as an outlier was not simply discarded; it was examined carefully for 

accuracy (transcription error), relevancy (importance in the data set) and special 

significance (abnormal conditions). As well, this information may be useful for further 

investigation. 

A model is defined as reliable if it predicts well for subsequent samples from the 

population, but ~2 values or F statistics can be highly biased. The reason for this bias is 



that when utilizing a subset selection procedure (say, choosing k predictors from a 

maximum number of m), the exact F distributions are unknown, except when k=m or k=l 

(Wilkinson, 1979). As explained by Kleinbaum et al.(1988), F values will be 

overestimated unless the null hypothesis of no significant overall multiple regression is 

true. As a result, statisticians have attempted to create tables for assessing the 

significance of ~ 2 .  

Wilkinson (1979) created a set of tables for determining the significance of the R2 

values determined from stepwise selection at confidence levels of 95 and 99%. These 

results will be included in the summary tables for each regression model. However, there 

is an assumption inherent in these values which is not met by my model selection 

criterion: these tables assume that k is chosen before the model is determined. Although 

these tables may not be strictly applicable, the values will be noted. Wilkinson (1979) 

stated that the effects of a non-fixed k on the tables needs to be further researched, but 

there have been no subsequent studies. 

The technique used to examine the reliability of models in this thesis is a cross- 

validation based on split samples (e.g. Snee, 1977). It is often employed since it can be 

performed on a single set of data, assuming that it is large enough to do so. The 

technique to be used is that outlined by Kleinbaum et al. (1988). The procedure is to 

randomly split the data, fit a regression model to the first split, obtain an R2 value 

(predicted vs. actual values), and then utilize the model fit from the first split to predict 

values in the second split again obtaining an R~ value. The difference between the two 

R2 values is then defined as the 'shrinkage on cross-validation'. There are no strict 

values regarding the reliability of a model based on the shrinkage, but the authors 

recommend that if shrinkage is greater than 0.9, the fitted model is presumably unreliable, 

and if it is less than 0.1, it is presumably reliable. Hocking (1983) has found that in cases 



where the shrinkage value is great, it is typically due one of two effects: either 

particularly influential points have been isolated in the split, or a collinearity has been 
1 

created. 

As stated by Weisberg (1983), 'statistical techniques should be used as aids to 

understand a problem, and not as substitutes for independent thought'. Results of 

(regression) analyses are not accepted as dogma, and comparisons with appropriate 

theoretical knowledge are made when possible. Younger (1979) warns that it is rare in a 

regression analysis that one finds significant predictors with small standard errors which 

are both theoretically and practically appealing. She further recommends that the final 

choice of model should be made by the researcher and not the statistician. It is this 

balance between statistical significance and scientific importance which was aimed at. 

The independent variables used in the regressions in this thesis were obtained from 

either the Canadian Hydrographic Service (CHS) Tide Tables or Water Survey of Canada 

(WSC). All data manipulation was subsequently performed within an Excel or Lotus 

spreadsheet program. Four independent variables were employed, including a measure of 

the fluvial discharge supplied to the estuary, and three tidally-related variables. 

The discharge data used (supplied by the WSC) is the calculated hourly instantaneous 

discharge of Squamish River estuary. It is taken as the sum of the hourly instantaneous 

discharges from the three major fluvial systems supplying water to the estuary. The 

Squamish, Cheakamus and Mamquam rivers have WSC stations (08GA022,08GA043, 

and 08GA075, respectively) in reaches just upstream of the confluences. The sum of the 

these stations expresses the vast majority of the estu'uy discharge, but there is a weakness 

in using a sum of stations. As well as the propagation of uncertainties in these 

measurements, the automated stage recorders are known to malfunction occasionally. 



Even if only one of the stations is inoperative for a short while, there will be a gap in the 

data. Fortuitously, the records are complete for almost the entire field research period. 

The hourly measurements of estuary discharge were then interpolated at any time of 

measurement of the dependent variable, provided that there was not a gap in either hour 

bounding that measurement. 

The tidal data were extracted from the tide tables for Pt. ktkinson, the reference port for 

Squamish. The adjustments made to the tidal heights and times at low and high tides (as 

suggested by the CHS and confirmed in Buckley (1976)) were relatively minor (on the 

order of a few centimeters and minutes). The three variables chosen to describe the tidal 

effects detail distinct features thought to influence the hydraulic and bedform parameters 

in the estuary. 

All data reported in this thesis were collected either on the ebb tide from HHT to LLT or 

the following flood tide from LLT to LHT. The other tides produced minimal variation 

in depth and current speed, and typically occurred at inconvenient sample times (ie. 

between 2000 and 0400). The variation in the tidal heights (and rates of rise and fall) 

over the fortnightly cycle depends on the lunar perigee and apogee, producing Spring and 

Neap tides respectively. Thus, it was decided that a temporal variable explaining the 

proximity to high or low tide be included as an independent variable. As well, 

quantifying the effect of the Spring-neap tidal cycle requires a measure of the absolute 

drop or rise, and the rate of tidal drop or rise. These tidal variables are reported as 

Time(T), Drop(D) or Rise(R), and Low Tide Height (LTH), respectively. These 

variables are calculated from the information in the tide tables by: 

T= ~ i m e  interval between t and HHT 

time interval between HHT and LLT 



D = (T)(Tidal height @HHT-Tidal height @LLT) 

R = (T-l)(Tidal height @LHT-Tidal height @LLT) 

LTH = Tidal height @LLT 

(note: Appendix 1.2 is a summary of all abbreviations and symbols used in the thesis) 

Note that LTH is a measure which is strongly correlated with the average rate of drop or 

rise over the diurnal half-cycle. For the purpose of multivariate analysis these variables 

should be independent, but note that there may be some correlation between them (e.g. T 

and D). There is no correlation between the tidal and discharge variables since the Pt. 

Atkinson CHS station is not influenced by river discharge, and similarily, the WSC 

stations are upstream of any tidal influence (Hickin, 1989). The effect of the systematic 

change in stage due to the tidal wave cannot be quantitatively ascertained with the staff 

gauges. The stage measured to the nearest centimeter does not change within one hour of 

low tide, an interval likely much longer than the propagation time of the tidal wave 

through the study area. 

Since high tides are amplified or advanced by local winds, subsequent effects on these 

tidal parameters could include: 

1) an increase in R (and D on subsequent ebb); 

2) a decrease in T on the flood tide (and an increase on the subsequent ebb); 

3) an increase in LTH on the subsequent ebb tide. 

The regressions performed in this thesis are differentiated by ebb and flood tides in 

order to fit a linear least-squares regression. There is a slight deviation from linearity in 



2 9  

the tidal variables near the times of high and low tide, but it is minimal (Buckley, 1976), 

and deemed insignificant within the accuracy of the tide tables. 

The most complex regression models considered include the estuary discharge and all 

three tidal variables. The model selection utilizes an approximate F-to-remove value of 

4.0. This value was chosen a priori because it was felt that it would include an adequate 

number of explanatory variables without compromising model reliability. A subsequent 

analysis of the data indicated that almost 95% of the partial F values were either less than 

2.5 or greater than 6.0. Thus, the model selection procedure is relatively insensitive to 

this precise cutoff. 

2.2- MEAN BEDFORM PARAMETERS AND WATER DEPTH 

2.2.1- Field Techniques 

The bedform parameters along the thalweg of Squamish River estuary were investigated 

because the high-speed filament was associated with the most intense macroturbulence. 

The study region was divided into several reaches, and the mean-reach values of water- 

depth, bedform-height and wavelength were obtained from graphic-output sonar. Results 

are dependent on both data collection (e.g. transect path and speed, reach identification 

and differentiation) and digitization (e.g. definition and measurement of bedform 

parameters). Observations of boil intensity in the thalweg were also made during 

collection of bedform data. 

Bedform profiles were obtained along a 2km path length utilizing a graphic output 

Lowrance X-16 depth-recording sonar. The path was chosen to follow the thalweg at low 

tide, but there is a divergence at approximately mid-path due to trees incorporated into 

the bed. Each profile of the path-length is known as a 'transect', with over 600 such 



transects run during the field season. Most were run in pairs, first upstream, then 

downstream, with the downstream path following a slightly different route in places (Fig. 

2.2). Presumably the upstream transects yield more reliable information since a slower 

and more uniform speed can be maintained while still following the survey route. 

The transect was divided into twelve 'reaches', which are segments between two objects 

on the shore chosen to break the transects into straight lengths of approximately 

homogeneous average velocity, width and depth. During the traverse, when the shore 

marker intersected a sighting bar on the survey boat, the profile was marked. The length 

of each reach was measured on the shore (and verified on air photos), so that the actual 

length of features identified on the profiles could be determined. If a bedform straddled 

the boundary between reaches, the distances were extrapolated, and the bedform was 

included in the reach containing its crest. Although sinuous-crested bedforms with 

similar spatially-averaged lengths and heights may display considerable lateral variation 

when viewed in streamwise cross-section (e.g. Gabel, 1993), it is assumed that such error 

will be averaged out in the analysis. 

2.2.2- Transect Analysis 

Digitization of graphical data is a time-consuming process, and not all reaches from 

every transect could be analyzed. Even once all reaches fouled by waves or other 

navigational difficulties (e.g. wind) were removed, over 95% remained. Therefore, only 

five reaches were digitized from the upstream-moving transects, and two of those five 

from the downstream-moving transects (Fig. 2.2). The reaches selected to be analyzed 

were those in which the widest range of surficial-macroturbulence characteristics and 

intensity could be recognized (thus elucidating bedform control). Also included were 

those which had speed (reaches 2,4,5,7) and slope (reaches 1,5,6) measurements taken for 





at least part of the research period. Also, reaches were selected so that upstream and 

downstream comparisons could be made (reaches 1 versus 6, and 2 versus 7). Note, 

however, that reach 1 is just streamward of reach 6 (details in section 5.2.2.1). Of the 

approximately 600 transects run, 100 were selected for each of the 7 reaches. These were 

chosen to cover the full range of tidal and fluvial conditions encountered. 

To ensure that the transects to be digitized included the full range of flow conditions, the 

independent variables used in the regression analyses are interpolated for each transect, 

and Q, D, and T were differentiated into classes to create a 3-dimensional matrix. T was 

divided into 7 classes ( O-O.25,0.26-0.5 ... 1.26- 1 S O ,  and >1.5 I), while 4 classes were used 

for Q (~425,425-525,525-625, >625 m31s) and D (<I, 1-2,2-3 and >3m). For Q and D, 

the transects to be digitized were chosen such that approximately 25% fell into each class. 

For T, 8% fell into the extreme classes, while the middle 5 classes had approximately 

16% of the transects each. An attempt was made to fill each cell in the matrix, but 

several remained empty. Some were for logical reasons (e.g. T 0-0.25 and D>lm cannot 

occur), and other because the prescribed conditions were rare (e.g. Q= 525-625 m3/s). 

In order to determine individual bedfonn properties from a continuous profile, a 

bedform must be operationally defined. This definition is necessarily somewhat 

subjective depending on the scale of the features along the profile, but this is acceptable 

as long as consistency within the analysis is maintained. A portion of the digitization was 

contracted out and a 20% subset of those transects were double-checked to ensure 

repeatability. Although measurements of individual bedforms frequently differed 

slightly, the reach-mean values of height, wavelength and depth differed by more than 

5% in less than 10% of the cases, and never differed by more than 10%. Predictably, 

these cases were limited to those reaches with few bedforms (typically, less than 8). 



3 3 

As noted by Robert and Richards (1988), the varied choice of measurement technique of 

bedform height and wavelength, and the arbitrary elimination of small-scale heights and 

wavelengths prevents comparison of empirical results. In this study, bedforms measuring 

less than 0.05 cm on the graphical output could not be digitized. Secondary bedforms on 

the stoss side of larger features also presented difficulties in digitization. It still remains 

unclear whether superimposed dunes are related to dune lag or are an equilibrium dune 

condition (Gabel, 1993). Although uncommon, their occurence on profiles was noted 

('notes' column of Appendix 2.4), and the treatment was consistent. If the height of the 

secondary features exceeded 20% of the height of the 'parent' bedform, or if the 

secondary features were better defined than the parent feature, each secondary feature 

was digitized as a separate bedform. 

Similarly, there is not a commonly accepted technique for measuring the morphometric 

parameters of bedfoms. Wavelength may be measured as crest-to-crest (e.g. Korchokha, 

1968; Allen, 1969; Engel and Lam Lau, 1980), trough-to-trough (Kachel and Sternberg, 

1970; Yalin, 1977; Karahan and Peterson, 1980; Richards, 1982; Dinehart, 1992) or both 

(Allen, 1985). Bedfom height may be measured as the difference between the crest and 

preceding trough (Kachel and Sternberg, 1970; Karahan and Peterson, 1980; Richards, 

1982), following trough (Korchokha, 1968; Yalin, 1977; Allen, 1969, 1985) or 

unspecified (Jackson, 1975; Kostaschuk et al., 1989b). Even the depth of water over 

bedforms is measured inconsistently among studies: depth from water surface to dune 

crest (Znamenskaya, 1968; Jackson, 1975; Karahan and Peterson, 1980) or to one-half 

dune height (Yalin, 1977; Jackson, 1977; Allen, 1985). 

Presumably, these inconsistencies can be attributed to the bedforms often being 

symmetrical (and two-dimensional), thus it  being irrelevant whether height is measured 

on the up or downstream side. The importance of the wavelength measures depend upon 



whether individual bedforms are the study focus or if means of several bedforms are 

examined. In my analysis, reach-means of wavelength (w), height (h) and depth (d) are 

used (Jackson, 1975; Allen, 1985), and the results are relatively insensitive to the 

measurement technique. 

The bedforms in the study area are asymmetrical (ebb-tidal asymmetry), and bedform 

height is measured on the upstream side. This presumes that in the unidirectional flows, 

it is the displacement of the streamlines on the upstream side that controls the 

macroturbulence. Wavelength is measured as the trough-to-trough distance, and depth is 

measured as the distance from the water surface to one half the bedform height on the 

downstream side (Fig.2.3). The standard deviation of the d, w and h was also calculated. 

Once h,w and d were obtained from digitization, multiple regressions were fitted to the 

data for each of the seven reaches. The independent variables used are those outlined in 

section 2.1: interpolated values (at the time of the start of the transect) of Q, D, T, and 

LTH. An important difference is that on the flood tide, R is not utilized independently. It 

is assumed that the bedforms will be most strongly controlled by the tidal drop since the 

velocity asymmetry is so strong (e.g. Dalrymple et al., 1978). As well, there may be a lag 

in the bedform-response such that the effects of the flood tide are not indicated by the 

bedforms well in excess of T =1.00. These assumptions are examined, and the 

regressions are repeated using the 'absolute drop'  d drop^,^ .o -Rise). Again, the 

regressions are differentiated by ebb and flood tide in order to fit a linear least-squares fit, 

and the most complex models considered include all four variables, and utilize the F-to- 

remove value of 4.0. 

Transformations are attempted if deemed necessary, and the policy of not mixing 

transformations is upheld. Although mixed transformations have been justified by 
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researchers as improving predictive ability of models (e.g. Kostaschuk and Atwood, 

1989), my agenda of model simplicity and reliability (based on the exploratory nature of 

the research) will remain. 

Qualitative measures of macroturbulence during the transects are utilized in the analyses 

of this chapter. At the time the transect was run, observations regarding the structure and 

intensity of the boils were made according to the following outline (note: a further 

differentiation based on morphology will be introduced in Chapter 6): 

Level 1- strong 'eruption', sediment and organics entrained, audible 

Level 2- weak 'eruption', sediment and organics entrained 

Level 3- strong 'upwelling', organics entrained 

Level 4- weak 'upwelling', bit of organics 

Level 5- gleans; very weak upwellings, no organics 

Level 6- calm, placid surface 

In addition, from the graphic output, it was noted if sediment was entrained from the bed, 

whether or not it reached the surface, if there were secondary bedforms, and if there were 

trees on the bed. 

2.3- BOIL PARAMETERS 

2.3.1- Data collection 

Collection of simultaneous current-speed and boil-period time series required filming 

the boil activity for later digitization. There are numerous difficulties associated with 

obtaining video records of macroturbulent phenomena, most notably the lighting and 

weather requirements. Subsequent digitization of video requires reliable definition and 

timing of inter-boil periods. Accurate correlation of the boil-period and current-speed 

time series depends on precise timing of data collection. 



The details regarding the collection of the current-speed data are reported in section 

2.1.1. Attempts were made to film the water-surface macrotubulence from the research 

vessel, but during strong currents the boat was an unsuitable platform. Also, since 

measurement of the current-speed required the attention of both crew members, filming 

from the boat and current speed measurement could not be performed simultaneously. 

This meant that the camera had to be located onshore, and that current-speed (and water- 

surface slope) measures were taken in direct proximity. 

The film sites chosen had to meet several requirements. These included the presence of 

persistent boil generation, a film platform which would be stable (in high winds) and 

elevated (for a high-oblique view), and ambient light that would be adequate over a wide 

range of conditions. Built structures were tested, but trees near the river bank provided 

superior height and stability, and permitted inconspicuous instrumentation. The number 

of potential sites was limited to where the thalweg impinged on the bank, and it was 

decided to have two sites on each bank. One for boil generation and the other where the 

structures were noted to advect past. 

The video camera was fixed to the tree-mounted platform and left to run continuously 

(Fig.2.4). There were intermittent battery changes and camera adjustments over the daily 

filming duration of approximately four hours (governed by battery life). Initial 

observations indicated that filming two hours before and after LLT would produce results 

best suited to digitization. However, as the research continued, adjustments in this 

schedule were made for lighting conditions, and the Spring-neap tidal cycle. 

Filming was problematic in rainy and foggy conditions, resulting in poor-quality video. 

In addition, under clear skies, the quality of video was influenced by the time of LLT. At 





the R/B, if the LLT was before 0800 filming was ideal, but after that time, bright 

reflections on the water surface obscured the pattern of the boils. At the WB, the thick 

vegetation reduced brightness, and after 1200, created dark shadows on the water surface. 

Clear, sunny weather also affected afternoon video footage at the RB. Not only was the 

direct sunlight too bright, but the anabatic winds typically created ripples or waves on the 

water surface, thus obscuring the boils. Filming was performed in conjunction with 

current-speed data collection at the L/I3 from June 2-15, and at the R/l3 from June 16-30 

(Fig.2.5). As research progressed, the techniques were improved, thus the data collected 

at the R/B was of a much higher quality later in the program. It became evident that 

bright but overcast skies in the early morning (0500-0900) were the ideal filming 

conditions. Unfortunately, soon after this realization, the video quality began to 

degenerate, apparently due to increasingly misaligned video heads in the camera. 

During most current-speed and water-surface slope measurements, a qualitative estimate 

of the maximum intensity of boil activity (based on the rating scale introduced in section 

2.2) was made. During sonar measurement of the bedform properties, the dominant 

morphology of the macroturbulent features arriving at the surface within each reach was 

noted. Reliable estimates of boil size require adequate scaling of dimensions and 

consistent definitions of boil boundaries. Quantification of boil expansion rates would 

demand time series of the boil-size estimates. Photographic data are subject to the same 

difficulties as the video data. 

Low-level time-series photos of the water surface taken in July and August, 1992 are 

used to quantitatively estimate boil size and expansion rates. The location and size of the 

boils determined which of two photographic techniques were employed. If the 

production site was not reasonably close to the river bank, the photos were taken while 

anchored in the flow using a remote-activated camera affixed to an extendable pole. 





4 1 

Scale was determined from items of known size placed in the photo domain at the river 

surface. If the production site was near the river bank and the boils were too large to 

employ the pole-photography technique, oblique-angle photos were taken from sites near 

the bank, approximately 5-8m above the river surface (dependent on stage) (Fig.2.6). 

The camera used was a Pentax Zoom 90 with a 35-90mm zoom lens. During 

photography of the boil structures, video footage was also obtained. Unfortunately, the 

video quality was poor due to degenerative vibrational problems with the video heads. 

The photos were taken at a period of no less than 1.6 seconds, which is the refractory 

period of the camera. The exact period could be determined from the audio portion of the 

video footage because the photographer indicated verbally when a photo was taken. The 

duration of the photographic time series was 3-7 photos, depending on boil activity and 

lighting conditions. 

2.3.2- Data manipulation 

As noted previously, not all video records of the surface macroturbulence could be 

digitized. Over 100 hours of video were collected, but more than half were discarded due 

to poor differentiation of structures as a result of poor lighting or weather conditions. 

There was also a relatively narrow range of boil intensity that could be digitized. 

Bounding conditions had either such intense activity that structures could not be 

attributed to a single generation site, or such weak activity that the upwellings could not 

be recognized reliably. The surface current-speeds associated with these intensities 

indicate that for digitization to be possible (under ideal lighting and weather conditions) 

speed must not exceed 2.0 m/s for the R/I3 U/S site, and 1.2- 1.4 m/s for the other sites. 

Ultimately, just over 25% of the collected video record was digitizable. 
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The analysis began with identification of the most distinct upwelling site for each time 

series. The choice was obvious for the production sites, but more difficult for the 

advection sites where there were upwellings with a variety of origins. As a boil broke the 

surface at that site, the time was recorded. A 'macro' program was written in Microsoft 

Excel 3.0 which, by pressing a key sequence, automatically recorded the time based on 

the computeis internal stopwatch (to the nearest second) in a spreadsheet. This allowed 

the time of each boil eruption to be saved without stopping the video record. Then, the 

spreadsheet was used to calculate the period between each boil appearance. Rather than 

digitizing all video footage possible, only film taken in conjunction with the current- 

speed time series was digitized. The internal stopwatch of the video camera was used to 

display the actual time during filming, and the current-speed measurements were 

carefully synchronized. As footage allowed, video digitization for each time series lasted 

15 minutes, typically bounding the current-speed time series by approximately 2.5 

minutes before and after. Then, over this 15-minute span, the mean boil-period was 

calculated. It was not possible to obtain a reliable measure of the boil duration from the 

video record. Sonar was used to obtain the depth measurements utilized in Chapter 6 at 

the site of the curren t-speed measurement, which may be several metres downstream of 

the video site. 

As outlined in Chapter 4, simultaneous boil period and current-speed time series could 

not be obtained at current-speed measurement sites #3 and 4. A measure of the surface 

current-speed was taken, and the fathometer was left to run continuously for several 

minutes to get depth and bedform height estimates. Other boil-period time series were 

obtained by timing the period between boils with a stopwatch. Observations of boil 

qualities within the estuary are summarized in Chapter 3. 



CHAPTER 3- QUALITATIVE DESCRIPTIONS OF BOILS 

3.1 - INTRODUCTION 

Scientific observations of the macroturbulence displayed at the surface of rivers, 

estuaries and tidal channels have been made for over one half-century. However, there 

have been few systematic studies, and specific terms for observed features have not been 

unequivocally used in the literature. Jackson (1976) concluded that features described in 

previous studies termed 'structural eddy formations' (Korchokha, 1968) or 'Type III(1) 

macroturbulence phenomena' (Matthes, 1947) are analagous to the boils described by 

Coleman (1969). Coleman (1969) and Jackson (1976) present diagramsof a 

macroturbulent structure with a point-source upwelling. It assumes a circular shape as 

water flows away from the center towards a sharp boundary marked by vortices, or a 

distinct decrease in suspended sediment. The structure then grows radially, flattening as 

its energy diminishes, and dissipates within one minute. This is known henceforth as the 

'Coleman/Jackson model'. 

Throughout the observational area, the boils are strongly influenced by tidal conditions. 

The current is non-reversing, and near HHT (particularly during Spring tides), current 

speeds greatly slacken and the river surface becomes mirror-like (Fig.3.la). As the water 

level drops during the ebb tide, the increase in current speed is attributable to both the 

increasing water-surface slope and the decrease in the cross-sectional area as bars become 

progressively exposed. 

Field observations of boils often suggest a common morphology and evolution, but 

Rood and Hickin (1989) noted that the structures in Squamish River estuary may be 

complex. Therefore, the initial weeks of the field season were spent observing the boil 
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structures over the semi-diurnal tidal cycle from HHT to LLT to LHT at sites from the 

river mouth to a distance 5km upstream. It was evident that there were two distinct types 

of boils confined to specific regions within the estuary (Fig.3.2). 

3.2- TYPE 1 BOILS 

Approaching LLT in the lower estuary, the water surface often exhibits streamwise 

parallel bands of alternating smooth and rough patterns. As the depth decreases, these 

bands become differentiated by the sediment and organics entrained by macroturbulent 

features (Fig.3.1 b). These lanes of boil activity become most strongly developed in the 

late ebb, particularly during Spring tides. The bands only maintain a parallel structure 

over a short distance before the mid-channel bar disrupts the pattern. On the ebb tide, the 

lanes of boil production become tied to areas of flow separation on the bar head. The 

lanes increase both in number and width 1-1.5 hours before LLT (Fig.3.3). As LLT 

approaches, the bands begin to decrease in width, but they increase in number near the 

LIB while they diminish near the RB. This trend continues to the flood tide, and then all 

bands dissipate a few hours after LLT. This description is based on observations on days 

with tidal drops exceeding 3.0m. 

Within these bands, sites of repeated boil production were noted, but the duration rarely 

exceeded 5 minutes and never exceeded 10 minutes. Once a production site stopped, 

another site was typically created within a 10m radius. The structures observed in the 

lower estuary frequently followed the Coleman/Jackson model, but there were also 

periods when features did not compare to their model. 

Structures with a single point-source upwelling, and downwelling which encircles the 

structure as it expands and advects downstream are often observed in the lower estuary. 
t 





Fig. 3.3- Patterns of boil lanes downstream of mid-channel 
Y 

bar (surrounding LLT during a Spring tide) 



This is similar to the Coleman/Jackson model, but secondary features could also be 

present on the upstream side (Fig.3.4a). As LLT approached, two distinct structures not 

fitting the Coleman/Jackson model were observed in the lower estuary. During Spring 

tides, some boils erupting at the surface did not display one or two point sources, but had 

tens of small point-sources of upwelling, each entraining much sediment and organics. 

These violently erupting boils do not have specific preferential downwelling regions, and 

the edges are poorly defined. In plan view, the chaotic pattern of upwellings creates a 

structure appearing similar to a head of cauliflower (Fig.3.4b). These boils are defined as 

having a 'cauliflower' morphology. 

Upwelling was also noted to occur along a linear source, with rotation along a horizontal 

axis, and preferential downwelling along a linear front. This downwelling was frequently 

oriented normal to the flow on the downstream side of the upwelling, but could also be 

aligned parallel with the flow (Fig.3.5a). These boils have been termed 'rollers'. The 

ends of the roller could either be straight (Fig.3.5b) or curved (Fig.3.6), and this seems to 

determine how the structure will evolve. After the initial upwelling, there is a distinct 

cycle of events leading to dissipation. As illustrated in Fig.3.7, the ends begin to curl 

towards the center of the feature as it spreads and rains out sediment. As the structure 

thins, the ends loop strongly, and often form strong vortices on one side or both 

(Fig.3.8a). If the axes were initially straight, the structure would then simply dissipate. 

However, if they were curved, a secondary feature often upwells either just between the 

vortices, or on the upstream side of the structure (Fig.3.8b). These secondary features 

may spawn several additional smaller features, but all are poorly defined and short-lived 

(Fig.3.9). Although the secondary features provide another input of energy, there are no 

additional upwellings beyond 5-8 seconds after the original boil broke the surface, and 

the structure dissipates as it is advected downstream. It can be identified as an oval patch 
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Fig. 3.7- Evolution of boil structures: a)Coleman/Jackson and b) roller (with horns) 
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of smooth water for tens of metres downstream, occasionally up to several hundred 

metres downstream. 

Further upstream, the observed morphology, evolution and production sites of the boils 

were quite different from those in the lower estuary. The exception is where the the 

thalweg crosses from the L/B to the R/B (ie. sites 2 ,3  and 7 in Fig.2.2). Although the 

production sites seem to occur randomly rather than in lanes, the duration (less than 5 

minutes) is similar to the lower estuary site. All three structures described above are 

noted at sites 2, 3 and 7 with intensities similar to those in the lower estuary. The most 

extensive boil activity in the middle and upper estuary occurs where the thalweg 

impinges on the banks. 

3.3- TYPE 2 BOILS 

Wherever the thalweg moves along the outside bank in the estuary, there are numerous 

slump blocks and undercut trees in the channel which produce turbulent wakes. There 

were also several sites along both banks that were the production sites for a more 

persistent form of macroturbulence. The intermittent upwelling of fluid produced a 

structure that would grow in surface area and stretch downstream as the upwelling 

continued. After detaching, the patch of smooth water moved downstream, acquiring a 

rotation in accordance with the lateral velocity gradient. Over several hundred metres 

downstream of the production site, the boil also underwent continual change- stretching, 

expanding and contracting as numerous upwellings continually rejuvinated it. The 

contribution of many individual upwellings produced an agglomeration that typically had 

a surface area of 10-20 m2, but occasionally exceeded 60 m2. The upwellings within the 

boil agglomeration are frequently bounded by foam, vortices, or areas of downwelling, 

but precise delineation of the boundaries required ideal lighting conditions (Fig.3. lOa, 





3.10b). As the boils advected past, the upwelling sites appeared random, but with the 

passage of several boil structures, it was apparent that they remained persistent over at 

least several tens of minutes. As the structure passed, the frequency and strength of the 

upwellings at any particular site seemed to increase. The shape of the upwellings (not the 

agglomeration) either followed the Coleman/Jackson model, or appeared as rollers 

(Fig.3.1 la). In plan view, the agglomerations typically appeared as ovals stretched 

downstream, but the shape is governed by the position and strength of the upwellings. 

This is displayed in the time series photos of Fig.3.12a-d. Even sucessive boils may be 

oriented in different directions (Fig.3.1 lb). In fact, the upwellings within the 

agglomeration displayed wide ranges of intensity, expansion rate, duration, size and 

orientation over short temporal scales. All these factors produce the seemingly random 

evolution of the agglomeration as it is advected. Just as there are identifiable production 

sites and transportation/advection regions for these structures, within 200-300111, they 

typically lose their vigor. 

Although some boil agglomerations managed to persist for several minutes and travel in 

excess of 500m downstream of their production site, most became enveloped into the 

surrounding flow in one of three ways. The structure either 'elongates', 'segments' or 

simply 'diffuses' (Fig.3.13). The patterns noted were not mutually exclusive for any 

particular structure, and operationally are subjective. Sets of time series (period 

approximately 2 seconds) display examples of diffusion (Fig.3.14a-d), segmentation 

(Fig.3.15a-d) and elongation (Fig.3.16a-d). Just downstream of where these 

agglomerations seem to lose their energy is typically another production site, and the 

cycle of production, transportation, and destruction, is repeated. 

Qualitatively, it seems that the morphology, evolution and production sites of the boils 

noted in the lower estuary and at sites 2, 3 and 7 are quite different from the boil 
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agglomerations found along the L/B and R/B. The boils hereafter will be referred to as 

Type 1 and 2 respectively. In Chapter 6, a quantitative analysis of the intensity, period, 

morphology and evolution of the structures with respect to a variety of hydraulic and 

bedfonn conditions serves to define and contrast the boil types more conclusively. 

3.4- DISCUSSION 

Downstream of the R/B D/S staff gauge site, boil production typically is isolated to 

streamwise linear bands whose width and lateral spacing fluctuate with hydraulic and 

tidal conditions. The lateral variability in band width and number may be related to 

gradients in current speed and/or direction. The production sites within these bands shed 

boils for durations rarely exceeding five minutes and never exceeding ten minutes. Boil 

activity was noted to be intermittent and somewhat periodic. Coleman (1969) related 

streamwise parallel bands of boil activity to longitudinal scours which may be a product 

of secondary circulation cells. Fukuoka and Fukushima (1980) attributed the bands of 

boil production to secondary circulation cells/cylinders, and noted that they have a 

transverse spacing equal to twice the depth. This finding was also noted by Gulliver and 

Halverson (1987), but they warn that the boundaries of such circulation cells will 

frequently shift in the streamwise and transverse directions. These secondary currents 

have been related to shear flow instability, but findings to date are inconclusive (Allen, 

1987). 

Due to the vast amounts of sediment entrained in the boils of the lower estuary, it seems 

more likely that the limited duration of the production sites is related to local changes in 

the bedforms, rather than to the shifting of secondary cells. The stationarity of boil 

production sites observed by several researchers (e.g. Lane, 1944; Coleman, 1969) may in 



fact be related to steady bedform parameters. Presumably, this rarely occurred in 

Squamish River estuary while sediment-laden boils were produced. 

The surface morphology and evolution of the boils within these bands frequently 

followed the ColemardJackson model, however two distinct structures were noted which 

had characteristics that did not fit their model. The 'cauliflower' structures have tens of 

small point-source upwellings within each boil, but there are no distinct sites of 

downwelling, and a poorly defined boundary is typical. 'Rollers' have linear-sources of 

upwelling and downwelling, and rotate along a horizontal or near-horizontal axis. The 

rollers are frequently noted to evolve into a 'horn' shape rather than simply dissipate, and 

the presence of secondary upwellings was attributed to curvature at the ends of roller 

axes. Secondary upwellings, inevitably weaker and more poorly defined than the original 

upwelling, are also associated with the Coleman/Jackson model and the 'cauliflower' 

structure. This suggests that there is some additional or more general causative 

mechanism; Korchokha (1968) related paired structures to bedfom shape. 

Upstream of the R/l3 D/S site, the lanes of boil production are rarely noted; instead, boil 

activity is most strongly associated with the thalweg. Where the thalweg crosses from 

left bank to right bank, the structures observed are similar to those in the lower estuary. 

Where the thalweg moves alongside the concave bank, the boil quaIities (presence, 

production sites, morphology, intensity, size and evolution) are unlike those of the lower 

estuary. These macroturbulent structures were termed 'Type 2' boils, while those of the 

lower estuary and thalweg crossing were called 'Type 1' boils. A qualitative comparison 

is offered in Table 3.1. 

Previous studies have suggested that there may be more than one means of boil 

production (e.g. Rood and Hickin, 1989; Lapointe, 1989; Kostaschuk and Church, 1993), 



'RODUCTION SITE- 

IPWELLING- 

WOLUTION- 

AATERIAL UPWELLED- 

;HAPES- 

JPWELLING DURATION- 

XRONG PRODUCTION 
SITES- 

11s LIMIT- 

TYPE 1 BOILS 

dariable and lasts 4 0  minutes; 
ioted where thalweg crosses banks 
and in lower estuary 

ntermittent and periodic 

snergy strongest at initial upwelling 
structure then spreads, with max. 
size occurring 3-6s after. Structure 
then diffuses and it rarely visible 
after 20s. There is a definite life 
cycle dependent on type. 

typically organics; often sediment 

morphology may be related to depth 
and bedforms. They appear as rollers, 
circular or cauliflower structures; 
the first two may evolve into horns. 

inevitably rotates along a horizontal 
or near-horizontal axis 

initial upwelling lasts 1-3 seconds; 
there may also be secondary 
upwellings within next 5 secs. but 
the structure is rarely visible >1 min 

seemingly random; perhaps controllec 
by local bedform R.R. or steepness 

typically 2 x 3m, up to 4 x 7m 

approx. W.S.C. station 08GA053; 
perhaps related to grain size 

TYPE 2 BOILS 

fixed; along concave-bank; 
originates at obstructions 

varies between intermittent and 
quasi-continuous 

undergoes initial increase in sfc. area 
then displays continual change- 
stretching, expanding and contracting 
as upwellings continually rejuvinate 
i t  

rarely sediment; sometimes organics 

ovals stretched according to lateral 
shear and upwelling intensity and 
location. It eventually diffuses, 
stretches or segments 

whole structure rotates on a vertical 
axis in accordance with lateral shear, 
but individual upwellings within may 
rotate along along a horizontal axis 

initial upwelling lasts 1-4 seconds, 
but the structure seems to induce 
upwellings as it is advected d/s such 
that it may survive for several mins. 

thalweg; only 3-5 dominant 
production sites per bank 

typically 2 x 7m, up to 4 x 15m 

unknown; definitely uls of Mamquam 
River iunction 

Table 3.1- Contrast of Type 1 and Type 2 boils 



and Coleman (1969) suggested that there may be more than one 'type' of boil. Although 

Coleman's Type B boil may simply be a gigantic vortex, his postulation that certain 

hydraulic regimes and bedform structures will produce specific patterns in boil activity is 

noteworthy. Inspection of the variability in hydraulic and bedform parameters in the 

estuary follows in Chapters 4 and 5, respectively. 



CHAPTER 4- CURRENT SPEED AND WATER-SURFACE SLOPE 

4.1 - INTRODUCTION 

Macroturbulence in rivers and estuaries typically has been related to mean hydraulic 

characteristics, fluctuating components of current-speed, or to bedform parameters. The 

intensity of macroturbulence also has been related to the bed shear. In natural channels 

with bedforms, the shear stress at the bed consists of bedloadfgrain roughness and form 

drag components. The former may be approximated by employing the Law of the Wall 

to velocity profiles, but velocity may be difficult to obtain reliably during unsteady flows. 

Proposed derivations of form drag often include a measure of bedform geometry such as 

steepness or relative roughness (e.g. Fredsoe, 1982; Wiberg and Smith, 1989). However, 

some models assume that for a given bed shear stress, the proportion of total drag 

contributed by bedform drag will be similar under any conditions (e.g. Engelund and 

Fredsoe, 1982). Field studies to test such models have been limited due to the difficulty 

of collecting reliable data. 

Shear velocity estimates require accurate measures of velocity at a number of points 

above the bed. The precise location of the measures above the bed with respect to 

bedfoms must also be known. This information could not be obtained in my study area 

due to high suspended-sediment concentrations, and large, dynamic bedforms. Instead, 

water-surface slope, current speed and water depth were considered as scaling variables. 

As transitional regions between fluvial and tidal dominance, estuaries often display great 

variability in depth, water-surface slope and speed over short temporal and spatial scales. 

Therefore, the study area includes several data-collection sites, located to reflect the wide 



range of tides and discharges. An additional complexity is the well-documented 

fluctuation in current-speed of Squarnish River. 

It has long been recognized that current speed in rivers may display large fluctuations on 

a variety of temporal scales. A component of the bedforms-mean flow-turbulence 

relations which has recieved minimal consideration in the literature is the variability in 

current-speed at a time scale on the order of minutes. Study of this phenomena, rather 

than simple recognition of its existence has been sparse, particularly in recent decades. In 

fact, a commonly acknowledged term for the variability does not exist. Rood (1980) 

noted that these fluctuations have been called pulsations (Matthes, 1947; Dement'ev, 

1962), eddy structures (Nowell and Church, 1971), velocity fluctuations (Dement'ev, 

1962; Savini and Bodhaine, 1971; Miiller, 1982) and low-frequency turbulence (Lyapin 

and Chebotarev, 1976). They have also been called long-period oscillations of current 

speed (Jackson, 1977; Lapointe, 1989). Many of these terms suggest causative 

mechanisms; in this thesis, they will simply be known as 'fluctuations' in current-speed. 

Early observations were mostly descriptive and primarily concerned with the influence 

of these fluctuations on estimations of discharge. Some studies, however, included 

tentative proposals regarding causative mechanisms. Dement'ev (1962) summarizes the 

early Russian work, which began in the 1870's. General conclusions include the 

consensus that pulsation amplitude increases towards the bed and banks, while between- 

river comparisons revealed an increase in the fluctuations with increasing current velocity 

and channel roughness. These findings were debated for several decades, with some 

researchers claiming that the minimal pulsation actually occurs at some depths due to the 

effects of wind and waves. Dement'ev (1962) ultimately concludes that characteristics of 

the measured fluctuations are irregular in magnitude and frequency over short space and 

time scales. A similar finding was noted by Matthes (1947). 



Several causative mechanisms have been nominated, but none has been verified. Some 

Russian studies indicated that the fluctuations in the current-speed may follow changes in 

the water-level. Matthes (1947) postulated that fluctuations in both current-speed and 

stage occur as flowing water attempts to maintain equilibrium as the discharge and 

sediment load varies; subsequent observers have suggested similar hypotheses. 

Fluctuations in current-speed have been linked to variability of discharge (both 

temporally and spatially) by Dement'ev (1962), Morisawa (1985) and Chang (1988), and 

to variability in bedload or bedfoms by Korchokha (1968), Jackson (1977) and Lapointe 

(1989). 

Another proposed cause of current-speed fluctuations is that they may be linked to 

eddies or vortices which are either transported downstream (Jackson, 1977; Lapointe, 

1989) or oscillate temporally or spatially (Miiller, 1982; Gulliver and Halverson, 1987; 

Lapointe, 1992). Postulated energy sources for such eddies include lateral gradients in 

velocity or shear stress, but the survival of eddies far downstream from their generating 

sources has been questioned (Nowell and Church, 1971; Lapointe, 1989). Nowell and 

Church (197 1) suggest that the fluctuations may simply be resonance effects from flow 

patterns imported from upstream. 

The mean period of current-speed fluctuation within the transverse, unlike the 

magnitude, appears to be a constant for a given channel, and has been related to channel 

dimensions such as width or depth (e.g. Dement'ev, 1962). The techniques for 

determining such a mean period, however, have been questioned (Rood, 1980). This 

problem of analysis is exacerbated by non-stationarities in the flow which may be 

induced by tidal factors in estuaries (e.g. West and Oduyemi, 1989). 



Tidal forcings in estuarine reaches produce periodic fluctuations in speed, depth and 

slope. This tidal control may produce wide ranges in the three variables over short 

temporal scales. Although tidal flux allows for efficient investigation, tidal wave 

propagation can produce complex sequences of changes in the variables of interest. Most 

estuaries will produce a combination of standing and progressive tidal wave properties, 

but this varies both within and between estuaries as a function of tidal regime (Knight, 

1977). 

If estuary depths are shallow, there will be frictional effects of the bed on tidal wave 

propagation. These effects will be more strongly displayed on the ebb tide, thus flood 

wave propagation will be more rapid. Explanations for this phenomenon are vague, but 

include a more rapidly decreasing relative roughness on the flood tide (Knight, 1977), or 

the crest of the tidal wave travelling upstream faster than the trough (Glen, 1979). In 

addition to this duration asymmetry there may also be differences between the maximum 

velocities of the ebb and flood tide, or temporal differences between stage 

maximalminima and velocity maxima/minima. These were respectively called velocity 

and time asymmetry by Hines (1975). Quantifying the effect of the tidal wave on the 

hydraulic parameters in the study region is complex due to superimposition of short- 

period variations in discharge (Hoos and Vold, 1975). 

Calculations of mean depth within the study reaches were obtained from the sonar 

transects which are analyzed in Chapter 5. This chapter investigates only the variation of 

slope and speed. Measurement of these variables in conjunction with other data 

collection was relatively time-consumptive. Thus, predictive rating curve relations 

(based on multiple stepwise regressions) are attempted. Knight (1977) concluded that 

current speed was dependent on depth, slope, boundary roughness and exposure. Each of 

these variables, is in turn dependent on tidal factors and discharge. 



4.2- CURRENT SPEED 

4.2.1- Surface current-speed regressions 

Plots of Usfc versus the independent variables at each station indicate that all relations 

are essentially linear. Besides the flattening of the relation near high and low tides, there 

were two interesting features that may affect the assumptions of the regression analyses: 

1) On the ebb tide, the variability in Usfc generally increases towards LLT (especially 

TM.75). On the flood tide, the variability in Usfc generally decreases from LLT 

to LHT (Fig.4.1 a-d). 

2) At station 2, there is a tendency for variability to increase as discharge declines. 

The statistical importance of these features in the regression analyses are assessed when 

residuals are inspected. The speed-T plots become curvilinear near the turning of the 

tides, but this is masked by the high variability in Usfc at LLT. 

When data for all 6 stations are pooled, the regression models on both tides have single 

explanatory variables, and the models fit the data poorly (Tables 4.1 and 4.2 in Appendix 

1.1). D is the only variable in the ebb tide model, and T is the onIy variable in the flood 

tide model. For both, the ~2 values are not excessively low, but this is perhaps inflated 

by the large sample size. For both data sets, outlier removal does not alter the variables 

chosen in the models, and the improvements in ~2 and s.e.e. are very similar. 

Differentiating the data by stations reveals a pattern of dependence of the key 

independent variables in each model on proximity to the estuary mouth. On both tides, 

there is a general 50% decrease in the coefficient of variation due to the differentiation. 

With the ebb-tide models, as the sample size increases, so does the R~ value. Sample 



0.0 0, 
0 1 2 3 4 

DROP (m) 

0.0 0, 
0 1 2 3 4 

RISE (m) 

Fig. 4.1- a) Station 5 sfc. current-speed on ebb tide vs. drop 
b) Station 5 sfc. current-speed on flood tide vs. rise 
c) Station 3 sfc. current-speed on ebb tide vs. T 
d) Station 3 sfc. current-speed on flood tide vs. T 



size influences the summary statistics and the reliability of the models is questionable. 

Thus, rather than discussing each station in turn, only the trends in the data are identified 

here. 

Generally, the importance of estuary discharge in the models (as expressed by the beta 

coefficients) diminishes with proximity to the mouth, until it is insignificant in the model 

of the downstream-most station. D dominates the models of the two R/B stations, while 

T is present only in the two stations associated with the thalweg crossing from the L/B to 

the R/B. Note that the LTH is only important for station 5, but that there is collinearity 

between LTH and D (not enough, however, to disqualify either from the model). This is 

also true for the flood-tide model. Finally, for the upstream-most station, there is a 

negative correlation between Q and speed (this will be addressed in section 4.4). Only 

the models with n>30 had any points judged to be outliers. Their removal does not 

influence the choice of variables included in the model, although there is a considerable 

improvement in the multiple correlation coefficient for station 4. 

On the flood tide, the sample size influence on the R2 is less apparent than on the ebb 

tide. The sample sizes are considerably smaller for the flood-tide data, but the R2 values 

are larger on the flood tide for each station except station 5. Station 1 could not be 

included in the analysis due to small sample size (n=4). Irrespective of these smaller 

samples, several trends identified in the ebb-tide data may also be recognized on the flood 

tide. 

The beta coefficient of T generally declines as proximity to the estuary mouth decreases. 

Note also that T is included in the model of every station except #5, and the LTH is 

important for both 5 and 3. The beta coefficent for Q remains essentially constant for the 

three upstream-most stations. Also, the division of the study reach into 3 regions (based 



on the independent variable explaining the most variation in the dependent variable) is 

not as evident on the flood tide. 

Comparing ebb and flood models for individual stations, station 4 includes the same 

explanatory variables, with similar beta coefficients. The models for stations 3 and 5 

retain the variable with the highest beta coefficient. For stations 2 and 6, T replaces Q 

and D respectively, as the most important variable. Finally, the effect of outlier removal 

for the flood tide is similar to that for the ebb tide. 

Utilizing the split-sample test of Kleinbaum et al. (1989) to test reliability, two of the 

four surface speed models had shrinkage<0.10 (one of them negative) and two models 

were deemed unreliable. The effect of the small samples is also indicated by examining 

the assumptions of regression analysis based on the model residuals. 

4.2.2- Current speed at 0.7d 

4.2.2.1- Regression analysis 

When U0.7d is plotted against all independent variables (for each station), the linear 

relations are again apparent. The regression models for U0.7d reveal several interesting 

similarities and differences to the surface-speed models. When the stations are pooled, 

both the ebb and flood tide models have low R2 values, high standard errors, and T as the 

most important variable. Again, these pooled models are not as useful as models 

differentiated by station. 

The speed records at 0.7d were only taken at four stations, and there are small sample 

sizes for each station. Although the values of the coefficients in each model are 

unreliable, the trends in the data may be useful. For both the ebb and flood tide, models 
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from the LIB have significantly better fits than the RIB stations (Table 4.3 in App.l.1). 

Among the R/B models, there is a better fit on the flood tide, while at the WB, the ebb- 

tide models fit better. 

Generally, the variables in the models for both speed measures are similar, but the f i t  is 

better with the U0.7d models. At station 2, Q is the most important variable for both 

tides based on the U0.7d models. This was also true of the surface-speed model for the 

ebb tide, but on the flood tide, T dominated. T was also included in the ebb model. 

Wilkinson's test indicates that the relations are significant at the 99% level. 

For station 5, the models of U0.7d have D or R as the only variable in the models of 

both tides. The surface-speed models also have D or R as the most important variables, 

even with the large difference in sample size. Wilkinson's test indicates that the 

relationship is significant at the 99% level on the flood tide, but less than 95% on the ebb 
. . 

tide. This problem with sample size prohibits the use of the Kleinbaum et al. (1989) test 

for reliability in any of the models of speed at depth. 

For station 6, T was the only variable in the models of both tides for the U0.7d. This 

was also true of the Usfc model for the ebb tide. On the flood tide, however, D was the 

only variable in the model. For both measures of speed, the model fit was better on the 

flood tide than the ebb. Wilkinson's test indicated that on both tides the relationship was 

significant only at the 95% level. 

For four of the five stations where surface-speed models were obtained, and for all of 

the U0.7d models, a normal distribution of residuals may not be present. Several 

measures may be employed to rectify this, but it was not attempted since it is evident that 

the reliability of a predictive model with these small sample sizes is not satisfactory. 
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Data sets of current-speed at two levels in the flow have produced similar models of 

explanatory variables at the three sites where comparison was possible. 

4.2.2.2- Minimum durations of current-speed measures at 0.7d 

The regression analysis in section 4.2.2.1 was based on a nine minute mean of the 

current speed at 0.7d. The nine-minute duration was determined to be the maximum 

length of the time series which could be considered as stationary (section 2.1). However, 

an approximation of the nine-minute mean may be possible from shorter averaging times. 

This minimum duration of current speed measurement could also be related to the 

magnitude of the fluctuations in the speed time series (e.g. TI or RTI). 

Historically, the primary concern with current-speed fluctuations has been the effect on 

discharge estimates (based on a mean current-speed, employing continuity). Although 

discharge estimates of Squamish River made by the WSC are based on stage-Q relations, 

stage may fluctuate on scales similar to those of current speed. Therefore, an estimate of 

the minimum duration of current-speed measurement required to obtain a time-averaged 

approximation of the nine minute mean throughout the estuary may be a useful finding. 

To accomplish this, the technique of Savini and Bodhaine (1971) was employed. The 

current-speed time series was filtered with a 30-second running mean, and the resulting 

largest and smallest values in the time series were noted. If both values were not within 

5% of the nine minute mean, the procedure was repeated with a I-minute running mean 

through the original data. This process was repeated with the filter length increasing by 

30 seconds each attempt until both values were within 5% of the 9 minute mean. 

There is not a recurring minimum measurement time in the estuary, nor even similar 

values over tidal cycles at a single site (Table 4.4). These values (both grouped and 
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differentiated by site) bear no graphically notable relations to Usfc , U0.7dY depth, Q or T. 

The expected relation between the time required and the RTI was displayed best at the 

R/B DIS site, but also noted at the RIB U/S and L/B D/S sites (Fig.4.2a). Similar findings 

were found for the TI. These relations are not useful for a priori approximation of the 

required measurement time. 

In order to elucidate the mechanisms controlling the magnitude of variation in U0.7d, 

the plots of TI versus U0.7d at each station were examined and then differentiated by a 

variety of proposed factors. These factors included stage, discharge, and tidal regime. 

The plots of TI vs. U0.7d for the L/B display poor correlation, with low R2 values (0.001 

and 0.277 for uls and d/s respectively). The R/B sites display positive linear relations (R2 

values= 0.587 and 0.371 for u/s and d/s respectively), and an asymptotic relation at the 

R/B UIS site. There was no tendency for TI to be greater during either tide at any of the 

four sites. Physical reasoning suggests that TI will be greater (relative to U0.7d) when 

there are large changes in discharge (or stage(s)) as opposed to small ones. Plots of TI vs. 

U0.7d which have been differentiated by rates of change of discharge or stage should 

therefore display a diagonal separatice. 

The calculated ds/dt values were based on the change in stage measured at the staff 

gauges nearest each respective site over the hour bounding the speed measurement. 

When the TI vs. U0.7d plots are differentiated by a limit of ds/dt= 0.18 m/hr (chosen to 

approximately half the data), the expected diagonal separatice is not noted. Instead, for 

three of the four sites, a vertical separatice is found (e.g. Fig.4.2b). This is because the 

times of data collection concentrated near low tide. As a result, large dsldt values are at 

mid-tide when current speeds will be generally lower than at LT (when dsldt will be 

small). The other site (W U/S) displayed a diagonal separatice but the opposite trend of 



2 3 4 5 6 7 8 9  0.0 0.6 1.2 1.8 

MINUTES REQUIRED MEAN U@0.7d ( m l s )  

MEAN U@0.7d ( m / s )  MEAN U@0.7d ( m l s )  

Fig. 4.2- a) Relative turbulence intensity at R/B D/S site vs. 
required time for mean current-speed at 0.7d 
to be within 5% of the 9-minute mean 

Turbulence intensity vs. mean speed at 0.7d 
-differentiated by the rate of change in stage at: 

b) L/B D/S site 
c) R/B U/S site 

-differentiated by the rate of change of discharge in 
the hour preceding data collection at: 
d) RIB U/S site 
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what was expected. It appears that a higher ds/dt produced a lower TI (Fig.4.2~). This 

pattern remains an enigma. 

The effect of dQ/dt was examined by determining the change in estuary discharge in the 

hour preceding and that during current-speed data collection. The differentiation limit 

was again chosen to halve the data. For the WB sites, there were random patterns for 

both the hours preceeding and during data collection. However, both R/B sites may 

display the expected pattern of dQ/dt relative to TI and U0.7d, more notably in the hour 

preceding data collection (e.g. Fig.4.2d). 

4.2.2.3- Graphical inspection of time series 

Previous research shows that the patterns and periodicities displayed by current-speed 

time series often vary over cycles ranging from several seconds up to the length of the 

record (see section 4.1). Attempts to quantitatively relate temporally-averaged turbulence 

characteristics to basic hydraulic parameters in section 4.2.2.2 were not informative. If 

the deviations from the mean current speed can be related to changes in stage or 

discharge, it suggests that these fluctuations would occur on temporal scales shorter than 

those examined in section 4.2.2.2. Since such data were not collected, the search for 

causative mechanisms was abandoned and the current-speed time series plots were 

simply examined for notable patterns and periodicities. 

Over one-hundred current-speed time series were collected, most displaying 

considerable deviations from the nine-minute mean value. These deviations frequently 

appeared as random variations about the mean although in many instances, there were 

apparent periodic fluctuations or repetitive patterns. A distinct pattern recognizable in the 

time series is a slow, unsteady increase in current speed followed by a rapid, steady 
i 



decrease. Rapid increases followed by slow unsteady decreases were also noted, but far 

less frequently. The patterns were often apparent, but fluctuations with periods of 10-20 

seconds occasionally hid them. To aid visual recognition, a filtering function was applied 

to the ,time series. 

Geophysical data are commonly filtered, with the equally-weighted moving average (ie. 

'running mean') being the most simple and popular function. Howarth and Rogers (1992) 

note, however, that these filters often introduce both phase shifts and periodicities at 

certain frequencies, and 'polarity reversals' (where peaks in the filtered series correspond 

with troughs in the unfiltered series). Examples of such problems are illustrated by 

filtering the current-speed time series of June 22 (0800-0812) with a 7-term running mean 

(Fig.4.3a). Howarth and Rogers (1992) recommend that these problems may be avoided 

by building filters with the weights proportional to the binomial coefficients. Such filters 

follow the original time series closely, but also smooth out short-term fluctuations, as 

displayed by the application of a 7-term binomial filter (Fig.4.3b). A second example of 

the influence of these two filters is displayed in Fig.4.4a,b. For inspection, all time series 

were filtered with a 7-term binomial filter. The choice of filter length was subjective, but 

not influential on results since there were typically only subtle differences between the 

output of filter lengths between three and fifteen terms. This is attributable to the rapid 

expansion of the binomial coefficients. 

There were several time series which displayed high frequency fluctuations ranging 

from tens of seconds (Fig.4.5a) to several minutes (Fig.4.5b). These fluctuations were 

often superimposed on longer-scale oscillations which exceeded 50% of the record length 

(Fig.4.5~). The noted tendency for current speed to accelerate unsteadily up to some 

maximum speed and then rapidly decrease was noted in many time series (e.g. Fig.4.5d 

(minutes 8-12)). These patterns will be studied in greater detail in Chapter 6. 
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Fig. 4.3- Filter application to the speed time series of 
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Fig. 4.5- Filtered current-speed time series: 
a) June 7 1535-1550 
b) June 22 1304-1315 
c) June 3 1231-1243 
d) June 24 0557-0612 



4.3- WATER-SURFACE SLOPE 

4.3.1- Inspection of data 

From an initial examination of slope versus all independent variables, there are 

approximate straight-line relations for all combinations at each site, except for 3 cases. 

All occur on the flood tide, with the plot flattening out at the extremes (4 .15  and >I.%) 

corresponding to LLT and KHT. 

It is also evident from this inspection that there is quite a scatter of points around even 

the strongest trends. In determining the slope of the water-surface in such a dynamic 

environment, the potential for errors to creep into the analysis certainly exists. Knight 

(1977) notes that even in straight reaches, errors in determining water-surface dope from 

surveys can be as high as 10%. Certain types of errors (e.g. systematic and illegitimate) 

are difficult to quantify, but their influence may be speculated upon. Systematic errors 

were kept to a minimum by careful surveying and staff-gauge installation (e.g. level 

gauges). Illegitimate errors were also minimized by not only double-checking gauge 

readings, but by utilizing a check built into the data collection procedure. By determining 

the difference between the staff-gauge readings at the time of measurement, any values 

which seemed odd could be re-examined. The effect of the random errors in reading the 

staff gauges and stadia rod during surveys can be quantitativeIy analyzed. 

Since the staff-gauge heights were not installed relative to any datum (nor to each 

other), the difference in stage read between the gauges (DS) was compared to the 

difference in water-surface elevation between the gauges as measured from surveys (DE). 

These values were obtained on several days at high and low tide, since these are the times 

when water-surface slope is relatively stable. The values were compared graphically, 



producing a linear relation such that DE= DS + C , where C= a correction factor. The 

error in C (dC) may be taken as the standard error of the regression, which was 0.007 1. 

The error analysis is reIatively sensitive to this value (ie. if dC increases by 100%, the 

total error in slope increases by 50%), thus to be conservative (in case this value is an 

underestimate), dC is taken as 0.02. 

A simpler technique (and with less error) would have been to 'tie-in' the staff gauges by 

relating one to a relative zero mark on the other using a level. Unfortunately, this was not 

realized until the staff gauges had been removed. Instead, the distance between the staff 

gauges was measured with a level and stadia rod (DX), as was the difference in water- 

surface elevation between the staff gauges (DE). Then, slope (m) is DEPX.  The error in 

reading the staff gauges (dS) is assumed to be one-half the smallest division (0.005), as is 

the error in reading the stadia rod (upper(U) and lower(L) crosshairs on the level). 

Subscripts refer to upstream(1) and downstream(2) staff gaugeslstadia rod readings. The 

error analysis follows: 

Since 

therefore d(DE) = d ( S 1 - S 2 + C )  

=dS1 +dS2 + dC 



Since m = DEIDX 

therefore dm = m  

= m  

= m  

= m  
0.2(AE) + 0.02(AX) [ AEAX 

Based on the range of slopes meaured in the estuary and the distances between the staff 

gauges, the errors are roughly constant. For the L/B, they are between 1.027E-04 and 

1.036E-04, and for the R/B, they are between 1.277E-04 and 1.290E-04. For the purpose 

of graphing, the error bars were taken as the upper limit for each site, but the difference is 

indistinguishable in the graphs to follow. Examples of the error bars are shown on plots 

at each site on both tides (Fig.4.6 a-d). The influence of the error is greatest when the 

slope is smallest, a fortunate correspondence for predicting boil activity which diminishes 

as high tide (and low water-surface slope) is approached (Rood and Hickin, 1989). 

Multiple stepwise linear regression was to be employed for predicting water-surface 

slope. However, graphical analyses of the water-surface slope over diurnal tidal cycles 

indicated that there were intermittent minima or maxima which were not associated with 

variability in discharge or tidal parameters. These readings were noted in the field and 

double-checked, so they cannot be attributed to measurement error. Examples in my data 

set include June 4(1200-1346), June 6 (1333), June 17(1406), June 25 (0848), August 

23(0955) and Aug 25(075 1-0923). 
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Fig. 4.6- a) LIB water-surface slope on flood tide vs. rise 
b) RIB water-surface slope on flood tide' vs. rise 
c) LIB water-surface slope on ebb tide vs discharge 
d) RIB water-surface slope on ebb tide vs. T 



4.3.2- Comparison of slope and speed 

It is difficult to quantitatively link surface speed and water-surface slope in the study 

area because there was typically a difference of approximately 15 minutes between the 

two measurements. Differentiating between the ebb and flood tide allowed linear 

regression models to be fitted, but if the tides are not split, the shapes of the curves may 

offer some insight to the speed-slope relation. 

The plots of water-surface slope over the tidal cycle at the right and left bank sites 

display some similarities, but there are also several important differences (Fig.4.7a,b). 

Both plots have steeper slopes and less variability on the flood tide, but the degree of time 

asymmetry is dissimilar. At the L/B, the slope minima occurs at approximately T=1.6, 

while the maxima occurs at approximately T=0.95. The slope minima occurs earlier in 

the tidal cycle at the R/B (T=1.5), as does the maxima (T=0.85). Also, at the L/B at T=O, 

note that the slope is not at zero, as it is at the LHT. 

Although the sample sizes for the speed models may be inadequate, attributing all 

unexpected results to the small sample size is not appropriate. For instance, the data- 

scarce station 2 has a speed maximum that is on the flood tide (Fig.4.8a). Note, however, 

that the removal of that one point produces results more like those of L/B slope. Then, if 

the plot of the nearby station 3 is examined, it also appears that peak speeds (ignoring the 

absolute maxima) may have T>1.0 (Fig.4.8b). This might also be true for station 4 

(Fig.4.8~). The stations at the RIB have maxima at approximately T=0.9, as does the R/I3 

slope (Fig.4.7c7d). In fact, the large data set for station 5 allows a more reliable 

comparison between slope and speed. 



Fig. 4.7- a) LIB water-surface slope vs. T 
b) RIB water-surface slope vs. T 
c) Station 5 sfc. speed vs. T 
d) Station 6 sfc. speed vs. T 



Fig. 4.8- Surface speed vs. T 
a) Station 2 
b) Station 3 
c) Station 4 



At station 5, unlike the slope, speed displays a greater variability on the flood tide than 

the ebb tide. Also, there is not a minima found before LHT. However, the general 

shapes of the plots are similar, and the maxima occur at approximately the same T. If an 

envelope curve is drawn over both plots, they are near-identical. Upper envelope curves 

for the LIB slope and the speed stations near the L/B (#2-4) are also similar. 

Plots of water-surface slope versus speed for these stations display poor correlation, 

even once differentiated by ebb and flood tide (Fig.4.9a-c). There is evidence of a linear 

trend for station 6, but this may be related to a paucity of data. 

4.4- DISCUSSION 

4.4.1- Current-speed model results 

Due to small differentiated sample-sizes, the current-speed models seem unreliable. 

Examination of specific stations however, yielded interesting results and allowed 

inferences about the slope to be made. For the ebb-tide surface-speed models, the 

importance of Q in explaining variation in speed decreases in a downstream direction. 

This suggests that a transition zone exists ,between the fluvially-dominated and tidally- 

dominated regions. Only those stations with large sample sizes had outliers identified'in 

the models. On the flood tide, sample size may not influence model fit as adversely as 

with the ebb-tide models, but the reliability tests for stations 3 and 5 suggest that the 

models may be unstable. Several variables selected in the flood-tide models are similar 

to those of the ebb tide, but the regions of fluvial versus tidal dominance are not as 

distinct. The importance of T diminishes in the upstream direction, but the combined 

effects of discharge and D or R on the current speed are not as evident. 
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Fig. 4.9- Water-surface slope vs. current speed differentiated 
by ebb and flood tide: 

a) Station 6 
b) Station 5 
c) Stations 1 and 2 



The models of U0.7d are based on small sample sizes, but the variables selected for the 

respective models at each station are similar to those of the surface speed. At station 2, Q 

dominates the model, but T is also important on the flood tide. D and R are important for 

stations 5 and 6, but T explains the most variation at station 6 on the flood tide. It was 

initially suspected that the variables in the models for U0.7d would differ from the 

surface-speed models (perhaps due to wind shear or bedforms), but this is not indicated in 

the results. 

The extreme variability in current speed at 0.7d was not expected, but similar findings 

have been noted previously. Leighley (1934) (noted in Morisawa, 1985) concluded that 

zones of maximum turbulence are located at depths approximately 0.7-0.8d from the 

surface on either side of the cross-sectional maximum channel-depth. 

The similarity of the variables selected in the models for speeds at both depths is 

encouraging, although the coefficients are based on small sample sizes, and the models 

are likely unstable. Whether there are more independent variables that should be 

considered, or a component of randomness, the models obtained are of limited predictive 

use. Nevertheless, the models do act to highlight the dominant controls on current speed. 

Typically, as the data became more differentiated, the process of choosing variables for 

the model became more obvious since the decisions based on collinearity and parsimony 

did not need to be made. Note that, as the sample sizes diminish, the Kleinbaum et 

a1.(1988) recommendation (05- 10k) may not be met. Statistically significant relations 

based on such small data sets are questionable. 

The envelope curves that may be plotted on Fig.4.7c,d and Fig.4.8 are defined by the 

slope (Fig.4.7a,b) and are governed by the tidal wave propagation. 



4.4.2- Tidal-wave Asymmetry 

Plots of slope and surface-speed versus T (from HHT to LLT to LHT) highlight the 

spatial variability in tidal-wave asymmetry. From slope vs. T, there is a greater 

variability of slope values at both sites on the ebb tide. A hypothesis that will be 

explored in a subsequent chapter is that this is due to secondary circulation. The 

difference between the time of maximum slope between R/B and WB is 0.10 T units. 

Also, the L/B data may be more skewed toward the ebb tide than the R/B data. As noted 

by Wright (1976), an upstream decrease in tidal amplitude is accompanied by a rapid 

increase in the tide wave asymmetry. The duration asymmetry is a manifestation of the 

finite-amplitude progressive wave characteristics. The Squamish River estuary is shallow 

compared to the tidal amplitude, and the celerity of the flood tidal-wave is faster than that 

of the ebb. The flood duration at the field site is approximately 80% of the ebb duration. 

From the speed-T plots, the upstream stations (2,3,4) have velocity maxima after LLT, 

unlike the stations further downstream (5,6). There may be a shifting of the thalweg off 

the WB as LLT nears, such that the core of the thalweg moves into the region of 

measurement (recall that at station 2, Q is negatively correlated with speed). When 

choosing the sites for speed measurement, it was assumed that. the current speed in the 

thalweg would be relatively homogeneous over a lateral region of several meters. Thus, 

the rationale was to choose the most stable tree over a region (subjectively defined to be 

the thalweg) to which the buoy could be secured. Whether or not this decision has 

adversely affected the results cannot be ascertained for certain, but it does yield another 

cautionary note if attempting to utilize the regression models for prediction. 



Effects of the lag of tidal parameters on flow hydraulics over time scales greater than a 

half-cycle are difficult to quantify. Kostaschuk et al. (1989b) note that identical values of 

tidal fall for similar river discharge could produce different effects dependent on the 

magnitude of the preceding tidal fall. Recall that LTH is an indication of the point in the 

fortnightly tidal cycle; the maximum Spring tide is at a LTH minimum and the maximum 

Neap tide is at a LTH maximum. 

For the speed stations with large data sets (3 and S) ,  LTH is present in the models on 

both tides. This was not surprising because LTH was originally included in the 

regression models based on observations of differing boil activities with similar tidal drop 

and discharge at identical times in the diurnal tidal cycle (T). It is suspected that these 

effects could be recognized in the bedform records, but it will be difficult to isolate them 

due to the numerous complex hysteresis effects on smaller temporal scales. 

It is often found that current speeds in an estuary ('horizontal tide') reverse earlier than 

the stage ('vertical tide'). This is known as 'time-velocity asymmetry' (Postma, 1961) or 

simply 'time asymmetry' (Hines, 1975). Rood and Hickin (1989) found that the velocity 

maximum occurred approximately 90 minutes before LLT at a site 1 km downstream of 

my R/B site. This value, however, is not only site specific, but dependent on the 

discharge and tidal characteristics at that time. The degree of phase shift depends on the 

effect of bottom friction and river discharge on the tide, a relationship for which a 

mathematical proof has been presen red by van Rijn (1 990). It is based on comparing the 

estuary discharge (from the equations of continuity and motion) to the tidal level from an 

oscillating solution of damped harmonic motion. Although the application of the 

formulae is not realistic due to assumptions being violated (e.g. constant cross-sectional 

area, hydraulic radius, Chezy C, water depth and bottom slope throughout the estuary), 

the physical explanation is still valid. Increasing bottom friction has the effect of 



increasing time asymmetry, as does increasing river discharge. Knight (1977) found that 

the asymmetry of the hysteresis on the ebb tide increased moving upstream, which was 

also noted in Figs.4.7 and 4.8. 

These effects are typically recognized in speed measurements, but they should also be 

evident in slope measurements. However, there have been few estuarine studies of water- 

surface slope made over multiple tidal cycles, so confirmation is difficult. Knight (1977) 

noted that slope values had a maximum before LLT, which was confirmed in this chapter 

(Figs.4.7a,b). A relation displaying a similar lag is that between current speeds near the 

bed (or shear velocities) and the surface speed. 

It has been noted by several researchers that the Reynolds stresses at the bed are lagged 

relative to surface or mean-speed characteristics, resulting in a hysteresis (e.g. Gordon, 

1975a, Anwar, 1983). Others note that turbulence intensity is greater during decelerating 

currents, which may or may not occur before low tide, depending on the degree of 

hysteresis in speed and stage (e.g. Knight, 1977). Van Rijn (1990) notes that there is a 

phase shift between the current speed at the surface and near the bed due to the effects of 

bottom friction. Since the pressure gradient generated by the water-level gradient (slope) 

is constant throughout the water column, the horizontal fluid momentum at depth can be 

overcome by the pressure gradient force sooner than the higher-momentum surface 

waters. This was put forth by Gordon (1975a) and confirmed by Davies (1977). Using 

shear velocity as as indication of flow turbulence, Kostaschuk et a1.(1989a) found that 

there were enhanced shear velocities (u*) during decelerating flows. A hysteresis relation 

between suspended-sediment concentration and mean velocity is attributed to this lag of 

turbulence (Thorn, 1975; Rood and Hickin, 1989). These findings cannot be verified 

using the speed measures obtained in this study. It is evident that the measured slope and 



speed is not only controlled by simple tidal and discharge parameters, but it subject to a 

combination of many external forcings. 

4.4.3- Current-speed time series 

To ascertain the required duration of current-speed measurement at 0.7d necessary to 

approximate the long-term mean, the speed time series were filtered with a running mean, 

and the maximum deviations from the nine-minute mean were noted. The required 

duration was not only highly variable between measurement sites in the estuary, but 

could vary significantly at a site over short temporal scales. The time necessary ranged 

from 3.5 to 8 minutes at most sites, and exceeded 8 minutes on two occasions at the L/B 

UIS site. 

Utilizing a similar technique for estimating the required duration of current-speed 

measurement, Savini and Bodhaine (197 1) found that at most depths, a four-minute 

duration produced a value within 0.5% of the long term mean. It was concluded that the 

required duration varied temporally and spatially, which was noted previously by 

Dement'ev (1962). Dement'ev (1962) found that the required duration will not only vary 

between rivers, but even at a given point in the vertical will fluctuate with stage. He 

concluded that in order to obtain an accuracy of speed measurements within 2% of the 

long-term mean, the required duration will increase with depth, slope, bed material size 

and proximity to the banks. For steep rivers with coarse beds, required durations 

(depending on position in the transverse) are 1.5- 2 minutes at the surface, and 5- 10 

minutes at 0.8d. For rivers with low slopes and sandy beds, the times are approximately 

halved. Dement'ev implicitly equated bed-material size with resistance to flow, but did 

not consider the effect of bedforms. 



The calculated values of TI and RTI were quite variable over short periods, but TI was 

correlated with U0.7d, most notably at the R/B. The intermittent maximas and minimas 

in water-surface slope previously noted could not be exclusively related to extremes of TI 

or RTI. Sokol'nikov (1936) (in Dement'ev, 1962) concluded that there are 'no regularities 

in probable values of current speed deviations from the mean, nor any relations to any 

factors'. Dement'ev (1962) concluded that the TI was positively correlated with the stage, 

as was the RTI, but only weakly. The correlations with stage were attributed to 

covariance with current speed, but with RTI, such a correlation could be spurious. In 

cross-section, the magnitude of the pulsation is inversely correlated with current speed at 

a point (thus increasing near the bed and banks). Sirnilarily, at one point in the 

transverse, Savini and Bodhaine (1971) found that the maximum TI occured at 0.75d and 

that the maximum RTI was found at 0.95d. Rood (1980) suggests that such turbulence- 

intensity statistics are dominated by scales imported from upstream, and that large values 

of RTI are principally a result of declining local mean-velocities. I am unaware of any 

comparative downstream measurements of TI and RTI, but several studies indirectly 

confirm Rood's proposal. 

Observations which may suggest that patterns in turbulence intensity are advected from 

upstream are given by current-speed measurements taken at a variety of depths in the 

flow. While such measures often indicate a close correlation between current-speed time 

series at various depths, there is frequently a lag whereby local maximas or minimas in 

the time series occur a few minutes earlier at the surface than near the bed (Dement'ev, 

1962; Savini and Bodhaine, 1971). Perhaps this is related to eddies which are stretched 

asymetrically in the vertical (ie. further downstream near the surface) due to skin or form 

resistance. Although current-speed fluctuations may be some relic of helical flow 

components imported from upstream, boil production may be associated with the 
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fluctuations. Simultaneous streamwise current-speed time series within the thalweg over 

short downstream separations (<lorn) may elucidate this. 

The magnitude of TI and RTI was not convincingly related to hourly fluctuations in 

stage and discharge. It may be that the temporal length of integration (1 hour) is too long 

to be an appropriate differentiator. The proposed relations between TI and the change in 

discharge in the hour preceding current-speed measurement may be present. As noted in 

section 4.1, previous studies relate the magnitude of current-speed fluctuations to 

variations in discharge, and this relation seems physically plausible. Although the data 

did not allow such investigation, the proposed relation between current-speed fluctuations 

and bedfoxms or bedload also seems possible. There are seemingly no causative links 

between discharge or tidal conditions (diurnal or fortnightly) and the patterns noted in the 

speed time series. In several instances, the patterns move from strongly-periodic to a 

random variation about the mean and back to periodic within a span of three samples over 

two hours. 

These patterns noted in the current-speed time series included periods over temporal 

scales ranging from a few multiples of the sample interval to several minutes. Patterns of 

slow, unsteady increases in speed followed by a rapid decrease were occasionally noted. 

Rapid increases followed by slow, unsteady decreases were also observed, but 

considerably less frequently. These observations were made after a binomial filter was 

applied, but the filter did not significantly alter amplitudes, create phase shifts or polarity 

reversals. Similar patterns in current-speed may be noted in previous studies, but it is 

apparent that some periodicities were introduced by the filtering function used. 

Rood (1980) noted from the findings of Dement'ev (1962) that the length of the longest 

period in current-speed records appeared to be partly dependent on river size and 



discharge. However, the periods were on the order of the record length, and any shorter 

periods identified were simply small multiples of the shortest averaging interval. Tiffany 

(1950) also applied simple moving averages before data presentation. Although Rood 

(1980) recommends the use of spectral analysis for identification of periods in current- 

speed time series, he also notes that the spectral shape may be strongly dependent on 

conditions near the measurement site. Itakuri and Kishi (1980) relate variations in 

spectral shape to macroturbulence downstream of an artificial bedfom in a flume. 

Williams et al. (1989) also conclude that the effect of surface wind, waves, pressure- 

gradients and suspended-sediment in the water column on turbulence spectra are not 

known. In such exploratory work, extensive use of synchronous plots of the time series is 

more appropriate than spectral analysis. Comparison of simultaneous time series of 

current speed and boil period are made in Chapter 6. 

4.4.4- Implications 

The regression analyses serve to indicate important variables at sites in the estuary and 

times in the tidal cycle. However, the forces controlling the hydraulic variables in the 

estuary are complex. The intermittent maximas and minimas in water-surface slope 

suggest that factors other than discharge or tidal parameters are influential. These factors 

may include wind shear or bedform passage (e.g. Znamenskaya, 1963). Models based on 

data collected over temporal scales less than the scales of the potential controlling factors 

(e.g. scour and fill) cannot be extrapolated in time. The regression models also 

highlighted the dangers of extrapolating the results spatially in the estuary. 

Perhaps a maximum slope based on envelope curves could be used to predict some 

maximum velocity at a site, but the data display the complexity of such an endeavour. 

There are several factors which may act to decrease the measured speed and slope (e.g. 



hysteresis effects, wind, high macroturbulence generated by bedforms). Therefore, 

placing a fitted regression line (or hyper-plane) through these data is not particularly 

useful for prediction of slope or speed. Thus, only the measured values (rather than any 

predicted values) of slope and speed will be used in calculations of scaling parameters in 

following chapters. Also, extrapolation of these values, spatially or temporally, will be 

limited. 

As noted in Chapter 1, there are important feedback-type relations between mean flow, 

bedfonn geometry and turbulence (Leeder, 1983). These complex relationships appear to 

characterize Squamish estuary and are the subject of Chapters 5 and 6. 



CHAPTER 5- BEDFORM ANALYSIS 

5.1 - INTRODUCTION 

There have been a variety of definitions for what constitutes a bedform (e.g. Jackson, 

1975; Harms, 1969; Allen, 1976a), and even more proposals regarding bedform 

nomenclature. Structural differentiation is often based on descriptive attributes (Allen, 

1968; Boothroyd and Hubbard, 1975; Southard, 1975) but more recently on genesis 

(Jackson, 1975; Leeder, 1983; Terwindt and Brouwer, 1986). In addition to the 

nomenclature problem, researchers often combine data from fluvial, marine and estuarine 

sources, which makes between-study comparisons difficult (Allen, 1983, 1985). 

Znamenskaya (1963) noted such difficulties three decades ago, but the inconsistency has 

worsened as workers choose those classifications which fit their data. Accepted definitions 

for terms such as dunes, megaripples or bars remain elusive. 

All sedimentary structures of the estuary bed in this study are simply referred to as 

'bedforms', not only to avoid the difficulty in nomenclature, but because my data are based 

on an indirect two-dimensional parameterization. Any bias introduced by grouping 

together structures which have differing forcing mechanisms (ie. lags) may be apparent 

from graphical analyses (e.g. Allen, 1985). 

There is general agreement that the results of flume studies of bedforms often are not 

applicable to actual riverine, estuarine or marine environments. Allen (1983) noted the lack 

of understanding of bedforms in natural flows. Natural flows may be unsteady andfor 

nonuniform therefore they may have several characteristics not present in flumes. These 

include large variations in depth, discharge and velocity over short temporal and spatial 

scales (Coleman, 1969), and Reynolds numbers in excess of lo6 (Lapointe, 1989). 



Additionally, wind shear may affect bedform migration and shape and time-velocity curves 

(Terwindt and Brouwer, 1986). 

Allen and Friend (1976a) concluded that the effects of flow unsteadiness on bedforms 

were highly complex and that each site has unique features. These may include flow 

unsteadiness that occurs so rapidly that the bedforms cannot respond immediately, and thus 

are out of phase with the flow, or 'lagged'. As a result, perceived differences of size 

and/or shape need not imply fundamental hydrodynamic differences (Allen, 1983). 

As outlined by Allen (1974, 1976a, 1983) changes in bedform-size require erosion, 

transport and deposition of sediment. This produces a delayed bedform response to 

changes in flow conditions. This delay or lag is often measured in terms of temporal 

differences between maximum flow strength and peak bedfoxm-size. However, there is 

not a commonly accepted definition of how 'time lag' should be measured (Terwindt and 

Brouwer, 1986). In fact, Jackson (1976) qualitatively defined lagged bedforms as those 

which did not produce the expected macroturbulence from measured flow conditions. 

Time lag is dependent both on the kind of bedform, and the hydraulic and geomemc 

characteristics of the environment (Allen, 1976b). Generally, larger bedforms are believed 

to show more lag than smaller ones (Collinson, 1970; Jackson, 1975). If lag is to be 

assessed quantitatively, bedfoxms must be studied on a time scale that is small compared to 

relevant time scales of changing flow conditions (Allen and Friend, 1976b). In a system 

such as the Squamish River estuary, there are several such temporal orders of flow 

variation. 

An estuary will have components of both marine and fluvial influence, therefore lag 

related to both discharge and tidal variability may be expected. In fluvial systems, bedform 



development may lag behind the rapid changes in discharge, most notably those systems 

dominated by a seasonal-snowmelt regime (due to the magnitude of the change in 

discharge) (Pretious and Blench, 1951; Allen 1973a; Kostaschuk et al.,1989b). Ln 

estuaries, discharge variations are superimposed on tidal fluctuations having two temporal 

scales: a semi-diurnal cycle and a fortnightly Spring-neap cycle. 

Bedform lag after the turning of the tide on a diurnal scale is dependent upon the flow 

conditions, which in turn is affected by changes in tidal range over the fortnightly cycle. 

Separating the lag produced by these two scales is difficult, which is highlighted by the 

paucity of such studies. Allen (1976a) summarizes previous research, which is essentially 

qualitative and highly speculative. Recent attempts (Allen and Friend, 1976b; Knight, 

1977; Boersma and Terwindt, 1981; Terwindt and Brouwer, 1986; Davis and Flemming, 

1991) are more quantitative, but the study durations rarely exceed a few tidal cycles, and 

the frequency of data collection may be exceedingly low. The importance of these lags in 

the Squarnish River estuary is examined, testing the observation of Dalrymple et al. (1978) 

that lag simply introduces variability without obscuring the basic hydraulic relations. 

Quantitative relationships of bedform parameters with respect to apparent driving-forces 

are difficult to resolve in natural flows. Relations between bedform structure, hydraulic 

characteristics of the flow (e.g. depth, velocity, shear stress) and grain size in riverine and 

marine sites have been examined by many (e.g. Znamenskaya, 1963; Costello, 1974; 

Jackson, 1975; Knight, 1977). Although the flume-generated findings of Simons et al. 

(1966) and Yalin (1977) have been partially confirmed in some studies (summary in 

Knight, 1977), there is much variability about such relations. 

These studies typically utilize graphical or bivariate regression analyses, and the proposed 

relations usually explain little variance in the bedforrn parameters (e.g. Korchokha, 1968; 



Knight, 1977). Flow unsteadiness is typically blamed for the lack of correlation between 

dune dimensions and flow parameters, but Gabel (1993) noted that such data scatter is also 

observed during steady flows. She suggests that the influence of river-geometry on 

macroturbulence structure may also be important. Multivariate regression models are used 

in this thesis to predict the bedform height, wavelength and water depth, and the link in the 

generation of macroturbulent phenomenon may be elucidated (Chapter 6). Some 

researchers (e.g. Allen, 1983) have pondered the importance of flow resistance in bedform- 

hydraulics relations. 

Allen (1976~) concluded that there are many methods for estimating flow resistance (e.g. 

Einstein and Barbarossa (1952), Engelund (1966), Simons and Richardson (1966), Smith 

(1968,1970)), but none consider form roughness. Allen (1983) notes that form roughness 

depends on size, shape and spacing of bedforms as well as on the flow itself. Several 

parameters to represent the resistance offered by bedforms have been suggested. These 

include bedform height (Brownlie, 1983), bedform steepness (Gabel, 1993) and relative 

roughness (Sayre and Albertson, 1961; Chang, 1970). Also, the longitudinal spacing of 

bedfoms as a proportion of depth ('relative roughness spacing' or RRS) was suggested by 

Moms (1955). The complexities of bedform lag will also apply to variations in flow- 

resistance (Kinori and Mevorach, 1984). 

Knight (1977) suggested that the resistance offered by three-dimensional bedforms may 

be greater than that for two-dimensional, but conceeds to Allen's (1976~) conclusion of 

there being '...no acceptably reliable way of calculating the flow resistance of a large 

stream from the properties of its bedforms'. Recent work by Allen (1983) and Robert and 

Richards (1988) repeat the finding. Consideration of macroturbulence may be insightful. 



This chapter addresses the applicability of predictive models for bedform parameters at 

various locations in the estuary over a wide range of tidal and discharge conditions. It is 

hypothesized that components of the mean flow-bedforms-turbulence feedback system will 

be elucidated. 

5.2- RESULTS 

5.2.1- Results of regression analyses 

5.2.1.1- Data Lnspection 

For each reach, bedform height, wavelength and water depth versus LTH, Q, D, and T 

were examined. W and h are negatively correlated with LTH, displaying a weak linear 

trend in reaches 2,3,7, and strong linearity in reaches 1,4,5,6. There is also evidence that 

the variance in w and h decreases with increasing LTH. For w and h versus T, there is a 

general linear increase with T in reaches 1-3, 6 and 7, but w and h are relatively invariant 

with T for the downstream-most reaches (4 and 5) (Fig.5.1 a,b). There is also a positive 

correlation between T and the variance of w and h (Fig.5.1~). The variance of h is greatest 

between T= 1 .O- 1.4, and in several reaches, there appear to be peaks in w at T= 1.3 (and 

0.3). In reaches 2,3, and 7, a lag is dispIayed in the early ebb such that w decreases 

between T= 0-0.3 (Fig.5. ld). 

H and w may increase linearly with Q (Fig.5.2a), but it is masked by pronounced 

variance increase with Q, especially in reaches 4 and 5 (Fig.5.2b). Another notable feature 

is that, for every reach except #3, the variance in both h and w decreases once Q exceeds 

650 m3/s. Lastly, for h and w versus D, there is a strong positive correlation (especially 

reaches 2 and 3) which may be non-linear, or linear up to a 3m drop and non-linear once D 

exceeds 3m (Fig.5.2~). In reaches 2 and 3 there is a suggestion that w and h decrease until 

D exceeds lm (Fig.5.2d). In general, there are several trends that indicate that linear 



Fig. 5.1 Mean bedform-parameters vs. T 
a) Reach 4- wavelength 
b) Reach 4- height 
c )  Reach 7- height 
d )  Reach 2- wavelength 
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regression is not appropriate, but it will be assumed and residuals will be inspected for 

heteroscedasticity. 

There are several trends apparent in the plots of depth versus the independent variables. A 

strong negative correlation is noted with D, although the variance increases significantly as 

D increases (Fig.5.3a,b). As expected, depth appears to be poorly correlated with Q, since 

the depth is so strongly controlled by the tides. The multiple regressions will determine if 

any of the variation is attributable to Q once the tidal effects are considered. Lastly, depth 

displays a strong linear relation with T (once the data are differentiated by ebb and flood 

tide), with variance greatest near LLT. Approaching LHT, the reaches furthest upstream 

display a tendency for the rate of increase of depth with T-to diminish (Fig.5.3c,d). 

Of those reaches which had high standard deviations (s.d.or o) of wavelength or height, 

bedforms do not become progressively larger or smaller at any specific points in the . 

reaches. Thus, high s.d. does not seem to be a result of heterogeneous differentiation of 

the transect, and reaches with high s.d. were not removed from the analysis. As the scale 

of the bedforms increases, the variability associated with the mean in that reach also 

increases. For h, the correlation with q, is strong, especially in reaches 2 and 3 (Fig.5.4a) 

In reaches 4 and 5, the variation in the standard deviation itself also increases with 

increasing h (Fig.5.4b). A similar pattern is exhibited by w (Fig.5.4~). Ford, the s.d. is 

generally random, but there is a weak tendency for the maxima to occur at mid-depths in 

reaches 1,2,4,6 and 7 (Fig.5.4d). 

In reach 6, many of the runs encountered submerged trees with root wads snagged on the 

river bottom. They are unstable, and although they can be identified when present at the 

time of the survey, it is uncertain if a recently eroded piece of debris had an effect on the 

bedforms. Results from this reach thus should be viewed cautiously. 
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There are three possible sources of error in the data, including sonar calibration, 

delineation of reach boundaries during data collection, and digitization of the profile. The 

echo sounder was calibrated at the beginning of the field season, so there should be no 

systematic errors; resolution of the equipment is 0.025m. Errors in delineating reach 

boundaries were carefully monitored in the field, and will be treated as random, thus 

summing to zero over the data-collection period. The largest errors occur with digitization. 

Errors in bedform-height and water-depth are taken as one half the smallest measurement 

unit during digitization (+/-0.05 ft.=0.015m). The error in w is not constant, but depends 

on the actual magnitude of the wavelength. It is 0.025cm on the graphic output, but once 

converted to actual distances, this value could be as high as 1.2m depending on the paper 

speed of the graphic-output and the length of reach. Since reach-averages are taken of each 

w, h and d measurement, it is assumed that these errors sum to zero over the collection 

period. An error that cannot be eliminated is the measurement of the reach-length, which 

will affect the value obtained for w. As indicated in Ch. 2, this error may be taken as +/- 

0.2m. Although it would actually be significantly lower as an average error of the w (not 

the reach length), 0.2m will be used to account for possible differences between the 

distances measured on the shore versus those travelled along the river during profile 

measurement. 

It may be argued that the error in measures of h, d and w should be significantly larger to 

account for potential problems with lateral boat movement, or bedform orientation that is 

non-perpendicular to transect path. It is not only difficult to assess this quantitatively, but 

there are even problems when measuring bedforms exposed on inter-tidal areas (Knight, 

1977), especially if the bedforms are three-dimensional (Gabel, 1993). No account will be 

made of these types of errors. 



5.2.1.2- Mean depth regressions 

Differentiating the mean water-depth by ebb and flood tide allowed a reasonably good 

linear fit to the data (Tables 5.1 and 5.2 in App. 1.1). On both the ebb and flood tide, the 

models for reaches 1,3,6 (furthest upstream sites) have both T as the most significant 

independent variable, and Q in the model. For reaches 1 and 6,  the fit is comparatively 

poor with respect to the other reaches, but the models do explain in excess of 50% of the 

variance in depth. Note that the fit is better on the ebb tide in reach 6,  and on the flood tide 

in reach 1. Reach 3 has R2 values in excess of 0.8 on both tides. The flood-tide models 

for reaches 2 and 7 have identical explanatory variables to reach 3, explaining similar 

amounts of variation in d. The fit is best amongst these reaches for #2, especially on the 

ebb tide. The ebb-tide models for reach 2 and 7 included D, Q and LTH, but not T (due to 

collinearity with D). For both tides, the fit is better on the upstream transect(2) than the 

downstream transect(7). Multiple correlation coefficients meet or exceed 0.75 in reaches 

2,3 and 7 on both tides. 

The models predicted for the two reaches nearest the mouth are not similar to those for 

reaches upstream, but are strikingly similar to each other. On the ebb tide, reaches 4 and 5 

have D, Q and LTH in the model, with D explaining most of the variation. On the flood 

tide, both reaches have T, Q and D in the model, with T as the most important dependent 

variable. Both reaches have better models on the ebb, with higher R2 values and lower 

s.e.e. For all seven reaches on both tides, Wilkinson's Test indicates that the R2 value is 

significant to a 99% confidence level. 

On the ebb tide, only the reach 1,6 and 7 models were found to contain outliers in the 

data. On the flood tide, data from all reaches contained 1 or 2 outliers. Outlier removal had 



a minimal effect on the variables within the models; D entered the reach 1 and 6 ebb-tide 

models, and LTH entered the reach 6 flood-tide model. The improvements in R2 of both 

ebb-tide models were approximately 0.1, while the flood-tide models of reaches 4 and 7 

had improvements of 0.07 and 0.09 respectively. In other models, the improvement was 

quite minor. All other assumptions of linear regression were met based on the tests of 

residuals (Table 5.3 in App. 1.1). 

5.2.1.3-Mean bedform-wavelength and height regressions 

The expected violations of linear regression produced by regressing the mean bedform- 

height and wavelength against the independent variables were confirmed by examining the 

residuals (Table 5.3). The models will not be discussed, but the data are presented for 

purposes of comparison (Tables 5.4,5.5 in App.l.1) with the transformed data. 

The tendency for the variance in bedform h or w to increase with increasing Q is evident 

in nearly every reach. Since Q is included in almost every model of the untransformed 

data, the residuals were frequently heteroscedastic. Also contributing to the 

heteroscedasticity is the power-function relation with D previously described. It is 

postulated that data transformation may solve these problems. 

Transforming the independent variables while keeping the dependent variable 

untransformed was quite unsucessful. However, transforming the dependent variable (Y) 

while keeping the independent variables untransformed produced useful results. A variety 

of transformations were investigated, including log Y, Yn (where n=0.33,0.5,0.67), and 

Y-l. The transformation most sucessful in removing the heteroscedasticity was log Y. A 

weighted least-squares (rather than ordinary least-squares) approach (ie. Y'=y/x; X'=x-l) 

was not employed since the log transform worked adequately. 



Trends in the log-transformed h and w indicate that most of the correlation between Q and 

the variance of h and w has been removed (Fig.5.5a). As outlined in section 5.2.1.1, this 

correlation was most strongly noted in reaches 4 and 5, but the transformation was 

successful (Fig.5.5b). Similar results are found for LTH (Fig.5.5~). The transformation 

was even more successful in removing the non-linear trend in the relations between h and 

w and D (Figs.5.5d,5.6a). However, there is still an indication of the lag in w in reaches 2 

and 3 near HI-IT (Fig.5.6b). 

Of the models for the log-transformed mean bedform-height, those for reaches 2 and 3 

have the best fit, with identical explanatory variables and importance (Table 5.6 in 

App. 1.1). D explains the most variation in h followed by Q and LTH. The reach 7 model 

also includes Q and D, but Q is the dominant explanatory variable. The fit of the models 

from reach 2 is better than those for reach 7, with higher R2 and lower s.e.e (note that the 

s.e.e is expressed in log units (e.g. Kostaschuk et a1.,1992). 

The models for reaches 1,4-6 all have LTH with the largest beta coefficient. Reaches 1,5 

and 6 have T as the next most important variable, while it is Q for reach 4. Similarily, the 

R2 value is greatest for reach 6 and poorest for reach 5. All models have significant R2 

values at the 99% confidence level according to Wilkinson's test. 

Comparing the log-transformed models for predicting bedform height to the 

untransformed models, the explanatory variables in each model are very similar, except for 

reaches 1 and 6. For reaches 2-5 and 7, the variables with the two highest beta coefficients 

are identical between the transformed and untransformed models. Reaches 1 and 6 have a 

pronounced change- D dominates the untransformed models, but is absent from the 

transformed models due to collinearity with T. The f i t  also improved with the transformed 
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models for all reaches except reach 5, presumably since the model of the transformed data 

has one fewer explanatory variable. 

The models for h for each reach except #7 were found to contain at least one outlier (Table 

5.7 in App. 1.1). After removal of these data, the explanatory variables in the models did 

not change in any reach, and the improvement in fit was minimal (largest improvement was 

reach 6: R2 increased by 0.076). Except for reaches 1 and 6, the residuals for the models 

of the log-transformed bedform-height display homoscedasticity. The two upstream-most 

reaches display a slight left-skewness to the frequency distribution of the residuals. All 

other assumptions of linear regression were met (Table 5.3). 

The models for the log-transformed bedform-wavelength have poorer fits than height for 

every reach. Although the R2 values do not exceed 0.5, Wilkinson's Test indicates that 

each w model is significant at the 99% level (Table 5.8 in App.l.1). LTH is the most 

significant explanatory variable in all models except reach 3. In every model, Q has the 

second-highest beta coefficient. T is included in some of the models (reach 1,2,6 and 7- 

indicating downstream and upstream path consistency), but D is only included in the model 

for reach 3. Unlike h, reaches 2 and 3 do not display significantly better fits than the other 

reaches. Reach 3 does have the highest R2 value, but they are quite similar for all reaches. 

The logarithmically-transformed models for predicting bedform w have the identical 

explanatory variables and importance to the corresponding untransformed models for each 

reach. The improvement in fit due to transformation was quite minimal, and for reaches 3 

and 7, it appears to decrease. 

The models for each reach contained at least one outlier, often two or three (Table 5.7), 

but once again, removal from the data sets had a minimal effect. T entered the model for 



reach 4, but for all other reaches, the explanatory variables remained identical after outlier 

removal. The only notable improvements in fi t  were for reaches 1 and 6. 

As a final note, there was an attempt to utilize nonlinear least-squares techniques (e.g. 

McCuen et al., 1990), but it was quite unsuccessful. It was very difficult to produce a 

model that had coefficients which predicted reasonably, seemingly due to the nature of the 

hyperplane fit to the data, which could contain many local minimas. Models had extremely 

poor fits, and typically, more than one hundred iterations were necessary. This required 

immense computational time, particularly with those models having more than two 

independent variables. This option was not pursued further. 

5.2.1.4- Reliability Tests 

Utilizing the split-sample test, the mean water-depth models had shrinkage values 

exceeding 0.1 for only two of the fourteen models. The split models were identical to the 

full models except for Q entering the reach 6 flood-tide model. The split-sample test for the 

model of the log-transformed h indicates that the shrinkage values are less than 0.1 for all 

reaches except 1 and 6. The models of the split-sample are similar to the full-sample 

models, although those variables with low beta coefficients were not found in the reach 1, 

3 and 6 split-models. The split-sample test for the models of the log-transformed w had 

similar results, although the models may be more unstable. The shrinkage values are less 

than 0.1 for reaches 3-7, and less than 0.14 for reaches 1 and 2. The models of the split- 

samples have similar explanatory variables (and beta coefficients) to the full models for 

reaches 3-7 For reaches 1-2, the importance of variables in the split-sample models (based 

on beta coefficients) differ from the full models. The split-samples for w display more 

negative shrinkage values than those of h, perhaps indicating model instability. 



The model reliability can also be directly inspected by plotting the actual parameters versus 

those predicted by the models. The models for bedform-height all tend to underpredict the 

actual height, and there is an indication that at extreme height values, the non-linear trend is 

still present (Fig.5.6~). These models have not had any outliers or values with high 

leverage removed. The model underprediction is not present for w, but there is generally 

much more scatter. The tendency for the variance in w to increase with w may still be 

present, or it may be the product of a few extreme observations (Fig.5.6d). With the split 

samples, the models of the mean bedform-wavelength tended to underpredict actual w, 

especially in reaches 1-3 (Fig.5.7a). The split-models of h displayed a better fit with less 

scatter (Fig.5.7b), but the nonlinear trend is again noted in reaches 2,4 and 7 (Fig.5.7c,d). 

5.2.1.5- Alternative combinations of independent variables 

A variety of combinations of variables were explored in order to elucidate potentially 

useful relationships. As noted in section 5.1, the option of using the 'absolute drop' was 

investigated. In each reach, for h,w and d, single variate linear regressions using D 

produced a more useful model than using absolute drop, without exception. Sirnilarily for 

the stepwise multiple regressions, using absolute drop rather than D did not improve model 

fit for any reaches. The only positive aspect was a decrease in the residual 

heteroscedasticity for some reaches. 

In another variation, the Q*D product (analagous to stream power) was investigated. The 

improvement in fit by using the product (rather than the two variables individually) was 

limited. No multivariate h models had a better fit, and for w, only the fit in reaches 2,3 and 

7 improved. The improvement in these reaches may be related to having more variables in 

the model since the collinearity between T and D is eliminated. However, the degree of 
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correlation between h and w and Q*D in reaches 2,3 and 7 is notable (e.g. Fig.5.8a,b). 

Note also that the lag in h and w with small tidal-drop values is present in these plots. 

If the bedform characteristics are plotted against scaling parameters such as the Froude 

number or the depth-slope product, the data sets are quite limited. The Froude number can 

only be compared with the bedforms in reaches 2 ,4 ,5  and 7 since only those reaches had 

current-speed measurements taken in the vicinity of the transect. Similarily, only reaches 

1 ,5  and 6 had slope measurements. The slope measurements had to be within 10 minutes 

of the transect being run, but the speed measurements were interpolated if there were 

bounding measurements taken within 90 minutes. This interpolation may not be strictly 

valid based on the findings of Chapter 4. Even with these liberal temporal limitations, there 

were typically only 10-15 data points for any particular reach. 

Relations between the dependent variables (h,w,d) and the Froude number or depth-slope 

product were typically quite poor. For the depth-slope product, no regressions had R2 

values exceeding 0.15. However, if plotted against the relative roughness (RR=h/d), 

relative roughness spacing (RRS=w/d) or steepness (S=h/w), the correlation improved. 

For the Froude number, the RR and S fared best, albeit with limited degrees of freedom 

(Fig.5.8c,d). 

5.2.2- Variability of results 

5.2.2.1- Influence of vegetation and direction of travel 

As outlined in Chapter 2, the reaches digitized were chosen so that several research 

hypotheses could be tested. One of these was the equality of parameters digitized from the 

upstream versus downstream-moving transects. The plots of h and w for reaches 1 and 2 
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Fig. 5.8- a) Reach 2 bedform height vs.(discharge*drop) 
b) Reach 3 bedform wavelength vs.(discharge*drop) 
c) Reach 2 Froude number vs. relative roughness 
d) Reach 7 Froude number vs. bedform steepness 



can be compared to reaches 6 and 7. Note however that the the transect path for reach 1 is 

slightly further streamward than reach 6. 

To compare the paired values of h, w and d of reaches 1 vs. 6 and 2 vs. 7, a randomized 

Complete Blocks ANOVA analysis (Sokal and Rohlf, 198 1) was performed. After the 

assumptions of the test were verified, a one-sided F-Test (a=0.05) was utilized. The 

calculated Fs values for the reach 1 vs 6 analysis were 2.88,4.30 and 16.48 for w, h and d 

respectively. For reach 2 vs 7, the values were 0.013,0.34 and 22.93. With an 

Fcri~,6~)=3.15, the variance ratio between the up and downstream transects is significant 

for depth in both reaches and h for 1 vs 6. 

The comparison of the up and downstream-moving transects may also be performed 

graphically. Generally, there is much more variability associated with reach 1 versus 6 

compared to reach 2 versus 7. For both reaches, there is a tendency for the downstream- 

moving transects to produce a lower mean depth (Fig.5.9a,b). It is uncertain if this is a 

product of the different paths for reaches 1 vs. 6, but the results of reach 2 vs. 7 are 

confirmatory. Although not as obvious, it appears that h values may be larger on the 

downstream-moving transects for both reaches (Fig.5.9c,d). For w, the values appear 

larger on the downstream moving transect for 2 vs. 7, but smaller for 1 vs. 6 

(FigS.lOa,b). These findings are partially confirmatory of the ANOVA analysis. 

The variability of the transect results were checked by running transects directly after one 

another on several days. Unfortunately, poor field conditions prevented reliable results for 

the majority of these runs. As a result, all reaches that were digitized were grouped 

together for the Randomized Complete Blocks ANOVA. The variation between the paired 

samples was found to be statistically insignificant at a=0.05, with Fsample= 1.58, and 

Fcrit(2.16)=3.63. There were limited degrees of freedom (16), but it seems safe to conclude 
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that the measurements were repeatable since a mean value over the reach was utilized, and 

the path could be followed very accurately along a line of stable trees and stumps in the 

river. The expected variance in bedform height and wavelength within short reaches is 

about 30-60% (Gabel, 1993), which is similar to the data collected in my study reaches. 

The effects of the vegetation on the results of the mean bedfom-characteristics in reaches 

1 and 6 are difficult to quantify (as discussed in Chapter 2). In fact, the days and times 

noted to have debris entrenched on the river bottom were not exclusively outliers. Reach 1 

was run several metres streamward of reach 6, to be just outside of the prime vegetation- 

snagging zone. This was attempted in order to study the effects of vegetation on the 

bedfoms. Interestingly, the four runs in reach 1 where vegetation was noted on the 

graphic output fell within a one week period (see Appendix 2.4: July 28-Aug. 3). 

Removal from the analysis of these runs with debris on the bed (4% and 35% of runs 

digitized for reaches 1 and 6 respectively) was attempted and the model fit remained 

reasonably consistent, although the variables within the models differed slightly. 

5.2.2.2- Lag effects 

A potential source of uncertainty in predicting bedform characteristics in natural flows is 

the lag, and one may expect three potential sources of lag : 

1) Freshet-related changes in Q producing hysteresis of h and w 

2) Spring tides producing bedforms remaining for several tidal cycles 

3) Minimum/maximum h and w (diurnally) occumng after HHT/LLT 

It is difficult to isolate these lags, especially when Q is highly variable over short temporal 

periods, as is experienced in the research area. The plot of mean daily Q of the estuary 

from May to September, 1992 indicates a general rise and fall associated with the freshet. 



However, the shorter-period (3-12 days) fluctuations associated with storms or isolated 

snowmelt events in the tributaries arguably dominated the hydrologic regime (Fig.5.11). 

On four distinct occasions, a level of 650 m3/s is exceeded, at which time the bed may have 

been significantly scoured. Note also that for two of these four events, the peak in Q 

corresponds to a tidal drop maxima in the Spring-neap tidal cycle so that the seasonal 

hysteresis may not be recognizable. 

From inspection of the data, reaches 1-5 would be poorly suited for an analysis of this 

type since they were not monitored until the second week in June. Vegetation may make 

the results of reach 6 questionable, therefore only reach 7 will be examined. At 

approximately two-week intervals (as the data allow), mean bedform-wavelengths were 

inspected at several times in the diurnal tidal-cycle, with similar tidal drops and low tide 

heights. Wavelength will be used rather than height since it is less sensitive to short-term 

changes in depth (diurnal scale lag), and the tidal conditions are chosen to approximate LLT 

on a Spring tide. The standards are for T between 0.75 and 1.25, LTH<=l.Om, and 

D>3.0m (these standards were slightly violated for July 28 and August 10). Table 5.9 

indicates that the wavelength follows the discharge quite well, inferring that there is no lag 

in wavelength on a scale longer than two weeks. 

Isolating the lag associated with the Spring-neap tidal cycle was attempted two ways. The 

first was to simply examine mean bedform-characteristics at similar T, Q, LTH and D on 

either limb of a Spring-neap cycle. This is dependent on discharge being reasonably 

constant over this period. There were seven Spring-neap cycles between May and 

September, but data was not collected during one of the cycles. For five others, there were 

discharge values exceeding 650 m3/s, so bed scour may have occurred. As a result, there 

was only one choice: mid-July. Table 5.10 shows that for reaches 1-5 (6 and 7 were 
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MAY JUNE JULY AUG. SEPT. 
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DATE 

Fig. 5.11- a) Maximum daily tidal drop at Pt Atkinson: 
May-Sept. 1992 

b) Squamish River estuary mean daily discharge: 
May-Sept. 1992 
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fouled and not digitized), h and w were greater on the rising limb of the Spring-neap cycle 

than the falling limb for 90% of the data. 

The second method of investigation was to differentiate the h and w data from every reach 

based on whether the date it was taken from was on the rising limb of a Spring-neap cycle 

or the falling limb, and then plot the data against LTH. Figure 5.10c,d indicate that indeed 

a hysteresis-type relation exists between the rising and falling limbs. In reaches 2,3,7 and 

4(weakly), the bedform parameters appear to be larger at any given LTH on the rising limb 

of the Spring-neap cycle than on the falling limb. This becomes more apparent near the 

Spring tides. An ANOVA based on regressions through the data of falling and rising limbs 

found that in each of reaches, the relations were not significant at a=0.05. This is due to 

the variance in the relations which are likely attributable to differences in discharge. 

Although these results were not statistically significant, both methods produce consistent 

results. 

In order to investigate the lag on a diurnal scale, data from reaches 2 and 3 were utilized 

since they exhibit bedform parameters that are best explained by the variation in the 

independent variables used. Those days over the research period with a minimum of three 

transects run between T= 0.65 and 1.45 were studied in order to quantitatively approximate 

the degree of lag of h and w after LLT. Table 5.11 indicates the sample times, times of 

peak h and w, and the Q and D values for that period. In general, peak Th ,d occur at T= 

1.15-1.25. However, on days with D<2.0m, the peak values seem to occur closer to T= 

1.0. This observation is more distinct in the reach 3 data. In fact, reach 3 generally shows 

a better correlation between times of peak h and w than does reach 2. However, for both 

reaches, there are not distinguishable trends of Q or D between days when the correlation 

does or does not occur. For both reaches, the tendency for bedform height to peak with the 
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first sample time after low tide is better than that for w. While these findings are far from 

indisputable, the results obtained are as would be expected from physical reasoning. 

5.3- DISCUSSION 

5.3.1- Multiple regression models 

The apparent bed scour at discharges in excess of 650 m3/s will affect not only the models 

for predicting d, h and w, but also the models for slope, current speed, stage and other 

rating-curve relations (Leopold and Maddock, 1953; Dinehart, 1992). Other data from 

natural environments on the effects of scour on bedforms is extremely limited. 

Znamenskaya (1963) postulated a relation between the ratio of mean velocity to scouring 

velocity and the relative roughness exhibited by the bedfoms. As well, Wijbenga and 

Klaassen (1983) noted that data of Nasner (1978) showed a decrease in bedform height as 

discharge increased. It was not noted, however, if bed scour was occurring or if the result 

was attributable to tidal effects. Allen (1983) indicated that Nasner's (1974) data showed 

an eight month lag of bedform-height to changes in discharge. The hysteresis could also be 

a result of bed scour once Q exceeded some critical level (it is a freshet-dominated system). 

Then, with time, the bed recovered and returned to an equilibrium sediment-transport 

regime. 

The relative importance of the independent variables in the mean water-depth models 

indicate that the reaches can be broken into 'zones' related to proximity to the mouth. The 

ebb-tide models for reaches 1 ,3  and 6 are dominated by T and Q, reaches 2 and 7 have D 

explaining the most variation in depth followed by T and Q, and reaches 4 and 5 are 

dominated by D. The flood-tide models for each reach were quite similar, with T having 

the highest beta coefficient for each reach, and Q also important. The beta coefficient for D 

increases in the reaches downstream. This degree of spatiaI variability is not unexpected 



since similar results were found in Chapter 4 for current speed. This degree of variation 

has also been reported in other estuarine studies (e.g. Boersma and Terwindt, 198 1; 

Terwindt and Brouwer, 1986). 

The transformation did not fully remove the residual heteroscedastity for the h models 

from reaches 4 and 5, and there was still lag in w near HHT for reaches 2 and 3. 

However, the results are useful and correlate well with findings in previous studies. The h 

models for reaches 2,3  and 7 have D as the independent variable explaining the most 

variation in h. Apparently, in these shallow reaches, the bedform height responds 

relatively quickly to the D. The model fit of these three reaches is better than those for 

reaches 1 and 4-6. Many previous studies of bedforms have sucessfully used the hydraulic 

conditions on the dominant tide to describe the bedform parameters throughout the tidal 

cycle (e.g. Knight, 1977; Terwindt and Brouwer, 1986). For reaches 1,4-6, the bed is 

slower to respond, therefore the average change in tidal height over the diurnal cycle (LTH) 

is the best explanatory variable. 

Bedforrn wavelength has been found to respond more slowly to flow instability than 

bedform height (e.g. Gabel, 1993), and my results confirm this. LTH is the most 

significant explanatory variable in all reaches except #3. Perhaps this is related to reach 3 

being away from the thalweg (unlike the other reaches). Unlike bedform height, the 

wavelength models do not f i t  much better in the shallow reaches, and the fit  is poorer for w 

compared to h. It is postulated that this is related to lag effects which may continue over 

several tidal cycles. 

From the outliers of the models predicting w and h (Table 5.7), there were secondary 

bedforms present on the larger features for just over 25% of the outliers (Appendix 2.4), 

but these are almost exclusively limited to Tc0.4 and >IS. There also seem to be specific 



days that many reaches had bedforms not described well by the models. In fact, almost 

every outlier occurred at times in the Spring-neap tidal cycle when the maximum daily tidal 

drop was near a minima or a maxima (Fig.5.11). For w, the dates of outliers at a minima 

were June 19-20, July 17-18, and July 3 1. The dates of maxima were May 14, June 13 

and June 30. Sirnilarily for h, the dates of the outliers at a minima were July 17, August 1 

and 8, and the maxima were at June 10, 13 and 30. Although it has been suggested that the 

presence of more than one order of bedforms is linked to flow instability (e.g. Knight, 

1977; Allen, 1983), these opinions are not unanimous (Jackson, 1976). 

Tests of reliability of the models for predicting d and h were quite successful for reaches 

2-5 and 7 (shrinkage<O.l), but to a lesser extent for reaches 1 and 6. The models for 

predicting w were generally more unstable, once again, especialIy for reaches 1 and 6. The 

plots of Y vs. predicted Y for h and w found that the models typically underpredicted the 

actual values. For h, this was attributable to the apparent non-linear trend which was not 

noted in the residuals. 

Any previous studies similar to this one are either of limited duration (in terms of tidal 

cycles) or the interval between measurements is too long compared to dune activity. As 

noted by Davis and Flemming (1991), studies of bedform-morphology over numerous 

diurnal and fortnightly cycles are quite rare. Even remotely comparable studies have only 

been performed in strictly fluvial or tidal environments, so there are not standards to 

directly compare the results and fit of the models determined. DalrympIe et al. (1978) 

related the wavelength and height of bedforms, producing correlation coefficients up to 

0.627. However, attempts to relate this same data to independent variables produced R2 

values<0.3 (Knight, 1977). 
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Of the more exotic combinations of 'independent' variables attempted, the Q*D product 

and the Froude number had the best correlations with the bedform parameters, especially 

for the shallow reaches. Kostaschuk et al. (1990) concluded that Q*D was a poor measure 

of stream power due to lag effects of the Spring-neap tidal cycle. This seems a valid 

explanation for the poor fit of the deeper reaches. Researchers have found that RRS is an 

inverse function of Froude number (Allen, 1984) and that RR has a direct linear 

relationship with the Froude number (Robert and Richards, 1988). Although the analysis 

could typically only be performed for a few reaches, the findings seem to indicate future 

study may be worthwhile. 

5.3.2- Variability of results 

From the comparison of the data obtained from reach I versus 6 and 2 versus 7, the 

tendency for the downstream-moving transect to produce a lower mean depth suggests that 

the more-rapid boat speed moving downstream results in a poorer sonar resolution near the 

bed. Comparisons involving h and w suggest that the differences are not statistically 

significant (at the 95% confidence level), and although the plots seem to indicate subtle 

trends, the predictive models are usually quite similar. The effects of the vegetation on h, 

w and d were not conclusive, but suggest that the disturbance to the mean bedform 

parameters over the reach length is insignificant. 

It is likely that much of the unexplained variance in the dependent variables of the models 

presented can be attributed to wind and lag effects (Boersma and Terwindt, 1981; Allen, 

1986). The effects of wind on the slope of the water surface were postulated in Chapter 4, 

and a key point is that the dominant winds have maximum speeds in the afternoon. They 

create waves with heights nearing l m  in reaches 4 and 5, but the sharp bend in the estuary 

just upstream acts as a wind barrier. Thus, wave heights rarely exceeded 0.5m for reaches 



2 ,3  and 7 and 0.2m for 1 and 6. As the Neap tides approach in the fortnightly cycle, LLT 

tends to occur in late afternoon, and the effect on the bedfoxms in the shallow water will be 

significant (in fact, the tendency for the maxima in od to occur at mid-depths may be related 

to the depth at low tide during Neap tides, when the lags will be large). Much care was 

taken not to include wave-fouled data in the analysis, even when only wind ripples were 

noted on the surface. However, there were occasions when short-lived storms may have 

produced waves in the estuary before we arrived in the morning, thus their presence and 

influence on the bed would have been unrecognized. These storms often produced wave 

heights exceeding 1 m. 

The lag of bedform response in the estuary was identified, and a more quantitative 

analysis was attempted. A study of the lag of bedform h and w behind seasonal changes in 

discharge (ie. freshet) requires minimal tidal influence and relatively steady discharge over 

shorter temporal scales. Neither of these conditions are met in the field site. Although the 

results showed that w followed discharge when the tidal forcings were held reasonably 

constant, the result may simply be fortuitous. Previous results indicate that the degree of 

lag decreases with decreasing river and bedform size (Allen, 1983), with a lag perhaps on 

the order of days for bedforms comparable in size to the ones in the field site (Jackson, 

1976). 

The investigation of lag over the fortnightly cycle was conducted in two ways, producing 

consistent results. It was presumed that the bedforms would show maximum values a few 

cycles after high Spring tide, producing larger mean values for the falling limb. 

Unexpectedly, it was found that bedform parameters were larger on the rising limb of the 

Spring-neap cycle (ie. as the tidal drop from HHT to LLT increased). While it is possible 

that the actual maximum values indeed occurred on the falling limb, but the bedforms then 
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diminished quickly as Neap tides approached, this hypothesis could not be examined due to 

variations in discharge and gaps in the data. 

Terwindt and Brouwer (1986), noted that several researchers have concluded that h 

'increases up to Spring tide and decreases towards Neap tide' (e.g.Allen and Friend 

(1976b), Boersma and Terwindt (1981)). The references (as well as Davis and Flernming, 

1991) simply state that h will be greater at Spring tides than at Neap tides, but do not state 

if maximum bedform parameters occur at peak Spring tide or a few cycles later. However, 

Terwindt and Brouwer (1986) indeed found that for three-dimensional bedforms, 

maximum h and w occurs at 1-3 tides after max. Spring tide. Allen (1973a) further notes 

that the degree of lag in the Gironde estuary depends on the particular Spring-neap cycle 

chosen, which is cyclic on a period of 6 months (Allen, 1985). This issue remains 

unresolved. 

On a diurnal scale, th le lag in h and w after LLT was noted to increase with increasing D, 

and it was (weakly) demonstrated that peak bedform height tends to occur sooner after LLT 

than peak wavelength. Researchers have noted this latter finding (e.g. Allen, 1973a, 1983; 

Knight, 1977), but there are relatively few data sets that have been collected. Some 

workers have ignored bedform-lag effects (e.g. Green, 1975), but typically, lags are 

simply acknowledged without serious consideration. This is no doubt related to the 

difficulties in obtaining reliable data. 

The complex feedback relations between components of the flow, bedforms and 

macroturbulence have been suggested in Chapters 1-5. Chapter 6 will quantitatively 

examine the relation of boil parameters (such as periodicity and intensity) to hydraulic and 

bedform variables. 



CHAPTER 6- ANALYSIS OF BOIL PARAMETERS 

6.1 - INTRODUCTION 

Quantitative analyses of boil parameters have rarely been attempted, and this scarcity 

may be related to difficulties in obtaining reliable data. Boil 'strength' might be best 

quantified by the elevation upon eruption at the surface, but the influence on the 

surrounding flow may be more appropriately described by the boil size or sediment 

content. In studies to date, boil elevation has only been visually estimated, and no 

researchers have followed Matthes' (1947) suggestion to estimate boil elevation by the 

rate of subsequent expansion. 

Boil size upon eruption has been related to the mean water-depth (Jackson, 1977), or the 

Strouhal number (Korchokha, 1968). Boils may also be larger, with longer durations and 

inter-event periods during decelerating current speeds as opposed to accelerating speeds 

(Anwar, 1981). Such complexities may be partially responsible for limiting most 

quantitative analyses of boils to inspection of frequency distributions or mean periods 

between successive boils. 

There have been several studies of the application of the Strouhal Law to a mean burst 

period (quantified as deviations of u'*wt) in tidal, estuarine and fluvial environments (e.g. 

Gordon 1975a; Anwar, 1983; Lapointe, 1989). Lapointe (1989) implies that the findings 

of these studies are debatable due to subjective burst-intensity thresholds, and interactions 

with bedforms or other macroturbulent phenomena. Laboratory studies have suggested 

that burst periods are related to the passage of larger-scale features which may be 

governed by a similar frequency law (Nychas et al., 1973; Praturi and Brodkey, 1978; 

Bridge and Best, 1988). Many researchers (e.g. Lapointe, 1989; Williams et al., 1989) 



question the presumed relations between bursting and boils based on the similarity of 

their frequency characteristics (Jackson, 1976). 

There are few studies of the temporal characteristics of macroturbulent phenomena in 

rivers. Korchokha (1968) and Jackson (1976, 1977) noted that the mean period between 

the appearance of boils was well described by the Strouhal Law, but Jackson used the 

dune wavelength for the length scale while Korchokha used height. Jackson (1976, 1977) 

concluded that boils were the surficial expression of fluid 'bursting' which had been 

ascertained in laboratory flumes to follow a similar frequency law. Levi (1984) 

suggested that many periodic motions of fluids follow the Strouhal Law, and doubted 

Jackson's (1976, 1977) assertation that bursting and river boils must be different aspects 

of the same phenomenon. Kostaschuk and Church (1993) also question Jackson's 

finding, claiming that the range of values he used in the frequency law was not precise 

enough to be a useful discriminator between candidate length scales. They also 

emphasize the importance of choosing appropriate length and speed scales, but the 

disparities they note between some predicted and measured boil periods may be related to 

the inability to attribute boils to a specific production site. In fact, Rood and Hickin 

(1989) questioned the applicability of the scaling equation to a single production site as 

opposed to a broad water-surface area. There may be additional complexities associated 

with multiple boil-production mechanisms. 

Investigation of the temporal characteristics of boils based on data obtained by current 

meters and sonar has indicated that there may be several boil-generation mechanisms. 

Kostaschuk and Church (1993) claim that the period determined by Strouhal's Law 

depends on appropriate choice of length and velocity scales for the particular generating 

mechanism. A similar, but more basic finding was noted in a flume study by Itakura and 

Kishi (1980). Strouhal's Law may serve to describe mean boil-periodicities adequately, 



145 

but it seems only a partial explanation when boil periods are noted to fluctuate on longer 

periods. 

Kostaschuk and Church (1993) present a time-series plot of boil periods which displays 

repeated cyclicity on scales of several minutes. Although a simultaneous plot of current- 

speed is not included, other data presented suggest that the current speed could fluctuate 

on similar scales. There must be some minimal duration over which the boil period and 

current speed must be averaged in order for Strouhal's Law to apply, presumably over 

several such cycles of current-speed and boil-period. If so, there must be some 

mechanism which is producing this variability on similar scales in both time series. Levi 

(1983b) claims that the boil periodicity is governed by Strouhal's Law due to excitation 

by an outer-flow pertubation with wavelength= 2nd. 

In order to obtain a continuous record of the boil activity in conjunction with current- 

speed in Squamish River estuary, the surficial expression of macroturbulence was 

videotaped for later digitization. Video footage has been used previously to study 

macroturbulence (Znamenskaya, 1963) or other phenomema in rivers (summary in Drake 

et al., 1988). The boil period was taken as representative of the macroturbulence 

intensity, and time series examination highlights any correlation with the current speed 

measured at 0.7d. 

During initial observations at the field site, not only were there notable fluctuations in 

current-speed, but there was also a distinct intermittency in macroturbulent activity. 

Periodic changes in flow character associated with the presence or absence of standing 

waves were also observed in Mamquam River just upstream of the confluence with 

Squamish River. 



Observations made on Marnquam River several hundred metres upstream of the 

Squamish River confluence suggest relations between macroturbulence and flow 

unsteadiness on scales of several minutes. Standing waves would intermittently appear 

on the outside bank, and intense boil activity was generated in the wave troughs. These 

boils were transported in the troughs towards the center of the channel, typically 

entraining fine sediment. After several minutes, the standing waves would dissipate, and 

subdued macroturbulence would fill the entire channel. Again, after several more 

minutes, the standing waves would reappear, beginning at the downstream end of the 

reach, and gradually forming further upstream. These cycles repeated many times during 

the period of observation. Similar observations were made on subsequent days, but the 

persistence, wavelength and height of the standing waves could be quite variable. 

A similar observation by Iseya and Ikeda (1983) was related to the unsteady nature of 

bedload transport, which has been quantitatively (though not convincingly) related to 

fluctuations in current speed by Korchokha (1968). The influence of bedforms and 

secondary flow patterns (Jackson, 1977) upon boil generation has also been pondered. 

Boil generation has been linked to dunes by several researchers (Lane, 1944; Matthes, 

1947; Coleman, 1969). Boils are typically concluded to originate in the lee 

(Znamenskaya, 1963; Korchokha, 1968; Rood and Hickin, 1989), but may be ramped off 

the stoss side (Kostaschuk and Church, 1993). Matthes (1947) adopted the term 'kolk' to 

describe the subsurface turbulent feature associated with boils. Dyer (1986) believes that 

kolks result from intermittent flow separation in the lee of dunes and that a minimum 

steepness(S) of 0.07 is required for flow separation. However, the finding is based on 

flume studies, and Dyer notes that separation may occur at lower S if the bedforms are 

sharp-crested. Kostaschuk et al. (1991) found that kolk generation occurred in the 

absence of flow separation and was consistently associated with only a few bedforms (S= 



0.02-0.05). Other researchers have found that bedforms are not even required for boil 

generation (Jackson, 1976; Allen, 1985). This may be related to Kelvin-Helmholtz 

mechanisms (Kostaschuk and Church, 1993). This proposal may satisfy Lapointe's 

(1989) skepticism that two-dimensional bedforms can produce 'outer-flow burst 

structures' that have a scale considerably less than channel width. Studies in energetic 

systems such as Squarnish River estuary may resolve this issue. Such analyses may also 

shed light upon the proposed relations between bedforms, macroturbulence and flow 

resistance. 

Secondary upwellings within a boil structure (Rood and Hickin, 1989) and multiple boil 

morphologies (Korchokha, 1968) may also affect the scaling equations. Integration of 

boil-parameter data from a variety of sources may have introduced scatter in such scaling 

relations (e.g. Jackson, 1976). Elucidation of these relations may require a classification 

of boil structures. In Chapter 3, it was suggested that there are two types of boils in the 

estuary, but a closer inspection based on quantitative parameters may reveal production 

mechanisms. 

Rood (1980) noted that the classification of macroturbulent structures attempted by 

Matthes (1947) was based purely on observable properties. It is evident that there is a 

lack of quantitative data with respect to boil strength, size, expansion rates and 

periodicity under a variety of hydaulic and bedform conditions. The variability of 

hydraulic and bedform parameters over short temporal and spatial scales in Squamish 

River estuary allows efficient study of boil properties. The boil presence, morphology, 

intensity and periodicity are related to a variety of hydraulic and bedform parameters, for 

both Type 1 (reaches 2,3 and 7) and Type 2 boils (reaches 1,4-6). 



6.2- ANALYSIS OF TYPE 1 BOILS 

6.2.1- Relations between bedforms and Type 1 boil intensity 

6.2.1.1- Graphical differentiation based on field observations 

As noted in Chapter 5, direct examination of the relations between bedform h and w and 

depth (eliminating representation of independent variables), has been utilized by many 

researchers (e.g. Jackson, 1976; Knight, 1977). The parameter used to differentiate such 

plots will be the intensity of the macroturbulence observed at the water surface during the 

transect for each reach. Although the appearance of the features within a reach may be 

temporally intermittent, the intensity was generally quite spatially homogenous within the 

thalweg. For each reach, the boil-intensity differentiated plots of w vs. h, d vs. h and w 

vs. d are examined, and the quantitative limits of particular intensity levels noted. 

From an examination of all 7 plots of w versus h, there appear to be two distinct 

populations with a separatice at h=0.5-0.6m. A pattern noted in reaches 2,3 and 7 is for 

the w vs. h relation to display a high variance with hc0.5-0.6m, but then a tight linear 

pattern once height exceeds 0.6m. The sediment-laden boils (Intensity levels 1 and 2) are 

associated with the latter population. In reach 2, the sediment-laden boils are associated 

with the higher values of dune steepness within this latter population (Figs.6.la,b and 

6.2a). 

Examination of the w versus d plots does not yield such a consistent separatice. For 

reaches 2,3 and 7, it appears that sediment entrainment within the macroturbulent features 

may depend on the RRS. A separatice at RRS=0.8 for reaches 2 and 7 is suggested, but 

most of the sediment-laden features occur in d<3.25m (Fig.6.2b, 6.3a). The RRS 

dependence seems more strongly developed in reach 3, where the separatice may 
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arguably fall between RRS=0.25-0.35 (Fig.6.3b). No RRS differentiation (or depth) with 

respect to intensity levels 3 and 4 was recognizable. 

From the plots of d vs. h, reach 7 data indicate that sediment-laden features dominate 

when RFb0.2. Then as RR decreases, the features with intensity levels 1-4 concentrate 

with d<3m, and the proportion of lower intensities increases (Fig.6.4a). For reach 2, the 

dominance of intensity levels 1 and 2 with RR>0.2 is also noted. There may also be an 

increase of weaker macroturbulent features as the RR diminishes, but these reach 2 

relations are not as distinct as with reach 7 (Fig.6.4b). Reach 3 displays a dominance of 

sediment-laden features with RR>0.25, and as RR decreases, the gradation into 

progressively weaker boil intensities is again evident (Fig.6.5). Note however, that as RR 

decreases, the intensity levels 1 and 2 are confined to depths <2Sm and >3.5m. This gap 

is also visible in reach 2 and 7, albeit slightly weaker and between 2-3m depths. 

6.2.1.2- Graphical differentiation based on sonar inspection 

A second way to graphically differentiate the plots of w, h and d is based upon features 

noted on the graphic output of the bed profiles which appear to be columns of sediment 

rising from the bed (Fig.2.3). Whether these are analagous to the kolks described by 

Kostaschuk et al. (1991) and other researchers is debatable, but it was noted during the 

transects that these features corresponded to boils at the surface. This analysis is 

performed only for the Type 1 boils because the data of reaches 1 and 4-6 is not adequate. 

This differentiation will not be performed for reach 6 since, inevitably, there was a 

disturbed band on the chart near the shallow upstream limit of the reach. It was 

concluded to be a high suspended-sediment concentration associated with disturbance by 

the propellor during the upstream transect since it was never noted moving upstream. 
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Fig. 6.4- Boil intensity as a function of mean water-depth 
and mean bedform-height: 

a) Reach 7 
b) Reach 2 
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Fig. 6.5- Reach 3 boil intensity as a function of mean water- 
depth and mean bedform-height: 



The differentiation is not performed for reach 1 either since the kolks were never noted 

there. For reaches 4 and 5, the features were only noted on less than 5 transects each, 

therefore the graphs are not discussed. However, for reaches 2,3 and 7, this technique 

produces results strikingly similar to those of section 6.2.1.1. The sediment-laden 

features in this section correspond to #1 and 2 in the notes column (Appendix 2.4). 

For w vs. h, the vertical separatice noted previously at h=0.5-0.6m might be placed at 

0.3m based on Fig.6.6. Also, once h>0.5m at reach 2, the tendency for the kollcs to be 

produced from bedforms with higher steepness is noted. For w vs d, the previously noted 

separatice at RRS=0.8 is recognizable in reaches 2 and 7, and sirnilarily for reach 3 at 

RRS=0.25-0.35 (Fig.6.7). Lastly, from d vs h, the concentration of kolks at RR>0.175 is 

recognizable in all three reaches (Fig.6.8). 

This correspondance with results from section 6.2.1.1 is confirmed by utilizing a 

Spearman's Test (a=0.005). The null hypothesis is no rank correlation between the visual 

recognition of kolks on the graphical output and observations of surface sediment-laden 

boils made during the transects. Based on critical values of Spearman's Rank Correlation 

Coefficient (Ebdon, 1988, p.219), the null hypothesis is rejected for all 5 reaches. 

However, if considering the adjustment for ties, the null hypothesis is accepted at 

a=0.005 for reach 5. 

6.2.2- Type 1 boil parameters 

6.2.2.1- Boil Presence, Morphology and Intensity 

Examination of the presence, morphology and intensity of the Type 1 boils is based on 

observations made during the transects of reaches 2 ,3  and 7 digitized in Chapter 5. From 

plots of bedform-height and wavelength versus T, it is evident that boil presence is 



MEAN HEIGHT (m) 

Fig. 6.6- Identification of sediment entrainment on sonar 
graphical-output as a function of mean bedform- 
wavelength and height: 

a) Reach 2 
b) Reach 3 
c) Reach 7 
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related to tidal conditions. Although boils with intensity levels 4 ,5  and 6 may be 

observed over the entire semi-diurnal tidal cycle, stronger boil activity is limited to short 

temporal ranges surrounding LLT. 

In Fig.6.9aY boil activity of levels less than 4 are restricted to several hours surrounding 

LLT, with T= 0.5-1.5. These data were collected throughout the Spring-neap cycle, thus 

boil activity of levels 4 and 5 occurring near LLT are associated with Neap tides, and the 

intensity levels less than 4 occur during Spring tides. Intensity levels less than 3 are only 

found with T=0.7-1.4. Similar results are displayed in all three reaches (e.g. Figs.6.9b, 

6.9~). 

The results of section 6.2.1 suggested that boil intensity in reaches 2, 3 and 7 was 

strongly related to bedform parameters and water depth. Bedform parameters are likely 

correlated with the current speed and/or water-surface slope within these reaches, but data 

to test this hypothesis were not collected. Although it can only be generally summarized 

that boil activity is strongest near LLT (especially during Spring tides), field observations 

suggested that the morphologies of Type 1 boils may occur under specific conditions. 

Typically, there was a single dominant boil morphology and intensity noted over a 

surface area of tens of square metres at any particular time. Of the 300 digitized transect 

portions for reaches 2 , 3  and 7, only a few displayed surficial macroturbulence patterns 

that were not dominated by the simple quasi-circular upwellings described in the 

Coleman/Jackson model (Appendix 2.4). Although the sample sizes for the cauliflower, 

roller and roller-horn morphologies are small, it is likely that graphical analyses would 

yield similar conclusions for all three reaches. 



Fig. 6.9- Mean bedform-parameters vs. T differentiated by 
boil intensity: 

a) Reach 3 wavelength 
b) Reach 7 height 
c) Reach 2 height 
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From the plots of water depth versus bedform height differentiated by boil morphology, 

it is evident that some structures tend to occur only under very specific conditions. The 

ColemanfJackson morphology is present over the full range of hydraulic and bedform 

conditions, but it dominates all three reaches as depth shallows and relative roughness 

increases (Figs.6.10a7b and 6.1 la). The cauliflower shape only occurred when the mean 

depth was less than 2.5m and the relative roughness exceeded 0.17. There were very few 

times when the reaches were dominated by rollers that did not evolve into homs. When it 

was noted, the mean depth did not exceed 3.0m and the relative roughness was greater 

than 0.15. More frequently, the rollers that did evolve into horns dominated the reaches, 

but the conditions of their occurrence were more variable. Generally, the mean depth did 

not exceed 3.5m and the relative roughness was less than 0.10. 

It was suspected that the tendency for rollers to evolve into horns may be related to 

scour holes formed as bedform steepness increases. However, this was not apparent for 

any of the reaches (e.g. Fig.6.11 b). Examination of the data in Appendix 2.4 is not useful 

for confirmation of the hypothesis either. Fluctuations in current-speed may also 

influence boil morphology, although observations of boil morphology at a single site over 

extended durations could not reliably confirm or refute this notion. 

To test whether boil presence and/or intensity was related to the intrusion and retreat of 

a body of saline water, water samples were collected at a variety of tidal heights and 

discharges. Utilizing a systotic pump, 500 ml samples were obtained within lm of the 

river bed at current speed measurement station #6 (Fig.2.1) from July 26 to August 4, 

1992 at HHT and LLT. Subsequent analysis utilizing a YSI Model 33 S-C-T meter 

indicated that all water samples had salinity values of 0 ppt. 
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6.2.2.2- Mean boil-period 

Initial observations in the lower estuary suggested that in the hours surrounding LLT 

when boil activity was strong, the macroturbulence was intermittent, and relatively 

periodic when present. Examples of the boil-period time series highlight the intermittent 

and periodic qualities (Fig.6.12a,b). The period between boils shed by a production site 

was similar to the period of nearby production sites, but this similarity often diminished 

as the separation increased. Current speed (and presumably bedform parameters) could 

be variable over small spatial distances (particularly in the transverse), so given some 

governing law as Strouhal's, variation in boil-period was not unexpected. 

The collection of boil periodicity data in the lower estuary and reaches 2,3 and 7 was 

sporadic for several reasons. There were a limited number of days in which the strong 

boils were present without any wind or wave disturbance and there was usually other data 

collection required elsewhere in the estuary. As well, these data were to be collected in 

the final month of the field season, but the boil activity diminished significantly due to 

lower tidal drops and discharge. Finally, there were numerous electrical difficulties with 

the current meter in July which ultimately forced the current-speed data collection to be 

abandoned in early August. In total, there were only 11 measures of mean boil 

periodicity which also had measures of depth, bedform-height and current-speed. 

All boil-period time series were found to be positively skewed, and only one displayed 

bimodality (Table 6.1). Many of the frequency distributions appeared log-normal. To 

test this, the logarithms of the frequency distributions (differentiated by 1 second 

intervals) were obtained, and the chi-square test (A4.01 level) was used to examine the 

similarity between the observed distributions and normal distributions. The acceptance 

level utilized was noted by Hassan et al. (1991) to bias the test so that 'irregular data 
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would not obscure possibly interesting results'. The degrees of freedom (D.F.= 

#categories-1) had to be manipulated for each test such that the assumptions of the chi- 

square test could be met. The key assumption was that no category could have a relative 

frequency <I%, and no more than 20% of the categories could have relative frequencies 

~ 5 % .  The results of the chi-square test indicate that all but two time series have log- 

normal frequency distributions. 

In order to test the reliability of the technique for determining boil period, each video 

time series was digitized a second time. Then, the frequency distribution for the repeat- 

digitization was compared to that of the original distribution, using the chi-square test 

(A=0.01). All Type 1 boil-period time series obtained from video footage were found to 

have frequency distributions which could be duplicated with repeat digitization. With 

respect to boil morphology, the structures observed on May 3 and 5 and July 29-30 were 

cauliflower, and the other dates were dominated by circular upwellings with the 

occasional roller. 

To test the applicability of Strouhal's Law to the mean boil periodicities displayed, the 

predicted length scales were calculated (based on L=UT/2x) and compared to the mean 

water-depth and the bedform height (Table 6.2). For the speed site #2, the predicted 

length scales fall between the dune heights and water depths. Interestingly, for the lower 

estuary sites, the predicted length scales exceed the water depth for all time series except 

those obtained when the bed was planar with occasional deep scour holes. The negative 

dune heights represent scour holes identified on the sonar record (Fig.6.13). Strong boils 

erupted at the water surface a few metres downstream of the scour hole as it progressed 

past the survey boat. 
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Fig. 6.13- Sonar record of scour hole moving past 
research vessel anchored in lower estuary 



Table 6.2 also includes the calculated relative roughness with the depth of the scour hole 

taken as the length scale compared to mean water-depth. Data in Jackson (1976) 

(including that of Korchokha (1968)) allows calculation of the relative roughness. 

Kostaschuk and Church (1993) also include relative roughness and boil-period data. 

Although there is a bit of scatter in Fig.6.12c, it is evident that as the relative roughness 

increases, the boil period diminshes rapidly, and becomes constant as RR> 0.2. There 

may also be evidence of separate curves for the ~ackson (1976) data and that of this 

study; the Jackson data seems to displaced upwards by approximately 5s. 

6.2.2.3- Secondary upwellings within Type 1 boils 

It was noted that the Type 1 boil events are often associated with several distinct 

secondary upwellings near the original structure, typically within the first few seconds. 

From initial observations, it was postulated that the number of upwellings withineach 

event may be related to the period between each boil event. Since the duration of boil 

shedding at a particular site rarely exceeded 5 minutes, data were collected from several 

sites. Over a three-day period, data were collected at 14 sites, but not one time series 

displayed a relation between the number of upwellings per boil event and the inter-boil 

period (either preceding or following the boil). 

6.2.2.4- Type 1 boil size and persistence 

The size and persistence of boil events were expected to be simple to quantify, but 

proved to be quite problematic. Attempts were made to take photos normal to the water 

surface in order to avoid difficulties with rectification. Standing on the roof of the 

research boat with the camera lens at its widest setting did not allow enough of the water 

surface to be shown, thus the camera was affixed onto an extendable pole. As the camera 



elevation above the water surface increases, the length of the boil life-cycle able to be 

photographed also increased. However, the pole constructed to elevate the camera above 

the surface was too heavy and awkward to operate safely at elevations greater than 7m 

above the water surface. The wind and instability of the boat also produced conditions 

not conducive to keeping the pole stable. Even at maximum elevation, the combination 

of rapid surface current-speeds and the relatively slow refractory period of the camera 

produced only two, and on rare occasions, three photos of the boil before it was 

transported out of camera range. 

There were also difficulties associated with boil production. Since the production sites 

did not last longer than ten minutes, repositioning the boat each time a production site 

became inactive was not feasible. An alternative was to remain anchored and move 

towards any production sites created near the boat, using a series of lead weights dropped 

to the bed to restabilize. This was not successful since the winds and current could move 

the boat several metres in any direction. There were also a limited number of days with 

tidal drops large enough to produce strong boil activity. If the weather and lighting 

conditions were not ideal on those days, the structures could not be identified in non- 

oblique angle photos. Typically, only the initial photo in the series showed the whole 

structure, particularly if secondary upwellings occur. The secondary upwellings also 

complicated any scaling of boil size or expansion rates with hydraulic or bedform 

variables. Due to these complications, boil size and expansion rate quantification from 

the photos was abandoned. The option of utilizing low-level balloon photography was 

pursued, but could not be organized before the research period ended. 



6.3- ANALYSIS OF TYPE 2 BOILS 

6.3.1- Relations between bedforms and Type 2 boil intensity 

As in section 6.2.1, the relations of w, h and d are differentiated by the boil intensity. In 

general, the Type 2 boil intensities are not as well described by relations between w, h 

and d as the Type 1 boil intensities. For the w vs. h plots, in reaches 4 and 5, the h=0.5m 

separatice marks an increased variance (similar to reaches 2,3 and 7), but it is the 

bedforms with h<0.5m that display a strong linear correlation (Fig.6.14a). There are no 

recognizable relations between the boil intensity and the bedform conditions, however. 

For reaches 1 and 6, the separatice is not as obvious, and again there are no relations 

between the appearance of boils and the bed conditions. 

The w vs. d plots suggest that for reaches 1 and 6, the majority of boils occur with 

d4.25-5Sm, due to velocity patterns associated with diurnal tidal control. Similarily, for 

reaches 4 and 5, the dependence of boil intensity on RRS is poorly developed and the 

majority of boil intensities of level 1-4 occur at d4.5m. From the plots of d vs. h, 

reaches 1 and 6 do not display any patterns of macroturbulence intensity with RR, nor do 

the boils occur at any critical height or depth. In reaches 4 and 5, there is a suggestion of 

a separatice for boils (level 1-4) at RR=O. 1, but the stronger trend is the dominance of 

these features at d<4.25m (Fig.6.14b). 

6.3.2- Type 2 boil parameters 

6.3.2.1- Boil presence and intensity 

The presence and intensity of Type 2 boils is based on video footage and observations 

made during transects, and water-surface slope and current-speed data collection. When 

boils were present, the intensity was qualitatively assessed, As noted in Chapter 2, this 
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Fig. 6.14- Reach 4 boil intensity as a function of mean 
bedform-height and: 

a) mean bedform-wavelength 
b) mean water-depth 
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intensity rating is a scale with bounding conditions of no evidence of surface 

macroturbulence (Level 6) to intense eruptions seen to entrain sediment and organics 

(Level 1). Hereafter, intensity levels =5 are known as 'weak' Type 2 boils, and intensity 

levelsc=4 are 'strong' (examples are shown in Figs.3.14a-d, and 3.15a-d respectively). 

As with the Type 1 boils, the presence and intensity of Type 2 boils were noted to be 

strongly related to tidal conditions. At HHT during Spring tides, the river surface would 

be quite mirror-like. As the water level began to drop, weak gleans (patches of smooth 

water) would be produced at a variety of sites. During Neap tides, these gleans would be 

present at HHT presumably because the imposed tidal heights were lower and the degree 

of ponding upstream was not as extensive. As a result, current speeds and water-surface 

slopes would not diminish as greatly. 

In Chapter 4, the changes in current speed during the tidal cycle were noted to follow 

those of water-surface slope. Due to a variety of complex lag effects, it may not be 

possible to determine if the increase in boil activity is simply related to increased current 

speed, or if it is also related to shear stress at the bed, increases in RR, andfor some 

feedback relation with flow resistance. Graphical analyses of the maximum observed 

intensity of boil activity versus the water-surface slope, current speed and tidal forcings at 

a variety of sites may offer insight. 

At both the RIB and L/B sites, plots of water-surface slope versus T indicate that strong 

boil activity concentrates near LLT (Fig.6.15a.b). Strong boil activity is found at the R/B 

site between T=0.8-1.25, but occurs slightly later at the L/B site at T= 0.9-1.5. Only 

intensity levels <4 occur with steeper slopes imposed during Spring tides and times of 

high discharge. 



Fig. 6.15- Boil intensity as a function of slope and T: 
a) RIB site 
b) LIB site 
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Plots of the surface current speed versus T which are differentiated by boil intensity 

indicate that strong boil activity concentrates near LLT. For the R/B U/S and LIB D/S 

sites, the strong boil activity (especially < level 4) tends to concentrate in the early flood 

tide (Fig.6.16a,b). This tendency is not noted at the other two sites (e.g. Fig.6.16c), but 

this may be related to a general lack of strong boil activity. There is an indication at the 

R/B U/S site that strong boil activity may be positively correlated with current speed. 

However, it generally seems that the maximum level of boil activity noted in a given 

period does not correlate well with a median surface current-speed obtained over a 30s 

period. Utilizing the nine-minute mean of current speed at 0.7d rather than Usfc does not 

alter the conclusions. Again, the strong boil activity concentrates near LLT, but not 

necessarily during high current speeds. 

6.3.2.2- Boil size and morphology 

Attempts to photograph and videotape the Type 2 boils within the transportation zones 

in order to determine the size and morphology of the structures met with several 

difficulties. It was postulated that the orientation or morphology of the Type 2 boils 

could be related to hydraulic or tidal parameters. The most frequently observed 

morphology was an oval stretched in accordance with the streamwise and lateral shear, 

with the sites of vigorous downwelling on the downstream side (Fig.6.17). However, 

observations indicated a lack of consistency between structures over short periods; even 

successive boils often had their long axes displaced by up to 90' (Fig.3.1 lb). 

The shape of the Type 2 boil could be strongly influenced by the strength, number and 

duration of the upwellings within it. Furthermore, these factors dictated the size and 

duration of the boil agglomeration. Observations suggested that, where the upwellings 

within a Type 2 boil were of comparable strength and size, the size of the Type 2 boil 
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agglomeration may be related to the number of upwellings within. Numerous time-series 

photos were taken in hopes of quantitatively verifying this relation. Unfortunately, these 

photos were also affected by the factors noted in section 6.2.2.4. Identification of the 

upwellings within the Type 2 boils was also influenced by the location of the structure in 

relation to the camera focal point in the streamwise and transverse direction. Estimation 

of the number of upwellings and the surface areas of the agglomerations was attempted, 

but repeat digitizations of the time series produced inconsistent results. 

The morphology, size and evolution of the Type 2 boils was also influenced by the 

hydraulic and tidal conditions within the estuary. There seemed to be some critical 

intensity of upwellings which, once exceeded, would segment the boil agglomeration. 

This was observed most frequently near LLT, particularly during Spring tides. During 

weak ebb tides the boils would preferentially diffuse, but on the flood tide elongation was 

more likely to occur. 

6.3.3- Type 2 Boil-period time series 

6.3.3.1 - Frequency distributions 

The boil-period analysis of Type 2 boils is based on video footage of production sites 

and preferential upwelling sites within transportation zones. Upwelling locations at the 

production sites were fixed, but within the transportation zone, upwelling locations could 

vary between time series. Also, once the site of upwelling to be analyzed in the 

transportation zone was chosen, the boil agglomeration that would advect past often 

seemed to induce stronger and more frequent upwellings. As noted previously, the 

boundaries between sucessive Type 2 boils could not always be identified, and whether 

or not an upwelling was induced by a Type 2 boil could not be determined with certainty. 



Current speed varies slightly within Type 2 boils, but the current direction is much more 

variable. The directional current meter indicated that the upstream and downstream 

edges of a Type 2 boil could have current direction which differed by up to 70'. Such 

levels of vorticity were typically noted down to 0.7d, where separation zones behind 

bedforms and obstacles could be affected. Since it was not possible to differentiate those 

upwellings which were produced 'independently' of the Type 2 boils from those that were 

not, the boil-period time series and mean quantities include both populations. All boil- 

period frequency histograms display a positive skewness (Table 6.3). Some histograms 

display bimodality, but these were limited to the R/B UIS site, save for one example at 

the R/B D/S site (Fig.6.18a). 

Many of the histograms appear to display a log-normal distribution (e.g. Fig.6.18b). To 

test if the frequency distributions were log-normally distributed, the technique described 

in section 6.2.2.2 was again employed. The assumptions could be met for all but one of 

the time series. At the L B ,  the observed distributions are concluded to be log-normal for 

only 20% of the data. These are similarily proportioned amongst the UIS and D/S sites 

(Table 6.3). For the R B  sites, more distributions are concluded to be log-normal 

(approximately 36%), and again the proportions are similar between the U/S and DIS 

sites. Those time series that were well described by the log-normal dismbution were 

dispersed over a wide range of days, discharges and tidal conditions. Those time series 

which were not well described by the log-normal distribution often had secondary modes 

or long tails. Truncation of these tails improved the results for several, but not all time 

series. 

If the number of boils occurring in a given time span was a random phenomenon, the 

frequency distribution of the inter-event periods may follow the Poisson distribution. 

Previous results indicated that distributions often followed the log-normal distribution, 
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Fig. 6.18- Boil-period(s) histograms for: 
a) J u n e  27 0708-0723 
b) J u n e  18 1255-1310 



1 8 3  

and my field observations indicated that assumptions of the Poisson distribution may be 

violated (e.g. independence of boil events). However, a liberal approach was taken, and 

the chi-square test (A=0.01) was again utilized. For every time series, the test indicated 

an unsuccessful fit. Again, truncation of the tails often improved the similarity between 

the observed and Poisson distributions, but not to the extent that the null hypothesis could 

be rejected. 

6.3.3.2- Mean boil-periods 

s noted in Chapter 2, the mean boil-period was calculated ove r the 15 minute spa 

each digitized time series. For the L/B sites, the period remained essentially constant 

between time series, albeit slightly shorter for the D/S site. These results seem 

attributable to similar Usfc and water depth (Table 6.4). Note, however, that the U0.7d 

varied considerably. For the R/B sites, there is more variability in the mean period, 

essentially ranging from 4-8 seconds. For the RE! U/S site, on June 18 the increase in 

period seems to follow the decrease in U0.7d and depth. If the current speed used in 

Strouhal's Law is the surface measure, a decrease in depth would instead be expected to 

produce a decrease in period. For June 22 and 24, depth and current speed remained 

steady on both days, but with larger current speeds and shallower depths on the 24th. 

The mean boil-period was also generally shorter on June 24, which would be expected 

from Strouhal's Law. Note that data from June 26 is excluded due to data fouling (non- 

stationarity). 

Similar results emerged from the data of the R/B D/S site, with the mean boil-periods of 

June 28 much shorter than those of June 23 or 27. Note that there were no notable 

differences in current speed or depth. Although the noted variations in speed, depth and 

period are relatively small, the lack of consistent patterns seems to imply that Strouhal's 
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Law does not fully explain mean boil-periodicities at the field sites based on the data 

employed. 

6.3.3.3- Reliability of digitization technique 

The repeat digitization technique employed in section 6.2.2.2 was again used to test the 

reliability of the technique for determining boil period. Unfortunately, violations of the 

test assumptions disqualified 20% of the comparisons. Of those that could be tested, just 

over 40% were concluded to have frequency distributions that were not similar in the 

repeat digitization (Table 6.3). Most of these failures could be related to poor video 

quality, and it cautions against ready acceptance of the conclusions of sections 6.3.3.1 

and 6.3.3.2 based on these time series. The results from these time series which had 

frequency distributions dissimilar to the repeat digitization are excluded from further 

analyses. 

The repeat time series that could not be analyzed with the chi-square test were inspected 

graphically. Typically, the repeated time series were quite similar (e.g. Fig.6. lga), but 

there were changes in the longer periodicities in the series. This skew of the frequency 

distribution again prevents the meeting of the chi-square test assumptions. Again, a 

liberal approach was taken, and these six time series were retained for further analyses. 

6.3.3.4- Graphical inspection of boil-period time series 

As in Chapter 4, time series are presented in which a 7-term binomial filter has been run 

through the data. This is even more crucial for the boil-period time series due to 

fluctuations on scales as short as several seconds. Trends in the boil-period time series 

are strikingly similar to those of the current speed, diplaying variability on similar 
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Fig. 6.19- a) Filtered boil-period time series for repeat 
digitizations: June 22 0759-08 14 

Filtered boil-period time series: 
b) June 7 1642-1657 
c) June 26 0708-0723 
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temporal scales, and sequences where the boil period becomes progressively shorter 

followed by a rapid increase (Fig.6.19b,c). 

6.3.4- Comparison of speed and Type 2 boil-period time series 

6.3.4.1- Graphical correlation 

There were twenty simultaneous current-speed and boil-period time series which were 

inspected. The number is too sparse for any confident differentiation based on site, 

discharge or tidal conditions. Although several interesting trends (both within and 

between correlations) were noted, these are essentially limited to the R/B sites, likely due 

to the vastly superior video footage. 

Several simultaneous time series displayed the tendency for the peaks in boil-period to 

correspond to troughs in current-speed. However, not every trough in the speed series is 

associated with a peak in the boil-period series. There is also a lag often displayed 

between these apparent corresponding variations in the time series. TypicaI examples are 

shown in Fig.6.20a,b. Note that the longer scale variability (Fig.6.20a) or non- 

stationarity (Fig.6.20b) in speed does not have corresponding patterns in the boil-period 

time series. 

In portions of some plots, the sequence of shorter-period fluctuations also appear to 

correspond, which produces an inverted 'reflection' (e.g. minutes 3- 1 1 of Fig.6.2 1 a). It 

should also be noted, however, that some time series such as Fig.6.21 b have a generally 

poor correspondence, but still display fluctuations on similar temporal scales (45-60 s). 

Curiously, all time series with peaks in the boil period corresponding strongly with 

current speed troughs came from the RIB U/S site. 
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Fig. 6.20- Comparative plot of filtered boil-period and 
current-speed time series: 

a) June 22 0759-0814 
b) June 26 0950-1001 
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Fig. 6.21- Comparative plot of filtered boil-period and 
current-speed time series: 

a) June 18 1456-1510 
b) June 22 0651-0706 



There were also time series in which the peaks in boil period appeared to correspond to 

both peaks and troughs in the current speed. Typical examples are shown in Fig.6.22a,b. 

In Fig.6.22a, the current speed peaks that appear to correspond with peaks in period may 

actually be local minimas. In Fig.6.22b, the time series vary on such short scales that it is 

difficult to discern whether the peaks in period correspond to the current speed troughs or 

the peaks which occur 20-30 s later. The boil period peaks appear to correspond to the 

speed troughs early in the record (minutes 3,4.5) and to peaks later (minutes 7,8.5, 11.5, 

12.5). All time series that displayed these patterns were limited to the R/B D/S site. 

In Chapter 4 it was noted that some speed time series had a slow unsteady increase 

followed by a rapid decline. Conversely, some boil-period time series had a slow 

unsteady decrease followed by a rapid increase. In Fig.6.23a, the patterns in boil period 

(minutes 4-8,8-12) precede the speed patterns (minutes 6-9,9-13), as do the shorter-scale 

boil peaks versus speed troughs (minutes 3.5,5.25, 8,9,9.5). A similar pattern is 

displayed in Fig.6.21a (minutes 5,7). In Fig.6.23b, the similarity of temporal scales of 

speed and boil-period fluctuations, and the correspondence of peaks in boil-period with 

current-speed troughs are again noted. However, an interesting longer-scale pattern is 

also apparent. As both the magnitude and variation in current-speed increase, the boil- 

period diminishes, along with its variability. Then, after minutes 8-9, the magnitude and 

variability of current-speed decreases, but the boil-period magnitude and variability 

increases. 

6.3.4.2- Quantitative correlation 

In an effort to quantitatively assess the correlation between the unfiltered current-speed 

and boil-period time series, the cross-correlation feature in SYSTAT was used. In order 

to perform the cross-correlation, the time-series data must be set up as paired samples. 
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Fig. 6.22- Comparative plot of filtered boil-period and 
current-speed time series: 

a) June 27 0618-0633 
b) June 23 0638-0653 
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Fig. 6.23- Comparative plot of filtered boil period and 
current-speed time series: 

a) June 18 1355-1410 
b) June 23 0800-0815 



Two techniques for obtaining these paired samples were employed. Since the current 

speed was sampled at 5 second intervals, the number of boils erupting at the surface 

within each 5 second interval were counted. The other technique was to interpolate the 

current speed for each boil, and correlate these values with the period between each boil. 

From the first technique, the correlation between the number of boils per 5 seconds and 

the current speed was not strong. It was not improved by correlating the number of boils 

per 10 or 20 seconds with the average speed per 10 or 20 seconds respectively. 

Correlation coefficients did not exceed 0.35, and the time lag of maximum correlation 

coefficient occurred over a wide range of values for each site. The lags calculated are 

seemingly unrelated to the spatial separation of the measurement sites of the time series 

with respect to the mean current-speed. It was noted that the range of values determined 

for the number of boils per 5, 10 or 20 seconds was typically quite small, so it was 

postulated that interpolation of the current speed for each boil would produce a stronger 

correlation. In fact, the correlation coefficients generally diminished, with none 

exceeding 0.3, and again, no apparent pattern in the lag values. 

6.4- DISCUSSION 

6.4.1- Quantitative analyses of boil parameters 

In order to quantitatively assess the presence, morphology and intensity of Type 1 and 2 

boils, a variety of graphical analyses were utilized. For both boil types, it was concluded 

that their presence and intensity were related to tidal conditions on semi-diurnal and 

fortnightly scales. Type 1 boil intensity was related to bedform parameters, which in turn 

are influenced by the hydraulic and tidal variables. Attempts to relate the dominant Type 

1 structure observed within a reach to the bedfonn parameters and water depth were not 

conclusive. The cauliflower and roller structures were limited to specific relative 
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roughness and depth domains which were consistent in all three reaches. The 

Coleman/Jackson structures could also be noted within these domains, so there may be 

some degree of randomness involved or perhaps dependence on variables not measured 

such as secondary circulation or bedform shape. Gabel (1993) related the size and vigor 

of boil eruptions to the curvature of dune crestlines. 

For calculation of the average period between Type 1 boil events, the duration of 

measurement (and subsequent averaging) was the lifespan of the production site. The 

boil periods do not become progressively shorter or longer as a production site ceases; it 

is an abrupt ending that may be concluded with a few boils of diminished strength. All 

Type 1 boil-period time series were found to be positively skewed, and only one 

displayed bimodality. Based on the chi-square analysis, the majority of the time series 

were concluded to be log-normally distributed. A log-normal distribution has been used 

to describe the distribution of periodicities of turbulent phenomena in previous studies of 

bursting in flume studies (Rao et al., 1971; Nakagawa and Nezu, 1977; Ikeda and Asaeda, 

1983) and boils in rivers (Jackson, 1976; Kostaschuk and Church, 1993). 

Those time series that were obtained from video footage were all found to have 

frequency distributions which could be repeated with subsequent digitization based on the 

results of the chi-square test. The quality of video records of the macroturbulence was 

noted to be strongly dependent on the weather and lighting conditions during filming. 

The problems with video quality had also been noted in previous studies ( e g  Drake et 

al., 1988), and the reliability of the data obtained in less than ideal conditions was 

questionable. In fact, the frequency distributions of Type 2 boil periods was found to be 

non-repeatable for several time series obtained during poor weather or lighting 

conditions. These time series were removed from the analysis, and the records were not 



analyzed further. The trends which the removed time series shared with the time series 

that remain are noted. 

The frequency distributions for all Type 2 boil period time series displayed a positive 

skewness. Histograms displaying a bimodality were restricted to the R/B U/S site, with 

one exception at the R/B D/S site. As noted by Kostaschuk and Church (1993), turbulent 

phenomema in a wide variety of environments have been found to be positively skewed 

(e.g. Jackson, 1976; Lkeda, 1980; Thorne et al., 1989), often exceeding skewness values 

of 2.0 (Williams et al., 1989). Bimodal distributions have been found in a variety of 

studies (e.g. Fukuoka and Fukushima, 1980; Ikeda, 1980; Kostaschuk and Church, 1993), 

but explanations among researchers vary. 

Fukuoka and Fukushima (1980) propose that boil production depends on a concentration 

and subsequent release of vorticity in the boundary layer. They imply that there is some 

critical level of boil strength which once exceeded, induces more frequent boil 

production. More recently, Kostaschuk and Church (1993) postulate that the histogram 

may be divided into two subpopulations with periods that can be approximated by using 

different length scales in Strouhal's Law. The shorter-period subpopulation utilizes 

length scales based on dune height and is noted to be associated with persistent wave 

instability on the lee side of dunes. The longer-period subpopulation utilizes length 

scales based on the internal boundary layer (two to three times the dune height), and is 

believed to be associated with intermittent ejections from this boundary layer. 

Dyer (1986) notes that the length of time over which turbulent phenomena are averaged 

is crucial, but some researchers (e.g. Jackson, 1976) do not justify their choices. As well, 

the appropriate speed and length scales to be used in the calculations are still uncertain. 

The surface velocity has commonly been employed for the speed scale, but the length 



scales have included water depth (e.g. Ikeda, 1980), mean bedform-wavelength (Jackson, 

1976) or height (Itakura and Kishi, 1980). 

These hypotheses could not be examined for the Type 2 boils since the height of the 

obstructions producing the boils could not be estimated. In fact, the range of the Type 2 

mean boil periods was quite limited. There was a range of 3-8 seconds at the IUB, and 

slightly shorter periods with a smaller range at the LiB. 

A limited analysis of the applicability of the Strouhal Law was performed for the Type 1 

boils, producing inconclusive results. At current-speed measurement station 2, the 

predicted length scales based on Usfc underestimated the depth in both instances. Using 

the speed at 0.7d, the predicted length scales are within 2-4 times the bedform height. 

For the lower estuary sites, utilizing Usfc produces length scales which exceed the depth 

in all but three cases. In all three instances, the river bed was essentially planar except for 

scour holes which were propagated downstream. For all three, the predicted length scale 

approximates the depth of the scour hole quite well. 

Only a few comparative measures of current speed at 0.7d were collected and all have 

predicted length scales which exceed the dune height by a wide margin. These length 

scales, and those based on Usfc which also overestimated depth, may in fact be estimates 

of the bedform wavelength. This postulation cannot be tested with certainty since the 

wavelengths are not known. However, the heights are known, and if one assumes a 

bedform steepness of .03-.06, the length scales are similar to the estimated wavelength. 

This finding and the one noted in the previous paragraph may be fortuitous, but if not, it 

implies that there may be mechanisms other than those addressed by Kostaschuk and 

Church (1993) which can generate boil activity. 



Based on data from this research, and from values presented in Jackson (1976) and 

Kostaschuk and Church (1993), there appears to be a relation between the relative 

roughness and the boil period. As relative roughness increases, the boil period 

diminishes rapidly, becoming asymptotic at RR >0.2. This invariance in the relation 

beyond RR 4 . 2  may explain why Korchokha (1968) concluded that boil period is 

invariant with depth. In fact, Rood (1980) postulated that Korchokha's observations may 

have been related to bedfonn properties. Although there is much scatter, it also appears 

that there may be separate curves for Jackson's data, and that of Squamish River estuary. 

This curve displacement may be physically based (ie. grain size or water viscosity), or 

related to differences in averaging times of boil periods. Regardless, this general relation 

has not been reported previously and deserves future study. 

The scatter in the relation may also be a function of the number or strength of secondary 

upwellings. However, attempts to relate the number of secondary upwellings to the boil 

period were not successful. Again, this may be related to bedform shape or some other 

unknown factor. 

Kostaschuk and Church (1993) suggest that the presence of boils in lower Fraser River 

estuary is related to the advance and retreat of a saline body of water near the bed. 

Extreme seasonal fluctuations in water salinity have been noted in Squamish River 

estuary: 27 ppt in Winter and <4 ppt during Spring and Summer. Although the upstream 

penetration of saline water depends on the tidal and discharge fluctuations, when Q 

exceeds 500 m3/s, the salt wedge does not penetrate the river mouth (Levings, 1980). 

Similar findings were put forth by Smythe (1987). In fact, the progression even a few 

kilometers upstream may require discharges much lower. Water samples collected at 

discharges between 395 and 525 m3/s and at a variety of tidal heights during the Spring- 
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neap cycle suggest that the intrusion and retreat of a body of saline water did not 

influence boil presence during the study period. 

Attempts to estimate the size and expansion rates of both Types of boils based on low- 

level photographs met with a variety of difficulties. Resolving the problems described 

for Type 1 boils may simply require a taller, more lightweight pole with a wide-angle 

lens on the camera. However, for both boil Types, low-altitude balloon photography may 

be more appropriate with respect to required elevations and stability. If lighting and 

weather conditions allowed, photos from elevations exceeding 10m may even capture 

several boils simultaneously. With this type of data, quantitative estimates of boil 

densities over an area of the water surface could also be obtained. Coleman (1969) notes 

the value of aerial reconnaissance for observing patterns in macroturbulence on the water 

surface, but of course, the optimal techniques depend on the scale of the features studied. 

Studies of boil periodicities to date have concentrated on obtaining a mean value over 

some time span and then attempting to scale this value with other measured hydraulic 

variables. To my knowledge, the plot by Kostaschuk and Church (1993) is the only 

presentation of boil-period time series in any previous studies. Their plot and the data 

presented in section 6.3 indicates that patterns noted in the Type 2 boil time series may 

fluctuate on temporal scales similar to the current-speed time series. 

6.4.2- Comparison of speed and Type 2 boil-period time series 

From comparative plots of the time series, there were several corresponding patterns 

which were noted. The peaks in the boil-period time series correspond to troughs in 

speed at the R/B U/S site, and to troughs (and perhaps peaks) in speed at the R/B D/S 

site. A lag of boil-period changes after current-speed fluctuations was noted in some time 
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series at the R/B U/S site, as expected from the separation in measurement sites. The 

times of weak boil activity seemed to be more exclusively associated with the times of 

low current speed at the R/B U/S versus the R/B DIS site. It may be fortuitous, but both 

the R/B U/S and the LIB D/S sites are within the Type 2 boil transportation zones rather 

than the production sites. 

It was noted that the upwellings seemingly induced by the Type 2 boils within the 

transportation zone consist of the rollers and the ColemadJackson structures. At the 

Type 2 boil production sites, the upwelling is slowly stretched downstream but continues 

upwelling for several seconds before 'detaching' as a discrete structure. During 

digitization of the video footage, it was the period between sucessive upwellings that was 

timed, but the proportional duration of the upwelling within that period could be quite 

variable. This variability in upwelling duration was also noted at the transportation 

zones, but upon arrival at the surface, the structure is inevitably swept downstream 

rapidly, and the duration of the upwelling seems to depend on energy souces unrelated to 

its original locale. 

It is not known if the physical mechanisrn(s) which create(s) the upwellings within the 

Type 2 boil transport zones are even partially attributable to the agglomerations 

themselves, or if they are created by the same mechanism(s) creating the boils in reaches 

2 , 3  and 7, and the lower estuary. The variable nature of the upwellings between the 

Type 2 production and transportation sites however, may imply differing production 

mechanisms. 

The production sites of Type 2 boils are limited to the concave bank during strong 

currents, and it is under these conditions that a strong helical flow component may be 

expected. Several figures presented in Thompson (1986) based on flume studies and 



field observations indicate secondary flow and bed morphology patterns similar to those 

observed in Squamish River estuary. Tamai et a1.(1986) conclude that a shear layer in the 

lateral velocity profile will shed eddies periodically, but the production sites of Type 2 

boils were always in the wake of an obstruction. This obstruction could presumably 

deflect helical flow towards the surface, particularly if the obstruction has trapped 

sediment and other material on its upstream face. Whether the Type 2 boil eventually 

stretches, diffuses or segments may also be related to the strength of a helical flow 

component. The rotation within the Type 2 boils that had been attributed to lateral shear 

could also be imposed by the helical flow at the production site. Observations made to 

test this hypothesis proved inconclusive. 

Figures 2 and 4b in Thompson (1986) display tight helical cells along the concave bank 

which produce several sites of upwelling. In Squarnish River estuary, there were 4-6 sites 

of Type 2 boil production per concave bank, each separated by several hundred metres. 

They remained essentially stationary on a daily basis but were noted to shift position in 

late July and August, 1992. This variability may be attributed to variations in the length 

of the helical flow as discharge diminished (Thompson, 1986). However, it is more 

likely related to changes in bed morphology, channel obstructions, or lateral erosion 

which were all observed in late summer. 

Summarizing the postulation, the upwellings at the production sites along the concave 

banks may be related to helical flow, and subsequent upwellings within the transportation 

zone could be (at least partially) produced by the Strouhal Law-governed perturbation of 

a wave-like oscillation travelling with the current , Unfortunately, this notion cannot be 

conclusively proven with the data collected. Fukuoka and Fukushima (1980) conclude 

that 'flow separation induces intensive ascending currents which in turn aspire to bring 

forth new ascending currents'. However, the interaction of flow separation and helical 



flow cells with the wave-like oscillation proposed by Levi (1983a,b) is unknown. Our 

knowledge of secondary flows is still incomplete (Allen, 1985), and the study of boil- 

generation mechanisms is still in its infancy. It may even be possible that sites of 

unexplained consistent boil production noted in previous studies (e.g. Lane, 1944; 

Kostaschuk and Church, 1993) are related to some persistent secondary flow cell. 

Previous studies of turbulent phenomenon found that burst frequency could be scaled by 

U127cd. Levi (1983b) postulated that this was not a primary property of the bursts, but 

rather the result of an outer oscillatory pertubation of wavelength = 2nd as governed by 

Strouhal's Law. Such a pertubation would have a wavelength =tU, therefore assuming 

that d remains constant, boil period must be inversely proportional to current speed. 

Thus, the times of high current-speed should produce short boil periods, and the troughs 

in current speed would correspond to the peaks in boil period. This hypothesis implies 

that the shifts in mean current-speed are controlled by some independent factor(s). 

An alternative proposal depends not only on the Strouhal Law, but assumes that there is 

some critical level of boil activity which, once exceeded, creates such resistance to flow 

within the water column that the mean current-speed is diminished (this component of 

flow resistance is known as impact resistance). Then, once the current speed decreases to 

the point that the boil activity (quantified as the boil period) slackens and offers less 

resistance to flow, the current speed will begin to increase again, and the cycle repeats. 

Such a feedback relation would be highly complex over a variety of temporal and spatial 

scales. Generally, the current speed would be expected to increase slowly, but diminish 

rapidly once that critical level of macroturbulence is exceeded. The peaks in current- 

speed would still correspond to the troughs in boil-period, but there would be identifiable 

patterns in the time series that this hypothesis could explain. Such patterns were noted in 

Figs.6.21a and 6.23a,b, but these findings are quite tentative and require much more 
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study. Notions similar to this hypothesis have quietly existed in the fluvial literature for 

some time. 

McQuivey (1973b) postulated that bedforms and the magnitude of resistance to flow in 

alluvial channels seem to be byproducts of turbulence. Subsequently, Jackson (1977) 

proposed that long-period oscillations in current speed may be related to dunes, or 

perhaps even bursting. The data of Tiffany (1950) indicates that of the three sites of 

simultaneous measure of current-speed and pressure-fluctuations near the river bed, it 

was not the site with the highest mean current speed that produced the greatest speed 

fluctuations, but the one with the maximum changes in pressure. This variability in 

pressure may be attributable to macroturbulent phenomena. 

Qualitatively, it may be concluded that the boil activity is a maximum in the few hours 

preceding and following LLT, but to quantify a precise time based on surface 

observations would be difficult. Complexities include the intermittency, bedform lags 

and the relation of boil activity to discharge fluctuations and tidal conditions over the 

Spring-neap cycle. Such an endeavour would require reliable data obtained over a wide 

range of conditions. The reliance on adequate lighting and weather conditions further 

complicates data collection. 

Unfortunately, a general relation between boil period and current speed is not obtainable 

due to the narrow range of speed values in which this technique could be utilized. Based 

on the results obtained, however, the existence of such a relation seems questionable. 

From Figs.6.20-6.23, the variation in boil-period seems only partially attributable to 

variations in current-speed, and the applicability of Strouhal's Law may be questionable. 

The fluctuations in the time-series on the order of a few minutes appear to correspond, 



but there may be some independent longer-scale variability in current-speed, perhaps 

related to channel geometry or meander wavelength. 

Lapointe (1992) attempted mathematical cross-correlation between time series of 

estimated suspended-sediment concentration and vertical flow velocities. Even though 

the records appeared well correlated, the R2 value was only 0.31. Lapointe claimed that 

this rather weak level of association is not unusual in turbulent mixing. In this chapter, 

visual comparison suggested that the local minimas and maximas in the time series were 

correlated, but the absolute maximas and minimas in either time series were rarely 

correlated. It may not be the magnitude of current-speed and boil-period which are 

linked, but perhaps the change in the magnitude. The applicability of Strouhal's Law 

when high amplitude and/or low frequency fluctuations in current speed are present is 

debatable. Such a hypothesis cannot be addressed by the data collected in this study, but 

should be examined in future research. It is also uncertain if Strouhal's Law appropriately 

describes the periodicity of all non-continuous, discrete macroturbulent phenomena 

displayed in natural flows. Past studies invoking the Strouhal Law to describe boil 

periodicities (e.g. Znamenskaya, 1962; Jackson, 1976; Kostaschuk and Church, 1993) 

seem to refer to Type 1 boils. 

6.4.3- Postulated boil-production mechanisms 

The bedform qualities were found to be poor descriptors of the intensity of Type 2 boils. 

Alternatively, the water-surface slope and current speed were hypothesized to control the 

presence and intensity of these structures. Based on the results of this chapter, and from 

field observations and video footage, it is apparent that some simple scaling relation 

between water-surface slope and boil intensity is unlikely. This conclusion is based on 

fluctuations in boil intensity on scales of several minutes which the water-surface slope 



does not exhibit. Although such fluctuations are noted in the time series of current-speed, 

the complexity that such a relation may exhibit was apparent. Thus, it was not surprising 

that the correlation of a 'maximum observed intensity' to a current speed collected over a 

30-second period (section 6.3.2.1) would not be strong. The correlation between the 

intensity and the nine-minute mean current speed at 0.7d was not significantly better. 

All four current-speed measurement sites along the concave bank exhibit the most 

intense boil activity near LLT. However, for only the R/B U/S and LA3 D/S sites, intense 

boil activity seems to preferentially concentrate in the early flood tide. This lag may be 

explained by the hysteresis in turbulent intensity with respect to current speed (e.g. 

Gordon, 1975b). As well, in the deeper reaches (1,4-6), bedform wavelength may 

respond more slowly than height to changing hydraulic conditions, producing a lag (e-g. 

~ig6.14a). The lags may also be related to properties of the boil activity at these sites 

compared to the R/B D/S and L/B U/S sites (section 6.4.2). Unlike the Type 2 boils, 

Type 1 boils seem closely related to bedform wavelength and height. 

From the comparative plots of w, h and d using the intensity of macroturbulence as a 

differentiator, several interesting findings are noted. For w vs. h, the separatice of the 

data at h=0.5-0.6m was strongly recognized in reaches 2 ,3  and 7. There was a strong 

linear structure and decreased variance in the data greater than the critical height. It is 

postulated that once bedform height exceeds this critical level, troughs begin to be 

scoured and steepness increases markedly. The values of steepness that are found seem 

exceedingly high compared to previous studies. This is attributed to the fine sediment, 

high discharges, a large ratio of tidal amplitude to estuary depth, and a relatively narrow 

estuary width at low tide resulting in extremely high shear at the bed (as noted in Chapter 

4, accurate measures of shear were not obtainable). Once the three-dimensional bedforrns 

create separation zone vortices and detached rollers, sediment is entrained in the 



macroturbulent features. This may be controlled by current velocity but the data cannot 

shed light on this. 

Increased steepness has been related to the formation of scour pits in the lee of the 

bedforms and increased three-dimensionality (Green, 1975; Dalrymple et a1.,1978) and 

scour pits have been found to increase with high Spring tides (Terwindt and Brouwer, 

1986). Znamenskaya (1963) relates the occurence and intensity of macroturbulence to 

dune steepness and Froude number, and found that for macroturbulent features to be 

noted at the surface, S had to exceed 0.04. Terwindt and Brouwer (198 1) concluded that 

tidal bedforms with S>0.044 will be three-dimensional. The evolution of tidal bedforms 

from two-dimensional to three-dimensional, with grain sizes between 0.2 and 0.5 mm, 

was found to occur at a peak depth-averaged current-speed of 0.8 4 s  (Dalrymple et 

a1.,1978; Terwindt and Brouwer, 1986). This finding could not be examined with the 

data collected in this study. 

On Aug 25,1993, particularly low discharges exposed portions of the bed within the 

estuary that were typically covered with a metre of water at LLT during maximum Spring 

tides. Approximately 1-3 hours previous to the bed exposure, boils were noted above the 

bed, occasionally entraining sediment. The photos show prominently two-dimensional 

forms, but there are some sinewy crestlines with gravels in the dune troughs, and scours 

in the lee which may have been the dunes producing the sediment-laden boils (Fig.6.24). 

Ikeda (1980) noted that as ripples become three-dimensional, the amount of sediment 

put into suspension increases ten-fold without an increase in shear velocity. Similarily, 

Ikeda and Asaeda (1983) found increased sediment suspension in the lee of bedforms as 

they become three-dimensional. Coleman (1969) noted that the surface turbulence is 

more prevalent when scour exists in the lee of bedforms. Korchokha (1968) and 





Znarnenskaya (1963) conclude that 'eddy formations' (ie. boils) require 'warped dunes', 

but also act to shape the warped dunes in a feedback mechanism. A similar idea by Yalin 

(1977) theoretically related the average path-length of macroturbulent eddies to dune 

wavelength, and Jackson (1976) echoes the idea of a feedback mechanism between bursts 

and bedforms. 

From w versus d, sediment entrainment within the macroturbulent features may be 

related to RRS>0.8 for reaches 2 and 7 and RRS0.25-0.35 for reach 3. Furthermore, it 

seems that most sediment-laden features occur when the depth of water is below some 

critical level. A similar hypothesis for reaches 1,4-6 was suggested, but at a less-shallow 

depth. 

Ford versus h, reaches 1 and 6 do not display any patterns of Type 2 boil intensity with 

RR or depth. Data of reaches 4 and 5 suggest a RR>O. 1 separatice (for intensities 

entraining sediment and organics), but more apparent is the dependence of these features 

on the depth of water. However, reaches 2 , 3  and 7 display a gradation of decreasing 

Type 1 boil intensities with decreasing relative roughness. 

Sediment-laden features are noted most strongly with RR>0.2. However, as RR 

decreases, a 'gap' in the sediment-laden features between d=2.3-3.5m for reach 3 and d=2- 

3m for reaches 2 and 7 is noted. The sediment-laden features at the greater depths 

correspond to conditions of high discharges (Appendix 2.4). For reaches 2-5 and 7, if the 

models from Chapter 5 predict h>0.5-0.6m and depths less than the critical depth for any 

particular reach, it should be expected that macroturbulent features will be seen to contain 

sediment at the surface. However, the sediment-laden features found at greater depths 

than expected (from bedform height) are surely related to bed scour once discharges 
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reach 650 m3/s. Thus, these models should be utilized cautiously when Q meets or 

exceeds such levels. 

The dependence of the sediment content of boils on flow depth may explain the finding 

of Rood and Hickin (1989) that the sediment content of boils will be greater during 

decelerating flows. The hysteresis noted may be related to the current speed peaking two 

hours before LLT, but the water depth continuing to diminish because all data was ' 

obtained on the ebb tide. 

Similar results based on features identified on the graphic-output of the transects were 

noted, although the RR and RRS separatix are at slightly lower values than those 

identified from the surficial Type 1 boil observations. Similarily, the separatice noted at 

h=0.5-0.6m is instead found at h=0.3m. This may indicate that sediment entrainment 

within such features actually begins once h>0.3m, but for it to be noted at the water 

surface, larger dune heights are required. Thus, the sediment-laden features noted at the 

surface are a truncated sample of those features below the water surface from sonar 

inspection. A similar finding for kolks based on comparative techniques of sonar versus 

current-speed excursions was noted by Kostaschuk and Church (1993). 

From my findings, the critical parameter for Type 1 boil intensity would seem to be 

relative roughness, but the dune steepness also appears to be crucial. Robert and 

Richards (1988) conclude that since bedforms tend towards a steepness which maximizes 

flow resistance (e.g. Yalin, 1977; Davies and Sutherland, 198O), determination of flow 

resistance should rely on the relative roughness. 

As noted in section 5.1, estimating the form resistance component of the flow resistance 

from bedfoxm parameters is still an enigma. The portion of the stress which is canied by 



form drag is related to bedform steepness and flow separation, with several studies 

concluding that maximum resistance to flow of bedforms occurs when S= 0.075-0.1 

(Dyer, 1986). It seems quite likely, however, that a significant amount of flow resistance 

within the water column would be related to the macroturbulent features, which are 

related to the bedform parameters. Korchokha (1968) concluded that maximum flow 

resistance occurs several days after maximum discharge, but relations with bedforms or 

macroturbulence were not made explicit. Tamai et al. (1986) noted that when large 

eddies are present in open channel flow, the additional resistance decelerates the flow, 

reducing the discharge capacity of the channel by up to 15%. Matthes (1947) concluded 

that macroturbulent features such as boils and pulsations represent expenditures of energy 

in overcoming channel roughness. Although this chapter has contributed quantitative 

evidence to associate Type 1 boils and relative roughness, links between Type 2 boils and 

current speed andfor secondary flow patterns have also been suggested. At this stage, 

there are still far more questions than answers. 



CHAPTER 7- CONCLUSION 

7.1-SUMMARY OF FINDINGS 

The main research objective of this thesis was to relate macroturbulent properties observed 

at the surface to the hydraulic and bedform parameters in Squamish River estuary. This 

study was designed to address the main objective by inspecting specific components of the 

interrelations between flow hydraulics, bedforms and macroturbulence. It is the principal 

task of this final chapter to revisit the questions posed in Chapter 1, and to consider the 

extent to which they have been answered by evidence presented in Chapters 3 to 6: 

1) Is there evidence of more than one type of boil in Squamish River 
estuary? 

Based on qualitative observations, there are at least two distinct types of boils in the study 

area. Type 1 boils are noted in the lower estuary and where the thalweg crosses from the 

left to the right banks. Boil production is typically intermittent, but periodic when present. 

The production sites have durations of less than 10 minutes, and the boil morphologies 

either follow the Coleman /Jackson model, or appear as 'rollers' or 'cauliflower' 

structures. 

Type 2 boils are noted where the thalweg moves alongside the outside bank. The 

production sites are in the wakes of obstacles; the four to six dominant production sites 

along each bank are separated by several hundred metres. These production sites remained 

relatively unchanged throughout the research period. As the upwelling arrives at the 

surface at the production site, it is stretched downstream for several seconds before 

detaching. As it is advected downstream, it is revitalized with numerous upwellings such 

that it becomes a boil 'agglomeration'. Its size and shape fluctuate with each upwelling, 

and these upwellings include rollers and Coleman/Jackson structures. 



Can current speed, water-surface slope 
the estuary be reliably predicted based 

Multivariate regression analyses of current speed 

and water depth at various sites 
on multivariate regressions? 

and depth yielded many interesting 

findings, but only the models for depth are recommended for predictive use. Short- 

duration slope changes which are not attributable to discharge or tidal fluctuations 

introduced much unexplained variation and a regression analysis was not attempted. 

Limited sample sizes and data ranges may have biased the current-speed models, but 

another concern was the variability in current speed over short periods. At 0.7d from the 

surface, the required duration of current-speed measurements necessary to approximate the 

long-term mean was highly variable between measurement sites, and over short temporal 

scales at a site. Graphical analyses of current-speed time series indicated periodicities over 

temporal scales ranging from a few multiples of the sample interval to several minutes. 

There were also patterns of slow, unsteady increases in speed followed by rapid decreases. 

These patterns were discussed in Chapter 6. 

The speed and depth models suggest that there are regions in the estuary (related to 

proximity to the river mouth) with hydraulic characteristics con trolled by specific 

independent variables. This regionality is most strongly noted on the ebb tide, but some 

patterns persist into the flood tide. In the predictive models of current-speed and water- 

depth, the importance of Q decreases in the downstream direction, while the importance of 

D increases. The importance of T is greatest in the middle reaches of the study region for 

current-speed models, and in the upstream reaches for depth models. 



3) Can bedform height and wavelength in various reaches in the estuary be 
reliably predicted based on multivariate regressions? 

The multivariate regression analyses of bedform height and wavelength produced models 

recommended for predictive use providing channel morphology remains unchanged. When 

Q exceeds 650 m3/s, bed scour may take place and the model reliability diminishes. The 

most important explanatory variables in the models seem related to the ability of the bed to 

respond quickly to changes in water depth. For predicting bedform height, the models of 

the shallow reaches near the thalweg crossing describe the data well and are dominated by 

D. The models of the deeper reaches near the outside banks have the most variation in h 

explained by LTH. Previous studies suggest that bedform w requires more time to respond 

to changes in hydraulic conditions than h. This is confirmed here, with LTH explaining the 

most variation in w for all reaches except the shallow #3. The poorer fit of the w models 

compared to the h models is likely related to bedform lag effects continuing over several 

tidal cycles. The importance of the fortnightly tidal cycle is also highlighted by examination 

of the outliers in the models of h and w. Almost every outlier occurred at times when the 

diurnal tidal drop was a maxima or minima in the Spring-neap cycle. 

4) Can lags in bedform wavelength and height behind changing hydraulic 
and tidal conditions over a variety of temporal scales be identified? 

The lags in bedform parameters occur on a variety of temporal scales, and they are 

difficult to separate. The lag related to the freshet cannot be isolated since there are short- 

term, high-magnitude fluctuations in discharge superimposed on the seasonal trend. 

Investigation of lag on fortnightly tidal scales suggested that bedform parameters were 

larger on the rising limb of the Spring-neap cycle than on the falling limb. This is contrary 

to physical reasoning, but two analyses produced consistent results. On the semi-diurnal 

tidal scale, the lags in h and w after LLT increase with increasing D, and peak bedform- 

height appears to occur sooner after LLT than peak bedform-wavelength. 



5 )  Can properties of the macroturbulence noted at the surface be related to 
bedform and hydraulic parameters in Squamish River estuary? 

Several notable findings were produced by differentiating the plots of bedform parameters 

and water depth by boil intensity noted at the water surface. For reaches 2,3 and 7, plots 

of w vs. h become strongly linear at h>0.5-0.6m, and there is little variance about the best- 

fit line. Also, sediment is entrained in the boils noted at the surface once this critical h is 

exceeded. I suggest that when h exceeds 0.5-0.6m, bedform troughs become scoured, and 

the steepness increases markedly as the bedform becomes three-dimensional. These 

relations do not apply in reaches 1 and 4-6, presumably because the Type 2 boils have a 

generating mechanism unrelated to bedforms, or because the lags were large. 

For reaches 2,3 and 7, plots of w vs. d suggest that most sediment-laden boils occur 

when d is less than some critical depth for the reach. Similar, but more poorly defined 

relations are present in reaches 1 and 4-6. Plots of d vs. h yield findings similar to the 

previous analyses, again best defined for reaches 2,3 and 7. If the regression models 

predict h>0.5-0.6m and d< &~,, it is expected that the macroturbulent features will be seen 

to contain sediment. This finding is less reliable when Q exceeds 650 m3/s. Attempts to 

relate the dominant observed Type 1 structure to the bedform height, wavelength and water 

depth were not conclusive. Although the cauliflower and roller structures were limited to 

specific relative roughness and depth domains (which were consistent in all three reaches), 

the Coleman/Jackson structures were also noted in these domains. There may be some 

degree of randomness involved, or dependence on factors not considered (e.g. bedfom 

shape). 

The applicability of the Strouhal Law could not be examined for the Type 2 boils since 

neither the height of the obstructions nor the water depth at the site of boil-production could 



be estimated. For the Type 1 boils, the results varied depending on the current-speed 

measure employed. When U0.7d was used, some predicted length scales were within 2- 

4h. Using Usfc (and some U0.7d measures), when the predicted length scale exceeded 

depth, it may actually be an estimate of bedform wavelength. As well, for scour holes 

observed to shed boils, the length scale described by Strouhal's Law was similar to the 

depth of the scour hole. The results suggest that there may be several mechanisms of boil 

production associated with the various length scales predicted by Strouhal's Law. 

A relation not noted in previous studies of macroturbulence is that as relative roughness 

increases, the Type 1 boil period diminishes rapidly. As RR>0.2, boil period becomes 

asymptotic with the period=l-10s. Although the plot displays some scatter, a rating curve 

such as this may prove more useful than models which require measurements of current 

speed, depth or bedfonn parameters. The scatter may be due to integration of data from 

dissimilar environments; the plotted data of Jackson (1976) is displaced from the data of 

Squamish estuary by approximately 5 seconds. 

It may be that patterns in the simultaneous time series of Type 2 boil period and current 

speed indicate that boil periodicity is not governed by current speed, but that boil activity 

may also influence current speed in a feedback-type relation. Perhaps once some critical 

level of boil activity is exceeded, there is such resistance to flow within the water column 

that the mean current-speed is diminished. As a result, boil activity soon decreases and the 

macroturbulence offers less resistance to flow to be succeeded in turn by current speed 

increases and greater boil activity, and the cycle repeats. These findings are highly 

speculative, and it cannot be definitely ascertained if the current-speed fluctuations are 

produced (or influenced) by intense boil activity, or if they are independent of boils. 



7.2- DISCUSSION AND SUGGESTIONS FOR FUTURE WORK 

Complex and inter-related processes are in operation in an estuarine environment, and 

analyses of the fluvial and tidal activities must consider all relevant factors- including 

interactions with bedforms and macroturbulent phenomena. The simplistic engineering 

studies completed in the 1970s in Squamish River estuary must be avoided. For instance, 

a study by Zryrniak and Durette (1979) was performed to monitor the impact of the water 

diversion and dredging on the lower estuary. The conclusions were based on bed survey 

differentials, but there were only three surveys taken over five years, with no consideration 

of: 

- tidal effects (diurnal or fortnightly scale) 

- bed scour or fill related to high Q levels 

- bedforms (heights may be>>measured differentials in some reaches) 

- required length of time to complete the survey 

- variability of water-surface slope within the 5 km study area 

As a general recommendation for future studies, not only must a11 the above-listed factors 

be considered, one should also not assume that relations established in previous studies 

will persist indefinitely. 

It was disappointing that quantitative estimates of the size, expansion rates and densities 

of boils over some surface area could not be obtained. Such measures would not only be 

useful for elucidating boil geometry relations and production mechanisms, but scaling 

relations with several variables (e.g. T, D, h, w, U) may be possible. Attempts to estimate 

boil size and expansion rates from low-level photographs met with a variety of difficulties. 

It is likely that low-altititude balloon photography would be most appropriate to meet the 

elevation and stability requirements. Boil densities would also be useful in association with 

measurements of the sedimentary-content of boils. 



It is apparent that the injection of sediment in discrete packages (such as boils) to levels 

above the bed creates suspended-sediment transport that is not well described by general 

eddy diffusion theories of sediment suspension (e.g. Rouse, 1937). The diffusion-based 

theories are the preferred means of predicting the concentrations of suspended-sediment in 

open channel flow, having been found reasonably accurate both in lab and field studies 

(Pizzuto, 1984). However, the application of such theories in flows which do not display 

a characteristic decrease in suspended-sediment size nor concentration away from the bed 

must certainly be questioned. 

Analyses of the sedimentary content of boils might ultimately allow prediction of 

sediment-transport rates when these macroturbulent features are present. Such an analysis 

should seek quantitative estimates of the sediment concentration and texture within boils as 

a function of the boil parameters (e.g. type, size, presence of secondary upwellings, time 

after initial upwelling), hydraulic and tidd variables, and the location within the estuary. 

Although Hickin (1989) produced predictive models of average sediment-fluxes through 

Squarnish River estuary on an annual and seasonal basis, estimates on a daily or flood- 

event scale may also be possible. 

Pizzuto (1984) concluded that further study is required to develop accurate models of 

sediment-suspension for natural streams with sandy, dune-covered beds. Kalinske (1943) 

suggested that turbulent fluctuations in rivers are more important than mean flow- 

parameters in predicting sediment entrainment and suspension. Future theories of 

sediment-suspension in a fluvial or estuarine environment must include some consideration 

of macroturbulence. 
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The critical parameter for determining whether macroturbulent features in Squarnish 

estuary entrain sediment seems to be the relative roughness. As well, several studies 

suggest that relative roughness is the key parameter for describing the flow resistance in 

open channel flow when bedforms are present. However, Kinori and Mevorach (1984) 

point out that, in deformable channels, the parameters affecting flow resistance are 

interrelated and not easily separated for independent analysis. They claim that the 

experimental information remains inconclusive with large scatter, and that proposed 

analytical methods are unreliable. Several findings in this thesis suggest that a greater 

understanding of macroturbulence may improve the estimation of flow resistance in natural 

channels with bedforms. 

The dependence of Type 1 boil periodicity and sediment content on bedform parameters 

suggests that observations of surficial boil characteristics may provide efficient and 

inexpensive estimates of both the macroturbulence intensity within the water column and 

the relative roughness. This may then lead to estimates of the flow resistance. Gabel 

(1993) emphasizes that the relations between water flow, sediment transport and dune 

geometry are poorly understood, and are fundamental for prediction of flow resistance and 

sediment transport rates. Hypotheses incorporating macroturbulence certainly deserve 

future investigation. 

A greater knowledge of bedform lag would not only aid in the analyses described above, 

but would also improve predictions of river stage during flooding. This will require 

measurement periods shorter than any temporal scales of variability of relevant factors, at a 

sufficient intensity and duration compared to discharge (and, if necessary, tidal) 

fluctuations. Gabel (1993) recommends defining dune lag as a geometrical deviation from 

equilibrium conditions rather than as a temporal difference between maximum discharge 

and maximum bedfom-height or length. The costs of such studies may be prohibitive. 



The notion that more than one type of boil, or more than one boil-generating mechanism 

could exist has been suggested in many previous studies. It is only recent studies such as 

Rood and Hickin (1989) and Kostaschuk and Church (1993) that approach the topic 

quantitatively. The findings in this thesis suggest that Type 1 boils may be produced by a 

Strouhal-Law governed mechanism, and Type 2 boils may be dependent on helical flow. 

Type 1 boil-morphologies and periodicities also imply that ~trouhal's Law could predict a 

variety of length scales- each of which may be the result of specific production 

mechanisms. Examination of bedform shape on intertidal areas where macroturbulent 

features are noted previous to bed exposure may also be useful. Frequency distributions of 

boil-periods may also offer boil production insights. 

Many of the postulations of this chapter regarding boil production and feedback relations 

with bedforms and hydraulic parameters are based on inconclusive data, and require further 

field work to c o n f m  or refute. With the extensive lateral erosion presently occurring in 

Squarnish River estuary, it is questionable whether the specific predictive models produced 

for hydraulic and bedform parameters will remain applicable. It may also be advisable for 

future studies to avoid the estuarine environment. The complexities of bedform lag induced 

by tidal fluctuations may outweigh the benefits of a concentrated boil production at certain 

stages in the tidal cycle. A sand-bed river with a hydrologic regime dominated by a single, 

high-magnitude snowmelt event may be ideal. 

Observations suggest that boils are common amongst high-energy sand-bed rivers. There 

is still much to be discovered about the impo~~ance of these macroturbulent features to the 

fluid dynamics and sediment transport of rivers and estuaries. 
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TABLE 5.7- OUTLIER DATES AND TIMES 

229 

EE@wd DATF AND TIME 

Loa Wavelenath 

mu9.m.t 

b ~ t h - e b b  t i d ~  

le~ th - f lood  tide 

1 June 19 1120, June 20 1134, July 18 1019 
2 June 13 1353, July 31 0728 
3 July 17 0940 
4 June 25 0923 
5 June 19 1538, June 27 1251, June 30 1437 
6 May 14 1615, (June 30 0745), July 18 1034 
7 May 30 0745 

1 July 18 1019 
2 June 13 1130, (June 30 0734), Aug 1 0924, Aug 8 1352 
3 July 17 0940, (June 30 0734) 
4 June 10 1448 
5 June 24 1028 
6 June 10 1531. (June 30 0745) 
7 none 

1 July 18 1019 
2 none 
3 none 
4 none 
5 none 
6 May 17 0744, Aug.26 0817, Aug.25 0705,(June 22 0610, Aug.3 1520: 
7 May 17 0744, May 18 0734, June 22 0610 

1 (Aug. 22 1405) 
2 Aug. 10 1119, ( Aug. 22 1405) 
3 June 22 1234, (Aug. 22 1405) 
4 June 11 1258, (Aug. 22 1405) 
5 (Aug. 22 1405) 
6 May 14 1615 
7 May 14 1615, June 22 1247 

note: dates and times with high leverage values are displayed in brackets 
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A P P E m  1.2- SYMBOLS FOR VARIABLES AND OTHER ABBREVTATTO~ 

VARIABLES 

d 
dQ1dt 
dsldt 
D 
h 
k 
L 
LTH 
Q 
R 
RR 
RRS 
RTI 

mean water-depth (m) 
change in discharge with respect to time 
change in stage with respect to time 
tidal drop (m) 
mean bedform-height (m) 
number of independent variables in a model 
length scale (m) 
low tide height (m) 
estuary discharge (m3/s) 
tidal rise (m) 
relative roughness (=h/d) 
relative roughness spacing (=wid) 
relative turbulence intensity (= oU0.7dI U0.7d) 
standard deviation of streamwise current-speed at 0.7d 
9-min. mean streamwise current-speed at 0.7d 
bedform steepness (=h/w) 
boil period (s) 
'time' 
~ i m e  interval between t and HHT 
time interval between HHT and LLT 

TI = standard deviation of streamwise current speed (=oU0.7d) ( d s )  
u - - streamwise current-speed ( d s )  
U0.7d = (9-minute) mean current-speed at 0.7d from the water surface ( d s )  
Usfc = current speed at the water surface ( d s )  
W - - mean bedform-wavelength (m) 

OTHER ABBREVIATIONS 

CHS - 
D.F. - 
HHT - 
HLT - 
LIB - 
LHT - 
LLT - 
m - 
m3/s - 
n - 
R2 - 
R/B - 
s.d.or o - 
s.e.e. - 
WSC - 
x2 - 

Canadian Hydrographic Service 
degrees of freedom 
High high tide 
High low tide 
left bank (facing downstream) 
Low high tide 
Low low tide 
metres 
cubic metres per second 
number of dunes in each reach 
multiple correlation coefficient 
right bank (facing downstream) 
standard deviation 
standard error of the estimate 
Water Survey of Canada 
Chi-squared test value 
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