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A CRITIQUE OF FEDERAL RESERVE-FEDERAL OPEN MARKET COMMIITEE ACTIVITIES IN TTE POST-ACCORD PERIOD: 1953-1969

CHAPTER I

INTRODUCTION

The March 5, 1951 Accord between the Federal Reserve and the Treasury officially freed the Federal Reserve from the "obligation" to support the price level of United States Government security issues. This allowed the Federal Reserve to return to the administration of monetary matters. Since that time, a tremer` us volume of written material and speculation has appeared concerning the process the "Fed" has employed in analyzing the current state of the economy. Also under scrutiny has been the method the Fed employs to determine how its policy efforts affect, or will affect, the various factors and sectors within the economy.

A significant portion of this discussion has centered on the Federal Open Market Committee's choice of the variables which it uses as indicators of the current economic situation and of the impact of monetary policy on this situation. These indicators have been subdivided into many different categories depending upon such factors as their position in the economic framework, how long a time span must elapse
before they reflect a policy action, how well they reflect this action, and how effectively the Fed can control their movements. Many different economic variables have been proposed as being: (1) the "best" indicator of the current effect of a given policy action; (2) the "most appropriate" target toward which the Fed should direct its actions and from which the Fed could judge the effectiveness of its actions; or (3) the "primary" economic objective which the Fed attempts to correct or to maintain within some suitable range.

The primary purpose of this dissertation is to examine various aspects of this indicator problem. Initially the contrasting theories which have led to this confusion are discussed and a general justification for the alternative proposals is observed. Then the problem is analyzed in terms of finding the "best" indicator, the "most appropriate" target, and the "primary" economic objective for the analysis of the effects that monetary policy have on the economy as a whole. Finally, several of these "optimal" variables are used to establish a system which is designed to evaluate the potential effects of any given level of policy action.

This study is divided into two major topic areas. Thus, it seemed appropriate that the two areas should be segmented into separate, though not totally independent, sections. The first section attempts to compare and contrast various problem areas in the analysis and implementation of monetary policy with reference to the selection of the appropriate indicators. The second seeks to establish an empirical basis for the analysis of the potential effects of a policy action. The latter would enable the Federal Reserve to include this evidence as
part of the justification for the decision regarding the correctness of a proposed policy position.

The first chapter in the opening section discusses: the organization and operations of the Federal Reserve and the Federal Open Market Committee; the historical development of the policy "tools" which these two bodies utilize to effect a change in, or a continuation of, the current level of policy action; and the problems implicit in defining and quantifying the length of the policy lag-from the origin of the need to the recognition of the effects of a policy action.

The next chapter begins with a rather in-depth comparison of the neo-Keynesian versus the monetarist approaches to stabilization policy. It explains the theoretical background behind each viewpoint and gives explicit examples of how followers of the two approaches are led to quite contradictory conclusions and actions. Then, based on these differing frameworks, the analysis accounts for the selection of dissimilar indicators and targets of policy activity. Finally, a rather laconic look at the development of the several "ultimate objectives," from the inception of the Federal Reserve through the period presently under consideration, is presented.

The second section seeks to evaluate monetary policy action from a different perspective. In the first chapter of this section, a brief discussion of the evolution of econometric models and of their relevance is followed by the development of an econometric model which specifically emphasizes the financial (monetary) sector. The intent of this model is more than simply to specify a functional relationship for a group of endogenous variables. Its purpose is to evaluate the importance and contribution of
movements in several of the key economic variables toward determining the expected level of reaction of the policy indicators and targets, the primary tools of policy action, and the levels of the proxies for the "ultimate" objectives. The policy indicators and targets employed in this model include changes in the demand for free reserves, for the components of the money supply, and for commercial bank loans. The primary tools of policy action are open market operations and the discount rate. Changes in the level of required reserves against deposits and selective credit controls are used too infrequently to be included endogenously; and moral suasion is far too qualitative a factor to be measured adequately in any form. The levels of the proxies for the ultimate objectives which are endogenously determined within this model are income and its components, and the annual rate of change in prices; other proxies are included exogenously. In many respects, this model parallels that of Teigen (1969).

The next chapter amplifies upon the results of the preceding chapter. Using the structural parameter estimates of the equations, an analysis is made of the demand and income elasticities for the endogenous variables with respect to a given level of change in some predetermined variables which are of particular interest to the monetary policy-maker. The balance of the chapter contains a fairly-detailed multiplier analysis of the effects on the endogenous variables of a unit change in the level of several of the exogenous variables. These multipliers reflect the long-run effects of a sustained unit change in the predetermined variable. If the series converges (as one would a priori expect), the system is assumed to be stable; if not, the system is assumed to be
unstable. These long-term effects are also of particular interest to the policy-maker. An analysis of these should play a key role in the determination of the most appropriate monetary (and fiscal) policy combination to put into affect at any point in time.

The final chapter primarily synthesizes the conclusions which are drawn from the empirical analysis of the second section. Based on the results from the estimation of the model and from the calculations of the elasticities and multipliers, several inferences are made concerning the principal determinants of the level of demand for money and bank loans. Then various elements of Federal Reserve activity are analyzed. Conclusions regarding the choice of indicators, targets, and objectives are drawn, and the general trend of open market and discount rate activities of the Fed are observed. These trends indicate, among other things, that the discount rate, not open market operations, might be the primary tool used to effect "dynamic" changes in policies activities over the quarter (three months).

## SECTION ONE

QUALITATIVE POLICY EVALUATION

## CHAPTIER II

BACKGROUND TO THE ANALYSIS OF POST-WAR
MONETARY POLICY ACTIVITIES

Monctary policy in the last twenty years has, again, assumed a large part of the responsibility for short-term economic stabilization. This has resulted primarily because of the lengthy initial lag and general inflexibility of fiscal policy and the addition of new national economic goals since World War II (reasonably stable but sufficient economic growth, and an international balance of payments). With this responsibility has come the question of how effectively monetary policy can guide the economy along these desired policy roads. The basic argument in favor of its use has been its flexibility. The real issues, however, are whether monetary actions are appropriate at the time they are taken, and whether, when the resulting effects work themselves out, the consequences stabilize the economy or simply serve to reinforce instability.

If the economy contains forces which tend to make its fluctuations self-correcting, then unless the correcting mechanism requires an extensive time lag before its effects are felt there is no real need for any form of stabilization activities. The fact that the economy on its own will bring about this correction precludes the need for any type of policy action. If, instead, the economy appears to be subject to a
considerable amount of under- or unemployment disequilibrium forces, as is assumed in the body of Keynesian economics, more or less continuous stabilization actions may be required to promote the desired economic goals. And if a long lag exists between the initiation of a policy action and the first evidence of its effects, any actions taken toward stabilization are questionable. In this case, the question relating to the appropriateness of policy actions which are "leaning against the wind" may be complicated by the inability to forecast such factors as: when the action needs to be taken; when the action will be, or begin to be, effective; what type of action to take; what magnitude of action is called for; what differential effects to expect; etc.

The primary functions of stabilization policy are to maintain a high level of resource utilization, especially full employment, and to keep the price level stable. Price level stability implies the necessity of keeping the value of money constant. Economic growth is an essential part of achieving these goals. Given the appropriate policy tools full employment and price stability can be compatible with a whole spectrum of growth rates; the types of policy instruments to be employed serve to determine, to a large degree, the appropriate rate of growth. The proper role of public policy must be to supplement the economy at times when it fails to achieve full employment and/or price stability; also when the rate of growth is less than optimal.

To determine the significance of the effect that a change in the short-run target or some non-controlled variable will have on the overall economic picture, the Federal Reserve must, explicitly or implicitly, specify its view of the transmission mechanism through which these short-run
changes are thought to ultimately affect long-run developments. Money creation is a relatively short-run phenomenon, resulting generally from open market purchases by the Federal Reserve or loans by commercial banks. However, the effects of its creation are felt or observed on the ultimate economic objectives only after filtering down through a lengthy economic framework (which describes the linkage of short-run occurrences to long-run effects). That there are lags in this framework, between the initial policy action and the final effects of this action on the ultimate goals, is well-recognized.

## The Organization and Operations of the Federal Open Market Conmittee

The manager of the System Open Market Account is the agent through whom all system open market operations are carried out. He also maintains the "Trading Desk" for the Federal Open Market Committee (FOMC) ${ }^{\text {I }}$ at the Federal Reserve Bank of New York. The FOMC, through its periodic directives $^{2}$ to the Account manager, attempts to direct the conduct of monetary
${ }^{1}$ The Federal Open Market Committee is composed of the seven members of the Federal Reserve Board of Governors, plus five of the twelve presidents of the district Federal Reserve Banks. These five are the president of the Federal Reserve Bank of New York, who is a permanent member, and four other presidents who are selected on a rotating basis. All of the presidents are eligible to attend the FOMC meetings and participate in the discussions; only the five presidents and the seven Board members are allowed to vote on policy matters, including the content of the directive.
$2_{\text {The }}$ directives, either implicitly or explicitly, establish the policy guidelines to be followed. These guidelines reflect the desired levels of such short-term, operational variables as specific levels of free reserves, member bank borrowing from the Federal Reserve, and money market prices (interest rates). Prior to June 22, 1955, there were two directives issued: one from the full FOMC to its Executive Committee (EC); the other from the Executive Committee to the manager of the System's Account. Both directives were, except for the operating statement,
policy toward sometimes divergent ends. It seeks to maintain, over the current policy period (usually three to four weeks), specified conditions in the money market while also seeking to accommodate a general expansion in aggregate bank reserves. Except when policy is in a state of change, the FOMC takes such actions as it deems necessary to maintain stabilized conditions in the money market. The daily operations for the System Account are usually conducted with the intent of maintaining a desired degree of ease or restraint on both bank reserve positions and the general money market condition. At the same time it would seek to provide additional, or absorb excess, reserves in the short-run as required by the daily demand for cash and by other factors which affect reserve levels (e.g., float, and the Treasury's balances at the Federal Reserve Banks). Therefore, most open market operations are undertaken simply to maintain some desired net reserve position by allowing for these short-term
couched in very general terms. At the June 22 meeting, it was felt that consolidation into a single, two-paragraph, general summary of the considerations implicit in the chosen course of action and the specific operating directive would provide a better indication of FOMC thinking. This should serve as a guide in conducting Account operations while allowing the Account manager a wide latitude within which he could use his discretion to determine the appropriate actions to take toward assuring the desired policy position. This admixture of general and specific statements constituted the form of the directives until 1962.

Since the almost complete revision of the directive format in early 1962, the first paragraph has been used to state the ultimate goals and intermediate objectives of the System. It has also outlined the major economic conditions currently faced by the nation. The second contains the specific operating instructions (generally mentioning desired money market tone, interest rates, growth of the money supply and/or bank credit and reserves, etc.). Since 1966, a "proviso clause" has also been included in the second paragraph; this is intended to provide the Account manager with more latitude in directing policy operations. Through this action they hoped that he could alter money market pressure in either direction to accommodate changes in the growth of bank credit or changes in the intermediate grides which were not expected or desired before the next regular FOMC meeting.
and seasonal changes, many of which are fully expected before they
occur. This is the basis of the FOMC's "defensive" aspect of policy operations.

In addition to this day-to-day function of maintaining an orderly and smoothly-operating money market mechanism (the defensive aspect), the FOMC also seeks to contribute toward achieving the nation's longer-run economic goals (the "dynamic" aspect of its actions). These concepts of "defensive" and "dynamic" policy actions, introduced by Robert Roosa (1956) to delimit the contrasting operations, were defined as:
. . . the defensive side of the Federal Reserve System's dutiesdefending against those seasonal, regional, or perhaps accidental causes of sudden stringency that arise in the process of issuing currency, or clearing checks, or meeting net flows of funds among regions (or vis-a-vis other countries), for example, and which might by unhappy coincidence aggravate, or even ignite, a financial and economic crisis. . . . A more sensitive monetary control mechanism was wanted, to make greater use of the latent potential of a fractional reserve banking system in resisting inflation and deflation and facilitating economic growth. That shift-over from a purely defensive to what might be called a dynamic conception of Federal Reserve responsibility . . . found full legislative expression in the Banking Act of 1935.

The System's defensive aim is to help keep the machinery of the money market working smoothly in distributing and allocating the market's stock in trade within any given period; its dynamic aim is to exert through the money market whatever degree of pressure upon bank reserves, liquidity, and the general availability of credit is required for stability without inhibiting sustainable economic growth.

Although the pursuit of defensive operations accounts for most of the policy open market operations, Roosa points out that ". . . there has in fact been a fusion of both types of responsibility. The uppermost concern at the 'Trading Desk' every day is that the prevailing degree of pressure intended . . . shall emerge from the day's confusion as a dominating force." He further notes that:
it has long since become second nature to the operating personnel to handle each problem with its defensive and dynamic aspects joined together . . . recognizing that System Account purchases or sales, while always made with a view to effecting the general degree of reserve pressure intended by the Committee, can never be taken alone as a signal of the actual credit policy being pursued.

Monetary policy makers are, naturally, quite concerned with the dynamic aspect. However, open market operations, the basic instrument used to pursue these goals, appear to be conducted almost solely in response to short-run stimuli-basically money market pressures, credit conditions, and short-term interest rates. These dynamic goals must be viewed over a considerably longer time-perspective than that required for the execution of short-run policy operations. Therefore, although monetary policy can contribute toward the achievement of these goals, it is unrealistic to expect policy actions taken in the financial sector to always exactly achieve a specific effect upon such "real" variables as production, employment, and industrial output. There are too many noncontrollable variables in the linkage between the initial action and its ultimate effects.

It has only been in the post-World War II era that the Federal Reserve has been held responsible for aiding in, if not totally responsible for, the achieving of national economic goals such as those established by Congress in the Employment Act of 1946. Prior to the Accord, Federal Reserve actions along these lines were constrained on occasion by the "obligation" to support the price, and, therefore, also the interest rate, levels of government securities. The 1951 Accord represents the formal statement of an end to this tradition of price support for Treasury obligations. Official support did not seem to stop until March 5, 1953, when the Minutes of the Federal Open Market Committee reflected that the

FOMC and the EC directives were changed from ". . . to maintain orderly conditions in the Government securities market; . . ." to ". . . to correcting a disorderly situation in the Government securities market; -. ." However, FOMC activities subsequent to this have made it appear that, even through the beginning of 1970, the FOMC has continued to facilitate Treasury activities in the money market (Keran and Babb, 1969). This is accomplished by easing, or at least not changing, money market conditions around the time scheduled for a Treasury financing or refunding action. This use of the "even-keel" objective seems to have often postponed adjustments to monetary policy action-some of which might have proved quite necessary at the time-until the Committee meeting following the completion of such activities. In at least one case (1959) this prevented possible correction of monetary policy direction and pressure for fully five consecutive months (Minutes).

Although varying degrees of control over the several ultimate objectives is attributed to Federal Reserve monetary policy actions, the FOMC does not appear to consider, in its decision-making process, all of these as equally important objectives. The same holds true for controlling the movements of various indicator and target variables. The monetary authorities, at least theoretically, attempt to achieve several economic objectives at the same time. It is, therefore, not surprising that the most appropriate measure which would indicate when a change in the level or direction of monetary policy is necessary, is quite uncertain. It depends on the theoretical assumptions. A lack of ambiguity would imply that all the objectives considered indicated the need for a policy change at (approximately) the same time and in the same relative
direction.
In an attempt to reconcile the relatively incompatible goals of price stability, a low rate of unemployment, and a satisfactory level of economic growth (and, occasionally, balance of payments stability), Willes (1967-II) finds that the Federal Reserve has ". . . accepted the proposition that monetary policy should have a stimulating influence during periods of decline in general economic activity and a restraining influence during periods of economic expansion." Thus, it appears that ". . . the Federal Reserve geared changes in the direction of monetary policy primarily to changes in the phase of the business cycle."3

Between Committee meetings, the members are kept current on developments in the economy by their own research staffs as well as by that of Board of Governors. Each day, in the process of determining the appropriate reserve position, given the level of System policy then being effected, the Account manager consults with at least one member of both the Board of Governors and the Federal Reserve Bank presidents in his "ll a.m. telephone conference." In this way, changes in economic and/or money market conditions are discussed and the desired daily reserve position is agreed upon, subject to last-minute changes in other factors. ${ }^{4}$ As these conditions change, the Account manager brings this to the attention of the Open Market Committee members. If the change is large enough or sufficiently rapid to cause some degree of concern with respect to the current policy directive, the Account manager or any

[^1]member of the FOMC may request a special meeting of the Committee to discuss the consequences of the recent changes.

During much of the post-Accord period, it appears that the Federal Reserve, through the FOMC, has consistently relied on basically two short-run dynamic target variables as a means of measuring the need for, and the results of, its combined policy actions. The main target for dynamic operations has been the general condition of the money market, usually measured in terms of relative "ease" or "tightness." This is an abstract measure of aggregate variables primarily represented by the spectrum of interest rates on important short-term market instruments and by differing levels of credit availability. "Free reserves" is the other principal target. A change in dynamic policy has generally been reflected by a similar movement in both of these.

Other variables in the linkage of open market operations to their intermediate effects which today are recognized as analytically quite important (e.g., total reserves, bank credit, money supply, etc.) were originally not targets which the FOMC specified or even used with any degree of frequency. They were simply part of the "feel" of the market. In 1960, the behavior of total reserves and non-borrowed reserves began to show up in the FOMC directives; in late 1961, references to a desired level (or growth) in reserves began to appear (Minutes). With the evolution of the "proviso clause," policy actions began to be conditioned by developments in commercial bank credit, represented by a "bank credit proxy." 5
${ }^{5}$ This is usually measured as a monthly average of daily figures on total member bank deposits. See: Burger and Ruebling (1970).

Obviously, an important composite indicator used by the Account manager and the FOMC to gauge money market conditions is the daily report on, as well as the past and predicted future course of, various measures of bank reserve position and the changes in the factors which affect these reserves. The other important composite indicator has been money market pressure. The Federal Reserve appears to combine the movements of several variables to form some sort of qualitative measure of this guide. These variables include the interest rates on money market instruments and a description of the cash positions of the money market banks and firms, especially Government security dealers. Andersen and Levine (1966) attempted to measure this degree of pressure by combining twelve money market time-series' into two measures of pressure: one, an index of New York City money market pressure; the other, an index of "nation-wide" money market pressure. ${ }^{6}$ Each of these time series is a measure either of the adjustments in liquidity positions which result from changes in the availability of funds to the money market firms, or in the cost of their making these adjustments.

By outwardly espousing an eclectic approach to its monetary role in the economic scheme of things, the Federal Reserve has consistently avoided making any formal or precise statement concerning either the quantification of target variables or the theoretical framework by which

[^2]it judges its potential impact or determines its behavior. This framework would provide the linkages between their instruments and the desired effects on the ultimate goals. As Professor Guttentag (1966) puts it:

> . . concerning the 'money market strategy, ' which was used exclusively during 1953-60 and in modified form thereafter, the main weakness of the strategy . . . is its incompleteness, i.e., the fact that the Federal Open Market Committee (FoMC) does not set specific quantitative target values, for which it would hold itself accountable, for the money supply, long-term interest rates, or any other 'strategic variable' that could serve as a connecting link between open market operations and system objectives; rather it tends to rationalize the behavior of these variables after the fact.

The degree to which this is true, as evidenced by the "feel" of the market
leeway given the Account manager, is illustrated by the "proviso clause"
in the second paragraph of the "Current Economic Policy Directive" to the
Account manager from the FOMC; and by the following from Purposes and Functions (1963) and Roosa (1956).

A given level of net reserves at one point may be associated with a faster or slower rate of growth in bank credit than the same level of net reserves at another time because of differences in the strength of credit demand, the level and structure of interest rates, and market-expectations-all of which affect bank preferences for free reserves . . . even in the short run the significance of any given net reserve figure must be assessed alongside a broad assortment of other information that bears on what is typically alluded to as the "tone" and "feel" of the money market. . . . In executing policy it is essential to have these intermediate indicators of money market atmosphere. . . . For this reason Committee instructions have typically directed the Account manager to seek more, less, or about the same amount of reserve availability and money market ease or tightness as has been prevailing. Decisions as to the precise size, timing, and direction (purchase or sale) of any market operations needed to implement these instructions are left to the discretion of the Account Manager. . . .

There is no better description for this process than "getting the feel" of the market. It is the combination of both, the projections [of reserves, etc] as modified or confirmed by the "feel," which provides the basis for deciding what action, if any, is to be taken in carrying out the instructions of the Federal Open Market Committee.

## Monetary Policy Tools of the

## Federal Reserve

Most of the Federal Reserve's existing tools were developed early in the evolution of the System. It is not surprising that the Federal Reserve Act of 1913 specified the use of the discount rate to accommodate the credit needs of business and commerce by providing funds at the request of the member banks. The equivalent of this rate was the main policy instrument of the Bank of England. And the trading in selfliquidating, short-term paper was already well-established at the time. This was the origin of the "real bills" doctrine.

The Federal Reserve Banks were allowed to trade in the open market, mostly in eligible paper and securities. This reflected an attempt to increase earnings by employing idle funds and not the desire to use these operations for policy purposes. The monetary effects of open market transactions, however, were noticed fairly quickly. As more Banks indicated their preference for using open market transactions rather than the discounting regulation as an instrument to control interest rates and credit availability, this trading was centralized at the Bank in New York to avoid competing among themselves.

Coordination of these two tools for policy purposes began in the early $1920^{\prime}$ s. Since the public did not initially consider open market operations as an indication of policy actions, these were used to test the reaction to policy moves. Once this initial reaction was observed, if additional action was needed, or if a reversal was required, the discount rate would be changed to effect the desired result. Other ways of coordinating the effort were to let the discount borrowing supply seasonal needs and offset irregular needs with open market operations;
or to use OMO to increase the supply of funds in order to reduce the level of discount borrowing.

In the process of discharging its primary "fiscal function" during war-time, that of facilitating the Treasury's financing activities (a function which was delegated to it by the Treasury during World War I), the System not only provided new market instruments but it also exercised considerable market control over interest rates. In addition, during hostile periods, the Federal Reserve made a great deal of use of moral suasion in an attempt to retard the rapidly expanding use of private credit for nonessential purposes and for speculation. This involved both limiting the amount of discounting which banks had access to from the Federal Reserve and attempting to restrict the amount of credit provided by the commercial banks. Selective credit controls were thus born when some Banks began to require more than 100 percent collateral for discounts and advances. In the 1920's, reserve requirements were used as a method of securing deposits against loss. But it was not until the late 1920's that the Federal Reserve specifically began to use reserve requirements to control speculative uses of credit.

During the "Great Depression," it appeared to the analysts of that day that none of the existing monetary policy tools were very effective. The large increase in credit availability in the early stages of the depression, the subsequent increase in activity of open market operations, and the intentional build-up of excess reserves did not do much to stimulate business and economic recovery to any significant degree. ${ }^{7}$ Finally, in an effort to absorb excess funds, the Federal

[^3]Reserve, in 1936-7, raised the reserve requirements. This worked only temporarily since neither discount rate changes nor open market operations were effective as long as banks did not need to bo:row, or be supplied, funds.

Again, during World War II, the System's activity was mainly oriented toward assisting in financing of the war as well as providing a sizable portion of the necessary funds. Part of this function included stabilizing the market for Government securities. Selective credit controls were again used and expanded. After the war, the "pegged" interest rate schedules were retained to facilitate monetization of the debt. The Federal Reserve-Treasury Accord of 1951 finally permitted the Federal Reserve to return to controlling the money supply and bank reserves. At various times after that, policies regarding the use of the discount function were based on "bills only" or "bills usually." But these policies were officially ended by the last of 1961.

## The Lag and Its Measurement in Monetary Policy

Although there exists a vast spectrum of estimates establishing the "true" length of the lag in monetary policy, it is significant that most of the researchers reach the conclusion of either a short (a few months) or a long lag (fifteen to eighteen months or more), with seldom
in this way. From their viewpoint, excess reserves remained negligible and the money supply declined in response to a continued decline in the level of Federal Reserve credit outstanding. Because of this, a liquidity crisis arose. These, together with intensified financial and economic weakness, contributed to the overall financial collapse. This approach sees the renewed open market purchases, which increased the money supply, as preventing further deterioration. The monetary collapse, to this group, was not a result of, but a large contributing factor in, the overall economic contraction. See Chapter VII of Friedman and Schwartz (1963) for a full discussion of this viewpoint.
anyone proposing one of an intermediate length. The extent of the lag depends on how it is defined, what empirical data are used to illustrate it, and the particular research method chosen, among other factors. ${ }^{8}$

In 1964 the Minutes of the Federal Open Market Committee, 19361960, and Its Executive Committee, 1936-1955, were made available to the public by the Board of Governors of the Federal Reserve System. Since that time several studies of the Federal Open Market Committee's behavior have been conducted, using these Minutes to interpret and evaluate the actions taken by the FOMC. These actions were judged against the policy-discussion and actual economic developments which occurred prior to each of the Committee meetings. These studies have typically been related to an investigation of the "true" length of the "inside lag." ${ }^{9}$

The "inside lag" is a measure of the time elapsed between the occurrence of an initial change in general economic activity and the taking of a positive action to alter the direction and/or magnitude of monetary policy action. This lag is more often analyzed in terms of its two components: the "recognition lag"-the length of time between the economic change and the Committee's recognition of that change-and the "action lag"-the duration between the Committee's recognition of the change and the consequent alteration of monetary action.

The dating of a major change in the direction or levels of general economic activity is compared with various reference points which are
$8_{\text {See Sections I and III of Mayer (1967) and Chapter II of }}$ Schneider (1968).
${ }^{9}$ Among these, two of the better studies are by Willes (1967-II) and Hinshaw (1967).
determined by relating them to important dates in the FOMC's decision process. These changes in economic activity are usually assumed to coinside with the peaks and troughs in the National Bureau of Economic Research reference cycle series. The most important of the FOMC's reference dates, which have been obtained from the Minutes, the Annual Reports of the Board of Governors (1947-1969), and the "Record of Policy Actions" (1965-1969), are: when the change, or the prospect of change, is first mentioned by a Committee member; when the full Committee generally recognizes the possibility or probability of such a change; when the change is confirmed by the Committee; and when positive action is taken to offset or compensate for this change in economic activity.

In a highly simplified form, the various major components of the total lag may be represented by Figure 2-1. This serves to illustrate the alternative stages at which an economic analysis of a particular policy action may be carried out. The indicators are short-run financial variables which first reflect the effects of a policy action. The intermediate variables are a group of both financial and "real" sector variables which are affected by the policy action after a longer period. And the economic objectives are those variables which the original policy action was designed to have an effect on. These various aspects are discussed in detail in the following chapter. Figure $2-2$ presents a more explicit view of these components, as visualized by Frazier and Yohe (1966).

FIGURE 2-1
THE TIME SEQUENCE OF THE LAG BETWEEN A NEED FOR POLICY ACTION AND THE FINAL RESULTS 1


Source: Author.
$l_{\text {At each }}$ level after the initiation of the policy action, there is a possibility of feedback effects on at least one of the previous levels from the reactions of any specific level. And there are exogenous forces acting on the various levels, especially on the "real" variables and economic objectives, which cannot be accounted for but which might be offset by policy action if forecast.
$2_{\text {There }}$ is some disagreement concerning the point at which the outside lag is terminated. Some reference this point at the time when some response is reflected in the "real" variables; others use the beginning of noticeable effects on the economic objectives; and still others use the peak in the noticeable effects on these objectives as the "appropriate" reference point.

FIGURE 2-2

MONETARY POLICY: TIME LAG PROBLEMS


Monetary Policy: Some Time Lags.
Source: W. J. Frazier and W. P. Yohe, Introduction to the Analytics and Institutions of Money and Banking, Princeton, 1966, p. 586.

## CHAPTER III

DIFFERENT THEORETICAL APPROACHES AND POLICY<br>CONSIDERATIONS IN THE ANALYSIS OF MONETARY POLICY ACTIVITY


#### Abstract

Albert Burger (1971) has presented an apt analogy to explain the "implementation problem" of monetary policy by equating it to the heating of a room with a steam furnace. Mr. Homeowner, the policymaker, seeks to maintain a comfortable temperature level in his room. He uses his room thermometer to determine whether or not the furnace is keeping the room at a desired temperature level. This is analogous to the FOMC using its measuring devices-e.g., the consumer price index, constant dollar GNP, unemployment rate-to determine if the financial sector is keeping the real sector policy objectives-e.g., employment, prices, output-within some desired range. If the individual wants to raise the temperature level in the room, he advances the heat control gauge, and, after a lag, again consults the thermometer to determine whether or not the action he took was sufficient. Similarly for the FOMC as they would increase the use of their policy instruments-basically open market operations, the discount rate, and reserve requirements on demand and time deposits. If the action was not sufficient, he would further advance the level of the gauge and, after another lag, again consult the thermometer.


If the policymaker is not certain that his furnace is efficient and operating correctly, he may install at least two gauges at intermediate positions in the process to improve his control. He may introduce a fuel flow gauge to measure the amount of flow between the fuel supply and the furnace, and a steam pressure gauge to measure the efficiency of operation of the furnace. In the case of certainty these measuring devices were not necessary. Continuing the analogy, the indicators of monetary policy, like the fuel flow gauge, are measures that provide information concerning the current effect of the newly-actuated, or of the existing level of, monetary (as well as fiscal) policy actions on the financial sector. These indicators are often "operational targets" which the Federal Reserve attempts to control on a day-to-day basis. They may also include variables over which the Federal Reserve feels it has relatively effective control but which are measured for the policy affect on them only after a short lag (a few days to a week or a little more). Policy targets are analogous to either (or both) the steam pressure gauge or the thermometer-both being intermediate measuring devices. These reflect the current effect of the financial sector, including the movements of the policy instruments, on the real sector. The ultimate goals of a policy action correspond to a comfortable room temperature level.

## Theoretical Framework Linkages

In theory, one could determine the framework assumed by the Federal Reserve in its economic analysis by tracing the effects of specific monetary policy action from its inception, which generally involves changes in the levels of the policy tools, to its denouement,
as evidenced by changes in the ultimate objectives. However, nothing like a concensus exists concerning the exact specification of this linkage.

There appears to be general agreement that the original effects arising from monetary policy actions exert their primary influence on, and are transmitted by changes in, supply schedules and the prices of financial assets. The changes in the former initially are due to an adjustment in the availability and/or cost of member bank reserves. Those in the latter are represented by interest rate changes. Both sets of changes are brought about by portfolio adjustments which are made necessary because the policy action created an initial, or a larger, disequilibrium in some market(s). A change in the supply schedules or in the prices of financial assets may cause a modification in the existing levels of money and/or bank credit as well as reaction movements in these schedules and prices because of their basic interrelationships. These changes are then disseminated through portfolio adjustments of both the banking sector (central and commercial) and the private sector.

As these adjustments are made, they affect interest rates, the general availability of credit, and the relative prices of both real and financial assets. These effects, together with those resulting from the reaction and readjustment of potentially all of the relevant economic variables in the system, are eventually transmitted to the ultimate policy objectives via some economic framework. Although this generalized discussion of the transmission process may, in principle at least, present an acceptable summary of the theory implicit in most of the popularly-proposed theoretical approaches, the exact specifications
of the linkages differ significantly. The way one postulates the framework depends, to a large extent, on his monetary theory "bent."

The "strict-Keynesian" interpretation maintains that monetary policy is not important except as it facilitates fiscal policy operations"money does not matter." Neglecting this, however, the theoretical importance assigned to changes in monetary policy (generally, changes in the "money supply") ranges from "money matters little" to the polar case that "money is all that matters." The basic neo-Keynesian theory, which considers fiscal policy to be the best approach to stabilization of the economy, recognizes that monetary policy can also be effective in stabilization; but it is not as efficient since fiscal policy is assumed to more directly affect the ultimate economic objectives (e.g., consumption and investment) and to have a shorter time-lag. The initial effects of a monetary policy action are assumed to be reflected by changes in interest rates. The implication of this for "countercyclical stabilization policies" is that restrictive monetary policy is reflected in high and/or rising interest rates while a policy of relative ease is identified with low and/or falling interest rates.

The monetarist position considers monetary policy to be the most important, though not necessarily all-important, approach to stabilization policy (Fand, 1970-I and II; Davis, 1969). It measures the initial effects of monetary policy by changes in monetary aggregates (typically, the monetary base). Restrictive monetary policy is exemplified by a declining aggregate, often accompanied by a low and/or falling interest rate; a rising monetary aggregate, and possibly also a high and/or rising interest rate, reflects relative policy ease.

Thus, which basic theoretical framework one adopts in describing the channels through which monetary policy actions are transmitted, determines the relative importance he assigns to the money supply as opposed to interest rate or other variables as an indicator of the effectiveness of those specific actions. If one adopts the basic neoKeynesian version, he then assumes that changes in the money supply affect output and/or prices in the short-run only through its effect on the interest rates of a group of financial assets (principally Government and corporate bonds). The emphasis is on the substitution between money and securities. Income and total net worth positions are not assumed to be immediately and directly affected by changes in the money supply. If they were affected to the extent that the demand for money increased to exactly the new level of the supply of money, interest rates would remain unchanged. But the essence of the "liquidity" (Keynes) or "substitution" effect is that, since income and net worth positions are not so affected, interest rates must change in the opposite direction from the money supply change if the substitution is to bring about the equality between the demand for and supply of money.

The liquidity preference theory of interest rate determination seeks to equate changes in the nominal, as well as the real (due to the assumption of a constant price level), money supply to equivalent changes in the demand for real balances. In terms of this theory, the demand for money, which is assumed to be relatively interest-inelastic, is shown to determine the level of "the" interest rate. Since business investment and government spending are considered the basic factors determining economic growth, the interest rate change results in changing investment.

This, in turn, eventually manifests itself in changes in economic activity. In simplified form, this might appear as:
 This should not, however, be interpreted to mean that a change in the money supply will only be reflected by changes in the interest rate. Certainly it will affect also the levels of consumption and other forms of investment. This is only meant to expose the primary influence which Keynesian theory hypothesizes will evolve from a change in the money supply. Therefore, the effectiveness of monetary policy in the short-run is measured by the magnitude of the change in "the" interest rate due to a change in the money supply. It is also measured by the size of the change in investment resulting from the interest rate change. Monetarists, on the other hand, postulate that changes in the money supply will directly affect not only the yields on financial assets, but also other prices, spending on goods and services, and the yields on real assets. By assuming a relatively-more interest-elastic demand for money, "the" interest rate is regarded as simply another price-the price of holding real balances; the demand for money will determine the desired level of real balances rather than the level of interest rate. This position adds to the Keynesian substitutability, which initially is strictly between money and financial assets, the possibility of substituting between money and/or financial assets and "real" assets. Thus, for an initial increase in the supply of money, income and net worth positions (as well as the interest rate) may both be affected. The individual may reestablish portfolio balance by purchasing
either financial or real assets, or both, in addition to increasing his holdings of cash balances.

The immediate impact of an increase in the money supply, resulting from open market purchases, is to increase the demand for and prices of real as well as financial assets. It is possible that if one purchases a real asset, which carries no explicit yield, the effect on the price level might precede that on the interest rate if the demand for bonds is not also changed initially. More normally, however, one should expect that the interest rate will react, if not prior to, at least simultaneously with the reactions of other prices and the rates of return on other assets. The price of money, then, is really just an exchange price with respect to other commodities, both financial and real.

With an increase in the money supply, increases are initially experienced in nominal relative to real cash balances, and in expenditures relative to income. The attempt to eliminate some of the excess cash balances results in increased spending or increased purchases of capital or output, all of which result in changes in relative prices. This stimulates borrowing and production. Banks respond by increasing loans, and there is an increase in the demand for labor and other resources. This leads to additional spending and more demand for credit. Eventually this results in further increases in output and a general rise in the price level. Although a diagrammatic representation of the monetarist linkage is not as straight-forward as in the Keynesian case, it may be adequately illustrated by:


The monetarist's emphasis is on the long-run income and priceexpectations effects. An income effect originates when changes in the money supply result in similar movements in the level of income. Income is directly affected by the production of additional capital goods. This occurs because changes in the money supply cause interest rates to vary, thus changing the spread between interest rates and the rate of return on capital. Income is probably also affected indirectly by changes due to the multiplier effect. The price-expectations (Fisher), or wealth, effects arise if changes in the money supply produce changes in nominal income that result mainly from price changes at a rate that is expected to continue into the future. Real assets would change in value relative to the liabilities created to purchase them-therefore, net worth would be changed (Gibson, 1970).

Thus, it is possible that a change in the money supply may affect the prices of all assets and the desired level of real balances (since money is also a substitute for real assets) as well as that portion of the portfolio which is spent on goods and services. All of this could occur without having to change the interest rate level, although because it affects the implicit yield on real assets, it will also affect the implicit yield on financial assets. For this to occur, however, the liquidity effects must be exactly offset by a combination of the income and price-expectations effects. More generally, though, it is recognized that interest rates will usually move immediately in the
direction opposite to the money supply change. Since these interest rate movements alter the amount of money demanded, a change in the demand for money will not have to be as large proportionally as the interest rate change in the Keynesian case. Thus, the monetarists also recognize the possibility of an inverse relationship between changes in the money supply and interest rates, at least initially. However, in successive periods, the increased levels of expenditures and income change may serve to create income and price-expectations effects which exceed the liquidity effects, thus justifying a return to, or an increase to some level above, the initial interest rate level.

In summary, a comparison of these two basic frameworks reveals that in the neo-Keynesian approach, the interest rate serves to equate the supply of and the demand for money, either in nominal or "real" terms. Since a change in nominal money is assumed to directly affect interest rates but not price levels, the price level is determined exogenously by wage and cost factors. The price level in the monetarist approach serves to equate the supply of and the demand for real balances; "the" interest rate is the part of this price that is determined by the nominal money stock. Thus, where the neo-Keynesian emphasis is on the substitution between money and financial assets resulting from an initial change in the money stock, the monetarist emphasis is on the wealth and income effects of the money supply change. Both hypothesize an initial opposite movement between money and interest rates. But when the income and wealth effects cause income and price-expectations to change at or above the new rate of money supply change, interest rates will reverse direction and approach the original level if this new rate of
monetary change is maintained. ${ }^{\text {I }}$
These crucial differences account for the divergent interpretations of interest rate movements. The neo-Keynesian's negative correspondence between changes in the money supply and changes in interest rates is due to the assumed price rigidities. This does not imply that prices are fixed; it means that they are determined by factors which are exogenous to the financial sector. The negative relationship still holds given flexible prices. The monetarist's hypothesis of a correspondence between money and price movements results from the direct relation between the nominal stock of money and the "price" of this money and other assets (Fand, 1970-I).

Havrilsky (1968) appears to present an approach which incorporates features of both major theoretical frameworks into a description which may be more acceptable to the "eclectic" policy-maker:

I believe the linkage between monetary policy action and the target-variables and goal-variables is as follows. Open market transactions in short-term securities affect money market conditions (marginal reserve measures, short-term interest rates, etc.); after a short lag total reserves and the monetary base respond; as bank purchases or sales of earning assets eventually respond, the money supply and short-term interest rates are affected; effects are transmitted in the market after a lag to long-term interest rates and a range of credit conditions. Certain components of investment spending respond after a lag to the changed short- and long-term interest rates and credit terms via the cost effect as well as the effect on the price of real assets relative to their supply price. There may, in addition, be a wealth effect wrought by changes in the stock of financial assets. Eventually aggregate investment and aggregate consumption respond and finally the goalvariables of policy are affected. This final reaction overlooks the earlier response of certain measures of the balance-of-payments problem to the change in short-term rates.

In an attempt to analyze the strategy of the Federal Reserve's

[^4]policy-oriented activities, Professor Guttentag (1966) developed a diagrammatic approach which, although admittedly highly simplified, outlines the basic framework of policy action and reaction:

|  | Day | Week | Month | Quarter | Quarter |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Open | Money | Free | Total | Money | Gross |
| Market $\longrightarrow$ Market $\longrightarrow$ Reserve $\longrightarrow$ Reserves $\longrightarrow$ Supply $\longrightarrow$ National |  |  |  |  |  |
| Operation | Condit |  |  |  | Product |

In spite of the fact that there exist arguments concerning the proper entries in this example (which was designed to show a "money supply strategy"), it still adds some perspective to an analysis of policy operations.

Tobin (1969) attempts to clarify the linkage problem by saying that:

From a policy maker's standpoint . . . instruments are variables he controls completely himself. Targets are variables he is trying to control, that is, to cause to reach certain numerical values, or to minimize fluctuations. Intermediate variables lie in-between. Neither are they under perfect control nor are their values ends in themselves. Generally, these intermediate variables are of interest when two conditions are met: (1) they are easier to control than the target variables, and (2) they are links in the chain of causation from instruments to goals.

Figure 3-1, although altered in content somewhat from 'rownsend's (1970) original version, presents a proposed outline delimiting several components of the "linkages" at each level of the analysis. No cause-effect relationship is intended between the variables simply because they happened to be placed on the same line in the Figure.

When looked at from a somewhat different perspective, an analysis of the economy's adjustment to a policy action (or a sequence of such actions) may appear as a series of simultaneously-determined, momentary values for the variables in the system. Starting from a point of general

| POLICY TOOLS, INDICATORS AND TARGETS* |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| POLICY TOOLS | MONETARY VARIABIES |  | "REAL VARIABLES" |  |
|  | INTERMEDIATE | ULTIMATE | INTERMEDIATE | ULTIMATE |
| Open Market Operations | Federal Reserve Credit Outstanding | Money Supply | Expenditures on Consumer Durables | Gross National Product |
| Discount Rate | Total Member Bank Reserves | Bank Credit | Business Investment in Plant and Equipment | Industrial Production |
| Legal Required Reserve Ratic | Free Reserves | Interest Rates | Residential Construction | Unemployment Rate |
| Regulation Q |  | Long-term Government Bond Prices | Retail Sales | Consumer Price Index |
| ```Selective Credit Controls``` |  | Stock Market Prices |  | Balance of Payments |

Source: W. S. Townsend, "Monetary Policy and Economic Objectives: A Suggested Framework for Analysis," Southern Journal of Business, April, 1970, p. 119.
*Altered by the addition of several entries.
equilibrium with this system of equations approach, a policy action induces responses which affect, and are affected by, the movements and values of the other variables within the system. Given the initial assumption that the underlying economic situation does not change, ${ }^{2}$ the economy is assumed to be initially in equilibrium. It is also assumed to remain generally in equilibrium although observed values of the endogenous variables may differ significantly from the predicted values due to random errors. Thus, the economy as a whole is assumed to be in at least temporary equilibrium even though several, if not all, of the endogenous variables may be experiencing a momentary disequilibrium. Therefore, this general approach requires less actual attempt to specify the exact framework or components of this linkage.

An example might dwell on the equality of the supply of and demand for nominal money balances. The systems approach involves finding a functional relationship for both the supply of and demand for money, and then postulating that the two are equal. The simpler technique involves either supposing one to be exogenously determined (e.g., the money supply) and assuming it to be equal to the functional relationship of the other (e.g., the demand for money), or proposing that both are exogenously determined and always equivalent.

## Alternative Indicators of Policy Effects

"No subject is engulfed in more confusion and controversy than the measurement of monetary policy. Is it tight? Is it easy? Is it
${ }^{2}$ This assumes a given level of technology, and given institutional and behavioral constraints, all of which are expressed in the model by parameters.
tighter than it was last month, or last year, or ten years ago? Or is is easier? Such questions receive a bewildering variety of answers . . ." (Tobin, 1969). Indicators of monetary policy are measures of the direction and extent to which monetary policy has changed in recent periods. They serve much the same function for monetary policy as the fullemployment budget position or the level of autonomous spending does for fiscal policy. The variables which are used as indicators are often required to play a dual role: (I) to provide an ordinal scale against which the direction and magnitude of various possible policy actions may be assessed and compared (indicator); (2) to act as a desired level toward which Federal Reserve operations in the money market may be directed in the presence of uncertainties that exist in the economy as well as in the theoretical framework (target).

The problem is not only descriptive but normative; that is, we all want an indicator of ease or tightness not just to describe what is happening, but to appraise current policy against some criterion of desirable or optimal policy. We want to be able to say whether policy is too easy or too tight, and we appeal to indicators to support such a judgment. (Tobin, 1969)

During the 1953-69 period under consideration, measures of money market conditions were widely used both inside and outside the Federal Reserve as indicators because, in large part, they were thought to play an important role in the transmission process. In the day-to-day operations in this market for cash balances and close cash substitutes (both of which are used by banks to satisfy their liquidity requirements), the most often mentioned indicators of money market conditions are the Iiquidity positions of money market institutions and the degree of pressure or ease on the money market itself. The main component of the measure of liquidity positions is the level of reserve availability.

This is usually measured in terms of the value, relative change, or rate of change of its proxy, free reserves.

The FOMC generally instructs the Account manager to seek more, or less, or about the same amount of reserve availability and money market ease or tightness as has been prevailing. Most of the actions the FOMC takes are to correct or allow for daily, seasonal, or other short-run reserve changes (e.g., changes in the levels of currency, Ploat, monetary gold stock). Therefore, the FOMC is more interested in maintaining the supply of reserves available to facilitate bank demand and credit growth at some desired level than it is in the overall volume of open market operations. This is evidenced by the establishment of an approximate growth objective for reserve availability in the policy directive. This was done to avoid over-emphasis on free reserves; its effectiveness toward this end, however, is questionable as was especially apparent during the 1950's and early 1960's. Thus, the marginal measures of bank reserve position, or, more correctly, of reserve availability, are said to basically reflect sizable short-run changes in reserve needs. There are three primary factors used to gauge the demand for available reserves-the levels of excess reserves, borrowed reserves, and net free or net borrowed reserves. Excess reserves represent the difference between the total reserves available and those that are required as "margin" against demand and time deposits in member banks. Borrowed reserves is usually a measure of the level of discounts and advances granted by the Federal Reserve Banks to provide banks with reserves on a "loan" basis when needed. The difference between these two levels is a measure of free reserves-a positive value indicates net free reserves;
a negative value, net borrowed reserves. As the most often used proxy for the measure of reserve availability, an increase in free reserve is considered to reflect an increased availability of marginal reserves for credit expansion. An increase in net borrowed reserves signifies decreased marginal availability. But free reserves is not a good measure by itself since it does not necessarily reflect either the level of demand for credit or the bank's demand for free reserves (as evidenced by the tremendous amount of net free reserves in the early and middle 1930's). Therefore, although it may be a sensitive short-run guide to open market operations, it must be considered in conjunction with developments in the money market and the economy, as well as with changes or trends in the basic measures of reserve availability: total reserves, required reserves, and nonborrowed reserves (the difference between total reserves and member bank borrowing of reserves from the Federal Reserve Banks). ${ }^{3}$ These basic measures, however, are not sensitive enough to be daily indicators. Their importance as indicators of basic changes in the overall reserve base is reflected in their trend and in the magnitude of their change.

The other important component of the measure of liquidity positions is typically thought to be the volume of net Federal funds purchases. ${ }^{4}$ This is generally considered to be a sensitive indicator of
${ }^{3}$ For a more detailed analysis of reserve availability, see: Fry (1963) and Keir (1963).

4Federal funds are reserve deposit balances maintained either at the Federal Reserve Banks or in the vaults of member banks. These funds are deposit accounts which are traded between banks having excess reserve positions and those with deficient positions. This trading enables those banks with deficient positions to meet the minimum legal reserve position requirements over the two week period. See: Anderson, et.al. (1959) and Willes (no date).
current changes in bank reserve positions and reserve availability since it is one frequently proposed measure of the supply and demand for excess reserves. Although this source of reserve adjustment was previously thought to be available primarily to large money market banks, the high interest rates payable on the loan of these excess reserves, especially in the relatively recent past, has drawn smaller banks (particularly those which traditionally have a net excess position) into the market as well.
"Money market pressure" is the general designation for the other overall indicator of money market conditions. The degree of pressure is determined by the size of the net reserve adjustments necessary to maintain at least a minimum required position and/or by the cost of making these adjustments to a bank's liquidity position. Each of the components of this index provide a measure of at least one of these. Thus, pressure is high when the demand for money market funds (reserves) is more than the available supply at the existing interest rate (cost), and conversely. There appear to be at least seven basic factors which are often combined to provide an index of money market pressure: the interest rate on three-month Treasury bills; the interest rate on Federal funds, and sometimes also the volume; the trend of free reserves; the reserve position of major money market banks; the level of member bank borrowings from the Federal Reserve Banks; the discount rate at the Federal Reserve Bank of New York; and, the interest rate on four-to-six month commercial paper. ${ }^{5}$

[^5]The Federal funds rate and the discount rate are the real costs of adjusting reserve positions; as these rates increase, pressure increases. However, the Federal funds rate becomes a less sensitive measure of pressure as it approaches the discount rate level because this rate has traditionally been considered the ceiling rate on Federal funds. The Treasury bill rate and the rate on four-to-six month commercial paper represents the alternative or opportunity cost options available to banks to adjust their reserve positions. If "opportunity rates" are high, the cost of obtaining borrowed or purchased reserves is high; therefore, money market pressure is high. The measure of the trend in free reserves is the only inverse relationship. As the trend level rises, pressure decreases, and as it falls, pressure increases.

The reserve position of the major money market banks (not, therefore, restricting this simply to New York City banks) is determined by subtracting the level of their net purchases of Federal funds from the level of their free reserves. This measures the extent to which total reserves of these banks are insufficient to at least cover the necessary level of their required reserves. The larger the deficiency, the greater the money market pressure. This index is often combined with a measure of the borrowings of these banks from the Federal Reserve. If the borrowings are large and the deficit quite large, a significant degree of pressure is felt; but, if the borrowings are small, this pressure is lessened. The overall level of total member bank borrowing is an important factor in its own right. Although it is a component of free

Euro-dollars (see: Federal Reserve Statistical Release No. H. 9 "Weekly Summary of Banking and Credit Measures").
reserves, when it is associated with high levels of interest rates and a general inavailability of reserves, it provides a potent measure of market pressure.

In addition to these components of money market pressure, there also exists a largely amorphous measure often referred to as the "feel," or "tone," or "behavior" of the money market. The Account manager, through the "Trading Desk," ${ }^{6}$ maintains continuous contact with the money and capital markets. In addition to frequent reports on the level or changes in the components of the measure "liquidity positions of money market institutions" and on the factors dealing with market pressure, the Account manager receives many additional pieces of information. Although they can be listed, the importance of these cannot be adequately assigned (at least not on a quantitative basis). Certainly one of the most important factors in this "feel" is the financial position of the dealers in U.S. Government securities. This is measured by the ease of financing, through call loans, the dealer's inventory, and by the magnitude of the borrowings of these dealers.

In discussing "A 'Day's Work' at the Trading Desk," Roosa (1956) indicates that there are many other factors, in addition to the measures of money market pressure, that receive attention. A partial listing of these would include: (1) preliminary closing figures on the Treasury's balances for the previous day and the prospects for the present day; (2) the necessity of stabilizing the market prior to or following a Treasury security issue, or compensating for other Treasury activities; (3) the

[^6]advisability of "rolling-over" maturing banker's acceptances; (4) the movement of prices in the various sectors of the Government securities market (with special emphasis on some issues, e.g., three-month Treasury Bills) and the Federal Funds market, as well as price movements in corporate and municipal bond markets, and the activity on the various stock exchanges; and (5) projections of factors affecting bank reserve positions daily for the next four weeks.

Then, during the "Il o'clock telephone conference," policy action for the day is decided upon subject to unexpected changes which may result in overall pressure deviating from that which is expected. The amount of latitude given the Account manager, through his use of the "feel of the market," allows him to adjust his operations in an attempt to bring these deviations back into line.

In addition to all this, the FOMC's directive since May 10, 1966, has contained a "proviso clause" which has been stated in terms of "bank credit." This is a variable which is often classified as a monetary aggregate rather than strictly as a money market indicator. This is yet another attempt to provide flexibility in the Account manager's operations. He can alter the guidelines concerning money market pressure in order to compensate for a deviation of the actual reserves available from the desired level which was projected for that period at the time the directive was originally issued. The actual measure of bank credit, total loans and investments of commercial banks (adjusted), is available only on the call date-the last Wednesday of the month. Therefore, the Federal Reserve adopted the measure "average daily total member bank deposits subject to reserve requirements (adjusted for nondeposit items)"
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to serve as the bank credit proxy. But, as before, the Account manager must, when possible, receive clearance during the "ll o'clock telephone conference" before changing the money market pressure target.

As a result of the growing analytical acceptance of the "monetary" approach during the $1960^{\prime}$ s, monetary policy, as well as theory, has experienced an increased rejection of the relative importance of money market condition variables as indicators of the effectiveness of monetary policy. These measures have too often failed to accurately predict the actual or relative movements in the ultimate objectives which have occurred at some later time. Also, there has appeared to be a growing recognition that, since free reserves is not generally included in explicit statements of most theoretical frameworks, it should not continue in its position as a primary indicator and/or target in the linkage. It should be replaced by some variable or group of variables which hold a more important place within this structure. Instead of these condition variables, the "monetarists" have substituted some level of, or rate of change in, a monetary aggregate. And, in general, the policy makers have at least begun to take cognizance of this type of measure. Examples of these aggregates include "narrowly defined money," $M_{1}$ (demand deposits plus currency outstanding), "broadly defined money," $M_{2}\left(M_{1}\right.$ plus time deposits), still broader definitions of the money supply, time deposits, bank credit (total member bank deposits, or total member bank deposits plus nondeposit items-the "bank credit proxy"), the volume of bank assets, and the volume of U.S. Government demand deposits at member banks. The monetarist's analysis maintains that the behavior of the monetary aggregate has important effects in determining
the behavior of the ultimate objectives. Therefore, as Meltzer (1968) points out, a monetary aggregate that is often chosen is the rate of growth of the money supply (either $M_{1}$ or $M_{2}$ ).

Research suggests also that the growth rate of the money supply, currency and demand deposits, is the least unreliable of the currently available indicators of monetary policy. The growth rate of the money supply is not an ideal indicator since it is affected by fiscal policies and by other changes that are not closely related to current monetary policies. However, all of the variables commonly used as indicators such as free reserves, market interest rates, bank credit, and the bank credit proxy suffer from the same defect to greater degree. The growth rate of the money supply provides a more reliable scale of the thrust of monetary policy than the alternatives mentioned.

Others, recognizing that the response of such intermediate variables to policy action reflects not only the results attributable to these actions but also to those which may be ascribed to exogenous factors, find this sufficient justification to reject the use of these variables as indicators. Realizing that a more expedient measure of the effectiveness of monetary policy would be one which isolates the former effects, many have chosen a variable that is more closely controlled by the Federal Reserve; one for which relatively accurate data is available about it and its components quite frequently. The figure generally adopted is the monetary base (or its almost equivalents, adjusted monetary base or high-powered money). Figure 3-2 presents Andersen's (1967) generalized outline on the calculation of the monetary base; he later (1968) specified this process in greater detail (Figure 3-3).

Brunner and Meltzer (1964) and Dewald (1963), who are among a large and growing contingent of "quantity-watchers"-those who follow the money supply (as opposed to the "price-watchers" who follow the interest rates)-propose that some measure of the reserve base be the

FIGURE 3-2
CALCULATION OF HIGH-POWERED MONEY OR MONETARY BASE ${ }^{\text {I, }} 2$
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Source: L. C. Andersen, "Three Approaches to Money Stock Determination," Review--Federal Reserve Bank of St. Louis, October, 1967, p. 8.
$I_{\text {Altered }}$ to eliminate the numbers, totals, and description of the types of data and the period to which the data referred.
${ }^{2}$ Adjusted monetary base equals the sum of member bank reserves plus currency held by the public, minus borrowed reserves ( $T R-M B B+C C$ ) $=$ unborrowed reserves plus currency held by the public (UBR + CC). This is the variable which is assumed to be the proxy for open market operations.

## FIGURE 3-3 <br> FACTORS AFFECTING BASIC CONCEPTS ${ }^{\text {I }}$
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Source: L. C. Andersen, "Federal Reserve Defensive Operations and Short-Run Control of the Money Stock," Journal of Political Economy, March/April, 1968, p. 278.
${ }^{1}$ Altered to eliminate the numbers, totals, and description of the types of data and the period to which the data referred.
${ }^{2}$ Friedman and Schwartz exclude float in calculating this. Usually it is included.
replacement for free reserves. Free reserves, they feel, has a significantly smaller degree of relation with the money supply than do any of the various types of reserve base measures. However, as Dewald (1966) points out, they are quick to reject the money supply as an indicator:
. . . the quantity of money . . . need [not be a correct indicator of the expansionary or contractionary influence of monetary policy. Despite an increase in high-powered money, the money supply may decline as the result of a decline in the rate of interest on private securities, and . . . as the result of a decrease in the private security rate relative to the rate of interest on time deposits, if time deposits are good substitutes for private securities. Thus, the test of an expansionary monetary policy is not an expanding money supply as interest rates decline due to a decline in planned expenditure. But an expanding money supply ceteris paribus would provide some assurance that open market purchases by the central bank or reductions in required reserve ratios were exerting an expansionary effect. It is also true that the test of an expansionary monetary policy is not a decline in the private security rate of interest. - . Hence the test of an expansionary policy is again found in the changes in the variables that are controlled by the monetary authorities 。. .

However, it is important to note that a decline in the rate of interest on private securities may give less information about the expansionary influence of monetary policy actions than an increase in the money supply does. In face of decline. [sic] in planned expenditure and no change in other behavioral relations, an increase in the money supply would be a sign of an expansionary monetary policy. But a decline in the rate on private securities might mask contractionary policy actions that hold rates from falling as far as they otherwise would.

It is necessary to measure the expansionary effect of monetary policy in terms of changes in policy-controlled variables. Thus - . . the quantity of money . . . is [not] a sure measure of the expansion of policy actions. A parallel argument applies to the measurement of contractionary monetary policy actions.

Free reserves, interest rates, the money supply, bank credit, and the rate of change in the money supply are five of the most often suggested indicators to measure the relative impact of monetary policy. But each of these is an endogenous variable, so that current movements in them are partly due to feedback from the financial and/or "real" markets. The fluctuations of $M_{1}$, as Brunner and Meltzer (1967) explain,
are due to policy effects, feedback effects, and the influence of fiscal policy and noncontrollable exogenous variables-mainly the decisions of the Treasury, commercial banks, nonbank financial institutions, and nonfinancial business and consumers. The same general statement also must hold for changes in interest rates-probably the most popular indicatorand for free reserves-the most often used indicator. So also for $M_{2}$ and the rate of change in the money supply. And as Hendershott (1967) points out, the monetary base and its variants are also far from being exogenous. As such, all these variables could prove to be misleading indicators. But the Federal Reserve's ability to control the levels of the monetary base, or its variants, determines the extent to which it is a relatively good measure.

Still other scholars propose that the indicator should be totally unaffected by exogenous forces-it should reflect only the results of policy actions. Since the policy-maker seeks to judge the appropriateness of the potential effects of a given policy action by the reaction he observes in his indicator(s), he may be misled if the effects of the exogenous forces so dominate the true policy effects that the guides give him incorrect signals. The indicator in this case is all-important. Not only is it affected more quickly, but it also should reflect only the reaction to the policy action. Many investigators have tried to estabIish a set of standards by which one could select the most appropriate indicator $(s)$, given the theoretical framework one assumes. ${ }^{6}$
${ }^{6}$ For example, see Saving (1967) and Havrilsky (1967). It should not be inferred by the reader that these considerations are ranked in any specific order (e.g., order of importance); a meaningful ordering in terms of importance results from the user's own assumptions reflecting his personal evaluation (utility).

If it is possible to draw a consensus concerning these standards, it might contain some or all of the following components: (1) the indicator should be readily and easily observable, and reasonably subject to Federal Reserve control; (2) it should clearly reflect not only changes in the market situation and the policy tools, but also the expected effects of the policy action on the target(s), intervening "real" variables, and ultimate goals; (3) it should not be affected by the exogenous variables, the effects of which are part of what is measured by the target variable(s); (4) it should be related to the decisionmaker's hypothesized linkage and his knowledge about the economy in general; (5) it should minimize the amount of knowledge he is assumed to have concerning the economic framework; and, (6) if the exogenous variables do affect the indicator, the magnitude of this effect, when compared with that due to the policy action, should be relatively small. Thus, what is actually wanted is a variable which is endogenous only to the effects of monetary policy actions-one that is exogenous to all other effects. However, since any set of standards would probably be objected to by some investigators, the choice of an "optimal" indicator remains largely one which is based on a subjective evaluation of the alternatives by the policy-maker. The choice is made on the basis of the individual's, or group's, utility function, given the constraints imposed by the economy and/or by other external forces.

In terms of some combination of the above standards, the money supply, interest rates, bank credit, free reserves, and the rate of change in the money supply are again rejected, and for much the same reason as before. Not only are these variables subject to influences
from factors which are not strictly a part of policy action-the exogenous variables-but there also are several leakages in the transmission linkage between the policy action and the effect on the indicator. The individuals supporting this view typically propose some form of a reserve aggregate as the proper indicator. Those aggregates often proposed include total reserves, nonborrowed reserves, or one of these adjusted for legal reserve requirement changes. 7 Davis (1970) and Saving (1967), among others, also include the measure of the monetary base in this grouping of reserve aggregates.

Total reserves is a composite of all the influences operating on the reserve base. It is recognized that all these indicators, including total reserves, are affected to varying degrees by forces other than those attributable directly to policy action (e.g., float, monetary gold flows, member bank borrowings, disintermediation, changing Treasury deposit balances, and changes in the demand for currency). But it is felt that the Federal Reserve is substantially able to forecast fluctuations in most of these forces. Through its defensive operations, the Fed can offset most, if not all, of these fluctuations.

The Fed uses open market operations to dampen the fluctuations in member bank borrowing. To this extent, therefore, it appears that nonborrowed reserves is not an appropriate indicator. Nonborrowed reserves experiences large fluctuations-due to the immediate effect of Federal Reserve actions upon it-which are not offset to the extent that these same fluctuations are in total reserves or the monetary base.

[^7]When looked at from the perspective of the "standards," no indicator yet proposed could strictly be acceptable to all. And this is not too surprising. If one defines, as the monetarists do, the money supply to be a rather stable function of the monetary base because of the Federal Reserve's defensive activity, $(B \cdot m=M),{ }^{8}$ then the two should have quite similar patterns of movement. As Guttentag (1966) states:

Since under the money market strategy the Federal Reserve more or less autonomously accommodates changes in the aemand for deposits -in effect, the system "feeds in" reserves as the banks demonstrate they are prepared to use them-an association is generated between actual changes in deposits and in nonborrowed reserves (or related reserve base measures). The result is a high statistical correlation found by Brunner and Meltzer and by Meigs between the money supply and various reserve base measures.

As has been shown in Figure 3-3, many of the components comprising the measures of the monetary base and high-powered money are quite the same ones used to calculate the values for total reserves and free reserves. Thus, their movements over time would tend to have a relatively high correlation (this may be especially true in the case when they are all adjusted). And, it is fairly obvious that changes in interest rates (and some say the term structure of interest rates) and in the rate of change in the money supply, monetary base, total reserves, and bank credit (or its proxy) are all interrelated. They should, therefore, have relatively similar patterns of fluctuations (fluctuations in interest rates will be opposite in direction, however). This further complicates the choice of strictly one variable to serve as "the"
${ }^{8}$ Defining the money supply (M) as a product of base money (B) and a money supply multiplier ( m ), where m is a function of consumer preferences between currency and demand deposits, and between demand and time deposits, bank preferences for excess reserves, and the differences between required reserve ratios for demand and time deposits. For an analysis see Weintraub (1967).
indicator.
Teigen (1968) has expressed a position on the selection of "the" indicator which seems well-taken. The problem, however, is that he does not indicate which, if any, of the indicators is preferable.

I believe, first of all, that the role of monetary policy in stabilization is too complex to be captured in any single variable, and if any strictures are imposed upon the monetary authorities in this respect, their essence should be that the authorities are enjoined from focusing on any one variable as an indicator. In fact, I feel that some of the past problems with monetary policy have arisen precisely because the Federal Reserve System has depended so heavily on a single variable, free reserves, as a policy indicator. . . . The System now seems to realize that it must look seriously at many other variables, and I doubt that policy decisions will be faulty in the future to the same degree as in the past, at least on this account. Those who advocate the use of simplistic single indicators, however, apparently believe (without solid empirical evidence) that we cannot learn, either from careful empirical study or even from past policy mistakes, and now wish to perpetuate the kind of approach to policy which has proven to be so inadequate in the past.

## Alternative Intermediate Targets

It is seldom true that the initial effects of a policy action act directly upon the "ultimate economic variables" without at least first passing through a portion of the maze of intervening economic relationships which exist between and among both financial and "real" variables. Therefore, the desired results of an initial action are not usually visible immediately. Sometimes the lag between the taking of an action and the observation of the results of this action, as reflected by movements in these "ultimate" variables, is quite lengthy. This lag, which is not only often sizable but also subject to rather large variation in its length, presents another very real source of problems in the stabilization effort. If an initially incorrect action is taken, or one which was originally correct later proves to be inappropriate or
ineffective, the inability to detect this until some future period when the effects on the ultimate variables becomes visible places added hardships on the stabilization effort.

In an attempt to reduce the degree of uncertainty in this process, the FOMC chooses policy targets (variables which are intermediate in the linkage, but more proximate to the ultimate variables than are the indicators). The value, or the rate of change in the value, of these targets serves as an indication of whether the total influence of the financial sector on the economy is becoming, as a whole, more or less expansionary. The actual values of these target variables are compared with their theoretical ("ideal") values-given the desired results from the policy action-to determine the correctness and adequacy of the chosen policy. If these developments are not satisfactory, the policy tools may be continuously adjusted, subject to a lag both for action and reaction, until the chosen variables reach or approach the target levels. There is, however, a lack of agreement on which intermediate variables or group of variables are "ideal" targets: market interest rates, the money supply, bank credit, or some combination of these or other measures. Brunner and Meltzer (1969) aptly point out one of the major problems in identifying the proper target of policy action.

There is only a superficial relation between the central banker's use of money market variables and interest rates as targets or indicators and the economist's use of interest rates as an indicator of monetary policy. Central bankers are accustomed by habit and past experience to equate the effects of monetary policy with the effects such policy has on the banking system and the money market. Economists, on the other hand, generally emphasize the effects of monetary policy that spread beyond the banking system and the money market to affect output, employment, and the price level.

The way one interprets the actions and short-run results of monetary
policy depends, to a large extent, on the target(s) he employs. The short-run targets of the FOMC may, at least implicitly, be predetermined by the linkages it theorizes for the transmission of monetary policy actions. The typical neo-Keynesian approach identifies "market interest rate" levels as the most appropriate target, or group of targets, by which both to gauge the short-run effectiveness of a policy action and to estimate the correctness of the policy in terms of its projected ultimate effects. This results from the neo-Keynesian theory's emphasis on interest rate changes as the central feature of the adjustment process and from the assumption that the transmission of the effects of a policy action to the ultimate objectives is carried out basically by changes which result from, or coincide with, the interest rate fluctuations. It is also claimed by this theory that interest rates provide the best variable to link the financial and "real" sectors of the economy. If one employs changes in market interest rates as the target, he recognizes that his counter-cyclical policy operations will result in procyclical changes in interest rates.

Those adopting a monetarist approach to theory propose the money supply, changes in the money supply, or some other such monetary aggregate as the most appropriate target since the money supply plays the central role in their linkage (especially in the direct effects on income and prices). The change in the nominal money supply initially upsets the balance between actual relative to desired levels of financial and real assets. This brings about adjustments to these levels which affect prices and income directly. Thus, they view countercyclical policy action as inducing countercyclical movements in the money supply. "The monetarist
thesis," states Brunner (1969), "attributes the largest weight with respect to price movements to changes in the money supply, and with respect to output and employment to accelerations (decelerations) of the money supply."

If monetary policy, through its effects on portfolio balance, is altered such that there exist excess nominal cash balances and the public wishes to exchange part of these for "real" assets, the production of real assets results in increases in income and investment. Whether one looks at this process of portfolio change as being brought about through interest rate changes or through changes in the money supply makes little difference at the theoretical level. It does, however, make a difference at the policy level.

Following Mayer (1968), if the potential rate of return on investment increases, any attempt to stabilize monetary conditions by stabilizing the interest rate could serve to destabilize income. Stabilizing the money supply would not. As the rate of return on "real" assets rises, the whole structure of interest rates, ceteris parabis, would tend to move in the same direction. As the cost of borrowing to finance capital investments increased, the incentive to do so would decrease until a theoretical position of stability was reached at which it was no longer profitable to borrow to invest in "real" assets at the higher rate of return. Thus, the rise in the interest rate, in itself, was potentially stabilizing. But an attempt to stabilize the interest rate at any other level would be destabilizing. Stabilizing the money supply would let interest rates "freely fluctuate" to achieve their "equilibrium position." If the desire for cash balances increases, stabilizing interest
rates would tend to stabilize income, while stabilizing the money supply could be destabilizing in terms of income. In this case, stabilizing the rate of interest would involve supplying enough money to satisfy the desire for increased money balances. This action would be potentially stabilizing. Stabilizing by controlling the money supply would, if the demand for nominal balances continued to be greater than the quantity supplied, be destabilizing because the interest rate could be continuously (or nearly so) increasing.

Neo-Keynesian theory assumes that the "real" rate of interest (interest on physical capital) is relatively stable; it would, therefore, assume the latter case to be true. The monetarists, on the other hand, postulate a relatively stable demand function for money. They, therefore, assume the former case. But it is uncertain which of these is the more stable.

If a consensus could be arrived at which would establish criteria for selecting the best target variable one might find that the optimal target variable: ${ }^{9}$ (I) must have a well-defined position in the theoretical framework and be highly correlated with both the real variables and the ultimate objectives; (2) is one which the Federal Reserve is able to control within some definite limits; and (3) should adequately reflect the condition and current state of the financial sector.

In the often cited Compendium... (1968), question three concerned the details of the proposal to give the President the power to establish guidelines for the Federal Reserve in its conduct of monetary

[^8]policy. In a summary of respondent views:
By a more than 2 to 1 majority, respondents favored making the growth of the money supply or its cognate, base money, the target of monetary policy. The larger part of the minority was eclectic. . . .

Respondents in the majority group differed in respect to the details of managing the growth of the money supply. . . . there were differences about how to specify the guidelines for money supply growth. Roughly half of the group favored [the President, through the power given in H.R. 11] specifying a target percentage change in money supply for 6 months to a year ahead. . . . Other plans of this type which were advanced by respondents would require the monetary authorities to generate whatever money supply growth it takes (1) to keep the rate of unemployment under some desired maximum, say 4 percent, or (2) to prevent the price level from rising faster than some minimum rate, say 3 percent per year for the CPI.

The other half of the many respondents urging the adoption of a money supply target recommended that the Congress or the President set guidelines for money supply growth in terms of a band or range of percent per annum values $[3$ to 5 and 2 to 6 percent were the most popular ranges] . . .

A few respondents here recommended setting a quasi-permanent relatively-narrow band of values for monetary growth and instructing the Federal Reserve to stay within this range. The range would be adjusted outward only if it was proved to be clearly inappropriate by a persistent inflationary trend or persistent unemployment. But others wanted the range reviewed each year. Still another strategy that was suggested called for specifying a fairly broad range of allowable money supply growth and using triggers to collapse the range. Thus, the maximum allowable range of money supply growth might be set as zero to 10 percent per year. And the Federal Reserve would be directed to reduce the upper limit to, say, 8 percent when the CPI advances more rapidly than 2 percent per year and by 1 additional percentage point for every additional point of inflation. In the same way the lower limit of allowable money supply growth would be set at, say, 2 percent per year when the rate of unemployment reached 3 percent and raised one point for every point rise in unemployment. Last, some suggested trying to hit an interest rate target subject to the constraint that monetary growth stay within a specified range. ${ }^{10,11}$
${ }^{10}$ The questionnaires were sent to the seven members of the Board of Governors, the twelve Reserve Bank presidents, the Secretary of the Treasury, members of the Council of Economic Advisors, and 125 leading academic, bank, and research monetary economists. The responses comprise the contents of the Compendium on Monetary Policy Guidelines and Federal Reserve Structure Pursuant to H.R. 11 (1968).
${ }^{11}$ This summary of respondent views to Question 3, concerning the nature of the details which the President should include or consider

Thus, there appears to be substantial agreement to make some measure of the money supply the exclusive, or at least the primary, short-run target of monetary policy. The narrow definition of the money supply ( $M_{1}$ ) has traditionally been the money supply measure. But the exceptional growth of time deposits-much of which is nearly-perfectly substitutable for money-which now represent a sizable proportion of total deposits, has caused many people to include it (either in total or in some percentage form) in the definition of money ( $M_{2}$ ). Others (e.g., Gurley and Shaw) have extended this definition much further.

There are occasions when interest rates are a more appropriate target-when balance-of-payments difficulties are the most pressing problems. Otherwise, and to some extent during this exception as well, interest rates are easily misleading indicators of the policy effect. There are other problems with defining "the" interest rate to be considered. There are many different rates which could be relevant and some are difficult to measure. If the Federal Reserve watches only the short. term rates, it can easily be misled. There usually is no distinction made between "nominal" and "real" rates of interest (especially is this true in the Keynesian and neo-Keynesian system). If prices are rising, any attempt by the Federal Reserve to stabilize the nominal rate may be wasted effort since many investors are thought to follow the real rather than the nominal rate. Nor is the interest rate a very good target since it is only one of several cost factors-a partial measure of the cost
when establishing guidelines on monetary policy, was written under the supervision of Robert Weintraub (pp. 13-15). See page 18 of the Compendium for a listing of the respondents, classified broadly by which view of the appropriate target they held.
of borrowing. When all of these factors are combined, they provide a measure of the state of the market.

The analysis of Friedman, Brunner and Meltzer, and others have cast considerable doubt on the ability of interest rates, free reserves, excess reserves, and money market conditions to effectively be a meaningful target. "Liquidity" is such an amorphous concept that it is rarely even considered today as it was in the past. Although bank credit (which may be a proxy for "liquidity") is often associated with money, no empirically meaningful relationship appears to exist between them. But even if one did exist, bank credit would probably only serve as a proxy for the money supply. Why look at a proxy when one can just as easily watch the primary figure? In addition, it is felt that the money supply is under much tighter control of the Federal Reserve than is bank credit. Other individuals propose the monetary base or one of its variants, including total bank credit, as a target. But the monetary base is just a variable used to control the money supply and not a target.

In answer to question I. 3 of the Compendium (1968) concerning monetary guidelines (specification of a target variable, how it or the range around it was determined, and the circumstances under which the guidelines could be violated), William McC. Martin, then Chairman of the Board of Governors of the Federal Reserve System, in summary responded:

In seeking guidance for the conduct of monetary policy, therefore, incoming information on both financial quantities and financial prices must be assimilated and interpreted. Movements in financial quantities-such as total bank reserves, the money, [Sic] stock, commercial bank time deposits, and claims against nonbank intermedi-aries-on the one hand, together with indications of cost and availability of credit on the other, must be evaluated jointly to assess what effects monetary policy currently is having on the total supply of funds, its distribution among the various sectors of the economy, and hence on the availability of funds to finance spending.

This interpretation must, of necessity, seek to evaluate the behavior of financial variables in light of underlying real developments in markets for goods and services. It is particularly important to distinguish between the variations in demands for and supplies of credit that are produced by changes in decisions to spend on goods and services, and those associated with the public's desire to rearrange financial asset portfolios, corporate mergers, and similar transactions. Decisions giving rise to the first kind of variation in credit conditions can lead directly to economic instability. The latter class of decision does not directly alter the pace of economic expansion, but the resulting side effects in financial markets may do so. The appropriate monetary policies to be followed, in response to an observed variation in credit demands or supplies, depend on which of these two classes of decisions is responsible.

In the final analysis, evaluation of whether monetary policy has contributed positively to economic stabilization cannot be judged simply on the behavior of financial variables, no matter how carefully they are interpreted. The ultimate test of monetary policy is the extent to which it has succeeded in promoting our national economic goals of maximum practicable employment, reasonable price stability, and a strong dollar at home and abroad.

## Development of the "Ultimate Objectives"

The ultimate economic goals of governmental activity, including the use of stabilization policy (should) consist of promoting the general economic welfare and bringing about an equitable distribution of income. The emphasis on one policy objective relative to another, or a group of others, has shifted markedly over time. During the 19 th century, the primary problem of economic concern ranged from the results to be expected from continued underproduction (e.g., Malthus) to the need to maintain a fully-employed economy; and from the requirements necessary to achieve and sustain adequate economic growth (e.g., Smith) to the problems of inflation (e.g., Ricardo). Today, generally stated, the basic economic objectives of governmental actions are thought to be to maintain full (or nearly so) employment, a stable rate of growth in employment and production, widely-shared income and distribution, a relatively stable price level, and international balance and cooperation. At the same time
they must preserve a condition of economic and political freedom within which the market mechanism can be allowed to "freely" allocate resources and output, subject to the "proper" amount of governmental coordination and regulation. The changing socio-economic-political situations determine, to a large extent, the importance attached to each of these objectives.

The 1913 Act which established the Federal Reserve System stressed the importance of using discounts and advances to maintain "sound credit conditions, and [for] the accommodation of commerce, industry, and agriculture." Instead of making the Federal Reserve System responsible for the goals and objectives which today are usually imputed to its control, Congress felt that the Federal Reserve should be more concerned with business conditions and the general inelasticity of credit and money. This followed quite closely the example of the Bank of England, and for good reason. About the only central banking experience any of the Governors of the newly-formed System had revolved around experience with and/or at the Bank of England (Anderson, 1965). It is not, therefore, surprising to note that the administration of the discount rate was the primary monetary weapon. This was also the case at the Bank of England at the time. Nor is it difficult to understand the adoption of the "real bills" doctrine, the basic modus operandi of the Bank of England at that time. This policy assumed that through the passivity of the banks and the extensive use of short-term, self-liquidating notes, the appropriate amount of money necessary to maintain high-level production and stable business and price level conditions would emerge. It was not until the 1930's that this doctrine was ostensibly abandoned, apparently
because of the failure of the "invisible hand." But this abandonment was by no means permanent since this doctrine, in the form of "bills only," or its surrogate, "bills usually," reappeared later; it was "put to rest" again in the early 1960's.

When the United States entered World War I in 1917, the Secretary of the Treasury transferred to the Federal Reserve the fiscal responsibility for facilitating the Treasury's financing (handling both the original sales and the maintaining of markets for Government securities). Performance of this fiscal function, together with a corollary function of stabilizing interest rates (especially those on Government securities) at "reasonable levels," became the primary objective. Providing for credit availability was secondary.

The sudden surge of spending and credit expansion in the postWorld War I period resulted in a sharp increase in the price level, reaching a peak before mid-1920. This was followed by an even more pronounced decline in prices in the early 1920 's. Among other things, this acute, but not unexpected, price swing reemphasized the need for a policy action which was aimed at maintaining some specific degree of price level stability, the primary economic objective of that time.

After the 1920-1921 depression period, the Federal Reserve began to redefine the objectives and guides of their policy actions in light of the changing economic situation. Given the "demise of the gold standard" as official backing for the dollar, the easing of the post-War economic crisis, and the lessened need to assist in the Treasury financing, the Federal Reserve could, for the first time, turn its attention primarily toward solving domestic economic problems (Anderson, 1965).

Changes in the volume of credit and in the way credit was used
were the most significant monetary policy guides. Basically this reflected the fact that the linkage between Federal Reserve actions-the discount rate changes primarily, supplemented by moral suasion and open market operations-and their effects on the monetary variables was fairlywell developed. That between the monetary variables and the real variables was much less certain. Although the economic system was thought to be relatively stable, concern over price stability and the avoidance of crucial fluctuations in business conditions continued to be high on the priority list of policy goals. Consistent with these goals, the desirability of maintaining stability in production and employment also became apparent. So, aiso, was concern over gold flows and international economic conditions in general. As was noted earlier, the obligation to aid in the Treasury's financing activities was only occasionally important over the entire period; but when it was, it held a position of preeminance above almost all the other goals.

In spite of the Federal Reserve's efforts to assure credit availability and a liberalized discount policy, the collapse of the economy in the late 1920 's and early 1930's soon made it evident to many individuals that monetary policy was not, by itself, adequate to forestall the accompanying economic problems. The prolonged period of economic impotence and stagnation, and the existence of widespread unemployment, together with the continued failures in the financial sector, led to the recognition that easy money could not, by itself, stimulate business recovery. Modern-day "classisists" (or, perhaps more appropriately, Friedmanites) would not agree with this analysis. In their view, monetary policy was too restrictive because interest rates were too low and the money supply was reduced rather than allowed, or forced, to grow.

In these terms, they feel that a less restrictive policy approach would have prevented many of these economic problems. But to the classisists of that day-many of whom were the Keynesians of the following periodit appeared that fiscal policy presented a more effective approach toward a stabilization policy which could be aimed at restoring the economy. Therefore, monetary policy should be relegated to the position of a policy tool which, by virtue of its relative ineffectiveness during this period, should be used basically to facilitate fiscal policy and to impose selective credit controls.

The Federal Reserve's efforts during World War II were, once again, directed mainly toward assisting in financing the war effort and aiding in the stabilization of the Government securities markets. In the post-war period, to avoid the expected recession and the return to high levels of unemployment, coordination of economic policy became highly important. Aware of the potential for inflation that had been created by the war-large amounts of liquid assets, high income levels, and pent-up demand-the Federal Reserve "pegged" the price, and, therefore, also the interest rate, of Government securities at war-time levels and tried to manage the economy from this framework. It is questionable whether this added significantly to the stabilization effort since it was eventually realized that interest rate fluctuations play an important role in corrective monetary policy action. However, the Federal Reserve was explicitly saddled with this chore until the 1951 Accord. During this period, monetary policy actions were, generally, ineffective.

Congress passed the Employment Act in 1946. This Act represented the premier statement of the expressed objectives for the economy as they
were visualized at that time:
The Congress hereby declares that it is the continuing policy and responsibility of the Federal Government to use all practicable means consistent with its needs and obligations and other essential considerations of national policy, with the assistance and cooperation of industry, agriculture, labor, and state and local governments, to coordinate and utilize all its plans, functions, and resources for the purpose of creating and maintaining, in a manner calculated to foster and promote free competitive enterprise and the general welfare, conditions under which there will be afforded useful employment opportunities, including self-employment, for those able, willing, and seeking to work, and to promote maximum employment, production, and purchasing power.

Goals during the period of the 1930's through the early 1950's underwent a substantial change in composition and ordering. Maintaining full employment was by far the most important; price stability was a much less important second. Economic growth was also recognized as a policy goal although not so much a monetary as a fiscal goal. And there was little concern over gold problems and international balance of payments problems (except perhaps how to handle the large inflows of gold).

Based upon the prevailing Keynesian analytic framework, there was a significant improvement in the theory of the linkage between the monetary sector and the "real" sector. The quantity of money was dropped as the connecting variable and interest rates and credit conditions were substituted as the critical variables. During most of this period, monetary policy did not matter much in the theoretical construct; fiscal policy was almost all-important.

During the period of the 1950's and 1960's our knowledge of the linkage continued to grow significantly through extensive research, especially into the link between the monetary variables and the "real" variables. Unfortunately, there has not existed anything like a consensus view of the "true" monetary theory. The quantity theorists (except for
the polar position held by some "Friedmanite" scholars) appear to be gaining more general theoretic support. But this support is tempered by the recognition that interest rates and credit conditions still appear to have direct and significant impact on investment; this, at the next level, affects the ultimate objectives. Thus, we may be witnessing the evolution, or rebirth, of the eclectic approach to the analysis of policy actions. This approach combines the Keynesian and quantity theories. Throughout the 1960's, there has existed a multitude of explicit economic objectives: reasonably-full employment; satisfactory growth of consumption and income; orderly growth of output consistent with highlevel utilization of the economy's resources; and stability of the price level and balance of payments around some desired level or growth rate. ${ }^{12}$ While money market conditions are not mentioned as often or explicitly as before, they still carry considerable weight as objectives that widen the scope of the Federal Reserve's policy responsibility: provision of liquidity in its function as the "bank of last resort" (to insure the flexibility of financial institutions); insuring and stabilizing the market for Government securities; promoting the welfare of certain financial institutions (e.g., savings and loans) by preventing them from getting "locked-in" by long-term, low interest rate assets; and, encouraging the growth of interest-sensitive sectors of the economy (e.g., new housing starts). ${ }^{13}$ The first two of these have a well-documented history as
${ }^{12}$ For a good description of the goals, from the Federal Reserve's point of view, for the 1914-1964 period, see Anderson (1965).
$13_{\text {Keran }}$ and Babb (1969) explicitly include these last four policy goals in their analysis of Federal Reserve activity during the 1933-1968 period.
goals; the latter two are of relatively recent origin.
Given this multiplicity of goals, the question of compatibility is a very real problem. Generally, the Federal Reserve appears to believe that these goals are compatible and interrelated. This expression of compatibility, however, is easy to understand inasmuch as if they believed that the achievement of these goals was not compatible, the Federal Reserve would be required to explicitly choose among these goals according to some utility function. Since Congress originally delegated to the Federal Reserve the authority for monetary policy manipulation, but did not, and still has not, provided them with a guideline concerning priority of the objectives, the Federal Reserve must operate as though there is no basic incompatibility. However, Mark Willes (1967) has shown that the FOMC, in its conduct of monetary policy operations, has tended to attach greater priority to achieving price stability than to full employment. This results in a built-in tight money bias as a result of their employing a "business cycle framework" for determining the appropriate time to change monetary policy. They direct changes in monetary policy to be effected only after they observe a change in general economic activity-the business cycle.

As Willes (1967) has noted, price stability was probably chosen as the primary objective because not only was it relatively easy to define (in terms of the consumer or wholesale price index or the GNP price deflator), but it was also a well-known objective. It may have been felt that this was one objective which would be relatively easy to achieve with a minimum of interference with the other objectives. However, as the intra- and intersector linkages have become better known
and understood, this assumption of minimum interference has received less explicit usage.

Thus, it is fairly generally recognized that the attempt to achieve these goals simultaneously is not without basic conflict. The goal of full employment, which usually includes an inflationary bias, implies the willingness to accept some degree of price level change. So, also, a rapid economic growth and a high-level of resource utilization may create inflationary pressures which increase the difficulty of maintaining price stability. Other famous examples of this basic conflict in the selection of appropriate goals appear in the Phillips curve tradeoff between wages and employment and the "Lipsey curve" (Iipsey, 1960, and Reuber, 1964) for the trade-off between unemployment and the rate of price inflation.

Given the existence of this conflict, it appears that, instead of the Federal Reserve choosing one or two objectives to which they give sole priority, if necessary to the exclusion of all others, they have followed a program that may be described as: "as soon as it appears that we are approaching a position which may result in our achieving one or a group of compatible goals, we turn our attention to another (group). If the position or direction of the primary objective begins to deteriorate, then we return to it and, once more, give it our highest priority until the desired direction or position is again attained."

## SECTION TWO

QUANTITATIVE POLICY EVALJATION

A MODEL OF THE U.S. FINANCIAL SECTOR, 1953-1969

Partly as a result of an increased emphasis in current economic theory on policy applications and on the interrelationships between various economic quantities, both within as well as outside the realm of what is often called "effective policy control," the popularity of econometric models has mushroomed. Another factor in this evolution has been the recent, significant improvement in quantitative techniques, especially in estimation methods. By viewing the economy as a system of quantifiably-determinable relationships between measurable magnitudes of several economic variables, attempts have been made to determine some "optimal policy mix." Under ideal conditions, ${ }^{\perp}$ this mix should achieve, or aid in the achievement of, desired levels of the various policy goals, and hopefully also aid in stabilizing, or approaching stability in, the business cycle. However, this emphasis on the quantitative aspects of the problem should not result in a corresponding deemphasis of the problems relating to uncertainty, risk, and error. Duesenberry and Klein (1965) are quick to point this out:
$I_{\text {The main constituents of these "ideal conditions" appear to be }}$ a ceteris parabis (or mutatis mutandis) assumption concerning the myriad factors which have varying effects upon several of the economy's main components, and an assumption that the past represents an accurate (and valid) basis from which to predict the future.

Many questions of economic policy turn on the relative magnitudes of the parameters in some relationship, or set of relationships, among economic variables. . . . The goals of economic policy are usually stated, albeit somewhat vaguely, in terms of the numerical rate of growth of GNP, the price level, the rate of unemployment and the numerical state of the balance of payments. Discussion of measures to achieve those goals [however] involves judgements about the response of various economic magnitudes to previous policy actions.

## Elements of Econometric Models

In theory, each individual economic relationship, which represents only a small finite part of the complex behavior and/or interaction of all the distinct household, business, and governmental units, could be brought together in the form of a system of equations. However, the enormous size and complexity of this "Walrasian" approach would make this aggregation virtually impossible to accomplish. Also, it would not be easy to draw any meaningful results from this approach. In an attempt to make the system more manageable and possible, several of the relationships are combined (e.g., the household, business and governmental sectors; the several components of income; and the demand and supply for money and related variables). Also the equations may be hypothesized to be linear-or nearly so-and expectations may be assumed to be adequately represented by some proxy variable.

Many considerations act to determine the appropriate number of equations to include in the system. One usually finds that the smaller the number of equations, the higher the required degree of aggregation and the lessened degree of accuracy and usefulness that can be claimed for the results. The larger the number of equations, the more complicated it becomes to collect the data, establish widely-acceptable relationships, handle the computations, and make meaningful, generalized
statements concerning the findings which evolved from the model.
Although the component structures of econometric models differ in many ways, each represents an attempt to establish interrelationships between the "real" and the monetary sectors. There appear to be two basic approaches which have been used so far in handling this problem: (1) relating the real sector to variables which are considered exogenous to this sector; or (2) relating the real and monetary sectors to variables, generally from both sectors, which are taken as given. Both approaches seek to use the inter- or intra-sector feedbacks, as well as the direct effects of some change in an exogenous variable to analyze the sensitivity to change of other economic quantities and relationships within the hypothesized economic structure. The degree of decomposition of the basic structural relationships within the model also vary signifi-cantly-from the basic Keynesian three equation model:

$$
\begin{aligned}
& C=a+b Y \\
& I=I_{0} \\
& Y=C+I
\end{aligned}
$$

to the highly complex Brookings model (1965, 1969) which in 1965 had "upward of a hundred and fifty questions . . . ultimately achieving thirty-two sectors on the production side . . . similar decompositions on the side of final demand. . . ."

It seems, however, that the most "popular" structural size for current models ranges between either 15-20 or 35-50 equations. ${ }^{2}$ Models
${ }^{2}$ See, for example: Ando and Goldfeld (1966); deLeeuw (1965, 1969); deLeeuw and Gramich (1968); Goldfeld (1966); Teigen (1969); Survey of Current Business (1966); Wharton Forecasting Model (1968); Yohe, et.al. (1968); and Nerlove (1962).
smaller than this appear to be too insensitive or not sufficiently able to discern movements within important components of the major economic relationships. Larger models suffer from problems relating to degrees of freedom, identification, and estimation (because of nonlinearities, multicollinearity, misspecification, etc.).

Three primary examples of "small" models which incorporate both a "real" and a financial sector were developed by deLeeuw (1965), Goldfeld (1966, revised by Goldfeld and Ando, 1968), and Teigen (1964, 1969). Goldfeld's influence on the later Teigen model is unmistakable; and both of these reflect at least a part of deleeuw's development. The system of equations to be used in the following discussion is the author's attempt to improve upon the revised Teigen model (a listing of which appears in Appendix A). This approach was adopted not only to obtain structural or reduced-form parameter estimates, but also to estimate the total, impact, and interim (lagged) multipliers which result from a given level of change in one of the exogenous variables. From both of these an indication of how effective the FOMC has been in its policy analysis and activities should become apparent.

## Basic Structure of the Model

As with most econometric simulations of this type, the model assumes a basically short-run, demand-oriented approach; the supply side is generally exogenously determined. And as Nerlove (1962) has pointed out for all models of this type:
(the) design of an econometric model depends on a series of compromises among: (a) the structure of the economy to be described; (b) the multiple, and often partially conflicting, objectives of the model . . . And (c), the availability of data. . . . it is an unfortunate fact of life that the last of the three tends to dominate.

Before presenting the model, a few preliminary comments on its derivation are called for. The simulations represent quarterly parameter estimates for the period 1953-1969. 1953 represented a logical starting point for several reasons. Perhaps the most significant was that, although the "Fed" and the Treasury reached an "Accord" in early 1951, it was not until early 1953 that support for the government securities market was dropped in favor of acting only to correct a "disorderly" government securities market. 1953 marked the first fully-effective year of Governor William McC. Martin as Chairman of the Board of Governors of the Federal Reserve System (1969 was also his last full year).

1953 also represented to many the first post-World War II year in which the country had returned to a degree of "normalcy." The whole period encompassed a time during which "Keynesian-type" indicators of monetary policy action were followed quite closely. Beginning in early1969, there was an evident shift in emphasis toward greater use of monetary aggregates as policy indicators. This period also represented really the first time that monetary policy had regained a recognized, meaningful, place in policy-making since the pre-Depression period. The period extended through (or at least into) a time when many were again beginning to believe that monetary policy was nearly, if not totally, all-important.

In most econometric models, for ease of assumption and simplicity of explanation, a simple Koyck-type lag structure is chosen and the equation is structured as a first-order difference equation plus some constant. This theorizing is based on the assumption that a one period lag of the endogenous variable adequately accounts for the distributed lag
of effects. These effects arise as a result of the influence that previous period levels of the endogenous variable have upon the current level or change. The Koyck lag structure assumes that a uniformlydeclining amount of importance is assigned to the effects of previous period levels.

The estimation of the model was subject to all the "special problems of a quarterly model" specified by Nerlove (1962). Interpolation was required to change annual series of productivity and yield on time deposits to a quarterly basis. The mathematical interpolation form (the simplest form discussed) was chosen, subject to all the errors and biases implicit in this form. Seasonally adjusted data were used although it was recognized that after adjustment it is often difficult to determine how the adjustment affected the information available from the new series. The problem of serial correlation arises as a result of certain variables which were not, but which should have been, included in the specification of a particular equation. Although the effects of this omission may, at least partially, "wash out" during the estimation, the error terms of the equations may still be serially correlated through time and across the sectors. Two additional points about this problem need to be made: (1) it is generally assumed that the shorter the time interval, the more highly correlated a variable is assumed to be with its own past values; and, (2) the Durbin-Watson d statistic is only a test for the first-order serial correlation-the lag structure of the model is not necessarily of the first difference type. Finally, the dynamic nature of the model is emphasized by the degree of the lag structure. A question arises concerning whether it would have been more advisable to use a distributed rather than a discrete lag structure.

Actually both types of lags were employed (vis., permanent income, the divisor of the proxy for the expected rate of change in income, etc.).

The sources and types of data employed are described in Appendix C. Unless otherwise indicated, the data are quarterly values which are seasonally adjusted at annual rates. All flow variables and the nonratio stock values are in billions of current dollars. All interest rates, reserve requirements, and rate of change variables (including proxies) are stated in terms of percent per annum (e.g., $3.5 \%=3.50$ ). The proxy for the balance of payments problem is also stated in percent per annum terms. The short-term interest rate, which was used to represent the international rate attracting foreign investments, was multiplied times a dummy which assumed the value of zero (0) for the years when the U. S. did not experience balance of payments problems (19531960) and unity (1) for the years after that (1961-1969). The multiplicative interest rate variables were an exception; they were reduced to percentages and then multiplied times income ( $\frac{r}{100} \times Y$ ). The change in the rate of productivity is in index number terms ( $1955=100$ ) as is the variable measuring the rate of capacity utilization in the "big three" sectors of the economy. A listing of the variables used in the model follows; they are explained in more detail in Appendix C. Endogenous Variables:
$\Delta \mathrm{DD}=$ quarterly change in demand deposits
$\Delta C C=$ quarterly change in coin and currency
$\Delta T D=$ quarterly change in time deposits
$\Delta F R=$ quarterly change in free reserves
$\Delta \mathrm{L}=$ quarterly change in bank loans
OMO = proxy for open market operations
$r_{d}=$ discount rate at the Federal Reserve Bank of New York
$Y$ = income (gross national product)
$C^{\text {nd }}=$ consumption of nondurable goods and services
$C^{d}=$ consumption of durable goods
$I^{r}=$ residential fixed investment
$I^{n r}=$ nonresidential fixed investment
$\Delta I^{i}=$ quarterly change in nonfarm business inventory
CHP = annual rate of change in prices

## Exogenous Variables:

$r_{b}=$ short-term interest rate (yield on Treasury bills)
$r_{I}=$ long-term interest rate (yield on Government bonds)
$r_{t d}=$ yield on time deposits
TRM $=$ term structure of interest rates $\left(r_{I}-r_{b}\right)$
$\Delta R T=$ change in the required reserve ratio against time deposits
$\mathrm{L}=$ level of commercial bank loans
$\Delta Y=$ quarterly change in income
$Y_{p}=$ permanent income
WDY = proxy for the expected annual rate of change in income in the next quarter
$\mathrm{E}^{\mathrm{e}}=$ exogenous expenditures
INV = level of all manufacturing inventories
$\Delta$ Prod $=$ productivity change
CAP = rate of capacity utilization
$B-P=$ proxy for the balance of payments problem
Each equation was estimated by both single-equation and twostage least-squares methods. Since most of the equations contain at least one other simultaneously-determined (endogenous to the system) variable, the propriety of the single-equation estimation method was questionable. On the other hand, however, the use of the two-stage estimation method was also not without problems. Multicollinearity, nonlinearities, and structural lags of a not-necessarily exponential type tend to make the two-stage estimates ambiguous. Duesenberry and Klein (1965) have pointed up further estimation problems to which both
estimation methods are subject. The accuracy of the parameter estimates may also be affected by the problems of identification, bias, misspecification, and serial correlation.

The initial attempt to specify an acceptable combination of variables for a particular equation involved testing the specification that Teigen (1969) adopted. In many cases a poor statistical "fit" was expected because the endogenous variables of some equations were different than those used by Teigen. After this initial test, a variety of alternative specifications for the same equation were tried. This involved the addition of variables which seemed to be theoretically relevant or which might serve as proxies for other relevant variables. It also meant trying alternative ways of specifying a variable (e.g., quarterly or annual change) or various methods of combining variables.

If none of these alternatives improved the statistical significance of the equation or of the variable, that variable was dropped. The process of selecting the "best" specification of a particular equation, or for testing the appropriateness of a variable, involved applying the rather standard statistical criteria of: the correctnessagreement with a priori expectations-of the sign of the coefficients; the goodness of "fit;" the size of the standard error of the estimate; the t-test for the significance of the coefficients; and the DurbinWatson d statistic for the detection of serial correlation among the residuals.

In the discussion of the equations that follows, the equations are listed and the "t-values" of the coefficients-the coefficients divided by their standard error-are immediately below in parentheses.

Below these are shown the three most often used measures of the goodness of fit of the regression: the coefficient of determination $-R^{2}$; the Durbin-Watson d statistic-DW; and the standard error of the regressionSE. The equations shown in the discussion are not necessarily all the best. They are, instead, intended to indicate the direction of the research. Although the differences in the $\mathrm{R}^{2}$ between the best and the worst specifications of a particular equation may not differ by much, the appropriateness of the chosen equation(s) should be judged on the basis of all the regression criteria, not just $R^{2}$. The level of significance of .25 was assumed in determining whether a coefficient is statistically significant or insignificant on the basis of the t-test.

The final selection of the set of equations on the basis of the single-equation parameter estimates is accomplished by a relatively non-standard method. Each of the possible combinations of the fourteen equations could be evaluated on the basis of their convergence characteristics by solving for the characteristic roots (eigenvalues) of the system of equations. The details of this method of selection are explored in depth in a later part of this chapter. Briefly, however, the largest eigenvalue of each of the combinations of 14 equations are compared; that set of equations which had the smallest eigenvalue of those compared was considered "best."

## Monetary Sector

Both sectors of this model parallel (in some cases quite closely) those in the model developed by Teigen (1969). The monetary sector contains seven behavioral equations. Five of these seven are demand equations relating changes in the numerical values of the components of
the money supply and closely-related variables to other variables from both the monetary and the "real" sectors. These five are: (1) the demand for demand deposits; (2) the demand for coin and currency; (3) the demand for time deposits; (4) the demand for free reserves (which may also be considered as a type of "supply function" for the loans and/or investments which can be hypothecated on them) ; and (5) the demand for commercial bank loans. The remaining two equations attempt to make the two most important Federal Reserve policy tools-open market operations and the discount rate-endogenous to the system. The more usual econometric assumption is that the former is exogenous and the latter is usually so.

This highly aggregated sector does not deal with the non-bank financial intermediaries which play an ever increasing role in today's financial markets. Nor does it adequately include the process of the individual, corporate, or bank portfolio adjustment because of the limited number of assets assumed, the assumption of an exogenously-determined interest rate structure, and the restricted size (number of equations) of the model.

The demand for money cannot generally be empirically broken down into the four sources of demand that are hypothesized by the commonlyknown body of Keynesian theory-transactions, precautionary, speculative, and finance motives for holding liquid, or near-liquid assets. Instead, the portfolio theory approach is to recognize basically two sources of demand-that which is interest-elastic and that which is not.

If one assumes that the demand for money is strictly for transactions purposes, Tobin (1956) and Teigen (1964) have initially specified
the demand for money of an individual to be a function of income and the rate of interest:

$$
M_{i}^{d}=\beta_{0}\left(r^{\beta_{1}} Y_{i}^{\beta_{2}}\right)
$$

Aggregating this by summing, Teigen obtained:

$$
M=\gamma_{O} r^{\gamma_{I}} Y^{\gamma} 2
$$

He approximates this by considering the demand for money to be a product of the interest rate and a function of income. By holding income constant and expanding $f(r)$ by a Taylor power series, he obtains a series which he truncates after the first-order term. This truncated series is assumed to be roughly approximated by

$$
f(r) \cong \delta_{1}+\delta_{2} r .
$$

Then holding $r$ constant, he notes that one may expect a relativelyproportional relationship between income and money:

$$
M=\delta_{3} Y
$$

Multiplying the two parts of the money demand function together yields:

$$
\begin{aligned}
M & =\left(\delta_{1}+\delta_{2} r\right)\left(\delta_{3} Y\right) \\
& =M[(r, Y), Y]=M\left[M_{1}(r, Y), M_{2}(Y)\right] . \\
M & =\beta_{1} Y+\beta_{2}(r Y) .
\end{aligned}
$$

Originally the endogenous variables in the financial sectors of econometric models were specified in terms of absolute levels. Subsequent work has recognized that relatively small changes in these levels could hide larger changes or errors in other places. They also could underplay the effects of some small but important dollar volume changes. Therefore, the endogenous variables in the financial sector of this model are expressed in terms of first differences of the dollar volumes. The
real sector variables continue to be expressed in current dollar level terms.

The demand equations for the various components of the money supply ( $\triangle D D, \triangle C C, \triangle T D$ ) are assumed to reflect the public's demand for financial assets. They are all of basically the same form-functions of: interest rates, strictly or in their multiplicative form; other variables, which primarily are income or a wealth proxy of the type considered by Friedman (1956) and others; and a lagged stock and/or lagged change in the endogenous stock variable. The relation of free reservesnet free reserves if the difference is positive, net borrowed reserves if it is negative-to the money supply is obvious.

Meigs (1962) has shown the relationship to the short-term interest rates of both excess reserves and member bank borrowing. As was mentioned earlier, free reserves has been the primary variable by which the Federal Reserve has measured the stabilizing influence of its control over open market operations, the discount rate, and the reserve requirement ratios. Thus, it is fitting that the change in free reserves ( $\triangle F R$ ) is a function of the changes in the major components of the money supply and in bank loans. It is also a function of changes in the levels of the Federal Reserve's policy tools, the interest rate levels, and a lagged stock and lagged change in the stock of free reserves.

Commercial bank loans are the last financial asset included in this sector. Since the ability to increase the level of loans depends on the availability of free reserves, while this is not strictly the case for other earning assets, the change in loans is highly subject to credit rationing. Although a variable defining the level of credit
rationing is not included in the model, the main influence of changes in the level of bank loans is on "real" sector variables, especially on business inventory investment. Thus, this rationing may be reflected by the need for funds as well as by the relative cost to the individual and the firm of obtaining these funds. Therefore, loans are analyzed as a function of income and interest rates, various real sector variables, and the lagged level and lagged change in the previous level of bank loans.

The operation of monetary policy in the United States was, and to a large extent still is, generally oriented toward regulating the volume of member bank reserves which serve as the base for the money supply and bank credit (thus its popular name-monetary base). Open market operations are undertaken to accomplish basically two major purposes: (1) to offset daily or short-run undesirable money market developments (the defensive aspect); and, (2) to provide the Federal Reserve with an efficient tool which can be used to initiate or alter some level or change in the level of a policy objective (the dynamic aspect). In its monetary policy operations the Federal Reserve is generally regarded as being responsive to its policy objectives, such as full employment, price stability, some desired level of income growth, and a "balance" in international payments. It is also responsive to its intermediate policy targets, such as free reserves, the monetary base, interest rates, or movements in the money supply.

Interest in open market operations lies basically with those actions which are taken to effect some dynamic objective. It is for this reason that some measure of net Federal Reserve purchases (and/or sales) of securities is not used as a measure of open market operations
in this model. Net purchases, or sales, would reflect both the defensive and the dynamic operations of the Fed. But research interest relates mainly to the dynamic aspect. To measure the extent of the dynamic action taken, Teigen (1969) and Goldfeld (1966) have proposed, based on the early works of Dewald and Johnson (1963) and Reuber (1964), the use of unborrowed reserves plus the level of coin and currency held outside the banks (UBR + CC). This is a measure of the "adjusted monetary base." It is thought that any overt dynamic action will be reflected in either (or both) the level of unborrowed reserves or the level of coin and currency outstanding. An alternative, just UBR, has been proposed. The former measure is considered to be preferable since the latter does not sufficiently measure the problem of currency drains.

A Federal Reserve open market purchase would have the effect of increasing either the level of deposits or the level of currency outstanding, or both. An open market sale would have the reverse effect. Therefore, Teigen proposed the rate of change in (UBR $+C C$ ) to reflect the movements in open market dynamic actions

$$
\frac{\Delta(\mathrm{UBR}+\mathrm{CC})}{(\mathrm{UBR}+\mathrm{CC})_{-1}}=O \mathrm{MO}
$$

as the dependent variable in the model. For lack of a better proposal and because of the growing acceptance of this measure, it has been adopted here.

Thus, it seems appropriate for OMO to be some function of the levels, or movements in the levels, of the indicators, targets, and policy objectives, the level or changes in the levels of the other policy tools, and the lagged adjustment to OMO in the previous period. OMO is primarily used to supply necessary or absorb excess
liquidity to compensate for the regular fluctuations in member bank reserves. In a period of tight money, when open market policy seeks to provide less than the required amount of reserves, banks are forced to seek additional reserves by discounting. Through changing the level of the discount rate-the cost to the banks of borrowing reserves-the Federal Reserve can influence not only the existing level of member bank reserves, but also the desire of banks to seek additional reserves. By restricting this flow, the Banks are slowing down the growth rate of money and bank credit, and eventually the growth rate of income and, hopefully, prices. It is also obvious that the discount rate level follows changes in the levels of other major interest rates, although often with a perceptable time lag. It should be expected, then, that the discount rate would be a function of some measure of income-and possibly prices-free reserves, bank loans and/or money supply, interest rates, and the lagged value of the rate. The lagged rate is extremely important because of the relative infrequency with which the rate is changed. On several occasions in the model, the short- and long-term interest rates are assumed to act as proxies for the effects of other important variables. Typically, either these variables cannot be measured accurately enough or they are not subject to any specific type of measure. Generally, the proxy role portrayed by the short-term interest rate is one of cost. It may be the cost of holding liquid assets, of maintaining a certain level of inventory, or of obtaining additional capital or financing. It may also be used as a measure of the general level of prices although its capacity in this role is questionable. This rate may also be a measure of investment return, especially from short-term investments.

The long-term interest rate, on the other hand, is often used as a proxy for the expected rate of investment return. The return to expect from an investment in monetary assets, in plant and equipment, or in other assets. This rate may, however, also represent a cost-the cost of obtaining long-term investment funds.

The demand for demand deposits ( $\triangle \mathrm{DD}$ ). Professor Friedman originally proposed that the demand for money was primarily a function of permanent income and the interest rate (1956). However, he was not able to find a satisfactory statistical relationship which included the interest rate (1959). Therefore, he specified the money supply to be a function of permanent income. But he did not seem to rule out a functional relationship with the interest rate. Iaidler (1966) was able to statistically support the functional dependence on both permanent income and the interest rate. Although he could not conclusively determine which interest rate was more appropriate, he eventually specified the short-term rate.

The initial attempt to derive a regression equation for the demand for demand deposits involved these two plus variables representing the current level of income ( $Y$ ), the annual rate of change in prices (CHP), the level of commercial bank loans (I), and the lagged stock and change in the stock endogenous variable. Permanent income, the level of loans, and the rate of price change are all lagged: permanent income, to reflect the "normal" income level from the past; the level of loans, because when the loan is granted, it is most often reflected as an increase in demand deposits; and the annual rate of change in prices, to indicate the last rate of change experienced, and used to represent expectations for the present period:
(1) $\triangle D D=-3.892+.008223(Y)+.0223\left(Y_{p}\right)_{-1}+.0934(\mathrm{CHP})_{-1}$

$$
\begin{gathered}
(-.672)(.7795) \quad(1.197) \\
-.5985\left(r_{b}\right)-.0319(\mathrm{~L})-1-.0428(\mathrm{DD})-1+.5454(\Delta \mathrm{DD})-1 \\
(-3.690) \quad(-1.266) \quad(-.899) \\
R^{2}=.6686 \quad \mathrm{DW}-1.949 \\
(5.285) \\
\mathrm{R}=.5853
\end{gathered}
$$

This reveals that $\triangle D D$ is responsive to interest rate movements. This does not indicate, however, whether it is interest-elastic or interest-inelastic. Later evidence in this thesis suggests that it is interest-inelastic. The sign of (L) $L_{-1}$ was not as expected, and the coefficients of current income and (DD) ${ }_{-1}$ were insignificant on the basis of the t-test at a significance level of 0.25 . Thus, income was dropped and the current change in loans was substituted for (I) ${ }_{-1}$. This new equation, and a similar one which contained the current rate of change in prices, were tested. Since there was a negligible difference between them, the one containing the current rate of change was chosen:

Lagging the price change one quarter and dropping the constant further improved the results:
(3) $\Delta D D=\underset{(4.586)}{.01606}\left(Y_{p}\right)-1+.1534(\mathrm{CHP})-.6817\left(r_{\mathrm{b}}\right)+. .1295(\Delta \mathrm{~L})$

$$
(4.586)^{\mathrm{p}-1}(2.013) \quad(-5.833) \quad(2.086)
$$

$$
-.0486(\mathrm{DD})_{-1}+.4912(\Delta \mathrm{DD})_{-I}
$$

$$
(-3.888) \quad(5.200)
$$

$$
\mathrm{R}^{2}=.6807 \quad \mathrm{DW}=1.959 \quad \mathrm{SE}=.5652
$$

This equation, to explain the movements of the largest component of the "narrow" definition of the money supply, seems to support a generalized

$$
\begin{aligned}
& \text { (2) } \Delta \mathrm{DD}=.6073+.01793\left(\mathrm{Y}_{\mathrm{p}}\right)_{-1}+.1392(\mathrm{CHP})-.6636\left(r_{\mathrm{b}}\right)+.1184(\Delta \mathrm{~L}) \\
& \text { (.236) (3.119) (1.558) (-4.289) (1.791) } \\
& \text {-.0614(DD })_{-1}+.5146(\Delta D D)_{-1} \\
& (-1.340) \quad(4.912) \\
& R^{2}=.6744 \quad D W=1.936 \quad S E-.5754
\end{aligned}
$$

"Friedmonian" hypothesis. If $Y_{p}$ had been calculated with constant rather than current-dollar income, the price equation would not have been necessary. The addition of the change in loans and the use of a Koycktype lag structure represent the only modifications of the "amendedFriedmonian" hypothesis.

The demand for coin and currency ( $\triangle C C$ ). Essentially the same initial regression equation as that assumed for demand deposits (with the exception of (I) _1 ) was used to explain the demand for coin and currency, the other component of the "narrow" definition of the money supply. The rate of price change, however, was insignificant and was therefore dropped:

$$
\begin{aligned}
& \text { (4) } \Delta C C=1.296+.00510(Y)-.00744\left(Y_{p}\right)_{-1}-.0519\left(r_{b}\right)-.0112(C C)_{-1} \\
& \begin{aligned}
(3.97)(4.980)(-4.400) & (-1.067) \\
+ & .5445(\Delta \mathrm{CC})_{-1} \\
& (5.989)
\end{aligned} \\
& R^{2}=.8709 \quad D W=2.059 \quad S E=.0984
\end{aligned}
$$

The sign of $\left(Y_{p}\right)_{-1}$ was unexpectedly negative. As another measure of income anticipations, Teigen introduced a ratio which closely resembles an annual rate of change variable-the annual change of income for the current period divided by a "one-year moving total of income:"

$$
\frac{\left(Y-Y_{-4}\right)}{\sum_{i=0}^{3} Y_{-i}}
$$

He found, however, that "the best results were obtained when the variable was 'led' one quarter," thus becoming a proxy-like measure of an expected annual rate of change in income in the forthcoming period:

$$
\text { WDY }=\frac{\left(Y_{+1}-Y_{-3}\right)}{\sum_{i=0}^{3} Y_{-i}}
$$

The lagged level of permanent income was replaced first by the proxy for the expected income change (WDY) and the long-term interest rate in its role as a proxy for investment income return. Then, because one could question the strength of the impact that a change of investment yield or opportunity would have on the demand for coin and currency, it was eliminated and (WDY) was replaced with the quarterly rate of income change (CHY). Although improving the results, both regressions contained statistically insignificant variables:
(5) $\Delta C C=.001352(Y)+.0674(W D Y)-.01955\left(r_{b}\right)-.0597\left(r_{1}\right)$
(4.952) (3.393) (-.8695) (-1.405)

$$
-\underset{(-3.408)}{-.0143(\mathrm{CC})}-1+.5084(\Delta \mathrm{CC})-1
$$

$$
R^{2}=.8988 \quad D W=2.403 \quad S E=.8814
$$

(6) $\Delta C C=.00091(Y)+.0450(\mathrm{CHY})-.0284\left(r_{b}\right)-.00797(\mathrm{CC})-1$
 $+.6142(\Delta C C)_{-1}$ (7.382)

$$
R^{2}=.9015 \quad D W=2.517 \quad S E=.08693
$$

The final substitution was to replace the other income change variables by the current-quarter change in income ( $\Delta \mathrm{Y}$ ). It is interesting to note that the final equation coefficients and results are only slightly affected whether one uses current or lagged income:

$$
\begin{aligned}
& +{ }_{(7.993)}{ }^{.6022(\triangle C C)}-1 \\
& R^{2}=.9048 \quad D W=2.567 \quad S E=.08411
\end{aligned}
$$

As expected, the other money supply component also appears to be interest-responsive, And, as anticipated, the current level of income is important, both as an absolute level and as a quarterly change. The Koyck lag structure was again chosen.

The demand for time deposits ( $\triangle T D$ ). The general movement in monetary theory and policy seems increasingly to be to include time deposits as another component of the money supply. The April 22, 1971, Federal Reserve Statistical Release, Number H. 6 includes three money stock measures:
(a) $M_{1}$-"narrowly defined" $=D D+C C$; (b) $M_{2}=M_{1}+$ bank savings and time deposits and smaller denomination $C D ' s$; and (c) $M_{3}=M_{2}+$ deposits at mutual savings banks and savings and loan associations. The initial equation to specify the demand for time deposits was of the same type as that assumed for the other money supply factors. It involved income, the multiplicative form of the interest rates (to indicate asset substitutability), and the lagged stock variable following Teigen's specification. Because saving is generally thought to result out of previous period incomes, the income variable was lagged one period. Teigen used the lagged stock variable to represent the distributed lag of past effects. But this variable was found to have a higher degree of serial correlation with the residuals-a smaller Durbin-Watson d-than the lagged change in time deposits. Therefore, the latter measure was used:
(8) $\Delta T D=-10.2504+.04065(Y)_{-1}-.2387\left(r_{b} \cdot Y\right)+.06664\left(r_{t d} \cdot Y\right)$ $(-4.949)(5.649) \quad(-3.636) \quad$ (1.072)

$$
-\underset{(-3.009)}{.2965\left(\mathrm{r}_{1} \cdot \mathrm{Y}\right)}+\underset{(1.729)}{.1663(\Delta \mathrm{TD})}-1
$$

$$
R^{2}=.77398 \quad D W=1.8212 \quad S E=1.1261
$$

The inclusion of the stock variable and the quarterly change in
this variable, both lagged one period, made the time deposit yield statistically insignificant. The addition of various price change variables had little effect. And the eventual re-exclusion of (TD) -1 resulted in only a slight improvement:

$$
\begin{aligned}
& \text { (9) } \Delta T D=-10.935+.04288(\mathrm{Y})_{-1}+.1962(\mathrm{CHP})_{-1}-.2408\left(r_{\mathrm{b}} \cdot \mathrm{Y}\right) \\
& \text { (-5.152) (5.836) (1.327) (-3.689) } \\
& +.0538\left(r_{\mathrm{td}} \cdot \mathrm{Y}\right)-.3237\left(\mathrm{r}_{1} \cdot \mathrm{Y}\right)+.1733(\Delta T D)_{-1} \\
& \text { (.8593) (-3.235) (1.809) } \\
& R^{2}=.7803 \quad D W=1.8802 \quad S E=1.1192
\end{aligned}
$$

The addition, individually, of changes in the (other) components of the money supply and of changes in the level of loans also improved the results slightly. The change in coin and currency was not significant and, therefore, was dropped. The best of the tested equations in terms of the statistical tests applied to these individual equations, was:

$$
\text { (10) } \begin{aligned}
\Delta T D= & -10.0045+.0394(Y)-I-.2361\left(r_{\mathrm{b}} \cdot \mathrm{Y}\right)+.0559\left(\mathrm{r}_{\mathrm{td}} \cdot \mathrm{Y}\right) \\
& (-4.483)(4.975)(-2.933)(0.7717) \\
& -.2888\left(\mathrm{r}_{1} \cdot \mathrm{Y}\right)+.1176(\Delta \mathrm{DD})+.1281(\Delta \mathrm{~L})+.1393(\Delta \mathrm{TD})-1 \\
& (-2.6461) \quad(0.5181) \quad(1.1380)(1.4215) \\
R^{2}= & .7825 \quad \mathrm{DW}=1.7515 \quad \mathrm{SE}=1.1228
\end{aligned}
$$

The statistical insignificance of the time deposit rate and of demand deposits are surprising; both should be expected to be quite highly related to this demand. The inclusion, once more, of (TD) -1 corrected this and improved the equation:
(11) $\Delta T D=-12.5629+.05427(Y)_{-1}+.2756(\Delta D D)+.1574(\Delta \mathrm{~L})-.2419\left(r_{\mathrm{b}} \cdot \mathrm{Y}\right)$ (-4.917) (4.964) (1.164) (-3.071) $+.1692\left(r_{t d} \cdot Y\right)-.2976\left(r_{1} \cdot Y\right)-.0848(T D)_{-1}+.226(\Delta T D)_{-1}$ (1.838) (-2.785) (-1.926) (2.134) $R^{2}=.7954 \quad D W=1.8186 \quad S E=1.0983$

The results of the regression estimates of the demand for time deposits are interesting. Eliminating for the moment the $\Delta \mathrm{DD}$ and $\Delta \mathrm{L}$, the theory in this equation is quite similar to that for the (other) components of the money supply-function of income, interest rates, and the lagged endogenous variable. The addition of changes in demand deposits reflects a rather obvious a priori interrelationship between the movements of the two variables. Income and economic growth lead to growth in both of these, although not necessarily at the same rate. In addition, there occasionally has been "cyclic-like" substituting between demand and time deposits. Growth in loans is a virtual concomitant of income and economic growth; but its relation to the growth of time deposits is much less certain. Again, the interest-responsiveness is evident though not necessarily indicative of either interest-elasticity or inelasticity. The positive relationship with the yield on time deposits is generally expected.

The demand for free reserves ( $\triangle \mathrm{FR}$ ). N at free reserves (or net borrowed reserves) is the arithmetic difference between the levels of excess reserves (ER) and borrowings of member banks from the Federal Reserve (MBB). Total reserves (TR) is made up of unborrowed (UBR) plus borrowed (MBB) reserves. This is equivalent to excess reserves plus the level of required reserves ( $R R$ ) of member banks:

$$
T R=U B R+M B B=E R+R R
$$

And net free (borrowed) reserves-hereafter referred to as free reserves (FR)-is:
$F R=E R-M B B$.
Because all member banks are subject to required reserve ratios (RRR) against their deposits, it might at first be natural to expect a
negative relationship between demand or time deposits and free reserves. A change in these required reserve ratios ( $\triangle R D$ and $\triangle R T$ ) is definitely expected to be negatively correlated with free reserves because an increase in this rate would increase RR. This would, therefore, lower ER. But since 1960, vault cash has been counted as a source of reserves. This has meant that an addition to vault cash from a deposit of coin and currency will increase either, or both, demand or time deposits as well as FR. This would indicate a positive relation between these deposits and $F R$ as long as the $R R R$ remains fractional ( $0<R R R<1$ ). However, as a result of our increasing "checkless" society, the shift of demand deposits, and time deposits to some extent, has made it impossible to know a priori what type of relationship (direct or inverse) to expect between these deposits and free reserves. Whether there would be a net increase or decrease in free reserves as a result of a shift in deposits of the same kind between two banks depends on the current "free" reserve position of the two banks involved. Disintermediation, of course, would free some reserves which were previously subject to the higher RRR on demand deposits $\left(R R R_{D D}>R R R_{T D}\right)$.

The free reserve situation with respect to interest rates is much more certain. Meigs (1962) and others have amply demonstrated a meaningful relation between them. Since excess reserves are non-interest bearing, an increase in the yield on Treasury bills should cause a reduction in ER's through investment. On the other hand, there is a general reluctance to sell these highly-liquid interest-bearing substitutes for reserves in the bank's portfolio when the rates are high. Therefore, banks often tend to borrow from the Fed rather than sell these bills to
meet short-term reserve requirements. Because the discount rate is the cost of borrowing reserves from the "Fed," one would expect borrowing to be negatively related with this rate. Thus, we might expect a priori, that free reserves would be positively correlated with the discount rate and negatively so with the bill rate. Loans are also related to these rates. As the discount rate increases, the willingness of banks to commit some excess reserves as loans decreases. However, as the interest rate structure increases, it becomes more monetarily profitable for banks to hold loans. Thus, it is apparent that a change in loans should be negatively related to changes in free reserves.

The other major factor which one would expect to influence the level of FR's is the level of open market operations of the Federal , Reserve. As has been mentioned, free reserves have served as one of the primary Federal Reserve measures of the stabilizing effects of its open market operations (OMO). Since the process of OMO provides reserves to member banks, it has a direct effect on the level and on changes in FR's. But the direction of causation of a change between the two is difficult to determine. So, also, is the appropriate sign of the regression coefficient to expect in regressing free reserves on OMO. The determining factor appears to be what type of reserve policy the Federal Reserve is attempting to implement. If they are trying to achieve a "tighter monetary position," they will effect a net contraction of reserves whether there exists a net free or a net borrowed reserve position. And vice versa for an "easy money position."

In the regression, the change in the required reserve ratio on demand deposits ( $\triangle R D$ ) was continually statistically insignificant. The decision to keep or exclude the variable $\Delta C C$ appeared fairly trivial.

Both were dropped. With the exception of these two, however, free reserves was established as a function of:
$\begin{aligned} \text { (12) } \Delta \mathrm{FR}= & .1183-.04305(\Delta \mathrm{DD})+.01638(\Delta \mathrm{TF})-.03641(\Delta \mathrm{~L})+\underset{(2.1459(0 \mathrm{MO})}{(2.069)(-2.363)}\end{aligned}$


$$
R^{2}=.7763 \quad D W=2.0902 \quad S E=.0974
$$

The demand for commercial bank loans ( $\Delta \mathrm{I}$ ). The change in the demand for bank loans and the levels of the various interest rates (short- and longterm and the discount rate) provide the primary linkages between the real and the monetary sectors of this model. As such, therefore, it is not too surprising that changes in the level of the demand for loans are, at least partially, a function of the levels or changes in the levels of several of the real sector variables. It is well-established that the magnitude of the supply of loans serves to determine a large part of the demand for durable goods. Without such financing, many individuals and firms would not be able to make such sizable purchases. Thus, one should expect the level of durable goods consumption to be a factor in determining the amount of loan demand for a particular period. So should changes in inventory levels since many firms require sizable amounts of money to finance their purchases and holdings of inventory goods, finished or not, until they can be processed and/or sold. But the direction of the relation between business inventory changes and changes in loans is slightly uncertain. It depends to some extent on whether inventory purchases and accumulations are paid for out of business funds, loans from banks, or
other types of loans-including sales of securities or credit extensions.
The positive relation of changes in loans to increases in income is well established. And with changes in income go changes in demand deposits. Why changes in demand deposits should affect changes in the demand for loans, however, is less obvious; one would expect the line of causation to flow the other way. Perhaps it does and this is covered-up by the aggregation of terms at quarterly intervals rather than monthly or weekly (or less).

As discussed in connection with the free reserves equation, the supply of loans is inversely related to the discount rate. But it is known that, for at least some range, an increase in interest rates generally results in an increased demand for loans. Whether this is due to an expectation of still higher rates or one or a combination of other factors, it still holds fairly applicable. Unfortunately, the Treasury bill rate (used as a proxy for credit conditions-rationing) was not statistically significant. It is doubtful that the discount rate could fulfill this role. Therefore, one must explain the relationship of the discount rate to the demand for loans along the expectations line:

$$
\begin{align*}
& \Delta \mathrm{L}=-9.388+.0317(\mathrm{Y})_{-1}+.2151\left(\mathrm{C}^{\mathrm{d}}\right)+.4759(\Delta \mathrm{DD})+.1153\left(r_{\mathrm{d}}\right)  \tag{13}\\
& \text { (-3.874) (2.346) (3.319) (0.3485) } \\
& +.02889\left(\Delta I^{i}\right)-.1408(L)_{-1}+.3993(\Delta L)_{-1} \\
& \text { (0.923) (-3.848) (3.829) } \\
& R^{2}=.8511 \quad D W=2.326 \quad S E=.9003
\end{align*}
$$

The statistical insignificance of the discount rate term was surprising; it was retained, however, and later proved to be the only significant interest rate. The positive relation with $\Delta I^{i}$ was also unexpected. The previous level of inventory investment was substituted for
$\Delta I^{i}$ with favorable results:
(14) $\begin{aligned} \Delta I= & -6.269+.03868(Y)-I+.2413\left(C^{\alpha}\right)-.1967\left(I^{i}\right) \\ & (-2.673)(3.130)+\underset{(1.225)}{(-3.798)}+\underset{(1.389)}{ })\end{aligned}$

$$
\begin{aligned}
&+ .4954(\Delta \mathrm{DD})- \\
&(3.322) \quad(-3.595)-1205(\mathrm{~L})-\mathrm{I}+.2231(\Delta \mathrm{~L}) \\
&(2.114)
\end{aligned}
$$

The attempt to add a price change variable improved the regression results but the coefficient continually proved statistically insignificant. When both the $\Delta I^{i}$ and $I^{i}{ }_{-1}$ variables were used, the results were, again, improved:

$$
\begin{aligned}
& \text { (15) } \Delta L=-5.313+.03931(Y)_{-I}+.2743\left(\mathrm{C}^{\mathrm{d}}\right)-.06002\left(\Delta \mathrm{I}^{\mathrm{i}}\right) \\
& \text { (-2.235) (3.229) (4.610) (-1.697) } \\
& -.2643\left(I^{i}\right)_{-1}+.5764\left(r_{d}\right)+.4771(\Delta \mathrm{DD}) \\
& \text { (-4.084) (1.828) (3.240) } \\
& \text {-. } 1147(\mathrm{~L})_{-1}+.2020(\Delta \mathrm{~L})_{-1} \\
& \text { (-3.458) (1.930) }
\end{aligned}
$$

$$
R^{2}=.8839 \quad D W=2.2554 \quad S E=.80163
$$

The use of current income yielded poorer results. This led to the conclusion that the demand for loans is more closely related to a movement in income from the past than with the present income level.

Open market operations (OMO). In an attempt to explain the movements of the Federal Reserve's "dynamic" policy activities, it is appropriate to relate these to movements in the policy targets and ultimate objectives as well as to changes in the indicators. The primary policy objectives are full employment, price stability, a balance of international payments, and an adequate and sustainable rate of economic growth-though not necessarily in that order. The targets adopted by the Federal

Reserve to represent these ideal levels are traditionally thought to include the rate of unemployment, the rate of change in income and prices, and the magnitude of the change in international liquidity-as measured by the difference between net exports and imports. The primary indicators adopted by the Federal Reserve throughout this period have been free reserves and the level of certain interest rates.

Teigen defined two additional variables for price changes and one for changes in income. The rate of change in income and the ratio of a quarterly price change to a normal ("permanent") price level were used to recognize the effects of short-run changes in these two variables:

$$
\mathrm{CHY}=\left(\frac{\Delta \mathrm{Y}}{\mathrm{Y}_{-1}}\right) \quad \text { and } \mathrm{PCH}=\left(\frac{\Delta \mathrm{P}}{\overline{\mathrm{P}}}\right)
$$

For longer-term changes in income he used the proxy for the expected annual rate of change in income (WDY). For prices, he adopted a ratio variable using, instead of a quarterly change in prices, the annual change in prices:


He used the rate of unemployment ( $U$ ) and its reciprocal ( $\frac{l}{U}$ ) as measures of the level of employment. As a proxy for the balance of payments problem (B-P), he used the Treasury bill rate as an indicator of the cost of international liquidity. This was multiplied by a dummy variable which assumed the value of zero (0) from 1953 through 1960, and unity (1) for the years 1961-1964 when the U.S. experienced large balance of payments problems. Thus, a fall in this short-term rate would result in a tightening of monetary policy (ceteris paribus).

The long-term interest rate ( $r_{1}$ ) was used to represent the growth target. Since the Federal Reserve often used OMO to "cushion" the impact
of changes in the RRR's, he also included the change in the RRR against time deposits. The demand deposit multiplier was used to recognize the changes in open market operations which are taken to offset a change in the velocity of money ( $\Delta \mathrm{k}$ ).

As an initial attempt to derive a meaningful relation to explain the movements in OMO , the current level and rate of change in income, the short-term rate of change in prices, the long-term growth rate, the balance of payments proxy and the two variables representing the Federal Reserve's "cushioning" activities were employed:

$$
\begin{align*}
& \text { (16) } \mathrm{OMO}=.004895+.00001289(\mathrm{Y})-.02227(\mathrm{CHY})+.1784(\mathrm{PCH}) \\
& \text { (1.091) (0.6941) (-0.4033) (1.538) } \\
& -.002477\left(r_{1}\right)+.09047(B-P)+.003939(\Delta R T) \\
& \text { (-1.121) }  \tag{1.115}\\
& \text { (0.965) } \\
& \text {-.02175( } \mathrm{Ak})^{(.3209(0 M O)}-1 \\
& \text { (-4.533) (3.967) }
\end{align*}
$$

$$
R^{2}=.7273 \quad D W=2.1796 \quad \mathrm{SE}=.004699
$$

Surprisingly, both income variables are statistically insignificant; the rate of income change even has as incorrect sign. Some question may be raised concerning Teigen's assumption that the Federal Reserve closely follows the money multiplier, except to the extent that it is significant in affecting the level or rate of change in the money supply. If we choose to eliminate this variable, substitute WDY for $Y$, and replace the balance of payments proxy with a full complement of interest rate terms, the regression yields:

$$
\begin{align*}
& \text { (17) } \mathrm{OMO}=-.003716-.1260(\mathrm{CHY})+.3578(\text { WDY })+.4159(\mathrm{PCH}) \\
& \text { (-1.499) (-1.418) (3.727) (3.689) } \\
& -.0007105\left(r_{b} \cdot Y\right)+.0004355\left(r_{t d} \cdot Y\right)+.000398\left(r_{1} \cdot Y\right) \\
& \text { (-3.309) (2.309) } \tag{1.356}
\end{align*}
$$

$$
\begin{aligned}
& +.01089(\Delta R T)+.2248(0 M O)-1 \\
& (3.476) \quad(2.646)
\end{aligned}
$$

$$
R^{2}=.7032 \quad D W=2.113 \quad S E=.004782
$$

The results were not as good as before and, again, the rate of change in income-and also the $\Delta Y$ if it was substituted for CHY-is negative, contrary to expectations. It continually had this sign.

For this reason, this income change variable was eliminated in favor of keeping only the expectations variable. Adding the indicator ( $\triangle \mathrm{FR}$ ), a term to relate the long- and short-term interest rates-the term structure, TRM—and the level of member bank borrowings, we significantly improved the results, but at the expense of the price change variable:

The relationship between the change in free reserves and the operations in the open market are not completely determinant. As was discussed earlier, it would depend on the type of monetary policy being effected. The insignificance of the price variable coefficient was not expected; the annual price change variables (CHP) and (CHP) ${ }_{-1}$ were both tried but with similar results. This led to the eventual elimination of the price change variable.

The negative coefficient for member bank borrowings can be explained fairly easily. In terms of total reserves as discussed in the

$$
\begin{aligned}
& \text { (18) } \mathrm{OMO}=.1963(\mathrm{WDY})+.03888(\mathrm{PCH})-.001996\left(\mathrm{r}_{\mathrm{b}} \cdot \mathrm{Y}\right)+.0004102\left(\mathrm{r}_{\mathrm{td}} \cdot \mathrm{Y}\right) \\
& \text { (2.192) (0.2820) (-3.891) (2.447) } \\
& +.001905\left(r_{1} \cdot Y\right)-.00992(T R M)+.01218(\Delta F R) \\
& \text { (3.892) (-4.219) (4.425) } \\
& \text {-. .003128(MBB) +.01018( } \Delta \mathrm{RT} \text { ) -. .1129(OMO) }-1 \\
& \text { (-1.443) (1.218) (-1.084) } \\
& R^{2}=.7975 \quad D W=1.873 \quad S E=.003516
\end{aligned}
$$

FR equation:

$$
\begin{aligned}
& T R=U B R+M B B=R R+E R \\
& U B R=R R+E R-M B B .
\end{aligned}
$$

But, since MBB is one of the determinants of free reserves, it was dropped to avoid possible double counting. The other interesting result to appear out of this regression was the relation of the signs of the interest rates and the term structure variable.

Given the existence of increasing interest rates:
as $\operatorname{TRM} \uparrow\left(\Delta r_{1}>\Delta r_{b}\right)$, OMO $\downarrow$
as $\operatorname{TRM} \downarrow\left(\Delta r_{1}<\Delta r_{b}\right)$, омо $\uparrow$
Given the existence of declining interest rates:
as $\operatorname{TRM} \uparrow\left(\Delta r_{1}<\Delta r_{b}\right)$, OMO $\downarrow$
as $\operatorname{TRM} \boldsymbol{\psi}\left(\Delta r_{1}>\Delta r_{b}\right)$, OMO $\uparrow$
The conclusion from this is that the Federal Reserve has often practiced a reverse form of "operation twist"-acted to maintain the long-term rate at some (usually indeterminant) level above the short-term rate. An obvious exception was the early 1960's when "operation twist" was the avowed policy position.

The inclusion of the employment proxy (U) or its reciprocal proved relatively unsuccessful. It was continually either statistically insignificant or had an unexpected (negative) sign. Therefore, the final equation for OMO was:
(19)

$$
\begin{aligned}
& \text { OMO }=.1436(\mathrm{WDY})+.01279(\Delta \mathrm{FR})-.01024(\mathrm{TRM})-.002262\left(r_{\mathrm{b}} \cdot \mathrm{Y}\right) \\
& \text { (2.144) (4.987) (-4.907) (-5.607) } \\
& +.0003786\left(r_{t d} \cdot Y\right)+.002022\left(r_{1} \cdot Y\right)+.1616(B-P) \\
& \text { (2.719) } \\
& \begin{array}{cc} 
& (4.707) \\
+ & (3.0005) \\
(4.248)(\Delta \mathrm{RT}) & -.1831(0 \mathrm{MO}) \\
(-1.819)
\end{array}
\end{aligned}
$$

$$
R^{2}=.8191 \quad D W=1.945 \quad S E=.003314
$$

The conclusion from this equation is that the Federal Reserve reacts primarily to movements in the income change and balance of payments targets, and gives less weight to price changes and unemployment. The emphasis given to Teigen's assumed growth target is a moot point because its proxy was subsumed by ( $r_{1} \cdot Y$ ).

The discount rate $\left(r_{d}\right)$. This rate represents the cost to a bank of obtaining necessary reserves by borrowing (discounting) from the Federal Reserve. As may be expected, it is quite closely related to the level of market interest rates although it often moves with a perceptible lag behind these interest rate movements. There are basically three important justifications for the (infrequent) changes in this rate: (1) as an effort to control the amount of MBB; (2) to reflect a changing policy position or to give the psychological appearance of this change; and (3) to bring this rate more in line with other important interest rates, especially the Treasury bill rate.

One should also expect the discount rate to be positively related to changes in the level of income and loans. In both cases, these can put additional pressure on banks which are already in need of more reserves-currently in a net borrowed position. Therefore, it would be negatively related to changes in free reserves. An increase in member bank borrowings, which might bring on a rate increase, is also reducing the level of free reserves. If the level, as well as change in the level, of income are both important:

$$
\begin{aligned}
& \text { (20) } \quad r_{d}=-.4420+.003774(Y)_{-1}+.007857(\Delta Y)+.3041\left(r_{b}\right)+.01143(\mathrm{~L})_{-1} \\
& \text { (-1.146) (1.829) (1.905) (1.246) (1.953) }
\end{aligned}
$$

$$
-\underset{(-2.144)}{-2612(\Delta F R)}-1+\underset{(11.441)}{.6472\left(r_{\mathrm{d}}\right)}-1
$$

$$
R^{2}=.98675 \quad D W-1.4326 \quad S E=.13927
$$

One might also include the annual rate of price change (in this case lagged one period):

$$
\begin{aligned}
& \text { (21) } \quad r_{d}=-.3747+.003143(Y)_{-1}+.006134(\Delta Y)-.04978(\mathrm{CHP})_{-1} \\
& \text { (-1.026) (1.602) (1.556) (-2.882) } \\
& +.3287\left(r_{b}\right)+.00948(\mathrm{~L})_{-1}-.2149(\Delta \mathrm{FR})_{-1} \\
& \text { (8.103) (1.701) (-1.850) } \\
& +.6646\left(r_{d}\right)-1 \\
& \text { (12.35) } \\
& \mathrm{R}^{2}=.98836 \quad \mathrm{DW}=1.5779 \quad \mathrm{SE}=.13161
\end{aligned}
$$

Interestingly, the sign of the price change coefficient, whether one uses an annual or a quarterly rate, indicates an inverse relationship between these changes and discount rate movements. Although this seems initially to be incorrect, it might be plausible to the extent that discount rate increases will limit the increases in loans which would serve to create additional demand pressures on a limited supply of goods. Since the amount of available goods is relatively fixed over the short-run, an increase in demand through increases in loans or whatever can only be reflected immediately by increases in prices. The level of goods and services produced generally cannot increase substantially until some later period. To the extent that an increase in the discount rate can limit the granting of loans, it might serve to hold down price changes. It is more likely, however, that these should move in approximately the same direction. Increasing prices justify a rising interest rate level.

With the exception of this, however, the other regression results
are generally expected. One could drop the lagged income level. This would make quarterly changes the sole income variable. If one also substituted a lagged change in loans for the lagged absolute level of L :

$$
\begin{aligned}
& \text { (22) } \quad r_{d}=.01633+.005314(\Delta Y)-.07007(\mathrm{CHP})_{-1}+.3423\left(r_{b}\right) \\
& \text { (2.656) (1.636) ( }-3.747 \text { ) (8.425) } \\
& +.02915(\Delta \mathrm{~L})_{-1}-.3113(\Delta \mathrm{FR})_{-1}+.6806\left(r_{\mathrm{d}}\right)_{-1} \\
& \text { (2.019) (-2.838) (14.68) }
\end{aligned}
$$

$$
R^{2}=.9885 \quad D W=1.4452 \quad S E=.1296
$$

Eliminating the income variable and adding, instead, the other major interest rate variable, results in:
(23) $\quad r_{d}=-.0749(\mathrm{CHP})_{-1}+.3242\left(r_{b}\right)+.09095\left(r_{1}\right)+.02554(\Delta L)_{-1}$ (-4.178) (8.023) (3.147) (1.872) $-.3320(\Delta \mathrm{FR})_{-1}+.6517\left(\mathrm{r}_{\mathrm{d}}\right)_{-1}$ (-3.032) (13.43)

$$
R^{2}=.9882 \quad D W=1.4016 \quad S E=.13012
$$

"Real" Sector
The real sector of this model contains five behavioral equations and an identity. It also includes a quite crude attempt to explain changes in price level along the lines of that done by Teigen with his simplified version of the "Phillips curve." The equations in this sector represent the major classifications of consumption and investment: (1) consumption of nondurable goods and services- $C^{\text {nd }}$; (2) consumption of durable goods $C^{d}$; (3) fixed investment in residential structures- $I^{r}$; (4) fixed investment in nonresidential structures- $\mathrm{I}^{\mathrm{nr}}$; and (5) quarterly change in nonfarm business inventories $-\Delta I^{i}$. The income identity is the sum of these five endogenous variables plus another variable, exogenous expenditures$E^{e}$. The latter variable includes "all other" factors. Income, then, is:
(24) $Y=C^{n d}+C^{d}+I^{r}+I^{n r}+\Delta I^{i}+E^{e}$.

A more complete elaboration of this sector would require further breaking down these highly aggregated components into more realistic levels (e.g., consumption of automobiles, food, housing, furnishings, clothing, services, transportation, etc.). The first step would obviously be to establish the consumption of services as a separate area. And one should remove the governmental sector from the exogenous expenditures classification. Its vast development over this period of years should be accounted for separately. The removal of the net foreign exportimport position from the exogenous category would also be justified. Consumption of nondurable goods and services ( $C^{\text {nd }}$ ). Teigen suggested that "consumption [of both types] is usually related to disposable income, among other variables." Because it was not available in a seasonallyunadjusted form, however, he did not use it. Instead, he made both types of consumption a function of current income, the current-quarter change in income, and the current-quarter rate of change in prices. Also included were a one period lag of the endogenous variable and seasonaladjustment dummys. Since the present model deals with seasonallyadjusted data, disposable income was substituted for either (and both) of the income variables. The results suggested that the current level and change in the level of income yield much better results.

Loans play a large part in determining the levels of both types of consumption, especially consumption of durable goods. Because consumption of non-durables and services are thought to be mainly out of current income, both the current level and current change in loans were tried-the former yielding generally better results. The change in the
rate of worker productivity was also included in the initial regression attempts. If improved productivity increased the available supply of consumption goods and was reflected in the worker's wages and salaries, it would have a beneficial effect on the distribution of income. It would also increase the purchases of necessities, a major component of total nondurable consumption expenditures:

$$
\begin{aligned}
& \text { (25) } C^{\text {nd }}=-22.917+.07615(Y)+38.027(\Delta \operatorname{Prod})+.08079(L)+.7734\left(C^{\text {nd }}\right)-1 \\
& \text { (-2.246) (2.430) (2.592) (1.255) (12.954) } \\
& R^{2}=.9997 \quad D W=2.2226 \quad \mathrm{SE}=1.5458
\end{aligned}
$$

With the addition of the quarterly change in income for the current period, this function becomes:
(26) $\mathrm{C}^{\text {nd }}=-20.843+.0676(\mathrm{Y})+.0183(\Delta \mathrm{Y})+35.76(\Delta \operatorname{Prod})+.0878(\mathrm{~L})$ (-1.787) (1.738) (0.3757) (1.342) $+.7871\left(\mathrm{C}^{\mathrm{nd}}\right)_{-1}$ (11.188)

$$
R^{2}=.9997 \quad D W=2.2728 \quad S E=1.5565
$$

The income change coefficient was unexpectedly insignificant. It was retained, however, in hopes of correcting this. To this equation was added a price change variable; this was to reflect the effect that expectations of future price increases have on consumption in the current period. Both current and lagged (one period) price changes were triedthe latter provided better results although it was statistically insignificant:

$$
\begin{aligned}
& \text { (27) } C^{\text {nd }}=-25.669+.07243(Y)+.02120(\triangle Y)+.1657(\mathrm{CHP})_{-1} \\
& \text { (-1.913) (1.829) (0.4319) (0.7368) } \\
& +43.436(\Delta \operatorname{Prod})+.09551(\mathrm{~L})+.7616\left(\mathrm{C}^{\text {nd }}\right)_{-1} \\
& \text { (2.274) (1.394) (9.689) } \\
& R^{2}=.9997 \quad D W=2.2316 \quad \mathrm{SE}=1.5621
\end{aligned}
$$

Elimination of the income change variable improved the DW and the SE of this equation without reducing the $R^{2}$. The price change variable, though, was still insignificant:

$$
\begin{aligned}
& \text { (28) } \left.C^{\text {nd }}=-27.8289+.08204(Y)+.1579(\mathrm{CHP})_{-1}+45.679 \text { ( } \Delta \text { Prod }\right) \\
& \text { (-2.250) (2.252) (0.7092) (2.502) } \\
& +.08711(\mathrm{~L})+.7470\left(\mathrm{C}^{\text {nd }}\right)_{-1} \\
& \text { (1.335) (10.597) }
\end{aligned}
$$

$$
R^{2}=.9997 \quad D W=2.1746 \quad \mathrm{SE}=1.5518
$$

And, if the level of bank loans is replaced by the current period change in these loans, still more improvement is noted:

$$
\begin{aligned}
& \text { (29) } \begin{aligned}
\mathrm{C}^{\text {nd }}= & -22.8899+\underset{(1.0861(\mathrm{Y})+.2369(\mathrm{CHP})}{-1}+31.647(\Delta \operatorname{Prod}) \\
& (-1.815)(2.924)(1.022)
\end{aligned} \\
& +.2774(\Delta L)+.8096\left(\mathrm{C}^{\mathrm{nd}}\right)_{-1} \\
& \text { (1.594) (11.025) } \\
& R^{2}=.99971 \quad D W=2.3034 \quad S E=1.5429
\end{aligned}
$$

Consumption of durable goods ( $C^{\mathrm{d}}$ ). Starting again from Teigen's equation specifications for $C^{d}$-current level and change in the level of income, current annual rate of change in prices, and lagged $C^{d}-a$ variable describing the rate of capacity utilization in the manufacturing industries was included. The lagged form performed better than the current one. This variable takes into account the increased capital stock and accelerated use of productive facilities which previously were measured only by part of an increase in income.

Surprisingly, Teigen did not include a loan variable in his demand for durable goods equation. Since a large percentage of durable goods purchases are financed this way, it became obvious that some loan variable was necessary. With the addition of current changes in the
level of bank loans, the regression became:

$$
\begin{aligned}
& \text { (30) } \quad C^{\mathrm{d}}=-11.946+.05138(\mathrm{Y})+.1319(\Delta \mathrm{Y})+.09272(\mathrm{CHP})+.4912(\Delta \mathrm{~L}) \\
& \text { (-3.354) (5.327) (3.856) (3.5796) } \\
& +.1436(\mathrm{CAP})_{-1}+.3844\left(\mathrm{C}^{\mathrm{d}}\right)_{-1} \\
& \text { (3.457) (3.535) } \\
& R^{2}=.99581 \quad D W=2.1274 \quad S E=1.1802
\end{aligned}
$$

The attempt to introduce other price change variables as well as a variable which would account for changes in worker productivity were not successful. The coefficients of both became either statistically insignificant or maintained negative signs throughout the regressions. Nor was the addition of one of the employment proxy variables ( U or $\frac{1}{\mathrm{U}}$ ) successful. Dropping the price change variable made only a slight difference in the results:
(31) $\quad C^{\mathrm{d}}=-12.0453+.05067(\mathrm{Y})+.1301(\Delta \mathrm{Y})+.1422(\mathrm{CAP})_{-1}+.4548(\Delta \mathrm{~L})$
(-3.404) (5.325) (3.839) (3.448) (3.594) $+.4025\left(C^{\mathrm{d}}\right)-1$ (3.885)

$$
R^{2}=.9958 \quad D W=2.1331 \quad S E=1.1739
$$

Residential fixed investment ( $I^{r}$ ). Teigen described his elaborate housing equation in terms of the rate of household formation, income and change in income, stock of vacancies, a rent ratio, downpayment requirements, credit terms, and mortgage rates. However, the relative infrequency with which some of this data is available and the questionable accuracy of much of it when it is available, led to the search for a new specification. There is a substantial lag between collection and publication for all of this data except credit terms, mortgage rates and income. The new specification sought would be in variables which wexe more familiar
and more frequently available.
Since housing starts generally occur in anticipation of the actual sale, they can be assumed to depend on expected sales. These sales might be simulated by current period income and the rate of change in income expected in the next quarter (WDY). Starts would also reflect the level of market interest rates and the level of loans outstanding. One would prefer to use the long-term interest rate because of its relevance to the borrower's demand; the short-term rate, however, might be acceptable. If we use the government bond rate-as Teigen does-as a proxy for the ceiling rate on FHA and VA mortgages and use this in combination with the discount rate to reflect credit conditions and terms, a plausable case can be made for specifying this equation as:
(32) $I^{r}=-3.4607+.02659(Y)+.3650(W D Y)-1.3157\left(r_{d}\right)+.9360\left(r_{1}\right)$ (-1.265) (1.564) (1.698) (-3.799) (1.678) $+.06017(I)+.8694\left(I^{r}\right)_{-1}$ (1.349) (14.004)

$$
R^{2}=.9487 \quad D W=1.3734 \quad \mathrm{SE}=.92007
$$

Although the sign of the discount rate coefficient is unexpected, it is not unreasonable in terms of the proxy role it is to play (creditrationing). A one-period lag of loans had no effect. But the replacement of current income by the change in current income led to some interesting results:
(33) $I^{r}=.7123+.05871(\Delta Y)+.1616($ WDY $)-1.3821\left(r_{d}\right)+1.4117\left(r_{1}\right)$ $\begin{array}{ll}(0.619)(1.752) \quad(0.594) & (-4.113)(3.133) \\ & +.005568(\mathrm{I})+.8749\left(\mathrm{I}^{r}\right) \\ & (0.9025) \quad(14.171)\end{array}$

$$
R^{2}=.94924 \quad D W=1.3932 \quad S E=.9156
$$

The expected rate of income change becomes statistically
insignificant and the influence of the current level of loans becomes questionable. If we use the current change in loans, the regression becomes:

$$
\begin{aligned}
(34) I^{r}= & 2.9091+.06648(\Delta Y)-.16145(W D Y)-1.5212\left(r_{\mathrm{d}}\right)+1.8038\left(r_{1}\right) \\
& (2.501)(2.318)(-0.629) \\
& (-5.235)(4.983) \\
& \\
& \\
& \left(3.3969(\Delta L)+.7348\left(I^{r}\right)\right. \\
& \\
& \\
& \\
& (11.08)
\end{aligned}
$$

$$
\mathrm{R}^{2}=.95878 \quad \mathrm{DW}=1.5197 \quad \mathrm{SE}=.82505
$$

Eventually it was recognized that residential financing involves a sizable portion of a person's income and/or wealth. And, if he borrows, he faces a lengthy pay-back period. Therefore, it was decided to replace WDY with permanent income ( $Y_{p}$ ). Various combinations of ( $Y_{p}$ ), $r_{1}$, and loans were tried. The final form was:

This meant that in making an investment in housing, the individual takes into account his last-periods permanent income, the current change in income, the ceiling interest rate, and credit terms. $I^{r}$ is a function also of the level of loans in the previous period and of the lagged $I^{r}$. Nonresidential fixed investment ( $I^{\mathrm{nr}}$ ). Teigen based his nonresidential investment function on the capital stock multiplier principle. Investment depends on the level of investment in the previous period, the size of the capital stock at the beginning of the period, and the expected output of the period. The interest rate enters in the multiplicative form to introduce the adjustment to the capital/output ratio.

$$
\begin{aligned}
& \text { (35) } I^{r}=-22.4553+.07199(\Delta Y)+.09509\left(Y_{p}\right)_{-1}-.8991\left(r_{d}\right) \\
& \text { (-3.959) (3.312) (4.681) (-3.341) } \\
& +\underset{(4.041)}{.1781\left(\mathrm{r}_{1} \cdot \mathrm{Y}\right)}+\underset{(4.769)}{.1588(\mathrm{I})}-1+\underset{(16.640)}{.8563\left(\mathrm{I}^{\mathrm{r}}\right)}-1 \\
& R^{2}=.9605 \quad D W=1.64899 \quad S E=.80728
\end{aligned}
$$

In addition to eliminating the seasonal-adjustment dummys which are not needed, the only change from his specification was to lag income one quarter, thus relating investment and income in the same period:

$$
\begin{aligned}
& \text { (36) } I^{\mathrm{nr}}=-10.73+.01044(\mathrm{Y})_{-I}+.1216(\Delta Y)+.1416(\mathrm{CAP})_{-I} \\
& \text { (-3.441) (1.411) (5.121) (4.459) } \\
& +.2432(\Delta \mathrm{~L})+.08636\left(r_{I} \cdot \mathrm{Y}\right)+.8117\left(\mathrm{I}^{\mathrm{nr}}\right)_{-1} \\
& \text { (2.511) (1.863) (14.551) }
\end{aligned}
$$

$$
R^{2}=.99815 \quad D W=1.9546 \quad S E=.88961
$$

It seemed, however, better to use the long-term interest rate to represent the cost of capital to the borrower. This would reflect the fact that a large portion of the funds borrowed for long-term capital investment are secured through the issuance of bonds or some type of stocks:

$$
\begin{aligned}
& \text { (37) } I^{\mathrm{nr}}=-14.1735+.01018(\mathrm{Y})_{-1}+.1264(\Delta \mathrm{Y})+.1542(\mathrm{CAP})_{-I} \\
& \text { (-4.702) (1.434) (5.373) (4.867) } \\
& +.2509(\Delta \mathrm{~L})+.91468\left(\mathrm{r}_{1}\right)+.8273\left(\mathrm{I}^{\mathrm{nr}}\right)_{-1} \\
& \text { (2.618) (2.261) (14.915) } \\
& R^{2}=.99820 \quad D W=2.009 \quad S E=.8785
\end{aligned}
$$

Inventory investment $\left(\Delta I^{i}\right)$. Teigen again used the accelerator approach in the equation to explain changes in the investment in nonfarm business inventories. He assumes this investment to be dependent on the level and change in the level of current demand, the level and change of past inventories, changes in bank loans and unfilled orders, and the product of the short-term interest rate times the level of demand (Y). Although the change in unfilled orders did prove significant, the level of demand for consumer durables proved to be a better explanatory variable. Inventory investment is geared to expected sales and the past performance of sales in various areas. Since the inventory stock of durable goods often
constitutes an expensive and important portion of the items produced during a period, production of these goods could be geared to the level of sales or consumption-including depreciation-of these items during the immediate past period. The short-term interest rate is included to represent both the cost of financing the purchases of inventory goods and the cost of holding finished but unsold items:
 $+.1733\left(r_{b} \cdot Y\right)-.7319\left(I^{i}\right)_{-1}+.45095\left(\Delta I^{i}\right)_{-1}$ (2.434) (-4.491) (5.698) $R^{2}=.85248 \quad D W=2.3513 \quad S E=2.0307$ Lagging income one period has no significant effect on the results. An unusual facit of this equation is that the change in loans has a negative coefficient and the short-term interest rate has a positive one. This is contrary to normal expectations. It can be interpreted in at least two ways. It can first be assumed that these are simply the reverse of the a priori expected signs-this would cast doubt on the specification of this equation. The other interpretation, however, might be that the rising cost of holding large inventories and the reduced availability of loans as interest rates-especially the discount raterise had made industry economize on its investment in inventory. This would leave the producers of these items with increases in their stocks of finished goods not yet sold.

Further experimenting with this equation did not cause these signs to change although it did result in the eventual elimination of the current level of income. This substantially improved the size of the standard error of the regression and caused slight improvement in
the other estimation measures:

$$
\begin{aligned}
& \text { (39) } \Delta I^{i}=8.4992+.4431(\Delta Y)+.4646\left(C^{\mathrm{d}}\right)_{-1}-.7145(\Delta L)+1.5073\left(r_{b}\right) \\
& \text { (5.202) (8.494) (4.060) (3.325) } \\
& -.6213\left(I^{i}\right)_{-1}+.4039\left(\Delta I^{i}\right)_{-1} \\
& \text { (-5.567) (5.244) } \\
& R^{2}=.86274 \quad D W=2.3117 \quad S E=1.9427
\end{aligned}
$$

Thus, it appears that changes in current income result in a better estimate of the predicted change in the demand for inventory items than does the combination of the current level and the current change in the level of income.

The rate of change in prices (CHP). As previously indicated, the equation estimating the rate of change in prices is the crudest and least satisfactory of the equations in the model. Not one completely satisfactory regression was found. Either one or more of the important variables proved to be statistically insignificant or they had signs which did not agree with a priori expectations. If both of these were acceptable, there appeared to be too much autocorrelation; the Durbin-Watson $\underline{d}$ statistic was too low-at or below 1.4. In this case, also, the standard error of the regression tended to be higher than that of other equations.

Teigen introduced another variable for income change in his price equation-a one-period lagged form of WDY-(WTY) which was to serve as a proxy for wage and profit changes. A factor which Teigen did not consider, but which might have a significant impact on price change, was the change in worker productivity. An increase in this productivity would serve to initially lessen demand pressures because of increased output. Until wages reflected this change, its occurrence could tend to have a retarding effect on price advances. Also Teigen
did not consider the discount rate. As a cost (price) factor for borrowing reserves, this rate has a significant impact on the prevailing price of loans and, conceivably, on other prices as well. Using these, together with current income, the long-term interest rate, and lagged price changes, the initial specification was:
(40) $\mathrm{CHP}=.02865+.0000118(\mathrm{Y})+.02592(\mathrm{WTY})-.03508(\Delta \operatorname{Prod})$
(1.534) (0.8509) (-1.483)

$$
+.005774\left(r_{\mathrm{d}}\right)-.003437\left(r_{1}\right)+.8808(\mathrm{CHP})_{-1}
$$

$$
(4.091) \quad(-1.754) \quad(16.019)
$$

$$
R^{2}=.95087 \quad D W=1.6378 \quad \mathrm{SE}=.003623
$$

This regression result contained two unexpected results:
(1) both income variables were not statistically significant, although the coefficient of the current income term might be considered by some to be in a "grey area" where the line between acceptance and rejection is not well defined; and (2) the signs of the interest rates-both basically being used as measures of credit availability-conflict with each other. This latter conflict reoccurred often because the longterm interest rate continually had a negative coefficient. But strangely, the short-term rate coefficient was generally positive.

In other regressions, the proxies for the employment level (U and $\frac{l}{U}$ ) were either statistically insignificant or of the wrong sign. So also were measures of the income gap-the difference between current and potential income-and expected rate of income change (WDY):
(41) $\mathrm{CHP}=.03203+.00001585(\mathrm{Y})-.05808(\mathrm{WDY})-.03937(\Delta \mathrm{Prod})$

$$
\begin{aligned}
& \text { (1.806) (1.118) (-0.7335) (-1.742) } \\
& +.005951\left(r_{d}\right)-.003416\left(r_{1}\right)+.85597(\mathrm{CHP})_{-1} \\
& \text { (4.816) (-1.742) (16.06) } \\
& R^{2}=.95112 \quad D W=1.5856 \quad S E=.003618
\end{aligned}
$$

Finally, the expected rate of income changes was eliminated. And, in an attempt to get the interest rates to agree, the short-term interest rate was substituted for the long-term rate. The result was best with the discount rate lagged one period to reflect some time span elapsing before the effect of a change in the discount rate is reflected in credit terms and, therefore, in prices:
(42) $\quad \mathrm{CHP}=.03433+.000007086(\mathrm{Y})-.04661(\Delta \operatorname{Prod})+.001746\left(r_{\mathrm{b}}\right)$
(1.805) (0.4844) (1.857) $+\underset{(2.6014)}{.003452\left(r_{\mathrm{d}}\right)}-1+\underset{(16.1288)}{.8103(\mathrm{CHP})}-1$

$$
\mathrm{R}^{2}=.9483 \quad \mathrm{DW}=1.4809 \quad \mathrm{SE}=.003691
$$

These regression results, as a whole, are not as good as those in the previous equations, but at least the signs of the coefficients meet a priori expectations and give the equation more economic meaning.

## Lag Structure

The Koyck lag structure assumes that a uniformly declining amount of importance can be assigned to the effects of the previous periods. This can be proven mathematically by using either the "homogenous solution" $\left(Y_{t}=\rho Y_{t-I}\right)$ or the "homogenous plus the particular solution" ( $Y_{t}=$ $\rho Y_{t-1}+$ Constant). The first is a special case of the second and solvable in the same manner as the second. The type of equation specification adopted supposes that the endogenous variable is a function of exogenous variables (constants) plus the absolute value of the endogenous variable lagged one quarter and the change in that variable, also lagged one quarter:

$$
\Delta Y_{t}=C_{t}+\alpha Y_{t-1}+\beta \Delta Y_{t-1}
$$

In terms of the difference equation, this becomes:

$$
\begin{aligned}
& Y_{t}-Y_{t-1}=C_{t}+\alpha Y_{t-1}+\beta\left(Y_{t-1}-Y_{t-2}\right) \\
& Y_{t}=C_{t}+(I+\alpha+\beta) Y_{t-1}-\beta Y_{t-2} \\
& Y_{t}-(I+\alpha+\beta) Y_{t-1}+\beta Y_{t-2}=C_{t} .
\end{aligned}
$$

Solving for the characteristic equation:

$$
\text { let: } \quad \gamma=(1+\alpha+\beta)
$$

then:
$Y_{t}-\gamma Y_{t-1}+\beta Y_{t-2}=C_{t}$.
and let: $Y_{t-2}=r^{t}$
then:

$$
r^{2}-\gamma r+\beta=C
$$

The homogenous solution is applicable when the constant term (c) is equal to zero. In this case one can solve for the "normalized" state by:

$$
\begin{aligned}
& \text { Solve: } Y_{t}=\rho Y \\
& \text { for } t=1 \quad Y_{1}=\rho Y_{0} \\
& \text { for } t=2 Y_{2}=\rho Y_{1}=\rho^{2} Y_{0} . \\
& \text {....................... }
\end{aligned}
$$

Solving for the characteristic function in terms of a homogenous solution:

$$
r^{2}-\gamma r+\beta=0
$$

After appropriate manipulations, this characteristic function can be solved for'its roots by using the quadratic formula:

$$
r=\frac{-(-\gamma) \pm \sqrt{\gamma^{2}-4(1)(B)}}{2(1)}
$$

If, however, the constant does not equal zero $(\mathrm{C} \neq 0)$, a
nonhomogenous solution is sought. The characteristic function is:

$$
r^{2}-\gamma r+\beta=C
$$

It this case, one works with the deviation forms:

$$
\begin{aligned}
& Y_{t}=\rho Y_{t-1}+C \\
& \frac{-\bar{Y}=-\rho \bar{Y}-C}{\left(Y_{t}-\bar{Y}\right)=\rho\left(Y_{t-I}-\bar{Y}\right)}
\end{aligned}
$$

And solving for the normalized state as before, at the limit ( $t=n$ ):

$$
\begin{aligned}
& \left(Y_{n}-\bar{Y}\right)=\rho^{n}\left(Y_{0}-\bar{Y}\right) \\
& Y_{n}=\rho^{n}\left(Y_{0}-\bar{Y}\right)+\bar{Y} \\
& Y_{n}=\rho^{n} Y_{0}+\left(I-\rho^{n_{2}}\right) \bar{Y}
\end{aligned}
$$

In essence, this result is much the same as the homogenous solution except that the intercept of the slope of the expansion path has been shifted. ${ }^{3}$ Thus, for the cases when the constant is non-zero or is a function of time $(C=f(t))$, the scale of the results will differ from that of the homogenous solution. This does not, however, change the nature of the convergence or the oscillation conditions.

The discriminant ( $D=\gamma^{2}-4 \alpha \beta$ ) and the roots of the characteristic equation provide the information necessary to determine the distinctive features of the lag assumption. If the discriminant is:
$\mathrm{D}<0$, the lag structure is oscillating D 〇 0 , the lag structure is not oscillating and if the absolute value of
$|r|<1$, the series converges $|r|=1$, the series is a straight line (neither converging nor $|r|>1$, the series diverges.
$3_{\text {For }}$ a more precise explanation of the non-homogenous solution, see Goldberg (1961).

For the demand deposit equation

$$
D_{t}+1.4426(D D)_{t-1}-.4912(D D)_{t-2}=\text { constant }
$$

we first assume that we can neglect the effect of the non-zero constant. The $D$ is greater than zero and the characteristic root is less than one. Therefore, the demand deposit series does not oscillate but it does converge. This is also the case for the coin and currency, time deposit, and loan equations:

$$
\begin{aligned}
& C C_{t}+1.5904(C C)_{t-1}-.6022(C C)_{t-2}=\text { constant } \\
& T D_{t}+1.1412(\mathrm{TD})_{t-1}-.2260(\mathrm{TD})_{t-2}=\text { constant } \\
& L_{t}+1.0873(\mathrm{~L})_{t-1}-.2020(\mathrm{~L})_{t-2}=\text { constant } .
\end{aligned}
$$

The free reserve and inventory change equations, however, are not of this type. For the free reserve equation:

$$
\begin{aligned}
& F R_{t}+.9488(F R)_{t-1}-.2997(F R)_{t-2}=\text { constant } \\
& \frac{.9488 \pm \sqrt{.9002-1.1988}}{2}
\end{aligned}
$$

the discriminant (D) is less than zero. Thus, the lag structure is oscillating. From the characteristic (largest) root:

$$
(r=.7476) \quad(r=.2012)
$$

since $r<l$, the series is oscillating but converging. For the inventory change equation:

$$
\frac{-.7826 \pm \sqrt{.6125-1.6156}}{2}
$$

the discriminant (D) is less than zero. From the characteristic root:

$$
(r=1.784) \quad(r=.2188)
$$

since $r \gg$, the series is oscillating and diverging.
The remainder of the equations were assumed to be affected by a Koyck-type lag distribution for first-order difference equations. This
series assumes that a geometrically-declining set of weights, applied to successively earlier periods, adequately expresses the distribution effect. It also assumes that this series can be measured by a single figure-a one-period lag of the endogenous variable.

## Selection of the Model Based on Ordinary Least-Squares Estimates

The "normal" procedure for selecting the "best" equation to explain a particular endogenous variable is to base the decision upon theoretical relevance, a priori expectations-concerning which explanatory variables to include, and the expected magnitude and sign of the coefficients which result-the relative amounts of explained correlation, and the size of the standard error (especially important if the function is to be used for forecasting). However, if several specifications for a particular relationship are judged about equally acceptable on the basis of the above criteria, the final choice is quite subjective. It is, therefore, often not optimal.

A way to eliminate some of this subjectivity in the final selection is provided by the use of eigenvalues. An eigenvalue is a characteristic value of an equation which satisfies certain specifications. Theil and Boot (1962) have shown that a necessary and sufficient condition for the convergence of the matrix of lagged endogenous variables, and therefore for the system of equations as a whole, is that the largest root of this matrix be less than one.

A square matrix is one having as many rows as it does columns. A matrix of this type can be written as the sum of as many matrices of rank one (not a zero matrix) as the rank of the square matrix. Each of
these separate matrices of rank one is equal to the product of a nonzero characteristic root of that matrix and the corresponding characteristic column and row.

Since there are fourteen endogenous variables in the system, there are fourteen equations. If one were to arrange the coefficients of a chosen set of the fourteen equations into matrices according to the type of variable they represent (e.g., endogenous), one would have a square matrix for the endogenous variables. If all fourteen equations are linearly independent, the rank would be fourteen. The same would be true for the matrix of lagged endogenous variables.

If $r_{i}$ is a characteristic root-eigenvalue-of this matrix, and $w_{i}$ and $w_{i} *$ are the corresponding characteristic column and row of this matrix $A$, then:

$$
\begin{aligned}
& \left(A-r_{i} I\right) w_{i}=0 \\
& w_{i}^{*}\left(A-r_{i} I\right)=0
\end{aligned}
$$

One can then write the A matrix as the sum of the matrices of rank one times the corresponding vectors of the characteristic columns and rows:

$$
\mathrm{A}=r_{1} \mathrm{w}_{1} \mathrm{w}_{1}{ }^{*}+r_{2} \mathrm{w}_{2} \mathrm{w}_{2}^{*}+\ldots+r_{14} \mathrm{w}_{14} \mathrm{w}_{1} 4^{*}
$$

If one raises the matrix $A$ to the nth power the eigenvalues become $r_{i}{ }^{n}$ while the vectors ( $w_{i} w_{i} *$ ) remain constant:

$$
A^{n}=r_{1}^{n} W_{1} w_{1}^{*}+r_{2}^{n} w_{2} w_{2}^{*}+\cdots \cdot
$$

Therefore, if $A^{n}$ is to approach zero as $n$ approaches infinity, it is necessary-and sufficient-for all the eigenvalues to be less than one in absolute value (Theil and Boot, 1961).

The speed of convergence depends on the size of the largest eigenvalue. For "Klein's Model I," Theil and Boot found this dominant
root to be . 838 . The closer the value of this dominant root is to zero, the more rapid the rate of convergence. The closer it is to one, the more unstable the system is. If it is greater than one, the system is explosive. A second convergence criteria requires that there must be at least one pair of conjugate complex roots-one non-zero element for both the real and imaginary parts of the set of eigenvalues for the system. This requirement assures that the system is subject to a damped oscillatory type of convergence rather than uniform convergence.

These criteria were used to determine, on the basis of the ordinary least-squares parameter estimates, which subset of equations was finally chosen. That set which best met these criteria-the smallest dominant root and at least one pair of conjugate complex roots - was considered "best." From among the forty equations considered in the last stage ( 746,496 possible combinations), the final set of fourteen equations was: $3,7,11,12,15,19,21,24,29,31,35,37,39,42$. The set of eigenvalues for this system of equations was:
table 4-1
EIGENVALUES OF THE SYSTEM OF EQUATIONS

|  | REAL PART OF EIGENVALUE (RE) | IMAGINARY PART OF EIGENVALUE (IE) | $\frac{\text { EIGENVALUE }}{\sqrt{\mathrm{RE}^{2}+I E^{2}}}$ |
| :---: | :---: | :---: | :---: |
| 1) | 0.60219 | 0.0 | 0.60219 |
| 2) | -0.18323 | 0.0 | 0.18323 |
| 3) | 0.21582 | 0.0 | 0.21582 |
| 4) | 0.19936 | 0.0 | 0.19936 |
| 5) | 0.33411 | 0.02765 | 0.33526 |
| 6) | 0.33411 | -0.02765 | 0.33526 |
| 7) | 0.55676 | 0.0 | 0.55676 |
| 8) | 0.50140 | 0.0 | 0.50140 |
| 9) | 0.91976 | 0.0 | 0.91976 |
| 10) | 0.68804 | 0.0 | 0.68804 |
| 11) | 0.87238 | 0.0 | 0.87238 |
| 12) | -0.00000 | 0.0 | 0.00000 |
| 13) | 0.78277 | 0.0 | 0.78277 |
| 14) | 0.80940 | 0.0 | 0.80940 |

Source: author.

## Simultaneous Estimates of the Model Parameters

Ordinary least-squares estimation procedures are known to give biased and inconsistent estimates of a model's parameters if they are applied to relationships having current endogenous variables on the right hand side. With the assumption of normal and serıally-independent disturbances, the two-stage least-squares estimation method yields consistent estimates having the asyptotic properties of normality and efficiency. By first regressing each of the jointly-determined variables-those which are simultaneously endogenous and exogenous within the system-individually on all of the exogenous variables, it is hoped to eliminate the influence of the disturbances (stochastic fluctuations) from these jointly determined variables. Then these "cleansed" variables replace their counterparts in the original equations being estimated by the ordinary leastsquares method.

The two-stage estimates of this model were accomplished by the use of these instrumental variables. It is generally expected that, because the model as a whole, and each of the equations, is overidentified, the ordinary least-squares estimates are biased downward. Thus, we would commonly expect the two-stage estimates to be more correct, though not necessarily more statistically significant, than the ordinary least-squares estimates:

$$
\begin{aligned}
& \text { (43) } \Delta D D=\underset{(4.132)}{.06153\left(Y_{p}\right)}-1+\underset{(2.087)}{.1598(\mathrm{CHP})}-1-\underset{\left.(-4.381)_{b}\right)}{-6172\left(r_{r}\right)}+\underset{(2.310)}{.1202(\Delta L)} \\
& -\frac{.04819(D D)}{(-3.915)}-1+\underset{(5.533)}{.4787(\Delta D D)}-1 \\
& R^{2}=.6790 \quad \mathrm{SE}=.5835
\end{aligned}
$$

```
(44) \(\Delta C C=\underset{(3.531)}{.0008583(Y)}+\underset{(4.307)}{.009243(\Delta Y)}-\underset{(-1.524)}{.02465\left(r_{b}\right)-\underset{(-3.594)}{.01219(C C)}-1}\)
                                    \(+\underset{(8.023)}{.6077(\Delta C C)}-1\)
        \(R^{2}=.9043 \quad \mathrm{SE}=.08505\)
```




```
                            \(-\underset{(-1.919)}{.08489(T D)}-1+\frac{.2259(\Delta T D)}{(2.162)}-1\)
        \(R^{2}=.7946 \quad S E=1.1306\)
(46) \(\Delta \mathrm{FR}=\underset{(1.599)}{.09425} \underset{(-2.166)}{-03985(\Delta D D)} \underset{(1.808)}{.01532(\Delta T D)} \underset{(-3.422)}{.03671(\Delta L)}\)
        \(+\underset{(4.588)}{.1426(0 \mathrm{MO})} \underset{(3.235)}{.1706\left(r_{\mathrm{d}}\right)}-\underset{(-4.690)}{.1977\left(\mathrm{r}_{\mathrm{D}}\right)} \underset{(-3.732)}{-.3047(\Delta \mathrm{RT})}\)
                                    \(\underset{(-7.578)}{-.3537(F R)}-1+\underset{(3.598)}{.2885(\Delta \mathrm{FR})}-1\)
        \(R^{2}=.7745 \quad S E=.09755\)
```



```
        \(+\underset{(2.096)}{.7321}\left(r_{\mathrm{d}}\right)+\underset{(2.659)}{.4281(\Delta D D)}-\underset{(-3.324)}{. .1152(\mathrm{~L})}-1+\underset{(0.8907)}{.1060(\Delta \mathrm{~L})}-1\)
        \(R^{2}=.8737 \quad S E=.8351\)
(48) OMO \(=\underset{(2.176)}{.1465(W D Y)}+\underset{(4.116)}{.01272(\Delta F R)}-\underset{(-4.594)}{.009085(T R M)} \underset{(-5.696)}{-.002308\left(r_{\mathrm{b}} \cdot \mathrm{Y}\right)}\)
                        \(+\underset{(2.535)}{.0003739\left(r_{t d} \cdot Y\right)} \underset{(4.715)}{.00235\left(r_{I} \cdot Y\right)}+\underset{(3.298)}{.1642(B-P)}\)
                        \(+\underset{(4.017)}{.01004(\Delta R T)}-\underset{(-1.761)}{(-1673(0 M 0)}-1\)
        \(R^{2}=.8148 \quad S E=.00338\)
(49) \(\quad r_{d}=\underset{(-1.027)}{-.3750} \underset{(1.602)}{.003145(Y)}-1+\underset{(1.556)}{.006134(\Delta Y)} \underset{(-2.882)}{-.04978(\mathrm{cHP})}-1\)
        \(+\underset{(8.103)}{.3287\left(r_{b}\right)}+\underset{(1.701)}{.009484(\mathrm{I})}-1 \underset{(-1.849)}{-.2149(\Delta F R)}-1+\underset{(12.35)}{.6646\left(r_{d}\right)}-1\)
        \(R^{2}=.9884 \quad S E=.1332\)
(50) \(Y=C^{n d}+C^{d}+I^{r}+I^{n r}+\Delta I^{i}+E^{e}\)
```

```
(51) \(\quad C^{\text {nd }}=\frac{-23.02}{(-1.827)} \underset{(2.937)}{.08648(Y)}+\underset{(1.026)}{.2378(\mathrm{CHP})}-1+\underset{(1.828)}{3184(\Delta \mathrm{Prod})}\)
\[
+\underset{(1.589)}{.2765(\Delta L)}+\underset{(11.01)}{.8087\left(C^{\text {nd }}\right)}-1
\]
\[
\mathrm{R}^{2}=.9997 \quad \mathrm{SE}=1.545
\]
```



$$
R^{2}=.9953 \quad S E=1.180
$$

(53) $I^{r}=\underset{(-3.877)}{(-22.07}+\underset{(3.152)}{.06879(\Delta Y)}+\underset{(4.601)}{.09375\left(Y_{p}\right)}-1-1.068\left(r_{\mathrm{A}}\right)$ $+\underset{(4.179)}{.1853\left(r_{1} \cdot Y\right)}+\underset{(4.660)}{.1557(I)}+\underset{(16.81)}{.8668\left(I^{r}\right)}-1$ $R^{2}=.9603 \quad S E=.8099$
(54) $I^{\mathrm{nr}}=\frac{-15.09}{(-4.652)} \underset{(1.501)}{.01056(\mathrm{Y})}-\mathrm{I}+\underset{(5.171)}{.1273(\Delta \mathrm{Y})}+\underset{(4.813)}{.1529(\mathrm{CAP})}-\mathrm{I}+\underset{(2.762)}{.9764\left(r_{1}\right)}$ $+\underset{(2.210)}{.2449(\Delta \mathrm{~L})}+\underset{(1.434)}{.8243\left(\mathrm{I}^{\mathrm{nr}}\right)_{-1}}$

$$
R^{2}=.9981 \quad S E=.8789
$$

 $-\frac{.6063\left(I^{i}\right)}{(-5.263)}-1+\underset{(5.061)}{.4001\left(\Delta I^{i}\right)^{2}}-1$
$R^{2}=.8609 \quad S E=1.939$
 $+\underset{(2.685)}{.003499\left(r_{d}\right)}+\underset{(1.651)}{.8183(\mathrm{CHP})}-1$

$$
R^{2}=.9437 \quad S E=.00369
$$

Interestingly, almost to an equation the coefficient of determination and the standard error of the regression were poorer for the twostage estimation of the parameters than for the ordinary least-squares estimation. The reason probably lies in the first-stage estimation of
the instruments which replace the appropriate jointly-determined variables in the equations of the second-stage. Using the standard errors of the estimates as guides, those of the instruments were continually greater than the standard errors of the original variable. If they had been smaller, it is possible that the two-stage estimates would have been better.

Looking at the differences between the two estimates provides us with some meaningful comparisons of estimations methods and interpretations:

Equations (3) and (43) -the two-stages (2SLS) estimate gives increased weight to permanent income and price changes as determinants of the demand for DD . It deemphasizes the importance of changes in loans, the short-term interest rate, and the lagged change. The only noteable result is the lessened importance assigned to the level of the interest rate on assets which are thought to be highly substitutable for the holding of demand deposits. Apparently the demand for $D D$ is more stable than is generally hypothesized.

Equations (7) and (44)-the 2SLS gives less weight to income changes and to the interest rate. Apparently the previous level of coin and currency is the most important determinant of the demand for CC in the current period.

Equations (11) and (45) -the theory that the demand for time deposits is basically a function of past income and the interest rate is borne out in this comparison. The 2SLS estimate reduces the importance of $\triangle \mathrm{DD}$ and $\Delta I$, and increases that of $(Y)_{-1}$ and the yield paid on time deposits. The latter is also emphasized by the large coefficient of ( $\Delta T D)_{-1}$ which
means that there exists a fairly short adjustment lag. Equations (12) and (46)-the 2SLS result, unexpectedly, reduces the importance the ordinary least-squares (OLSQ) estimates gave to changes in $D D, T D$, and the $R R R_{t d}$. OMO is shown to be less important as the interest rates gain significantly. One would not a priori expect these results since the level of FR's is determined by the levels of DD and $T D$, and by the RRR on $D D$ 's and TD's.

Equations (15) and (47) - the importance of the real sector variables in determining the demand for bank loans is amply illustrated by this comparison. Income and the lag adjustment variables are discounted. Those of the real sector, especially that for inventory investment, are improved. The importance of the discount rate is expected.

Equations (19) and (48) -the 2SLS estimate more closely approximates a priori expectations. OMO is seen to depend more heavily on the market interest rates and on the balance of payments situation than on the time deposit variables and the lagged OMO level. The significance of the expected income change is slightly improved.

Equations (21) and (49)-there is no noticeable difference in this equation under either estimation procedure. Since there are no jointlydependent variables on the right-hand side of the function, tris result should be expected.

Turning briefly to the real sector:
Equations (24) and (50)-income identity.
Equations (29) and (51)-only slight differences are observed. Equations (31) and (52)-the importance of income, loans, and the previous level of durable goods consumption are obvious and increased by the 2SLS estimation.

Equations (35) and (53)-the increased emphasis on the discount rate and the long-term interest rate is understandable; but the reduced importance of income and loans is quite unexpected in light of the theory underlying the equation.

Equations (37) and (54)-the 2SLS estimate places more reliance on income and the long-term interest rate and less on the lagged-adjustment. Equations (39) and (55)-income, loans, and the short-term interest rate are, as expected, increasingly important at the expense of the lagged adjustment variables.

Equations (42) and (56)-the reduced reliance on the interest rate terms is surprising as is the increased emphasis on ( $\Delta$ Prod).

It appears that, although the statistical measures of the 2SLS estimates were not as favorable as those from OLSQ, they did tend to place more emphasis (importance) on those variables in the equations which theory would lead us to expect should be more important. In the multiplier analysis which follows, however, the coefficients which were estimated by OLSQ were used. For some reason, the multipliers from the 2SLS estimation diverged rather than converged. This is evident from the fact that the largest eigenvalue was greater than one.

## CHAPTER V

ELASTICITY AND MULTIPLIER ANALYSIS OF THE MODEL

The purpose of this chapter is twofold-to briefly look at the elasticities and to study in more depth the multipliers that evolve from the specification of the model. Both types of analyses employed in this chapter reflect, with varying degrees of emphasis, results of the modeling and estimation efforts which were rather summarily discussed in the previous chapter. The initial part involves analyzing several of the interesting demand and income "elasticities" which have resulted from the (structural) parameter estimation. The remainder of the chapter presents a "multiplier analysis" which describes the time path of the response of the endogenous variables to a given unit change in a predetermined variable, given a ceteris parabis assumption. The distinction between the impact, interim, and total multipliers is emphasized, and the response path, as a whole, is considered as still another important part of policy considerations.

## The Concept of Elasticity Measurement

The basic concept of an elasticity measure is to indicate the degree of responsiveness of an endogenous variable ( $W$ ) to changes in one of the exogenous variables ( X ) of which it is a function. Thus, the elasticity measure depends upon the relative (percentage) changes between
the two and is independent of their units of measure. Strictly speaking, any movement from one point (which represents a single pairedobservation) on a scatter diagram of the time series data to any other point permits the measure of an elasticity. Elasticity is measured between these two points in time and under a given set of conditions. However, of more general interest is a summary measure of elasticity which attempts to describe, on an average, what the reaction of one variable would be to a given percentage change in the other.

Since this summary figure should, at least theorelically, represent the elasticity of change between any two points in time, it seems appropriate to use the "arc-elasticity" concept as the basis of the analysis:

$$
E=\frac{\Delta W}{\Delta X} \cdot \frac{\left(X_{1}+X_{2}\right) / 2}{\left(W_{1}+W_{2}\right) / 2} .
$$

In making an elasticity computation of this type between any two points in time, one multiplies the ratio of the changes times the ratio of the averages between the two points. To extend this concept to allow for strictly one summary measure, one simply inserts the average value for each series over the time horizon in place of the average value of the variable between any two points:

$$
E=\frac{\Delta W}{\Delta X} \cdot \frac{\bar{X}}{\bar{W}} .
$$

There are two basic elasticity concepts: (I) short-run; and
(2) long-run. For the equation:

$$
Y_{t}=\alpha+\beta X_{t}+\gamma Y_{t-1},
$$

the short-run elasticity of $Y_{t}$ with respect to changes in $X_{t}$ is:

$$
E=\frac{\Delta Y}{\Delta X} \cdot \frac{\bar{X}}{\bar{Y}}=\beta \cdot \frac{\bar{X}}{\bar{Y}} .
$$

The long-run concept requires two additional assumptions: (1) that the long-run values in the time series are in equilibrium; and (2) that the equilibrium values in the long-run do not change. Given these two assumptions, we can solve for $Y_{t}$ :

$$
\begin{aligned}
& \text { Since: } Y_{t}=Y_{t-1} \\
& Y_{t}=\alpha+\beta X_{t}+\gamma Y_{t} \\
& (1-\gamma) Y_{t}=\alpha+\beta X_{t} \\
& Y_{t}=\frac{\alpha}{(1-\gamma)}+\frac{\beta}{(1-\gamma)} X_{t} .
\end{aligned}
$$

The long-run elasticity then becomes:

$$
E=\frac{\beta}{(1-\gamma)} \cdot \frac{\bar{X}}{\bar{Y}} .
$$

Because of the unrealistic assumptions relating to equilibrium and the constancy of the terms, plus the uncertainty surrounding the determination of how long is the "long-run," the short-run concept was considered preferable and potentially more meaningful. This choice, however, eliminates comparisons of the elasticities generated by this model and those resulting from other econometric studies since the latter are calculated on a long-run basis.

The regressions of the previous chapter provide us with estimates of the ratio of the changes. These are measured by the regression coefficients, assuming ceteris parabis. For example, in the functional relationship describing movement in the discount rate ( $r_{\mathrm{d}}$ ), the coefficient of the Treasury bill rate variable $\left(r_{b}\right)$ was (.3041). This, then, is the figure represented by ( $\Delta \mathrm{Y} / \Delta \mathrm{X}=\beta$ ) 。 Completing the elasticity calculation,
the average discount rate level over the sixty-eight quarters was 3.348 percent; that for the bill rate was 3.283 percent. Therefore:

$$
E=.3041\left(\frac{3.283}{3.348}\right)=.29819
$$

Table (5-1) contains several of the more interesting demand and income elasticities. These measures are based on the parameter estimates derived by the OLSQ estimation.


## Evaluation of the Demand and Income Elasticities

The elasticities of the demand deposit equation (3) are much smaller than would normally be expected, although the signs are as expected. The elasticities with respect to permanent income (.064) and the bill rate (-.019) indicate that one percent changes in these two have very little effect on the level of demand deposits. This does not appear to uphold the "Friedmonian" thesis because of the extreme inelasticities. However, this is a short-run elasticity and the quantity theory is a long-run theoretical concept. One would also expect a ten percent change in loans to boost demand deposits by more than one and one-half percent. The other component of the "narrowly-defined" money stock, coin and currency, also appears to be extremely interest-inelastic. Again the income-elasticity figure is quite small (.182); so, also, is it for time deposits (.308).

The elasticities of free reserves and of open market operations required special considerations because the quarterly averages alternated between positive and negative values quite frequently-for FR, thirtyfive positive and thirty-three negative; for OMO, fifty-seven positive and eleven negative. To aggregate these would distort any meaningful interpretation of the elasticities. Thus, two elasticities for each relationship were calculated-one using the mean of the positive values and the other using the mean of the negative values. In order not to bias the results, the means of the exogenous variables were also adjusted. Taking FR's as an example, the individual values of the exogenous variables were divided into two groups. One group contained values of the exogenous variables which occurred during periods when FR's were positive;
another held the values for the periods when free reserves were negative. To illustrate this, we examine the free reserve elasticities with respect to a one percent increase in demand deposits:

$$
\begin{aligned}
E & =\frac{\Delta(-\mathrm{FR})}{\Delta D D} \cdot \frac{\overline{\mathrm{DD}}}{(-\overline{\mathrm{FR}})} & E & =\frac{\Delta(+\mathrm{FR})}{\Delta \mathrm{DD}} \cdot \frac{\overline{\mathrm{DD}}}{(+\overline{\mathrm{FR}})} \\
& =-.04305\left(\frac{123.17}{-.3235}\right) & & =-.04305\left(\frac{115.56}{.33915}\right) \\
& =16.39 & & =-14.67
\end{aligned}
$$

When the beginning level of free reserves is positive, the elasticity measure reflects the fact that a one percent increase in demand deposits results in a $142 / 3$ percent decline in the existing net free reserve position. The other measure shows that a one percent increase in demand deposits when free reserves are initially at a negative level will result in a $161 / 3$ percent increase in net borrowed reserves. Since loans are usually taken out, at least initially, in the form of an increase in demand deposits, we might expect approximately the same results for an increase of one percent in loans as we observed for the increase in demand deposits. This is in fact the case. The positive level of free reserves declines a little less and the negative level of free reserves increases a little more than in the demand deposit case. If the funds that are lent are withdrawn, this increase in coin and currency outstanding reduces reserves, presumably free reserves, by the full amount of the loan. The elasticities for a change in time deposits are also interesting, especiaily in terms of what they tell us about the effects of disintermediation. An increase in time deposits usually comes about as a result of a transfer of funds from either demand deposits or coin and currency. With a transfer from $D D$ to $T D$, the amount
of reserves required to be held against these deposits declines ( $R R R_{D D}>$ $R R R_{T D}$ ), thus creating additional free reserves. The deposit of cash creates almost totally new free reserves. This explains the signs of the elasticities. A one percent increase in time deposits results in a 4 I/3 percent increase in net free reserves or a $51 / 2$ percent reduction in net borrowed reserves (a reduction of the negative level).

In terms of interest rates also, the free reserve elasticities are not unexpected. A one percent increase in the percentage level of the discount rate should lessen the interest in member bank borrowing from the Fed and should make banks less willing to grant new business loans. This combination of events should serve to increase the amount of net free-decrease the amount of net borrowed-reserves. This is reflected in the elasticity measures. Also, as anticipated, an increase in the percentage level of the bill rate should (as discussed in the last chapter) make other investments more attractive than holding demand or time deposits. This movement results in a decline in the levels of free-an increase in the level of borrowed-reserves.

The final free reserve elasticity of interest reflects the fact that an increase in open market operations (purchase by the Fed) provides reserves to the banks. A one percent increase in the level of open market operations in the short-run will increase free reserves by 2 l/2 percent. Or it may lower the net borrowed reserve position by three percent.

As with the money supply components, the loan elasticities are not as large as expected. A ten percent increase in the level of income during the previous quarter results in only a one and one-half percent
increase in loans. And an increase of ten percent in durable goods consumption results in only a one percent increase in loans. Along more expected lines, the short-run elasticity of an increase in the discount rate has almost no effect (.106\%) toward increasing loans although the level may initially increase in anticipation of future discount rate increases.

Previously it was observed that open market operations, like free reserves, frequently experienced quarterly averages which alternated between positive and negative values. Therefore, two measures of each OMO elasticity were calculated (by the same method used for FR's). For example:

$$
\begin{aligned}
E & =\frac{\Delta(-\mathrm{OMO})}{\Delta F R} \cdot \frac{\overline{\mathrm{FR}}}{(-\overline{\mathrm{OMO}})} & E & =\frac{\Delta(+\mathrm{OMO})}{\Delta \mathrm{FR}} \cdot \frac{\overline{\mathrm{FR}}}{(\overline{+\mathrm{OMO})}} \\
& =.012795\left(\frac{.047}{-.00455}\right) & & =.012795\left(\frac{-.01139}{.08439}\right) \\
& =-.1322 & & =-.00123
\end{aligned}
$$

These elasticities reflect the fact that when the level of open market operations is increasing, an increase of one, or even ten, percent in the level of free reserves has little, if any, effect toward changing the OMO trend. Nor does a comparible decline in free reserves have much effect. But when the trend in OMO is downward, a ten percent increase in free reserves would lead to a $1 / 3$ percent decrease in the negative level of Federal Reserve operations in the open market. This seems to imply that when the Federal Reserve is allowing or forcing the use of more OMO, they expect to see a sizable increase in free reserves. Part of this, at least, would be due to their provision of additional reserves through purchases. But when they are restricting the level of OMO, an increase
in free reserves will force them to increase their use of this market tool. A decrease in free reserves would allow the "Fed" to further restrict these operations.

When the rate of income change is expected to rise by one percent, OMO will not be altered very much if its trend is already increasing. If the trend is downward, however, the increased rate of income change will cause a significant reversal of this decline in the trend. Surprisingly, the magnitude of the balance of payments problem had very little influence on the size or the trend in open market operations.

The discount rate reacts rather as anticipated. A ten percent rise in the level of the Treasury bill rate would induce a three percent rise in level of the discount rate. An equal rise in income and in loans (of the previous period) will induce rate level increases of $131 / 2$ and $41 / 2$ percent respectively. The sizable elasticity as a result of an income rise probably reflects both a rise in income and consumption as well as an increase in loans in the same period.

As expected, all the major real sector components of income respond significantly to a one percent increase in the level of income. This is also true, with the exception of nondurable consumption, for a similar rise in the level of bank loans. Nondurable consumption involves numerous but generally "inexpensive" purchases, basically of staples and necessities. These purchases seldom require the extension of a loan except for consumer credit in some cases. Based on the discussion of inventory investment in the last chapter, the negative elasticity between loans and inventory investment is also expected. Apparently, the elasticities with respect to interest rates support the often proposed
thesis that real sector components are relatively interest-inelastic. Changes in the price level, however, appear to be highly susceptible to interest rate changes. A ten percent increase in the level of the bill rate or the discount rate will induce increases of almost 3 and about $53 / 4$ percent in the annual rate of price changes. The income elasticity of price changes is only 0.2. The most interesting factors to arise out of the price elasticities are the high degree of responsiveness to changes in the discount rate, and the fact that the price changes lag the discount rate changes by a perceptible period.

## Multiplier Analysis of an Econometric Model

The structural model of economic relationships which was estimated in the previous chapter proposed that the endogenous variables were functions of other current endogenous variables, lagged endogenous variables, and the exogenous variables-both current and lagged. The coefficients-the "structural parameters"-which were estimated by both estimation procedures (OLSQ and 2SLS) are of the type often used to evaluate both the theoretical basis and the empirical results of the proposed relationships. However, these are only tentative specifications because many equations involve jointly-determined variables. An improved specification would include only exogenous variables on the right-hand side of these equations.

This is accomplished by solving tor the "reduced-form" equations. The coefficients of these reduced-form equations indicate the level of influence, both direct and indirect, which results from a given level of movement in the exogenous variables (employing a ceteris parabis assumption for changes in the other predetermined variables). In matrix
notation, the structural equations may be represented, in general terms, by:

$$
\begin{aligned}
& \text { WY }=A Y_{-1}+B X+C X_{-1}+\rho \\
& \text { where: } Y=\text { current endogenous variables; } \\
& Y_{-1}=\text { endogenous variables, lagged one period; } \\
& X=\text { current exogenous variables; } \\
& X_{-1}=\text { exogenous variables, lagged one period; } \\
& \rho=\text { residuals }
\end{aligned}
$$

and: $\quad \mathrm{W}, \mathrm{A}, \mathrm{B}, \mathrm{C}=$ structural coefficients.
Simplification of the model could have been facilitated by the fact that one of the equations $\left(r_{\mathrm{d}}\right)$ depends solely on predetermined variables. Therefore, this recursive system could have been solved by initially calculating ( $r_{d}$ ) and then using the predetermined variables plus the discount rate to solve for the remaining unknowns. However, the simultaneous solution of these equations for the reduced form equations involves dividing each of the structural coefficient matrices by the W matrix. In matrix terminology, this means (pre)multiplying the other coefficient matrices by the inverse of the W-matrix:

$$
\begin{aligned}
Y & =W^{-1} A(Y)_{-1}+W^{-1} B(X)+W^{-1} C(X)_{-1}+W^{-1} \rho \\
& =A^{*}(Y)_{-1}+B^{*}(X)+C^{*}(X)_{-1}+\left(\rho^{*}\right)
\end{aligned}
$$

In the simplified approach to Keynesian theory (as exemplified by the basic three equation model in terms of income, consumption and investment), the $\left(\frac{l}{l-b}\right)$ is said to be the multiplier which measures the amount of change in income that would result from a given level of change in investments. Each of the reduced-form coefficients in the ( $B^{*}$ ) matrix are multipliers-"impact multipliers"-which express the amount of change
in the endogenous variables that results from a one-unit change in the level of one of the exogenous variables during the same period, ceteris parabis:
$\frac{\partial Y_{t}}{\partial X_{t}}$.
Given that the equations in the model are linear, if the estimated coefficients had remained constant over the time span (and for sub-periods of this horizon), these impact multipliers should have been the same as those timeless multipliers of the Keynesian theory. Since this is not the case, there is also considerable interest in the effects of lagged variables on the endogenous variables. The implication of these lagged values is that their current levels will affect the next period levels of the endogenous variables. They may also have a definite effect on subsequent values in the future time path of responses of the endogenous variables. The "interim (intermediate) multipliers" reflect the effects on the future time paths which will result from an initial unit change in an exogenous variable during the current period-still maintaining the ceteris parabis assumption. Therefore, they are of extremely vital importance in a multiplier analysis.

It should not be inferred, however, that the ( $C^{*}$ ) matrix measures the influence of the exogenous variables on the endogenous variables onequarter (or even further) into the future. As Theil and Boot (1962) point out, this is because $X_{t-I}$ not only affects $Y_{t}$ directly-as is reflected in the ( $C^{*}$ ) matrix-but also indirectly through $Y_{t-1}$. Therefore, the total effect of $X_{t-1}$ on $Y_{t}$ can be found only by eliminating $Y_{t-I}$ :

$$
\begin{aligned}
Y_{t}= & A^{*}\left(A^{*} Y_{t-2}+B^{*} X_{t-1}+C^{*} X_{t-2}+W^{-1} \rho_{-1}\right)+B^{*} X_{t}+C^{*} X_{t-1} \\
& +W^{-1} \rho \\
= & A^{* 2} Y_{t-2}+B^{*} X_{t}+\left(C^{*}+A^{*} B^{*}\right) X_{t-1}+A^{*} C^{*} X_{t-2}+\text { (residuals). }
\end{aligned}
$$

Taking the limit of $A^{*} S$ as $s \rightarrow \infty$ :

$$
Y_{t}=B^{*} X_{t}+\sum_{s=0}^{\infty} A^{*} S-I\left(C^{*}+A^{*} B^{*}\right) X_{t-s}+\sum_{s=0}^{\infty} A^{*} S(\text { residuals })
$$

The interim multipliers (for time periods $s>t$ ) are:

$$
\frac{\partial y_{s}}{\partial X_{t}}
$$

From this can be found the multipliers for the successive time periods (neglecting the residuals):

$$
\begin{aligned}
\text { impact: } & s=0, B^{*} \\
\text { interim: } & s=1,\left(C^{*}+A^{*} B^{*}\right) \\
& s=2, A^{*}\left(C^{*}+A^{*} B^{*}\right) \\
& s=3, A^{* 2}\left(C^{*}+A^{*} B^{*}\right)
\end{aligned}
$$

It therefore, becomes obvious that the "total multiplier" is:

$$
\sum_{S=0}^{\infty} \frac{\partial y_{S}}{\partial X_{t}}=B^{*}+A^{*} s-1\left(C^{*}+A^{*} B^{*}\right)
$$

This expresses the sum of the impact plus all the interim multipliers under the assumption that the series converges toward some level.

## Time Path Response in a Dynamic System

As was previously discussed, the question relating to convergence of the series over time can be answered by determining the eigenvalues (roots of a characteristic function) of the system of equations. Additionally, given the existence of certain other conditions, one can tell the type of movement (e.g., damped oscillatory) to be expected from the
interim multipliers. Convergence is a necessary condition for a meaningful study of the multipliers since divergence would mean not only that the economy as a whole is explosively unstable but also that the sum of the interim multipliers would be meaningless. The damped oscillatory movement in the multipliers is generally expected because of the cycliclike fluctuations generally observed in the economy. The other type of convergence is uniform, but this seems incongruous in terms of our a priori expectations.

The multipliers in this analysis differ-significantly in some cases-from those of the "Klein Model I" as found by Theil and Boot (1962) and those by Goldberger (1959). They also differ from the multipliers of the Fromm and Taubman (1967) simulation. In the Klein case, at least part of the difference can be explained by the difference in the eigenvalues and tested convergence of the two models. Another part can be attributed to the difference in the number of equations, variables, time periods, estimation methods, etc. The dissimilarities between the present model and the Fromm and Taubman model are not as clearly defined, however, because the latter does not appear to have been tested for convergence or for the type of movement to be expected of the multipliers. The multipliers of both models, however, do converge. Goldberger (1959) appears to recognize the possibility of these differences. He seems to down-play them in favor of analyzing the time paths:

It appears that initial conditions can play a critical role in the behavior of dynamic systems; and hence that the conventional procedure of studying dynamics ky mere examination of characteristic roots may not be adequate . . . in analyzing econometric models, truncated time paths are at least as important as complete solutions.

Fromm and Taubman (1967) uphold the first contention but appear to reject
the second. They seem to say that differences in conclusions from various models should not concern one unless the differences appear to be quite serious, leading to markedly differing conclusions:
because of various factors (including the impact of initial conditions), not too much emphasis should be given to the exact time path of increase of the various multipliers. A complex, dynamic, difference equation system is likely to have roots that produce fluctuation responses to any stepped changes in its forcing functions (exogenous inputs). Such a model is also likely to be influenced by specification choices and the techniques used to estimate parameters. Consequently, the dynamic multipliers fluctuate.

Tables (5-2) through (5-8) contain the structural and reduced form coefficients for the model specified in Chapter IV. The ordinary least-squares parameter estimates were used. The two-stage estimates would have been preferable, but the multipliers diverged instead of exhibiting the convergence which is generally expected a priori. These expectations reflect the theoretical implications that, although the economy more or less constantly verges on the "knife's edge," the cycle experiences implosive rather than explosive fluctuations as a result of exogenous "shocks."

[^9]

| C [. ${ }^{\text {c }}$ | 1.ccocc | C. C | C. C | C. C | -C.1zcse | C. C | C.C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C CC | C.C | $1 . \operatorname{cccc}$ | C.C | C. C | C. C | C. C | C. C |
| C 1[ | -C.éi5tc | C. 0 | 1.cccc | C. C | -C.1ET3i | C. C | C. C |
| C FR | C.C43C5 | C. C | -C.Cles | 1.cccce | C. C364) | -C.145c | -C.13i4t |
| CH | -C.4i7ct | C.C | C.C | C.C | 1.cccc | C. C | - C.Eftac |
| CNC | C. C | C. C | C.C | -C.C1えて | $C .1$ | 1.cccec | C. C |
| [IS | C. C | C.C | C.C | C. C | C. C | C. C | 1.cccco |
| gnf | C.C | C.C | C.C | C.C | C. C | C. C | C.C |
| C AC. | C.C | C. C | C.C | C. C | C. $C$ | C. C | C.C |
| C [ | C.C | C. C | C. C | C. C | -C.4547s | C. C | C.C |
| fes | C.C | C.C | C. C | C. C | C. 6 | C. C | C.Esc 11 |
| ACAF | C.C | C. C | C.C | C. C | -C.escel | C. C | C.C |
|  | C. C | C. C | C. C | C. C | C. 7144 t | C. C | C. C |
| Ct F | C.C | C. C | C.C | C.C | C.C | C. C | C.C |

gap c meacle c clf e fesig fincafes i ch inven and ch f

| ( [ 5 | C. C | C.C | C.C | C. C | C. $C$ | C. $C$ | C.C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C CC | -c.ccost | C. C | C. C | C.C | C. C | C. C | C.C |
| C IT | C.C | C.C | C.C | C.C | C. C | C. C | C.C |
| ( FF | C.C | C.C | $C$. $C$ | C. C | C. C | C. C | C. C |
| CH L | C.C | C.C | -C.è728 | C. C | C. C | c.cecco | C.C |
| CNE | C.C | C.C | C. C | C.C | C. C | C. C | C.C |
| [IS | C.C | C.C | C. C | C. C | C. C | C. C | C. C |
| CAF | 1.ccocc | -1.cccce | -1.cccc | -1.cccec | -1.cccco | -1.cccce | C.C |
| C AC | -c.ce2cz | 1.cccco | C. C | C.C | C. ${ }^{\text {c }}$ | C. C | C.C |
| C [ | - C. $\csc$ c 7 | C.C | $1 . \operatorname{cccc}$ | C. C | C. C | C. C | C. C |
| RES | C.C | C.C | C.C | 1.cccco | C. C | C. C | C.C |
| Achf | C.C | C.C | C. C | C.C | $1 . \operatorname{cccc}$ | C. $C$ | C. C |
|  | C. C | C. C | C. C | C.C | C.C | $1 . \operatorname{cccc}$ | C. ${ }^{\text {c }}$ |
| CH F | $-\mathrm{c} . \operatorname{coc} 1$ | C.C | C.C | C. C | C.C | C.C | 1.cccco |

```
TAELE (5-3)
```

```
Itis is tre h-inverse netfix
```



| C［C | 1．CECIE | C．C | C．C | C．C | C．16EC | C．${ }^{\text {c }}$ | c．ccest |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C CC | －C．cccel | 1．CCCCC | C．C | C．C | －C．CCCCl | C．${ }^{\text {c }}$ | －c．cccec |
| C IT | C． 2 c511 | C．C | 1．cccco | C．C | C．isces | C． C | C．14C7s |
| C FR | －c．ce2te | C． C | c．ctere | 1．CC1E7 | －C．cecte | C．14E＜1 | c．lcest |
| CH L | C．tigce | C．C | C．C | C．C | 1．¿¢749 | C． C | C．72¢17 |
| CNC | －c．ccec | C． C | c．ccesl | C．Clことく | －c．ccces | $1 . C$ C187 | c．CCl4C |
| ［IS | C．C | C． C | C．C | C．C | C．C | C． C | 1．cccco |
| CNF | －c．cceis | C．${ }^{\text {c }}$ | C．C | C．C | －C．C1311 | C． C | －1．C44C5 |
| C A ［． | －C．CCOs 1 | C．C | C．C | C．C | －c．ccice | C． C | －C．c8st |
| C C | C．élic | C． C | C．C | C．C | C．EEçe | C． C | C．éte7e |
| RES | C．C | C．C | C．C | C．C | C．$C$ | C． C | －C．Eccll |
| ACAR | C．15531 | C．C | C．C | C．${ }^{\text {c }}$ | C．こご気 | C．${ }^{\text {c }}$ | C．1E®ct |
| Cr 1 | － $0.4<224$ | C．C | C．C | C．C | －C．ceicl | C．${ }^{\text {c }}$ | －C．EECsi |
| Ct F | －C．ccocc | C．C | C． C | C．C | －c．cccco | C． 6 | －C．CCCCl |



| C［ $¢$ | C．CC26 | C．CCzec | C．C4EとC | c．ccets | C．cces | －c．ccicc | C．C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C CC | C．CCOse | C．CCCss | C．ccces | c．ccess | c．eccss | c．ccces | C． C |
| C TC． | C．CC4C1 | C．CC4Cl | C．Cすごき | C．CC4Cl | C．ccacl | －c．c11cz | C． C |
| C FR | －c．cccel | －c．cccel | －C．C14ES | －c．cccel | －C．ccce | C．CCéa | C． C |
| CH L | c．cects | c．cacis | C． 3 7te 7 | C．CzCic | C．C2c7e | －C．CE7CE | C． C |
| CNC | －C．CCOC 1 | －c．ccccl | －c．cccls | －c．cccol | －C．cccl | c．ccce | C． C |
| ［1s | C．C | C．C | C．C | C．C | C． C | C．C | c． C |
| chf | 1．1528C | 1．15ことC | 1．14521 | 1．15ctc | 1．15ことC | 1．1535 | C． C |
| C NE | C．$C 5457$ | 1．C5457 | C．csucs | C．Cs457 | C． 0 c．45 7 | C．Cctes | C．${ }^{\text {c }}$ |
| C［ | C．cefei | C．Ce7e7 | 1．くてcs4 | C．ce7e7 | C．$C \in 787$ | C．CEくく | c． C |
| FES | C．C | C．C | C． C | 1．ccccc | C． C | C． C | C．C |
| ACAR | C．CC522 | C．0C522 | C．CS451 | C．CCEż | 1．CC5くこ | －C．C14ミス | C． C |
| CH I | －C．c148t | －C．C14Et | $-C . \bar{c} \in ¢ 12$ | －C．Cl48t | －C．C148t | l．C4Cit | C． C |
| Ct F | C．CCOC 1 | c．cccel | c．ccccl | c．cccel | C．ccccl | C．cccol | 1．cccco |

## TAELE（E－ム）

```
f -NAIFIX--CCEFFICIENIS CF ENCCCENCLS VAFIAELES LACCEC CAE-FERICE
```

| c［ 5 | c．4c121 | C．C | C． C | C．C | C．$C$ | C． C | C．C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C CC | C． C | C．tclele | C．C | C．C | C．C． | C．C | C．C |
| C 10 | C．C | C．C | C．zくらç | C．C | C．${ }^{\text {c }}$ | C．$C$ | C． C |
| C FR | C．C | C．C | C． C | C．Esciz | $C . C$ | C． C | C．C |
| CH L | C．C | C．C | C．C | C． C | C．ėくこCl | C． C | C．C |
| CMC | C．C | C． C | C． C | C．C | C． C | －C．lを三ci | C．C |
| CIs | C． 0 | C．C | C．C |  | C． C | C．C | c．te4ta |
| chf | C．C | C． C | C． C | C． C | C． C | $C . C$ | C．C |
| C M | C． C | C．C | C．C | C． C | C． C | C．C | C．C |
| C | C． C | C． C | C．C | C．C | C．C | C．C | C． C |
| FES | C．C | C．C | C．C | C．C | C．C | C． C | C．C |
| ncaf | C．$C$ | C． C | C．C | C．C | C． C | C．$C$ | C．C |
| CH I | C． C | C．C | C．C | C． C | C． C | C． C | C．C |
|  | C． 0 | $\mathrm{C} . \mathrm{C}$ | C．C | c．c | C．C | C．C | C．CC34s |



| C rec | C．C | C．C | C．C | C．C | C．$C$ | C． C | C．15ミミ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C CC | C．C | C．C | C．C | C．C | C．${ }^{\text {c }}$ | C． C | C．C |
| C TL | C．C542 | C．C | C．C | C． C | C．${ }^{\text {c }}$ | C． C | C． C |
| C FR | C． C | C． C | C．C | C． C | C． C | C． C | C． C |
| CH L | C．C2931 | C．C | C．C | C． C | C．${ }^{\text {c }}$ | C． C | C．$C$ |
| CNC | C．C | C．C | C． C | C．C | C．${ }^{\text {c }}$ | C． C | C．${ }^{\text {c }}$ |
| ［IS | C．CC314 | C． C | C．C | C．${ }^{\text {c }}$ | C． C | C． C | －C．C4C7E |
| Gif | C．C | C．C | C．C | C．C | C． C | C． C | C．C |
| C N | C．C | C． 7476 | C．C | C．C | C． C | C． C | C．isice |
| C 5 | C．C | C．C | C．4C2． 3 | C．C | C． C | C． C | C． C |
| FES | C．C | C． C | C．C | C．EsEこ4 | C． C | C． C | C．C |
| achr | c．clcle | C．C | C．C | C． C | C．とぐフミコ | C． C | C． C |
| Cr 1 | C．C | C．C | C．46＜es | C．C | C． C | C．4C38 | C．C |
|  | C．C | C．C | C．C | C．C | $C . C$ | C． C | C．EICE4 |

TAELE（E－s）



| C［L | C．53cec | C．C | C．$C$ | －C．Cáac | C．$C$ Eडct | C．$C$ | c．ceíte |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C CC | －c．ccocc | C．tCz18 | C．$C$ | C．CCCls | $-\mathrm{C} . \operatorname{cccc}$ | C．C | －c．cccec |
| C If | C．1c4CE | C． C | C．Eくらcc | －C．CミCえ́ | c．escel | C．${ }^{\text {c }}$ | C．Csミ5 |
| C FR | －c．c3c7c | C． C | C．CC3T1 | c． 27678 | －C．CICIS | －C．Cati7 | C．CTくも |
| CH L | C． 3 C4C5 | C．C | C． C | －C．15etic | C．¿̇E11 | C． C | C．4E4t？ |
| che | －C．ccozs | C．C | c．ccces | C．CC354 | －C．CCC1三 | $-C .18 \equiv 1$ | c．cccos |
| CIS | C． C | C．C | C．C | －C．e1453 | C． C | C． C | C．tecte |
| CAF | －c．ccsci | C． C | C．C | C． 2 ¢44C | －c．ccies | C． C | －c．tçe 1 |
| C NE | －c．ccoss | C． C | C．C | C．C1E41 | －c．cccé | C．C | －C．cetc 2 |
| C［ | C． 13812 | C．C | c． 0 | －C．Cscce | C．11cc | C． C | C．1Eszく |
| FES | C． C | C． C | C． 0 | C．1cミス | C．C | C． C | －C．EcTE¢ |
| neaf | C．CTE2S | C． C | C． C | －C．C3¢32 | C．CEE77 | C． C | C．1zíc |
| Ct 1 | －C．z1723 | C． C | C． C | C．1115 | －C．18727 | C． C | －C． 34 Ez |
| Cr F | －C．CCOCC | C．C | C．$C$ | c．cccco | $-\mathrm{Cocccc}$ | C．C | C．CCミ4 |

GAP C MCACLF C CLR G RESIC FI MCAFES I CH INVEA ANA CF f

| C［C | ¢ 3 | C 1 | 1 |  | 23 | －C．ccicc | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C CC | C．CCOCl | C．CCCi4 | c．cccee | C．CCCEs | C．cccez | C． Cc 4 C | C．cccec |
| C IL | C．Ct46C | C．CC3CC | c．cz4le | C．CC344 | C．CCミ2 |  |  |
| C FF | －c．ccote | －c．cccec | －C．CC4F7 | －c．ccces | －c．ccce | c．cccec | －C．Clele |
| Cr 2 | C．C5351 | C．C15s | C．12sic | C．Cliel | C．C17EC | －C．cisct | ¢ 1 |
| CAC | －c．ccoci | －. CCCC 1 | －c．ccce | $-\mathrm{c} . \mathrm{ccccl}$ | －c．ccccl | C．ccccl | －C．CC |
| ［IS | C．CC314 | － | C | C．C | C． | C．C | －C．C4c7e |
| GAf | c．cc7s3 | C．$\varepsilon$ t | －¢¢¢£コ | C．çil | C．cesic | C．4EEcz | C．2きミ11 |
| C AC | C．ccoes | C．e17ic | C．Celct | C．CECs\％ | C．C7Eく4 | C．CミEくス | ．177c |
| C | C．C5474 | C．cecic | C．s．lccis | C．C5¢12 | C． cefls $^{\text {c }}$ | － 1212 | ¢¢ 7 |
| FES | －C．CC282 | C．C | C．C | C．Ese | C |  | ¢J |
| ACAR | C．CE3tc | C．Cescc | C．Cal2c | C．CC447 | ¢ | i |  |
|  | －C．C3823 | －C．C1110 | C．シフsく1 | －C．C1272 | －C．（12） | 42 C ⓣ | C．c4422 |
| Cr | C．CCCCC | c．ccccl | C．ccccl | C．ccccl | c．ccccl | c．cecce | C．EICE4 |



| C［C | C．C | C．C | C．C | C．C | C．C | $-C . C E I \in T$ | C．C | C．C | C．C | C．C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C$ C | C．C | C．CCs， 6 | C．C | C．C | C．C | －C．Cごちと1 | C．C | C．C | O．C | C． C |
| C IC | C．C | C．C | C．C | C．C | C．C | C．C | C．C | $-C .<41 c t$ | C． 1 ¢ $\mathrm{C}_{2}^{5}$ | －C．és $7 \in C$ |
| C FR | C．$C$ | C．C | C．C | C．C | C．C | －C．17212 | C．C | C．C | C．C | C．C |
| CH L | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C |
| CNC | C．C | C．C | C． 14355 | C．C | －C．ClC＜4 | C．C | C．C | －C．CCzえt | C．CCO ${ }^{\text {c }}$ | C．CCzCz |
| CIS | C．C | C．CCEI 2 | C．$C$ | C．C | C．C | C．コこと74 | C．C | C．C | C．C | C．C |
| CAF | C．C | C．C | C．C | C．C | C．${ }^{\text {c }}$ | C．C | C．$C$ | C．C | C． C | C．C |
|  | C．CE711 | C．C | C．C | C．4SEEC | C． C | C．C | C．C | C．C | $C . C$ | C．C |
| C C | C．C | C． 13 Clz | C．$C$ |  | $C \cdot C$ | $C \cdot C$ | $C \cdot C$ | $\mathrm{C} . \mathrm{C}$ | C．C | C．C |
| FES | C．C | C．C71s | C．C | C．C | C．C | C．C | C． C | C． C | C．C | $C .1781 C$ |
| ACAf | C．C | C．12t3t | C．${ }^{\text {c }}$ | C．C | C．C | C．C | C．¢ 146E | C．C | C．C | $C \cdot C$ |
| CH I | $C . C$ | C．44312 | C．C | C．C ${ }_{-C-C}$ | $\mathrm{C} \cdot \mathrm{C}$ | 1．ECTEC | C．C | $C . C$ $C . C$ | C．$C$ $C . C$ | C． $\mathrm{C} . \mathrm{C}$ C |

EAL－PAYM CFRRR－IC EXCG EXP FEFN Y－1 INVENT－1 CAFAC－1 CENC C－1 CCIN C－1 TINE C－1 FR RES－1

| C［ 1 | C．C | C．C | C．C | C．Clect | C．${ }^{\text {c }}$ | C．${ }^{\text {c }}$ | －C．C4EEt | C．C | C．C | C．C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C$ C | C．C | C．C | C．C | C．C | C．$C$ | C． C | C． C | －C．C1183 | C．C | C．C |
| C 10 | C．C | C．C | C． C | C．C | C．${ }^{\text {c }}$ | C．C | C．C | C．C | －C．CE4EC | C．C |
| C FR | C．C | －C． $312 \bar{c}$ | C．$C$ | C．C | C．C | C．C | C．C | C．C | C．C | －C． $\mathrm{CSCCl}_{\text {c }}$ |
| Cr L | C．C | C．C | C．C | C．C | －C．ct427 | C．${ }^{\text {c }}$ | C．C | C．C | C．C | C． C |
| CMC | C． 16162 | C．CIC3C | C．$C$ | C．C | C．C | C．C | C． C | $C . C$ | C．C | C．C |
| CIS | C． C | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C |
| GAF | C．C | C．C | 1．CCCCC | C．C | C．C | C． C | C．C | C．C | C．C | C．C |
| $C N C$ | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C | $C . C$ |
| C［ | C．C | C．C | C．$C$ | C．C | C．C | C．14224 | $C . C$ | C．C | C．C | C．C |
| RES | C．C | C．C | C．C | C．Csecs | C．C | C．${ }^{\text {c }}$ | C．$C$ | $C . C$ | $C . C$ | $C . C$ |
| ACAR | C．C | C．C | C．C | C．C | C．C | C． 15417 | C．C | C．C | C．C | C．C |
| CF I | C．C | C．C | C．C | C．C | －C．Eく1ここ | C．${ }^{\text {c }}$ | C．C | C．C | C．C | C．C |
| C＋ F | C． C | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C | C．C |




| C［C | C．ccczz | C．CC415 | C．C | C．CCle3 | C．C | －C．7164E | C．CCz4t | C．C | C．C | C．CCC4E |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C \mathrm{CC}$ | C．CCOCs | C．C1C12 | C．C | C．CCC45 | C．${ }^{\text {c }}$ | －C．C24t1 | C．CCCSC | C． C | C．C | C．CCCle |
| C 15 | C．CCO35 | C．CCEz4 | C．C | C．CC1E | $C . C$ | －C．＜－¢ t | C．CC367 | －C．2419t | C．1tces |  |
| C FR | －C．CCOC | －C．CCC41 | C．Cécsc | －C．CCC37 | $-\mathrm{CoCClsc}$ | －C．Csc42 | －C．CCC74 | －C．CC4こC | C．CCzE？ | －C．cc4i3 |
| CH L | C．CCl8］ | C．C3231 | C．C | C．CCsec | C．C | －C．ट̇Eえと | C．Clce | C．C | C．C | C．CC 3 7 |
| CNC | －C．CCCCC | -C －CCCl | C．14ミと 2 | －C．CCCCC | －C．CICzt | －C．CCl1t | －C．CCCC | －C．CCż2 | C．CCC41 | C．CClce |
| CIS | C．C | C．CCEI？ | C． C | C．C | C．C | C．zé74 | C．C | C．C | C．C | C． C |
| CAF | C． 1 co42 | C．e82cs | C．C | C． $\mathrm{E}_{\text {étsc }}$ | C．C | 1． 3 ç ¢ ¢ | 1．CE444 | C． C | C．$C$ | C．EC532 |
| $C \mathrm{C}$ | C．C553 | C．C7244 | C．C | C．4ccsc | C．C | C． 114 \＆ | C．CEESC | C．C | C．C | C．C1EE4 |
| C［ | C．CC5s 1 | C．1ES5t | C．C | C．C $\mathrm{Cl}^{\text {C }}$ | C．${ }^{\text {c }}$ | －C．Csl（E） | C．$C \in \mathcal{C l}$ | C．C | C．C | C．Clíc |
| RES | C．C | C．CEE4E | C．C | C．C | C． C | －C．くcset | C．C | C．C | C． C | C．17E1C |
| ACAR | C．CCC45 | C． 13447 | C．C | C．CCėz | C．C | －C．CE731 | C．S1c45 | C．C | C．C | C．CCCs |
| CH I | -C －CC12c | C． 4 二CCE | C．C | －C．CCtic | C．C | 1．tçct | －C．Clisc | C．C | C．C | －C．CCze 5 |
| Ct F | c．CCOCC | C．CCCCl | C．C | －C．C4EE1 | C．C | C．CClit | C．CCCCL | C．C | C．C | C．CCCCC |



| C［C | C．${ }^{\text {c }}$ | C．C | C．CCzes | C．Clitc－C．Czcez | C．CCTEt | －C．C5\％${ }^{\text {c }}$ | C．C | C．C | C．C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C \mathrm{CC}$ | C．C | C．C | C．CCCCs | C．CCCCs－C．CCCEI | C．CCCé | C．CCCCC | －C．Cl1\＆ | C．C | C． C |
| C IC | C．C | C．C | C．CC\＆Cl | C．CCET3－C．Cscze | C．ClCet | －C．Clcic | C． C | $-C . C \varepsilon<\varepsilon C$ | C． C |
| C FR | C．Cく3E2 | －0．31132 | －C．CCCEI | －C．CClce C．Cl1se | －C．CCž1 | C．CC3C4 | C．C | －C．COl3S | －C． 35157 |
| $\mathrm{CH} L$ | C．C | C．C | C．CzC7s | C．Cllcz－C．jCike | C．Cstie | $-C . C E C C$ | C．C | C．C | C．C |
| CNC | C．161ce | C．CCE $\geq 1$ | －C．CCCC1 | －C．CCCl C．CCCls | －C．CCCC | C．CCCC4 | C．C | $-\mathrm{Cocccc} 2$ | －C．CC4sc |
| CIS | C．C | C．C | C．C | C．C C．C | C．$C$ | C．C | C．C | C．C | C．C |
| GAf | C．C | 0.0 | 1．1E2EC | C．1Ccse－C．il33 | C． 311 c | C．CCC3C | C．C | C．C | C．C |
| $C N C$ | C．C | C．C | C．CS4si | C．CCECE－C．CEESZ | C．CETç | C．CCCC2 | C．C | C．C | C．C |
| C 1 | C．C | C．C | C．C C 7e 7 | C．CICCT－C．17ESt | C．1EEコ | －C．Cl3t | C．C | C．C | C． C |
| FES | C．C | C．C | C．C | C．CSECS C．C | C．C | $C . C$ | C． C | C．C | C．C |
| NCAR | C．C | C． C | C．CCE22 | C．CC2¢¢－C．C7714 | C． $1 \in 842$ | －C．CC754 | C．C | C．C | C．C |
| Ct 1 | C．C | C．C | $-C . C 1<E t$ | －C．CCEEL－C．4CJES | －C．C4C57 | C．C－1＜E | C． C | C．C | C．C |
| Ct F | C．C | C．C | C．CCCCl | C．CCCCC－C．CCCCl | C．CCCCC | C．CCCCC | C．C | C．C | C．C |

## TAELE（5－モ）

THIS IS THE－C－NATRIX chefficients cf exceencls barifeles LACGEL CNE－FERIC［

|  | CELCANS |
| :---: | :---: |
| C［C | C．C |
| C C | C．C |
| C 10 | C．C |
| C FR | C．C |
| C ${ }^{\text {L }}$ | －C．114iz |
| CNT | C．C |
| r．IS | C．（cc4e |
| CNF | C．C |
| C ${ }^{\text {c }}$ | C．C |
| C $C$ | C．C |
| FES | C．15EEC |
| NCNF | C．C |
| Ct I | C．C |
| Cr F | C．C |

THISISTHE－C＊－NATFIX

|  | CE |
| :---: | :---: |
| ［C | －C．C17ct |
| C CC | C．CCCls |
| 1 C | －C．Céti |
| FF | C．Cctic |
| CH L | －C．lミfts |
| CNC | c．ccces |
| ［IS | C．Ccc， |
| CAF | C．17467 |
| A | C．C143 |
| C［ | －C．C542C |
| RES | C．15ces |
| ncar | －C．Cミ475 |
| CF l | c．cscce |
| CF | C． |

The impact multipliers of this system of equations $-B^{*}$-matrixreflect the magnitude of the current-quarter change of an endogenous variable which results from a unit change in one of the current exogenous (or contemporary endogenous) variables. In terms of the $B^{*}$-matrix, an element, $b_{i j}$, would indicate the magnitude of the change in the $i$ th endogenous variable given a unit change during the current period in the $j \frac{\text { th }}{}$ exogenous variable. For example, from Table (5-6), a one percent increase in the rate of worker productivity would immediately result in an increase of more than $\$ 525$ million in income. Most of this increase, apparently, would be spent to purchase nondurable goods and services. A one billion dollar increase in government expenditures (accounted for by a rise in exogenous expenditures) would apparently result in a $\$ 20$ million addition to the level of loans. These two would combine to raise income by $\$ 1.15$ billion-the initial increase in government spending plus about $\$ 95$ million in new nondurable and service consumption and $\$ 68$ million in durable goods consumption.

Several of the entries in this Table do not agree with the results which, a priori, are more generally expected. These multipliers tend to be larger than those normally expected. At least part of the reason for this is that the effects of lagged endogenous and exogenous variables have not yet had an effect on the magnitude of this reaction. Also, as pointed out before, the multipliers are quite subject to differences resulting from other dissimilarities in specification and estimation. Fromm and Taubman (1967) also explain why these impact multipliers may differ from model to model:

The impact multipliers reported here are somewhat greater than those customarily estimated. However, most of the other information we have on such multipliers is derived from models which are highly recursive, rather than simultaneous. This high degree of recursion tends to dampen the reaction of the multipliers. . . .

It should also be emphasized that these are one-quarter impact multipliers; in a system with lags, longer-term multipliers tend to be different.

## Interim and Total Multipliers

As Goldberger (1959) points out, the procedure that has usually been employed to trace the effects of a unit change in the exogenous variable on the various endogenous variables during periods subsequent to the occurrence of the impact effect has been: ". . . to first estimate a value of the marginal propensity to consume and specify a oneperiod lag in the consumption-income relationship. The time path of response is then easily traced out in terms of unit periods." However, the preferable method recognizes that the impact multipliers do not include lagged effects of either the exogenous or endogenous variables. The time path of changes in the endogenous variables when a unit increase in one of the exogenous variables is sustained in successive periods is better explained by also including the effects of the lagged endogenous ( $A^{*}$-matrix) and lagged exogenous $\left(C^{*}\right.$-matrix) variables. This means that the impact multipliers-the $B^{*}$-matrix-will differ substantially from the interim multipliers which are obtained by (pre-) multiplying the product matrix $\left(C^{*}+A^{*} B^{*}\right)$ by an appropriate power of the $A^{*}-$ matrix. The appropriate power is one less than the number of the future period in which one is interested-e.g., for the fourth quarter in the future, one would use $A^{* 3}$.

Also following Goldberger (1959) use was made of the "truncated
time paths" although it was recognized that:
. . They are quite particularized, in that they refer to the response to a particular sequence of exogenous stimuli beginning from a particular initial situation. The particular response path, then, may be regarded as being determined by these two particular factors, superimposed upon the inherent response characteristics of the system.

The "total multiplier" is a concept which measures the aggregated effects of a sustained increase of one unit in the exogenous variable. Table (5-9) contains the "total multipliers" for the dynamic effects of a unit change in each of the exogenous variables on all of the endogenous variables. As previously noted, this multiplier represents the arithmetic sum of the impact multiplier and all (summed theoretically to infinity) the interim multipliers. Since in this analysis, a truncated time path covering a ten year future time span-forty quarterswas employed, the sum of the impact plus all the interim multipliers shown does not total to the figure shown as the "total multipliers."

Tables (5-10) through (5-25) present all the multiplier measures: (1) the total multiplier; (2) the impact multiplier (for a zero time lag); and, (3) the forty interim multipliers for the ten year (forty-quarter) truncated time path. The length of this time path was arbitrarily chosen to be forty-quarters because it seemed that, for almost all the endogenous variables, the rate of convergence had "settled-down" into a slightly damped, monotonic convergence path. It was, therefore, felt that most of the economically relevant developments had already taken place.

TABLE (5-9)
OYNAMIC TOTAL MULTIPLIERS
****\#\#\#\#\#****************

CB LCANS
CH DEM D
CH COINC
CH TIMED
CH FR RS
CH LCANS OPEN M O DISC'T R GNP C NONDUR C OUR G RESID FI NONRES I CH INVEN ANN CH P
0.06249
0.00688
0.29559
0.00158
0.24404
0.00002
0.05699
3.19092
1.37995
0.45639
0.74871
0.54267
0.06320

C CH GNP
WTO Y+1

$$
\begin{array}{rr}
0.31040 & 0.00281 \\
0.04021 & 0.00045 \\
0.89981 & 0.01776 \\
-0.03873 & 0.02254 \\
1.21624 & 0.01128 \\
-0.00042 & 0.12158 \\
0.11521 & -0.01248 \\
7.73043 & 0.20637 \\
2.50854 & 0.06679 \\
1.79920 & 0.02609 \\
-0.21995 & 0.07812 \\
2.95476 & 0.02856 \\
0.68788 & 0.00681 \\
0.00239 & -0.00022
\end{array}
$$

$$
\begin{array}{r}
0.09810 \\
0.01013 \\
0.50122 \\
-0.01211 \\
0.67410 \\
-0.00013 \\
0.08798 \\
4.69571 \\
3.17636 \\
0.91136 \\
-0.55066 \\
1.25628 \\
-0.09765 \\
-0.24397
\end{array}
$$

T BILL R
CH DEM 0
CH COINC
CH TIMED CH FR RS CH LOANS OPEN M O DISC'T R

GNP
C NONDUR
C DUR G RESID FI NONRES CH INVEN ANN CH P
$-2.03279$
$-0.09578$
$-2.28730$
0.11921
$-2.74857$ 0.00129 0.76617 $-14.32898$

GCVT B R
0.69096
$-0.00086$
$-0.00014$
$-0.31803$
$-0.00688$
$-0.00344$
-0.00199
0.00381
$-0.06295$
$-0.02037$
-0.00796
$-0.02383$
$-0.00871$
$-0.00208$
0.00007

TERM STR
-0.00020
$-0.00003$
$-0.00127$
$-0.00161$
-0.00081
-0.00868
0.00089
$-0.01473$
$-0.00477$
-0.00186
$-0.00557$
$-0.00204$
-0.00049
0.00002
. 00002

CHPRODUC

BOND R*Y
0.16075
0.00879
0.08665
$-0.02918$
0.62995
0.00139
0.05673
4.07657
1.32281
0.82525
0.88471
1.15565
$-0.11185$

TABLE (5-9)
CONTINUED
DYNAMIC TOTAL MULTIPLIERS


|  | BAL-PAYM | CHRRR-TD | EXOG EXP | PERM $\mathrm{Y}-1$ | INVENT-1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CH DEM ${ }^{\text {C }}$ | 0.00316 | -0.04929 | 0.13044 | 0.13370 | -0.34998 |
| CH COINC | 0.00050 | -0.00782 | 0.00721 | 0.00511 | -0.01245 |
| CH TIMED | 0.02000 | -0.31194 | 0.38491 | 0.29524 | -0.80827 |
| CH FR RS | 0.02538 | -0.39590 | -0.01732 | -0.01582 | 0.05641 |
| CH LGANS | 0.01270 | -0.19816 | 0.51122 | 0.40032 | -1. 37233 |
| OPEN M O | 0.13688 | 0.00442 | -0.00019 | -0.00017 | 0.00061 |
| DISC'T R | -0.01405 | 0.21919 | 0.04232 | 0.03226 | -0.08997 |
| GNP | 0.23234 | -3.62410 | 3.34500 | 2.37102 | -5.77113 |
| C NONDUR | $0 . C 7519$ | -1.17292 | 1.08537 | C. 76937 | -1.87279 |
| C DUR G | 0.02937 | -0.45821 | 0.67283 | 0.50580 | -1.53406 |
| RESIO FI | 0.08795 | -1.37184 | -0.26487 | 0.46000 | 0.56311 |
| NONRES I | 0.03215 | -C. 50154 | 0.94001 | 0.72144 | -2.33428 |
| CH INVEN | c.00767 | -0.11960 | -0.08834 | -0.08559 | -0.59311 |
| ANN CH P | -0.00025 | 0.00385 | 0.00090 | 0.00068 | -0.00185 |
|  | CAPAC -1 | DEMD D-1 | COIN C-1 | TIME D-1 | FR RES-1 |
| CH DEM D | 0.22919 | -0.14319 | 0.0 | -0.00028 | -0.05563 |
| CH COINC | 0.01082 | -0.00102 | -0.02974 | -0.00005 | -0.00882 |
| CH TIMED | 0.61603 | -0.12231 | 0.0 | -0.11136 | -0.35200 |
| CH FR RS | -0.03310 | 0.01318 | 0.0 | -0.00229 | -0.44675 |
| CH LOANS | 0.89843 | -0.18723 | 0.0 | -0.00114 | -0.22361 |
| OPEN M O | -0.00036 | 0.00014 | 0.0 | -0.00002 | -0.00483 |
| DISC'T R | 0.06803 | -0.01286 | 0.0 | 0.00127 | 0.24734 |
| GNP | 5.01705 | -0.47431 | 0.0 | -0.02092 | -4.08958 |
| C NONDUR | 1.62797 | -0.15398 | 0.0 | -0.00677 | -1.32357 |
| C DUR G | 1.34745 | -0.18274 | 0.0 | -0.00265 | -0.51706 |
| RESID FI | -0.42577 | 0.08046 | 0.0 | -0.00792 | -1.54803 |
| NONRES I | 2.49405 | -0.30002 | 0.0 | -0.00290 | -0.56595 |
| CH INVEN | -0.02664 | 0.08198 | 0.0 | -0.00069 | -0.13496 |
| ANN CH P | 0.00143 | -0.00025 | 0.0 | 0.00002 | 0.00435 |

table（s－1C）
intefim nlltipliefs fer tre excefncls variaele ce lcans

CH LEM C CH CCINC CH TINFC CH FFRSCH LCANS CFEN N C［ISC＇1 R
ICIAL C．CE24C C．CCEEE C．éses C．CCIEE C．ż4Ce C．CCCO cocets

LIE

$$
0
$$


－C．Cl15t
$-\mathrm{C} . \mathrm{CC53E}$
－c．ccilc
C．CC15
C．CC311
C．CC3se
C．CC443
C．CC4EZ
C．CC4E4
C．CC457
C．CC44？
$0.0 C 42 \epsilon$
C．CC4C）
C．CC3Et
C．CC3tt
C．CC345
C．CC3 4
c．cc3cs c．cccis
c．CC2EE C．CCC14
C．CC267 C．CCC12
C．CC25C
C．CC23z
C．CC21E
C．CC2Cz
C．CCIE
C．CC17
c．ccies
C．CC152
C．CC14
C．CC131
C．CC12 C．CCCCE
C．CClI 3
C．CClC4
C．CCCst $C$ CCC
c．cccse c．cccc
$\begin{array}{ll}C . C C O 8 \\ C . C C C 77 & C . C C C 4 \\ C\end{array}$
$\begin{array}{ll}\text { C．CCC77 } & \text { C．CCCC4 } \\ \text { C．CCC71 } & \text { C．CCCC3 } \\ \text { C．CCOE } & \text { C．CCCC }\end{array}$
C．CCOEE
$C . O C C C S \quad C . C C C E S-C . C C C C T$
C．CCCZE－C．C1CEZ $\quad$ C．CCE4S
C．CCCZE－C．CICEZ C．CCEAS－C．I ZC4E C．CCCCE

C．CCC24 C．CIC12 C．CCECS C．CCEスI C．CCCC
C．CCC23 C．C12ic C．CCC7S C．C11E C．CCCC1
C．CCCzz C．Cizez C．CCCCE C．Clecs－c．ccccc

C．CCCZC C．C1473－C．CCC4E
C．Cle\＆e－C．ccccl
C．C1sc4－c．ccccl
C．C18eC－C．ccccl
C．C1Eえく－C．CCCO
C．Clite－C．CCCCI
C．ClEEE－C．CCCCl
C．CleC4－C．CCCCl C．CiEaC－C．cccci C．C143E－C．CCCC1 C．C12E C．C1えテ̄－C．CCCCC C．CIJC $C . C 111 E-C . c c c c$
$C . C 1 C 4 \epsilon-C . c c c c$ C．C1C4E－C．CCCCC
C．CCciE－$-\operatorname{cccc}$ C．CCSTE－C．CCCCC
C．CCSIZ－C．CCCCC c．ccess－c．ccccc C．CC7Sミ－c．ccccc C．CC73s－c．ccccc C．ccest－c．cccec c．cceze－C．ccccc C．CCse4－C．CCCCC C．CCEs $1-\operatorname{cocccc}$
C．CCS11－C．ccccc C．CC474－C．CCCCC C．CC44C－C．CCCCC C．CC4CE－C．CCCCC C．CCコラE－C．CCCC C．CCミEC－C．CCCCC $C . C C 224-C . C C C C C$
$C . C C z c c-C . C C C C$ C．CCzes－C．CCCCC
C．CCzit
C．CCCCC C．CC277－C．CCCCC
C．CC25t－C．CCCCC


C．$C$
C．Ccsel
C．CCESE
C．CCset
C．CC 245
C．CClcs
C．CC17E
C．CC163
C．CClec
C．CC157
C．CClE4
C．CCIE1
C．CC14t
C．CC141
C．CClas
C．CC12
C．CC1えく
C．CC115
C．CCICS
C．CCicz
c．ccrse
c．cccsc
C．CCCEA
c．cccis
c．cccis
c．ccces
c．CCCE4
C．CCCEs
C．CCCES
C．CCCSl
C．CCC4E
C．CCC44
C．CCC41
C．CCC
C．CCC3s

c．cces
C．CCCEt
c．CCC24
C．CCCze

TAELE（EーlC）
cCATIALEC

INIERJN MLLIfLIEFS FCR IFE EXCCENCLS VAFIfELE CE LCANS

GAF C MCNELF CLF GESICFINCNFESICFINVEA ANACF F

| TAL． | 3.19096 | 1.37595 | C．45t3s | C．74871 | C．542も | C．cezec | $1 \epsilon$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LAE |  |  |  |  |  |  |  |
| c | C．1C04à | C．Ces2s | ¢ 61 | C | C．CCC4s | －C．ccies | c． $\operatorname{cccc}$ |
| 1 | C． 2 es3 6 | C．Cs28？ | $-C . C 43 \in 1$ | C． 14598 | －C．C3124 | C．$C$ ces 2 | c． $\operatorname{cccc}$ |
| z | C．1ctit | C．CE544 | －C．C1s24 | C．123C8 | －C．caste | C．CEES4 | c． $\mathrm{cccc}^{\text {c }}$ |
| 3 | c．1t311 | C．Cフ7くて | C．CClss | C．1č11 | －C．Cく1ci | C．ccuác | c．cccos |
| 4 | c．14916 | C．C6S52 | C．C1358 | C．CEsec | －C．C1こ54 | $-\mathrm{coccece}$ | c．cccet |
| 5 | c． 14176 | C．cese 7 | C．Clscs | C．Cilz | －C．CC5et | $-\mathrm{C} . \mathrm{cciel}$ | C．CCCCs |
| 6 | C． 136 C 4 | O．CEE8¢ | C．CE213 | C．Csc43 | C．CClics | $-C . c c t e c$ | C．ccces |
| 7 | c．13C35 | C．C54tc | C．C245C | C．C4542 | c．ccile | －C．Ccs44 | C．CCCCs |
| $\varepsilon$ | C． 12441 | C．C5IC7 | C．C2＜83 | C．C4CEs | C．C12cs | －C．CC44 | C．CCCC5 |
| ¢ | C． 11827 | C．C478t | C．C2454 |  | C．C1Ecs | －C．CCEt | C．${ }^{\text {cccc }}$ |
| 1 C | C． 112 C 4 | C．C44SE | C．C2387 | C．C2738 | C．ciesc | －C．CC315 | C． $\mathrm{Cccc}_{4}$ |
| 11 | C．lc5es | C．C4こくす | C．Cézes | C．czilc | C．Cく12才 |  | C．CCCC4 |
| 12 | C． $\operatorname{ccsc} 7$ | C．C3577 | C．C2157 | C．C17E1 | C．cizsc | －C．CCく48 | C．cccca |
| 12 | C．Cs3Et | C．C3742 | c．caces | C．Cl3el | C．czasc | －C．CCzく5 | C． $\mathrm{CCCCO}_{4}$ |
| 14 | C．Ce815 | C．C3515 | C．Clcis | c．cicez | C．Cz4E1 | －C．ccace | C．CCCC4 |
| 15 | C． ce267 $^{\text {c }}$ | C．033C7 | C．Clete | C．CC7S4 | C．CE4Et | －c．ccisc | C．CCcc 3 |
| $1 \epsilon$ | C．C7742 | C．Cslct | C．C1才Ec | C．Ccsic | C．Cく481 | －C．CC175 | ．CCCC？ |
| 17 | C． C 7242 | C．CESIE | C．Cles 4 | C．CCEEE | C．ci4s | －C．CClez | C．ccce |
| $1 \varepsilon$ | C．Ce7ei | C．C2734 | C．Clest | C．ccazz | C．CE4CC | －c．ccisc | c．ccce |
| 15 | C． $\operatorname{ces} 317$ | C．C25el | C．C1453 | c．ccici | C．C2335 | －C．CClas | c．ccce |
| 2 C | C．C5851 | C．C23c7 | C．Clisec | c．ccces | C．Cこうこc | －C．CClze | C．CCCO |
| 21 | C．Cs4ce | C．C2242 | C．C127C | －c．cccie | C．Cel74 | －C．CCl1c | c．ccce 3 |
| 22 | C．Csile | C．Cecce | C．Cl1es | －C．CC141 | C．Ceces | －c．ccilc | C．ccce |
| 23 | C． 64756 | 0.01955 | C．c1105 | －C．0C152 | C．C1ses | －c．ccles | c．cccee |
| 24 | C．C4422 | C．Clė4 | C．Clcse | － $\mathrm{C} . \mathrm{CCz} 2 \mathrm{C}$ | C．Cles | －c．ccce | C．cccce |
| 25 | C．c41cs | C．Cl7cc | C．ccsec | －C．CCisc | C．citct | －C．ccce | C．Ccces |
| $2 t$ | C．C381t | C．C1583 | C．Cces 2 | －C．CC27s | C．C17C1 |  | C．ccces |
| 27 | C． C 3542 | C．C1473 | C．ccezs | －C．CCéc | C．Clect | －C．CCCis | C．Cccce |
| 28 | C．C3285 | C．C1371 | C．CC77c | $-\mathrm{C} . \mathrm{CCac}$ | C．Clsi4 | －c．cces | C．cccce |
| 29 | C．C3C4t | C．C1274 | c．cctie | $-\mathrm{C} . \mathrm{CC} 3 \mathrm{C} 3$ | C．C1424 | －c．ccces | C．CCCCe |
| 2 C | C．casza | C．Cl1E4 | C．cceez | －C．CCEC3 | C．C1Eきと | －c．ccces | c．cccci |
| 21 | C． c $^{2615}$ | c．cicss | C．cceis | －C．CCess | C．C1254 | －C．ccces | c．eccci |
| 32 | C．C242a | c．cicec | C．CCsic | －C．CCes | C．Cl1is | －C．cccec | C．CCCC 1 |
| 33 | C． C 2241 | C．Ccs．4t | C．ccees | －C．CCás | c．cices | －C．ccca | C．${ }^{\text {ccccl }}$ |
| 34 | C．C2C74 | C．CCE77 | c．cc4sc | －C．ccait | C．Clcé | $-\mathrm{Cocc} 43$ | C．CCCCl |
| 25 | c．cicis | C．CCE12 | C．ccas？ | －c．cczet | C．ccsse | －c．cccac | C．CCCC 1 |
| 36 | C．C1774 | C．CCis ${ }^{\text {c }}$ | C．CC4lc | －C．CCese | C．CCEs， | －C．CCE 7 | C．Ccccl |
| 27 | C．C164C | c．cces 7 | C．CC38 | －C．CC244 | C．ccenz | －C．cccas | c．cccel |
| 3 E | C．C151t | C．CCES | C．CCses | －C．CCzaz | C．Ccije | －c．cccal | C．Ccccl |
| 29 | C．C14CC | C．0C557 | C．CC332 | －C．CCżC | C．Cctel | －C．CCCas | C．CCCCl |
| 4 C | C．Cl2cs | C．CCEE2 | C．CC3C7 | －C．CCecs | c．cceic | $-\mathrm{Cocccz} 7$ | C．CCCCl |

TARLE（5－11）
intefim multifliefs fef ite exceencls vafiaele 6 chenf

Ct cen checinc ct tinec ct ff ract lcans Lpen c ciscilf
ticial LEC

| C． 31040 | C．C4Cél | C．Eçel | －C．C3¢73 | 1．2ıE24 | －C．CCC42 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | C．cceis | C．cccis | c． | $-\mathrm{C}, \mathrm{CCCO}$ |  |
| C．C122s | c．ccets | C．cesce | －C．CC15C | C．CTEE7 | $-\mathrm{c} . \mathrm{cccc}$ | C．Ccect |
| C．C164¢ | C．CC444 | C．ctect | －C．CCzCs | C．cecez | －C．ccces | C．Cctet |
| C．c1788 | C．CC3Cs | C．C5Sec | －C．CCEく4 | C．Cis44 | －C．ccces | C． $\operatorname{ccete}$ |
| C．C177c | C．CCz17 |  | －C．ccioz | C．cesti | CCz | E ${ }^{\text {c }}$ |
| C．C17C5 | C．CClez | C．C4ECE | －C．CCz14 | C．CE4Ci | $-\mathrm{C} . \operatorname{cccc}$ | ¢f |
| C．c16c | c．ccizt | C．C44C？ | $-\mathrm{C} . \mathrm{CCz} \mathrm{C}$ | C．Cscef | －C．CCCC |  |
| C．C15C3 | C．CClce | C．C4Ct4 | －C．CCles | C．C54cc | －C．Ccc | C．CCE12 |
| C．C14C2 | c．cccee | C．C．7EC | －c．ccife | C．cesce | －C．CCCCe | c．ccait |
| C．C13Ct | C．CCC74 | C．C3sc2 | －C．CCle4 | C．C4752 | －C．ccces | C．CC443 |
| C．C121t | C．cccet | C．C3－57 | －C．CCls3 | C． 1442 c | －c．ccce | C．CC412 |
| C．C1132 | C．cccs | C．C3C3C | －C．CC142 | C． 04115 | $-\mathrm{C} . \mathrm{Cccc}$ | C．CC3E4 |
| C．C1C53 | C．CCCE4 | C．Cż1c | －C．CC132 | C． C3E $^{\text {c }}$ | －C．CCCC | C．CC |
| c．ccsec | C．OCC4 | C．Cate | －C．CCl23 | C．Castc | －C．CCCC | 2 |
| c．ccsil | c．cccat | C．C2436 | －C．CC114 | C．Csacs | $-\mathrm{C} . \mathrm{ccccl}$ | C．CC3Cs |
| C．CC84 | C．CCC42 | C．Cezt？ | －c．ccict | c．c3c75 | －c．cccl | cc2e7 |
| C．CC787 | C．CCC3s | C．Czlcl | －c．cccss | C．Cぐと5 | $-\mathrm{Cocccl}$ | 7 |
| c．cc731 | c．cccee | C．Clcec | －c．cccs | C．Cé | ．cc | C．CC248 |
| C．CCG7 | C．OCC33 | C．Clec | －c．ccces | C．Cく4 | －c．ccce | C．cczac |
| C．CC63C | C．OCC3 1 | C．Cleit | －c．cccis | C．Cぐ天と | －c．cccel | C．CCく13 |
| $\mathrm{C}=\mathrm{CC5E4}$ | C．CCCis | C．C15s4 | －C．ccciz | C．Cく112 | $-\mathrm{Cocccl}$ | C．CClce |
| C．CC541 | C．CCCzt | C．Cl43c | －c．ccter | C．C15se | $-\mathrm{Cocccl}$ | ع 4 |
| C．CC5Ce | C．CCCz | C．C1233 | －c．cctes | C．C1813 | $-\mathrm{Cocccc}$ | 7 C |
| C．CC4E | C．CCCEz | C．C123？ | －C．cccse | C．Clt | －c．cccel | C．CC158 |
| C．CC43C | C．CCCz | C．C1141 | －C．OCC54 | C．C15s | －C．CCC | c．cclet |
| C．CC358 | c．cccis | C．cicse | －C．cccsc | C．C143t | $-\mathrm{c} . \operatorname{ccc} 1$ | C．CC12－ |
| C．CC3E\＆ | c．cccle | c．ccsit | －C．cccet | C．C1ミくを | －c．cccec | c．cci2s |
| C．CC341 | C．CCC 17 | C．cccce |  | C．C1くこを | －C．cccec | 16 |
| C．CC315 | c．cccis | C．CCE33 | －C．CCC3s | C．C113 | cccco | C．CC1C7 |
| C．CC2c1 | C．OCC14 | C．CCT7 | －C．Ccce | C．Clc4 | C．cccc | c．cces |
| C．CC2ts | C．CCC1？ | C．CC711 | －C．CCC34 | C．CCsé | C．CCCC | C．Cccs 1 |
| C．CC24E | C．CCC12 | C．ccese | －C．cccal | C．CCEC4 | CCCCS |  |
| C．CC22c | c．cccll | c．ccect | －C．Cccas | C．CCE二5 | $-\mathrm{Cocccc}$ | c．cccie |
| C．cc2lz | c．cccic | C．CC5sc | －c．cccat | O．CC7ES | $-\mathrm{Cocccc}$ | C．cccie |
| C．CClse | c．ccces | c．ccelt | －C．ccce | C．CC7C3 | cccco | ．ccee |
| C．（clec | c．occcs | C．CC4it | －C．Cccez | C．cces | －c．ccccc | C．ccel |
| C．cclet | c．ccces | C．CC43c | －c．cccal | C．ccses | －c．cccco | C．CCC5 7 |
| C．CCl54 | c．ccce 7 | C．CC4C5 | －c．cccic | C．ccese | －c．cccec | c．ccce |
| C．CCl42 | c． $\operatorname{cccc} 7$ | C．CC374 | －c．cccie | C．CCSCs | －c．cccco | C．CCC4E |
| C．CCl21 | c．cccet | C．CC544 | －c．cccle | C．$C$ C4t | －c．ccccc | C．CCC44 |
| C．CCl2C | c．occce | C．CC218 | －c．cccis | C．cc4ミこ | C．cccc | c．CC（4） |

JfELE（5－11）
continleg

IATERIN MLLIFLIEFS FCF IHE EXCGENCLS VAFIAELE 6 CF EAF

GAP C ACNCLF C ILF G FESICFINCAFESICFINVEAANACF F

| TCTAL | 7．72C4ミ | 2．5C854 | 1.7952 C | －C．zlçs | 2.55476 | C．EETEE | C．CCĖ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LAC |  |  |  |  |  |  |  |
| $C$ | C．EE2Cs | C．$C 7244$ | C．19cte | C．$C \in \in 48$ | C． 1344 | C．4こCC | C．CCCCl |
| 1 | C． 6438 C | C．1C653 | C． 1447 C | C．OECES | C．135¢ | C．2C151 | C．CCCC |
| 2 | C．E1372 | C．1くこと？ | C．121C4 | C．C3T15 | C． 142 t 4 | C．CSCET | C．CCCC5 |
| 2 | C．43954 | C．127E | C．IC：3C |  | C． 14216 | C．C3C ${ }^{\text {c }}$ | C．CCCC |
| 4 | C． 3 C2CE | C． 127 ¢く | C．Cc， $\mathrm{C}_{5}$ | C．C1644 | C．1395 | C．C15C5 | C．CCCCE |
| 5 | C． $3.7 \in C$ | C． 1243 C | C．CEEC？ | C．CCE78 | C．13545 | C．CCacl | C．CCCC |
| $t$ | C． 3298 － | C．119cc | C．C7Icc | C．CCzse | C．13CE1 | －C．CCl＜ 7 | C．CCClC |
| 7 | C． 2 C5E1 | C．11474 | C．Cilet | －C．CC24C | C．1ことこと | $-C . C C 3 \in 1$ | C．CCClC |
| $\varepsilon$ | C．くと42］ | C．1Cec | C．CEES 7 | －C．cces 3 | C．11cs | －C．CC4 5 E | C．CCCIC |
| $\varsigma$ | C． 2 ¢435 | C．1C317 | C．CEl $C^{\text {C }}$ | －C．CCs41 | C．1127C | －C．CC4Eと | C．CCClC |
| 1 C | $C .2455 \epsilon$ | C．C5727 | C．C5745 | －C．C 1177 | C．1C785 | －C．CC4Es | C．CCClC |
| 11 | $C .22874$ | $C \cdot C \subseteq 144$ | C．C534 | －C．Cl三s | C．1cect | －C．CC4Et | C．CCCC |
| 12 | C． 21262 | $0 . C 8577$ |  | －C．C14is | C．Csta | －C．CC441 | C．CCCC |
| 13 | C．1975］ | C．CECzc | C． 14 ¢ C C | －C．Clses | C．Csce | －C．CC413 | C．CCCC |
| 14 | 0.18341 | C．C75C4 | $\mathrm{C} . \mathrm{C} 4=\mathrm{C} 4$ | $-C . C 1 \in 1 \varepsilon$ | C．$C$ ¢ 545 | －C．CC3E | C．CCCCE |
| 15 | C．17C．2C | C．C7CC4 | C．$C^{3} ¢ ¢ ¢$ | －C．ClE44 | C．CEC2E | －C．CCこ 57 | C．CCCCE |
| $1 \epsilon$ | C． 15786 | C．CESくを | C．C37C4 | $-C . C 164 E$ | C．${ }^{\text {c }} 7531$ | $-\mathrm{C} . \mathrm{CC} 321$ | C．CCCCE |
| 17 | C． 14633 | C．C6C7s | C．$C^{2} 42 \mathrm{E}$ | $-C . C 1 \in \Xi 4$ | C．C7C57 | $-C . C C E C E$ | C．CCCCi |
| 18 | C． 1355 | C．CSEE4 | C．CJ18S | $-C . C 1 \in C 6$ | C．CEEC4 | －C．CC2E3 | C．CCCC 7 |
| 15 | C． 12557 | C．C5255 | C．Cく¢E7 | －C．CLEET | C．CE174 | －C．CCzez | C．CCCCt |
| 2 C | C． 11625 | C．C4EEI | C．C274C | －C．C152C | C．C576t | －C．CC242 | C．CCcce |
| 21 | C．1C75\％ | C．C45 $\mathrm{C}_{\text {c }}$ | C．Cくらこと | $-C . C 14 \in T$ | C．C538C | $-\mathrm{C} . C C 2<3$ | C．CCCCE |
| 22 | C．Cs952 | C．C42C1 | C．$C 2 \pm 5 C$ | －C．C14Cs | C．CSC15 | －C．CCzCe | C．CCCC |
| 23 | C．CS2C？ | C．C3EC4 | C．C217t | －C．C1348 | C．$C 4 \in 71$ | $-\mathrm{C.CC1C}$ | C．CCCL |
| 24 | C．CE5CE | C．C $\operatorname{Ce}$ C | C．C2Cl3 | $-C . C 12 \varepsilon 6$ | C． 14348 | －C．CClis | C．CCCC5 |
| 25 |  | C． C 2 241 | C．$C 1 E \in 2$ | －C．C122く | C．C4C44 | －C．CClez | C．CCCC4 |
| $2 t$ | C．C72t | C．CJCe2 | C．C1722 | －C．C1159 | C．C375c | －C．CCl4c | C．CCCC4 |
| 27 | C．$C \in 711$ | C．Czél | C．$C 1 \leq c 1$ | －C．ClC¢ 7 | C．C $=4$ ¢ 2 | －C．C（13E | C．CCCC4 |
| 28 | $C . C \in 1 \subseteq 7$ | C．C2647 | C．C1471 | －C．C1C35 | C．Cこう42 | -C －C $11-7$ | C．CCCC |
| 25 | C.CE722 | $\text { C.C } 2447$ | C．$C_{135}$ | －C．CCs75 | C．CミCCE | －C．CC117 | C．CCCC3 |
| 3 C | C．C5282 | C．C22t2 | C．C125 | －C．CCs 17 | C．CくTcc | $-C . C C 1 C \varepsilon$ | C．CCCC |
| 31 | C．$C 4874$ | C．C2Ccc | C．C115s | －C．CCE61 | C．C－5Et | $-\mathrm{C.CCCs}$ | C．CCCC |
| 22 | C．C44cE | C．C1C 1 | C．ClCic | $-C . C C E C E$ | C．C23ct | $-\mathrm{C} \cdot \mathrm{Cccs} 2$ | C．CCCC3 |
| 33 | C．C414C | C．C17E | C．CCsc 7 | －C．CCTse | C．Cえくこと | －C．CCCE4 | C．CCCL |
| 34 | C．C382i | C．Cle4t | C．CCs 11 | －C．CC7C7 | C．C2C5 | －C．CCCiE | C．CCCC |
| 35 | C．C353C | C．C152C | C．CCEL | $-C . C C \in E 1$ | C．Clcc | －C．CCCTE | C．CCCC2 |
| 36 | C． C 3255 | C．C14C3 | C．CC77t | －C．CCE17 | C．C17EC | $-C . C C C E$ | C．CCCCe |
| 27 | C．C 2 CCl | C．C12C4 | C．CC715 | －C．CC5 75 | C．C $1 \in 27$ | $-C . C C C E 1$ | C．CCCC 2 |
| 38 | C．C2767 | C．Cl1c4 | C．cceec | －C．CCEこ | C．C15C5 | $-C . C C C E t$ | C．CCCC |
| 35 | C．C255C | C．O11C2 | C．CCEC | －C．OC4S5 | C．$C_{13} 12$ | $-C . C C C 52$ | C．CCCCl |
| 4 C | C．Cく351 | C．ClClt | C．CCsel | －C．CC4 4 | C．C12¢ | －C．CCC4 | C．CCCCl |




|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C |  |  | ． | C．CzCss | C．C | こ | ． C |
| 1 | －C．CCO 3 | C．CCCCC | －c．ccce 4 | c．ccist | －C．CCミ2c． | $-C . c i t 3 C$ | － C ． C |
| 2 | －c．ccces | c．ccccl | －c．cocec | c．cccs 7 | －C．CC328 | CC483 | C 34 |
| 3 | －c．ccces | C．CCCC | c．Cccee | － C cccc | C．CC2t |  |  |
| 4 | －c．ccos | c．cccc | c．cccce |  |  |  |  |
| 5 | －c．ccos | c．cccce | c．cccle | －c．cccle | －c．cccet | －c．ccce | C．CCICC |
| $\epsilon$ | －c．ccoz | C．CCCCe | C．CCla | －c．ccccs | －C．CCC31 | c．cccec | c．cccel |
| 7 | －c．ccolc | c．cccca | CC54 | c．cccc 7 | c．cccit | ccco | c．ccce |
| $\varepsilon$ | C．CCCCl | c．cccca | ccee | CCCC | C | C．CCC |  |
| ¢ | C．CCC |  |  | －．CCCC |  |  |  |
| c | C．CCCl | C．cccce | c．cccis | － $\mathrm{C} . \mathrm{CCCC} 4$ | C．CCCE\＆ | Cccco | C．CCCO |
| 11 | c．ccoze | c．cccea | c．ccesz | － C ． CcCC 4 | C．cccse | －C．ccccc | c．c．ccce |
| 12 | C．CCC22 | C．CCCCz | C．CCCEz | －c．cccca | c．CClC3 | cc | C |
| 13 | c．ccces | c．occce | C．Cccé | c．cccc | CCIC | c．cccc | ．ccce |
| 4 | c．eccer | C．cccei | CCC | C．CCCC | C．cic | （ | ． |
| 15 | C．CC | c．ccccl | c．cccis | － $\mathrm{C} . \mathrm{Cccc} 4$ | C．CClC？ | －c．cccc | c．ccces |
| 16 | c．cccet | c．cccel | c．cccie | － C cccc 3 | c．ccicc | －c．cccco | cccoe |
| 7 | c．ccozs | c．ccccl | c．ccias | －c．ccce | c．cccs 7 | C． Cccc | ． Cccc （ |
| 18 | C．CCO24 | c．ccccl | ．ccees | C．ccces | c．ccces | －C．CCC | C．cccce |
| 15 | c．cco | C | c．cccee | ． | C．CC | C．cccc | c．ccces |
| － C | C． C | C．CC | ．cccea | －C．ccce | c．ccces | －C．CCCC | －CCCC |
| 21 | c．cccel | c．occcl | c．cccss | －c．cccc | c．cccis | －c．cccc | C．cccc |
| く2 | C．CCC20 | c．ccccl | c．ccese | $-\mathrm{c} . \operatorname{ccc} 3$ | c．cccis | C | ．cccc |
| 23 | c．ccols | C．CCCCl | Cccs 2 | － | CCC |  |  |
| 24 | c．Cco | c．cccel | CC | C．CC | C．CC | － 0 CCCC | ct |
| 25 | C．C．C | C．CCCC | C．CCC4E | －c．cccc 2 | c．cccez | －C．CCCC | ．cccc |
| $2 \epsilon$ | c．cccie | C．ccccl | C．CCC43 | －c．cccce | C．Cccse | －c．cccc | C |
| ＜ 7 | C．CCOIE | c．cccel | C．CCC4C | －c．ccce | C．CCC54 | －c．ccc |  |
| $\varepsilon$ | C．CCO 14 | c．ccccl | C．CCC38 | c．cccea | C．CCCE1 | cccr |  |
| 29 | c．cccle | ．CC | ．CCC 35 | C．cccc | ． C C |  |  |
|  | C．cccle | ．$C$ C | ．$C$ Cca3 | $-\mathrm{Coccc} 2$ | C． $\mathrm{CCC}_{4}$ | cccco | ． CCCC 4 |
|  | c．ccoll | C．ccccl | c．cccac | $-\mathrm{Cocccl}$ | C．CCC41 | －c．cccc | C．CCCC4 |
| 2 | c．cccil | C．cccci | c．cccas | $-\mathrm{Cocccci}$ | C．CCC38 | － $\mathrm{C} . \mathrm{Cccc}$ | ． Cc CC4 |
| 3 | c．cccle | c．cccce | c．ccezt | －c．ccccl | c．cccee | －．CCCC |  |
| 4 | c．ccocs | C．Ccccc | ．CCC24 | $-\mathrm{C} . \mathrm{Cccc}$ | C．CCC32 |  |  |
|  | c．cccce | C．CC | ccces | －C．CC | ．CCC 3 |  |  |
|  | c．cccce | ． Cc C | C．CCC21 | －c．ccco | C．ccces | －c．ccco | ．CCCC3 |
|  | C．CCOC 7 | C．CCCCC | c．cocle | －c．ccccl | c．cccat | －c．cccco | c．CCCCz |
|  | c．cccet | C．cccce | c．cccis | $-\mathrm{c} . \mathrm{cccc} 1$ | C．CCC25 | － C ccccc | ．CCCCe |
| c | c．ccece | C．Cccce | C．CCCli | $-\mathrm{coccc} 1$ | C．cccza | coccco |  |
| C | c．ccoce | c．ccecc | C． | －c．cccel | C．CCCzı | －c．ccccc |  |

taele（5－12）
cCAIINLEC

INJEHIM NLLTIPLIEFS FCR THE EXCGENCIS VAFIAELE WTE Y！

GAP C ACNCLF C CLR G RESIC FI ACAFES I CH INVEA ANA CF F

| TCIAL | C． 2 | c．cet 7 c | C．$C \bar{z} \in C$ S | C．C7E12 | C．CEESE |  | C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L \triangle C$ |  |  |  |  |  |  |  |
| C | C．C | C．C | C． | C．C | C．C | C．C | C．C |
|  | C．CC471 | C．CCC3S | $-C . C C 12 t$ | C．CC4C6 | $-\mathrm{C} \cdot \operatorname{cccez}$ | C．CCEこ5 | C．CCCCC |
| 2 | C．CC7C1 | C．CCCEt | $-\mathrm{C}, \mathrm{CCl\mid c}$ | C．CCEs 2 | －C．CC14E | C．CC278 | $-\mathrm{C} . \operatorname{Ccc} 2$ |
| 3 | C．CC8C？ | C．CCIJC | －C．CCl4s | C．CC7EC | －C．CCle？ | C．CCés | －C．CCCC |
| 4 | C．CC83c | C．CClet | －C．CCCSE | C．CCEIC | －C．CCle7 | C．CCl4 \％ | C．CCCC3 |
| 5 | C．C C84 | C．CClca | $-\mathrm{C} . \mathrm{CCC4C}$ | C．CCic4 | －C．CClic | C．$C$ C C \％ | －C．CCCC |
| 6 | C．CC84 | C．CC213 | C．CCCl3 | C．CC72t | －C．CC14C | C．CCC 7 | －C．CCCC |
| 7 | C．CC844 | C．CC228 | C．CCCs5 | C．CCE54 | $-\mathrm{COClC} 3$ | C．CCCCs | －C．CCCC |
| 8 | C．CC833 | C．CC238 | C．CCCE7 | C．CCs7e | －C．CCCE4 | －C．CCCCe | －C．Cccce |
| 5 | C．CC817 | C．CC245 | C．CC11c | C．CCs ${ }^{\text {c }}$ | －C．cccet | －C．CCC14 | －C．CCCCz |
| 1 C | C．ccist | C．CC24E | C．CC12 | C．CC4 3 a | C．CCCC | －C．CCCle | $-\mathrm{C} \cdot \mathrm{CCCC} 1$ |
| 11 | C．CC771 | C．CC24E | C．CC124 | C．CCEEC | C．CCC4C | －C．CCCls | －C．CCCCl |
| 12 | C．CC744 | C．CC74t | C．CCl38 | C．CCE12 | C．CCCe 7 | －C．CCCls | －C．CCCCl |
| 13 | C．CC714 | O．CC242 | C．CC14C | C．CCzel | C．CCCE | －C．CCCle | －C．CCCC1 |
| 14 | C．CCAS2 | C．CC237 | C．CCl3F | C．CC＜17 | C．CClC | －C．CCC17 | －C．CCCCl |
| 15 | C．CC64 | C．CC2 2 C | C．CCl25 | C．CC17s | C．CC12l | －C．CCC16 | －C．CCCCC |
| 16 | C．CC617 | C．CCこうく | C．CC121 | C．CCl4t | C．CC132 | －C．CCC15 | －C．CCCC |
| 17 | C．CC5C4 | C．CC214 | C．CC12t | C．CCl1e | C．CC14C | －C．CCC 14 | C．CCCCC |
| $1 \varepsilon$ | C．CC551 | C．CCzCs | C．CCl21 | C．CCCs 4 | C．CC145 | －C．CCC12 | －C．CCCCC |
| 19 | C．CC52C | C．CClct | C．CC115 | C．CCC73 | C．CC14E | －C．CCC12 | －C．CCCCC |
| 2 C | C．CC48 | C．CClet | C．CCIC | C．CCC5 | C．CCl4E | －C．CCC11 | －C．CCCCC |
| 21 | C．CC45¢ | C．CC17 | C．CClC？ | C．CCC42 | C．CC148 | －C．CCC1C | －C．CCCCC |
| 22 | C．CC43C | C．CC167 | C．CCCs 7 | C．CCC 2 C | C．CC14e | －C．CCCIC | C．CCCC |
| 23 | C．CC4C3 | C．CC158 | C．CCCs 2 | C．CCC2C | $0 . C C 143$ | $-\mathrm{C} . \mathrm{CCCCS}$ | C．CCCCC |
| 24 | C．CC377 | C．CC14C | C．CCCEE | C．CCC11 | C．CCl3 | －C．CCC（ | C．CCCCC |
| 25 | C．CC352 | C．CC14C | C．CCC81 | C．CCCC5 | C．CC134 | －C．CCCC | C．CCCCC |
| 26 | C．CC32E | C．CClご | c．cccie | －C．CCCl | C．CC12c | $-\mathrm{C} . \mathrm{CCCC}$ | C．CCCCC |
| 27 | C．CC3Ct | C．CCl24 | C．CCCTl | －C．CCCC5 | C．CC124 | －C．CCCC7 | C．CCCCC |
| $2 \varepsilon$ | C．CC2E5 | C．CCl1t | C．CCCEE | －C．CCCC | C．CC118 | －C．CCCCE | C．CCCCC |
| $<4$ | C．CC2ts | C．CClC | C．CCCE2 | －C．CCC11 | C．CC112 | －C．CCCCE | C．CCCCC |
| 3 C | C．CC247 | C．CCICl | C．CCC5 | －C．CCC13 | C．CCLC 7 | －C．CCCC | C．CCCCC |
| 21 | C．CC22c | C．CCCS4 | C．CCCs | －C．CCC15 | C．CClCl | －C．CCCS | C．CCCCC |
| 32 | C．CC213 | C．CCCEE | C．CCCsC | －C．CCClt | c．cccse | －C．CCCC5 | c．CCCCC |
| 33 | C．CClse | C．CCCE2 | C．CCC4t | －C．CCC 17 | C．CCCSC | －C．CCCC4 | C．CCCCC |
| 34 | C．CCle4 | C．CCCTE | C．CCC42 | －C．CCC17 | C．CCCE | －C．CCCC4 | C．CCCCC |
| 35 | C．CC17C | C．CCCil | C．CCC4C | －C．CCC1i | C．CCCEC | －C．CCCC4 | C．CCCCC |
| $3 \epsilon$ | C．CC15E | C．CCCEt | C．CCC3 7 | -C CCC17 | C．CCC75 | $-\mathrm{C} . C C C ?$ | C．CCCCC |
| 27 | C．CCl4t | C．CCCE1 | C．CCC34 | -C CCCl7 | C．CCC7C | $-\mathrm{C} \cdot \mathrm{CCCO}$ | C．CCCCC |
| 32 | C．CC135 | C．CCCs7 | C．CCC32 | －C．CCC17 | C．CCCEE | $-\mathrm{C} . C C C 3$ | C．CCCCC |
| $3 ¢$ | C．CCl2s | C．CCCE3 | C．CCC3C | －C．CCC16 | C．CCCE2 | －C．CCCO | C．CCCCC |
| 4 C | C．CCl1t | C．OCC4 | C．CCCこ） | $-\mathrm{CcCc}$ | C．CCC5E | $-\mathrm{C} . C C C 2$ | C．CCCCC |

TAELE（5－13）
interin mllifliefs fer ite exceencls vefifele chfrcic


| $\begin{array}{r} \text { TCTAL } \\ \text { IAC } \end{array}$ | C．ccelc | C．C1C1E | C．5C1z2 | 1こ1 | C．ti41C | $-\mathrm{Coccclz}$ | C．C\＆7se |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bigcirc$ | C．CClez | C．CCC4 | C．CC1E 2 | $-\mathrm{C} . \mathrm{CCO} 27$ | C．ccesc | $-\mathrm{C} . \operatorname{CcCC}$ | C．C |
| 1 | －C．CC135 | C．cccet | C．C 4 $^{\text {c }} 2$ | －c．cccas | C．C4CCs | $-\mathrm{Coccccc}$ | C．ccucs |
| 2 | －C．ccoze | C．CCC 74 | C．C3css | －C．CCCs | C．$C 4167$ | －C．ccccc | c．ccece |
| 3 | C．CC147 | C．Cccis | C．C3Ef | －c．cccae | C．C4E5 | －c．ccccc | C．cces． |
| 4 | C．CC3CC | c．0cc 72 | C．CXEC | －C．CCC35 | C．C4Ec． | －c．ccccc | c．ccesc |
| 5 | C．CC412 | c．cccet | C．C32Cs | －C．CCC44 | C．C4413 | －C．cccce | c．cceic |
| $\epsilon$ | C．CC482 | c．cccel | C．C3CCs | －C．cccas | C．C4CEl | $-\mathrm{c} . \mathrm{Cccc} 1$ | C． $\mathrm{Cc} \in 22$ |
| 7 | C．CC52C | C．CCCES | C．Ceizs | －C．cccsc | C．C3735 | $-\mathrm{Cocccl}$ | c．ccets |
| 8 | C．CC532 | C．cccis | C．C24EC | －C．cccs 2 | C．C33c4 | $-\mathrm{coccccl}$ | C．ccece |
| 5 | C．CC528 | C．CCC44 | C．Cáls | －C．cccez | C．CミCTC | $-\mathrm{cocccc}$ | C．CC45C |
| 10 | C．CC512 | c．cccac | C．Clccs | －C．CCCE | C．CE77C | －c．ccccl | C．CC3ce |
| 11 | C．CC4E | C．CCC35 | C．C17c3 | －c．cccsc | C．C245t | －C．ccccl | C．CC35C |
| 12 | C．CC4E2 | C．CCC 2 | C．Clt ${ }^{\text {c }}$ | －C．cccas | C．CEくら | $-\mathrm{Cocccl}$ | C．CC3C |
| 13 | C．CC433 | c．ccces | C．C1453 | －c．ccc4 | C．CECE3 | －C．ccccc | C．CCく̇7 |
| 14 | C． $\mathrm{CCH}_{4}$ | C．CCCs | C．C13Cs | －C．CCC42 | C．C1E22 | －c．ccccc | C．CCzes |
| 15 | C．CC375 | c．ccces | C．Cl1E1 | －C．cccal | C．C1t43 | $-\mathrm{Cocccc}$ | C．ccalc |
| 16 | C．CC347 | C．Cccec | c．cicet | －c．cccas | C．C1482 | －c．ccccc | C．CCles |
| 17 | C．CC32C | c．cccie | C．ccees | －c．cccet | C．C1Ese | －C．ccccc | C．CCle |
| 18 | C．cc2cs | C．cccl | c．cceiz | －C．CCC3 | C．Cléc | －c．ccccc | C．CC14s |
| 15 | C．C．271 | c．cccis | c．ccisi | －c．cccal | c．Clcss | －C．CCCCC | C．CCl2e |
| 2 C | C．CC24s | C．CCCl3 | c．ccill | －c．ccces | C．cccez | $-\mathrm{c} . \mathrm{cccc}$ | C．CC114 |
| 21 | C．CC22s | c．cocte | c．cces 1 | －C．ccca | c．ccscc | $-\mathrm{C} . \operatorname{cccc}$ | C．ccice |
| za | c．cc21c | C．cccil | C．Ccese | －c．ccess | C．CCE17 | －C．ccccc | C．cccsi |
| 23 | C．CCls？ | C．cocic | C．CCE3E | －c．cccza | C．CC742 | －c．ccccc | C．cccel |
| 24 | C．CC17） | c．ccccs | C．CC4SC | －c．cccal | c．cceis | $-\mathrm{Cocccc}$ | c．ccciz |
| 25 | c．ccl6 | c．ccces | C．cc44t | －c．cccis | C．CCE14 | －c．ccrcc | C．ccces |
| 26 | C．CCl4s | c．cccce | C．CC4C7 | －c．cccie | c．ccsec | $-\mathrm{c} . \operatorname{cccc}$ | c．ccces |
| 27 | C．CCLI 7 | C．cccc 7 | C．CC3il | －c．occte | c．ccelc | －c．ccccc | C．CCC53 |
| 2¢ | C．CC125 | c．cccce | C．CCES | $-\mathrm{CoCCl}$ | C．ccats | －c．cccco | c．cccas |
| 25 | C．CClle | c．oocce | C．CC3Cs | －C．CCC14 | C．CC424 | －c．cccco | C．CCC44 |
| 2 C | c．ccice | c．CCCCs | C．CCzez | －c．ccla | C．CC？${ }^{\text {c }}$ | －c．ccccc | c．c．cces |
| 31 | C．cccs 7 | c．cccce | C．CC2se | $-\mathrm{CoCCl} \mathrm{Cl}^{2}$ | C．CCE54 | $-\mathrm{Cocccc}$ | C．CCC3t |
| 32 | c．ccces | C．CCCC4 | C．cczat | －c．cccil | C．CC3－4 | －C．ccccc | C．ccce3 |
| 33 | C．ccose | C．CCCC4 | C．CCzlt | －c．cccic | C．cc2se | －C．CCCCC | c．cccac |
| 34 | C．CCO74 | C．cccca | C．CClce | －c．occcs | C．CC271 | －c．ccccc | c．CCCá |
| 25 | c．ccces | c．ccce 3 | C．CC1E1 | － coccc 8 | C．CCz4E | －C．ccccc | C．CCCEs |
| 36 | C．CCC63 | C．Cccce | C．Cclet | －c．ccces | C．CCくで | －c．ccccc | c．cccaz |
| 37 | C．CCC5 7 | c．occce | C．CC152 | －C．cccc 7 | C．CC2C | －C．ccccc | C．cccic |
| 29 | C．CCCEz | c．cccc 3 | C．CCl3s | －c．cccce | c．ccicc | －c．ccccc | c．cccis |
| 39 | C．ccose | C．cccce | C．CC127 | －c．cccet | C．CC174 | －c．ccccc | C．CCCl |
| 4 C | C．CCO44 | C．CCCCz | C．CC117 | －c．occes | C．CC159 | － $\mathrm{C} . \mathrm{CCCCO}$ | c．cccle |

1AELE（5－13）
cCAIINLEC

IATFRIM NLLTIPLIEFS FCR THE EXCGENCLS VARIARLE CFFRCLLC

EAP C NCNCLF C CLR G RESIC FI NCNFESI CHINVEA AAACF F

ICIAL LAG

| C | C．5265c | C．4cccs |
| :---: | :---: | :---: |
| 1 | C．45387 | C．4C33c |
| 2 | C． 3 C 7 ¢ | C． 32 ¢ 3 |
| 3 | C． 3 E1C 7 | C． 265 c 2 |
| 4 | C． 3 1－13 | C．2225C |
| 5 | C． 27398 | C．185s |
| $\epsilon$ | C． C 4216 | C．15sc |
| 7 | C． 2142 E | 0.12198 |
| $\varepsilon$ | C．1E9S4 | C．1125C |
| G | C． 16871 | C．C C E E 3 |
| 1 C | C． 1501 c | C．CE224 |
| 11 | C． 134 CC | C．C7237 |
| 12 | C．119E | C．$C \in \mathcal{Z} 18$ |
| 13 | C．1C73S | O．C5543 |
| 14 | C．C ¢ 64？ | C．C4Eと |
| 15 | C．CE677 | C．C4324 |
| 16 | C． 1782 C | C． C 3841 |
| 17 | C． ClCE | C．C $34-4$ |
| 18 | C．C 6384 | C．CECE2 |
| 19 | C．C578C | C．C274t |
| 2 C | C． C 524 C | C．C24EE |
| 21 | C． 04756 | C． 02224 |
| 22 | C．C4321 | C．C2CCE |
| 23 | C．C3S3C | C．Clelt |
| 24 | C．C 2577 | C．C $1 \in 44$ |
| 25 | C．C325c | C．C14．2 |
| 26 | C．C2971 | C．C1255 |
| 27 | C． C 271 C | C．C12 1 |
| 28 | C．C2473 | C．C1121 |
| 29 | C．C225¢ | C．C1C ${ }^{\text {c }}$ |
| 3 C | C．C2CE4 | C．CC9 ${ }^{\text {c }}$ |
| 31 | C．Cl88 7 | C．CCE4 |
| 32 | C．C1725 | C．OC775 |
| 33 | C．C157E | C．CC7CE |
| 34 | C．C1445 | C．CCE47 |
| 35 | C．C1323 | C．CC5¢ 1 |
| 36 | C．C1211 | C．CC541 |
| 37 | C．Cl1C | C．CC4cs |
| 38 | C．ClCle | C．CC453 |
| 35 | C．CCs32 | C．CC415 |
| 4 C | C．CCO54 | O．CC3CC |


|  |  |
| :---: | :---: |
| C．C．1CC | C．CČコ－C．CCeic |
| C．C5365－C．CC365 | O．C1738－C．C1ES5－C．C377t |
| C．CE345－C．CCE5S | C．CミCSt－C．Clsct |
| C．$C$ E543－C．C 1355 | C．C4185－C．C11EE－C．Cz47E |
| C．CE34C－C．C17EC | C．C4¢ç－C．CC7E6－C．C2CC |
| $7-C . C<135$ |  |
| $7-\mathrm{C}$－ 2327 | C．CESC1－C．CCJEE－C |
| ¢－C．CE552 | C．CECES－C．CC271 |
| 1 | C．C CCEE－C．CCz1t |
| C．C4CES－C．Czete | C．$C \in C C C-C . C C l \varepsilon 4-C . C C E S 3$ |
| C．CJEEE－C．Czt41 |  |
| －C．C－ | C．C5EC？－C．CC14S |
| $2-$ | C．C532t－C．CCl2c |
| C．CこもS2－C．Cこうう1 | C．CSC44－C．CCl3C |
| －C．C2244 | C．C473－C．CCliz－C．CCĖ |
| C．C2147－C．C2111 | C．C4421－C．CC115－C．CC15 |
| C．CLC34－C．C1 | ．C412t－C．CC1CE |
| C．C1745－C．Cle | C．$C 3$ ¢ $2 ¢$ |
| C．C157t－C．C17C3 | C．C2543－C．CCCS5－C．CC1CC |
| C．C1425－C．C1574 | C．Cミこうl－C．CCCEE |
| C．Cl2¢C－C．C14s1 | C．C3C14－C．CCCE2 |
| C．C117C－C．C1334 | C．Cごラ3－C．CCC7 |
| C．ClCE1－C．C1224 | C．C2547－C．CCC71 |
|  | C．C233E－C．CCCEE－C．CCC34 |
| C．CCETE－C．ClCze | C．Cく142－C．CCCE1 |
| C．CC7c7－C．CCSa 7 | C．C1ct4－C．CCCse－C．CCC22 |
| C．CCTくt－C．CCEst | C．C17cE－C．CCC52－C．CCC17 |
| $1-C . C C 7 \& 1$ | C．C1E4E－C．CCC4E－C．CCC14 |
| C．CCEC3－C．CC712 | C．C15CE－C．CCC45－C．CCC11 |
| C．CCESC－C．CCE4S | C．C137E－C．CCC41－C．CCCCS |
| C．CC5C2－C．OCE¢1 | C．Cl2tC－C．CCC3E |
| C．CC4s－C．CCsag | C．C115こ－C．CCC35－C．CCCC |
| 15－C．CC4¢C | C．ClC54－C．CCC3 |
| C．CC3E3－C．CC446 | C．CCSE4－0．CCCEC－C．CCCC？ |
| C．CCEs 1－C．OC4C7 | C．CCEE1－C．CCCz7－C．CCCC |
| C．CC321－C．CC37C | C．CCECE－C．CCCE |
| C．CC2s4－C．CC227 | C．CC73－C．CCC23－C．COCC2 |
| C．CCEES－C．CCEC7 | C．CCE74－C．CCC21－C．CCCL |
| C．CC24t－C．CCz\＆C | C．CCE17－C．CCCIC－C．CCCCl |
| C．CCês－C．CCえ5 | C．CCEE4－C．CCCle－C．CCCCl |
| C．CCEC7－C．CC232 | C．CCE1t－C．CCCle |

intefin mlltipliffs fer ite exceencls vafifele tefn sta

tafle (5-14)
centinleg
interin mlitifliefs for tre exceencls varifele tefn sta
enp C ncacle c clr C fesid fincares i ch inven ana ct f
TCIAL -C.C1473-C.CC4T7-C.CCIEE-C.CC5ET-C.CCEC4-C.CCC4S C.CCCCZ LAG

|  |  |  |  |  |  |  | C. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -c.ccc34 | $-\mathrm{c} . \operatorname{ccc} 3$ | c.ccccs | -c.cccos | c.cccet | -C.CCC17 | $-\mathrm{C} \cdot \mathrm{ccccc}$ |
| 2 | -c.ccosc | -c.occce | C.CCCl2 | -C.CCC47 | C.CCCll | -c.cccec | C |
|  | -C.CCC | -c.ccccs | C.CCC11 | -c.cccee | CCCl2 | -c.cccie | cccce |
| 4 | -c.ccosc | -c.occiz | C.CCCC | -C.CCCE | C.CCCl3 | -C.CCC | c. CCCCC |
| $\underline{5}$ | -c.ccobl | -C.CCC 14 | C.CCCC3 | -C.CCC5 | C.CCCl | - C.CCC | CC |
| $t$ | -c.ccot | -C.CCC15 | -C.cccc | -C.ccc5 | c.cccic | -c.cccca | c. cccce |
| 7 | -c.cccec | -c.cccle | -C.CCCC4 | - C.cccai | C.cccci | -c.cccl | c.cccco |
| $\varepsilon$ | - C.CCS5 | -C.000 17 | -c.cccce | -C.CCC4 1 | c.cccce | c.cccce | . cccc |
| ¢ | -C.cccse | -c.cccil | -c.CCCC | -C.CCC3t | c.cccc | C.ccce | c.cccc |
| c | -C.CCO57 | -C.cccle | -c.ccccs | C.CCC3 | - . Cccc | $\mathrm{C}=\mathrm{Ccc}$ | . ccccc |
| 11 | -C.CCO5 | -C.CCCle | -c.cccic | -c.ccce | - $\mathrm{C} . \mathrm{CCCC}$ | C.CCCC | c.cccco |
| 12 | C.CCO5? | -C.CCC18 | -c.cccic | -c.cccaz | -c.ccces | C.cccel | c.cccce |
| 13 | -C.CCO51 | -C.CCC 17 | -c.cccic | -C.CCC 15 | -c.cccet | C.cccel | c.cccce |
| 14 | -C.CCO4s | -C.CCC17 | -c.cccic | -c.cccis | -c.cccce | C.ccccl | .ccccc |
| 15 | -C.CCO4t | -c.cccit | -c.cccic | C.CCC13 | -C.Ccc | C.ccco | c.cccco |
| 16 | -C.CCO44 | $-\mathrm{Cococ} 16$ | - $\mathrm{C} . \mathrm{CCCC}$ | -C.CCC 1 | -c.CCCC | c.ecce | c.cccco |
| 17 | C. CCC4 | -C.CCCls | -c.ccccs | -c.ccces | $-\mathrm{cocccic}$ | C.CCCCl | c.cccce |
| 18 | -C.CCO3s | -C.CCC1s | -c.ccccs | -C.cccc | -c.ccic | C.Ccccl | C. CCCCC |
| 19 | -. $\operatorname{Ccc} 37$ | -C.OCC 14 | -C.CCCC | -C.ccccs | -C.CCC11 | C.cccci | c.ccccc |
| < C | -C.CCO35 | -C.CCC12 | -c.ccces | -c.cccc | -c.cccl | C. Cccc | c.cccce |
| 21 | C.CCO3 | -C.OCC 12 | -c.ccco | -C.CCCC | -c.cccl | c.ccce | c.ccccc |
| ここ | C.CCC3 | -c.cccle | -c.cccct | $-\mathrm{C} . \mathrm{CCCC}$ | -c.cccic | c.cccel | - c.cccco |
| 23 | -C.CCC2s | -c.cccil | -c.cccc | -c.cccl | -c.cccic | C.ccccl | - C.cccce |
| 24 | -C.CCO27 | -C.CCC11 | -c.cccee | -C.cccl | -c.cccic | C.cccol | - c.ccccc |
| 25 | - C.CCO25 | -c.cccic | -c.cccet | -c.ccccc | -c.cccic | C | C |
| ze | - C Ccoz 2 | -c.ccecs | -c.ccces | c.cccec | C.cccc | c.ccc | c.ccccc |
| 27 | c.ccoz2 | -0.ccccs | -C.Ccccs | C. Ccccc | -c.ccccs | c.cccco | c.cccco |
| ¢ $¢$ | -c.cco 2 | -c.cccce | -C.ccccs | C.CCCCl | -C.cccce | c.cccco | -c.cccce |
| 29 | -C.ccols | -C.CCcce | - C.CCCC4 | C.CCCCl | -C.ccces | c.cccco | -c.ccccc |
| 2 C | -C.CCle | -C.CCCC7 | -C.cccc4 | c. Cccc 1 | -c.ccces | C.cccco | c.cccc |
| 21 | -c.cccle | -C.CCCC | - C . CCCC4 | C.Ccccl | - C.CCC7 | c. Cccc | cccco |
| 22 | -C.CCCIE | -C.cccce | - C.Cccca | C.CCCC | - . CCCC | C.CCCCO | c.cccco |
| 2 | -C.CCCl4 | -c.cccce | - C.Ccc | C.CCCCl | - $\mathrm{C} . \mathrm{cccc}$ ce | c.cccco | C.cccce |
| 24 | -C.CCCl3 | -c.ccccs | -C.CCCl | C.CCCCl | -c.cccce | C.cccco | - c.ccccc |
| 35 | -C.CCCl2 | -c.ccces | $-\mathrm{C} . \operatorname{cccc} 3$ | C.OCCCI | -c.cccce | c.cccco | - c.cccco |
| 36 | -C.CCCl1 | -c.ccces | - C.ccce | c.ccccl | -c.ccces | c.cccce | c.ccccc |
| 27 | -C.CCOIC | -C.cccca | $-\mathrm{Cocccc}$ | c.ccccl | C.ccc | C. Cccco | - . cccco |
| 3 ¢ | -c.cccic | - C.CCCC4 | $-\mathrm{C} . \operatorname{cccc} 2$ | c.CCCCI | - C.CCCC5 | c.cccce | - c.cccco |
| $3 ¢$ | -C.ccocs | -C.CCCC4 | - c.cccer | C.CCCCl | . $\mathrm{CCCC4}$ | c.cccce | ccc |
| 4 C | -C.CCOC |  |  |  | C.cccca | c.cccco |  |

IA IERIN MLITIPLIFFSfCR IHE EXCGEMCL VAFIfELE 1 EILL f

 LAG

|  |  | －C．cisti |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | －C． 3 ¢ 32 E | －C．C14E1 | － | T | $\varepsilon$ ¢ | C．CCCel |  |
| 2 | C． |  |  |  |  |  |  |
| 3 |  |  |  |  |  |  |  |
| 4 | －C．C518 | － C | －C． | C |  |  |  |
|  | C．C333C | －C．CC312 | －C．Cics | C．C124i | －C．CE35 | C．CCCl |  |
|  | C．C26CC | －C．CC252 | －C．C74 | ع¢2 | －C．C772 | C |  |
| 7 | －C．C2375 | －C．CC215 | C．C77 | Ct |  |  |  |
|  | C | －c．CCls | $7 \varepsilon$ |  |  |  |  |
|  |  |  |  |  |  | c．ccces |  |
|  | C．C24 | －C．CCle | C．C7E | C．OC3 | －C．ccst | C．cccc4 |  |
|  | C． | －C．CC154 | C7E\＆ | C．CCEi | －C．cccs | ．CCCC4 |  |
|  | C．${ }^{\text {c }}$ | －C．CC14t | C．$C 7474$ | C．CCこ5 | C．Cs 7 |  |  |
|  | C．C2441 | －C．CC1 3 ¢ | C．C7E | ．CC33 | C¢5 | C |  |
|  | C．C23 | －C．CCl | C．Ct |  | －C．cc 1 |  |  |
|  | （2 | －C．CCl2 | C． | ．$C$ C | C．C． | c |  |
|  | C．C2 | －C．CC117 | C．CE | C．ccesc | －C．CE41 | c．ccco |  |
|  | C．C212t | －C．CCl11 | C．${ }^{\text {cesta }}$ | C．CCzis | －C．CECC | ． CC |  |
|  | －C．C2C25 | －C．CClC4 | －C．C5t3 | ． $0 \subset$ | C75 | （c） |  |
|  | C．C1921 | －C．CCC | C．Csミ1 | CC2 | C71 | C |  |
|  | C18 | C．CCC | $4 ¢$ |  | （ |  |  |
|  | C．C1714 | － C | C．$C 4$ | ．CCé | －C．cese | c．cccc |  |
|  | 3 | －C．CCCE1 | C．C43 | C．ccac | －C．Csc4 | ．cccez |  |
|  | －C．C1514 | －c．cccte | C．C4117 | C．CC | －C．CEs | ccco |  |
|  | －C．C142 | －C．CCC71 | ． C 2 84 | C．CCl8 | C．C52 | C．CCCC |  |
|  | －C．C132c | －0．ccce | C |  | C．C4E |  |  |
|  | －C．C124 | －C． | C 3 | C | C．r4 | C．C |  |
|  | C．C116 | －C．CCC57 | C．Cミ1く | C．CC | －C．C4 | C．ccco | C． |
|  | c． | C．CCC53 | C2ccs | C．CCl3t | －C．C354 | ccccl |  |
|  | C．Clcce | C．CCCsc | ．$⿻$ ç7C2 | CC127 | －0． 3 | CCCC |  |
|  | c．ccs3e | －c．cccte | ．C251 | C．CC118 | －C．C34 |  |  |
|  | CC872 | －C．OCC | C | C．CCl | くミ |  |  |
|  |  | ． C | C．C2 |  |  |  |  |
|  | C．C | ．CCC | C．Cacce | C．CCCs 4 | －C．Cぐ | cccl |  |
|  | C．CC6Sc | C．CCC34 | Clft 3 | C． Cc ce8 | －C．Cくら |  |  |
|  | C．CC64E | C．CCC32 | C17 | ．CCCE1 | －C．C234 |  |  |
|  | －C．CC | ． | C． 01 |  | － |  |  |
|  | c．ccs | ． |  |  |  |  |  |
|  |  |  |  | － |  | c．cccel |  |
|  |  |  | 1268 | C．cccec | 12 |  |  |
|  | C．CC44 | ．cccal | 117 | C． 0 | －C．Clsct |  |  |

TAELE（5－1E）
ccaitine

## interim mllifliefs for ite exceencus vafiagle 1 eill r

GAP C MCAClF C CLR G RESICfi MCARES I CF IMVEN AAN CF f

TCTAL－14．328c8
LAG

|  | 1．3çes |  | －C．C51C8 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | E |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  | －C．551 |  | C． |  |
|  | －C | － | －C．CEこう |  | － |  |  |
|  | －C．72673 | －C．lc2e8 | －C．CsEcs | C | － | C．C2E41 |  |
|  | －C． 74 | 137 ¢7 | －C．11c45 | －C．41545 | C24 | C．C2C7 |  |
|  | －C．736 | $1 \in 2$ | ごく | －C． 3 ¢ 4 | ， |  |  |
|  | T 12 |  |  |  |  |  |  |
| ¢ | －C．7C |  |  |  | （28） | C． |  |
|  | －C．tis |  | 13 |  | C． $1 \pm$ cs | C．Clt |  |
| 1 | －C．E478を | －C．2C152 | －c． 13144 | －C．183 | －C．1475 | C．C16く3 |  |
| 12 | －C．E184 | －C．2cllt | C．12¢T1 | C．15ct | C． 15 ² | C．C |  |
| 13 | －C．5¢8 | ． 15 | C． 1245 | 1えく | C． 15 ce | C1 |  |
| 4 | －C． 5 ¢ 7 | －C．1935 | C | －C．C¢78 |  | C．C 134 |  |
|  | －C．5 | －c．18\＆C5 | － 0 －115く5 | C．CT | ¢ç | C．C1255 |  |
| 6 | －C．4c | $-C .18122$ | －C．1cset | c．cscest | C． 15824 | C．C1167 |  |
| 17 | －C．4E7i2 | －C．17273 | －C．1c4？ 1 | C． 6444 | C．15， | C．Clces |  |
| 18 | －C．43937 | －C．165El | C．Cçiz | C． C こと C | C．Jsze | C．CICCE |  |
| ¢ | －C．412C | C． 15 | ， | C．C216 | C． 148 | C．CCs |  |
|  | －C． 3858 | C． 14543 | \＆ 7 | C | C | C．CCEES | C． 0 |
|  | －C． $3 \in$ | －C． 14124 | －C．ceckl | C．CCs | C．13ce | C．ccecz |  |
| 22 | －C．327C3 | $-C .12 x 16$ | －C．C772S | －C．0cc24 | C． 13.31 | 42 |  |
|  | －C．$=144 \mathrm{C}$ | －C．12 | －c．ciez | C．cc425 | C． 12 Ec | C． $\begin{gathered}\text { cefe }\end{gathered}$ |  |
| 24 | －C．2S | －C． 11 | CE7 | C．CCE | êe | C．CCt |  |
|  | C．-1 | － 0.11 C |  | 1く | C． 116 | C5 |  |
|  | －C．25 | $-0.1032$ | －c．csect |  | C4 | 546 | C． |
| ¢ 7 | －C．23t17 | － | 5455 | ．$C 1475$ | C． 1145 | C．ccece |  |
| 28 | －C．é1544 | －C．Csc | Cs 11 t | C15c | C．Cc\＆ | c．CC4E7 |  |
| 29 | －C．zC | －C．ce |  |  | －C．Cs？ 1 |  |  |
| T | －C． 18 | ．$C 7$ |  | ．C1718 |  | C．CC3cs |  |
|  | C． 11 | － |  | 17 |  |  |  |
|  | －c．1625 | －C．C6 | C．CSE17 | C．C1734 | －C．C773 |  |  |
| 32 | C．150te | C．cescz | 41 | C．C1714 | －C．C725 | C．CC315 |  |
| 34 | －C．13954 | －C．C5854 | －ここと 4 |  |  |  |  |
| 35 | －C．12915 | －C．C543 | C．C3C4 | C．Cle？ |  |  |  |
| 26 | －C．1195t | －C．Csc41 |  | 15 |  |  |  |
|  | －C． 11061 | － 0.0 |  | C．C1528 | －C．Cs531 | C．CCżc |  |
| － | C．1c22c | －C．C4322 | ＜18 | C．C14Et | －C．Csist | C．CCz11 |  |
| 35 | －C．Cs457 | 13 | こう | C．C14C1 | EC？ |  |  |
| 4 C | －C． | 6 | C．C2CEC | C．C1334 |  |  |  |

TAELE（5－16）

INTERIN MLLTIPLIEFS FCF THE EXCCENCLS VAFIAELE CCITE F


TCTAL LAG


|  | z．C3Ecs |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | C．CC3E7 |  |  |  |  |
| C．00142 | C．C7528 | －C．CCごく4 | C．CE751 | －C．CCCC | c |
| C．CClic | C．csecc | －C．CC335 | C． 11444 | C | ．CCEs |
| C．CC | C．1Cza | $-\mathrm{C} . \mathrm{cc} 4 \mathrm{C}$ | C． $12 \in 8$ |  |  |
| Cles | C．1C3E | －C．CC438 | C．13こC |  |  |
| ¢ | C．1czel | －C．CC4 | C． 133 C | $-\mathrm{C} . \mathrm{CCCC5}$ |  |
| C．CC185 | C．1ccez | －C．CC45c | C．1ミ1えミ | －c．ccces | くi |
| C．CClic | C．Cset | －C．CC44C | C．1275c | －C．ccccs | c．Clcze |
| C．CC．17c | C．Csisc | －C．ccaí | C．12こう | －c．cccs | ， |
| C．CClez | C．C87EI | －C．CC4C | C．11i22 | － C ．cccca |  |
| C．CC153 | C．CE3C4 | －C．CC38 | C． 1112 | － － |  |
| C．CC144 | C．C7Eくこ | －C．CC3t4 | C．1Csic | －C．CCCC4 | C． |
| C．CClis | C．C7347 | －C．CC343 | C．Cscse | －c．cccc4 | C．CCとを |
| C．CClí | C．cete？ | －C．CC32l | C．ccere | －C．CCCC3 | ．$C$ C8 |
| C．CClle | C．CE434 | －C．CC3C1 | C．çect | ． Cc CC | C．CC7se |
| CCl | C．ceccs | －C．CC28 | C．CE1 | － | C．CC744 |
| C．CClC？ | C．CSECt | －c．ccete | C．CiET¢ | －c．ccce | C．ccese |
| C． | C．C5ECE | －C．OCz44 | C．Cicse | －C．CCCC3 | C．CCEES |
| C．CCCe | C．C4841 | －C．CCz27 | C．CES6E | －C．CCCC2 | C |
| C．00ces | C．C44， 7 | －C．CC211 | c．ceich | －c．ccccz | C．Ccse 7 |
| C．CCC77 | C．C4173 | －C． | C． | －C．Cccca | C．CCEze |
| c．cccil | C．C3 | －C． | C．$C 525$ | －C．CCCC | C．CO4S 1 |
| ． | C．C35Et | －c．ccles | C． 14874 | －C．CCCC2 | ¢t |
| C．cccel | C．C33－2 | －C．CC156 | C．C4E16 | －C．ccce | C．CC423 |
| c．cccse | C．CミCTE | －C．CC145 | C．C41E | －c．ccccz | 2 |
| c．0ccs 2 | C．C．284s | －C．CC124 | C．CミET1 | －c．cccl |  |
| C．CCC48 | C．C2 | －C．CC | C．C35 | C |  |
| ． | C． C 24 | －C．CC11 | C．$\subset$ ミ31 | －C．CCC | C．CC311 |
| 0.00041 | C．C2249 | $-\mathrm{coccict}$ | C．C acel | －C．cccci | C．CCág |
| C．CCC3E | C．CくでE | －c．cccse | C．CzE2S | －c．ccccl | － |
| C．CCC3s | C．C1s 15 | －c．cccs 1 | C．Cet 14 | -c cccl |  |
| C．CCC32 | C．C17i3 | －c．ccce | 1 |  |  |
| C．CCC 3 C | C．Clėt | －C． C | C．Cくで | －C． |  |
| C．CC | C．Cisic | $-\mathrm{Cocc} 7$ | C．Cacs | －c．ccccl | CC1c |
| C．cccee | C．Clac4 | －c．occee | C．C1Ecs | －c．ccccl | C．CC17s |
| C．CCCz4 | C．C1こと | －c．cccel | C．C17E2 | －c．cccel | C．ccite |
| C．COCE2 | C．Gl1Et | －c．cccse | C．ctele | C．cccel | ccicz |
| C．CCCéc | C．Clcs | －C．CCCsz | C．C14¢1 |  |  |
| C．cccie | c．cicce | c． | C．C13TE | ， |  |
|  | C．CCs．c | ． CCC 44 | C．c．12te | ．cccco |  |
| C．cccle | C． | －C．ccc4 |  |  |  |

interim mlltifliefsfer the excencls vafifele ccule f

EAP C ACAELFCELR GESICFIACNFESICFINVEA ANACF F

| IAL | 17．715＜ | C | 2．Et41t | －1．4C3Cs | 1C．＜̈til | －C．4tict | C．CC474 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LAG |  |  |  |  |  |  |  |
| C | 1．CE444 | C．CEEs ${ }^{\text {c }}$ | C． | ． | C．s1c4s | －C．C13¢c | ． CCCCI |
| 1 | 1．C152e | 0.14751 | c．11623 | －C．CC312 | C． 1533 E | －C．C3c17 | C．CCCCl |
| 2 | C．se3te | C． 19119 | C．14EE8 | －C．ccecs | C．tcs．${ }^{\text {a }}$ | －C．C4ことE | c．ccce |
| 3 | C．sscet | C． 22082 | C．lteic | －C．C139C | C．tille | －C．C3c14 | c．ccces |
| 4 | C． 91313 | C．23588 | C．173C4 | －C．CzCCz | C． 59342 | $-C . C \geq 315$ | c．cccce |
| 5 | C． 87154 | C．25C71 | C． 17422 | －C．C25ct | C． 5 cces | －C．CzEC7 | C．CCClC |
| $\epsilon$ | C．Eく73 | C．2551E | C．17177 | －C．C3142 | C．455¢ 1 | －C．C2411 | C．CCCle |
| 7 | C． 7818 c | C．25475 | C．1任 | －C．CミEくて | C．41TE | －C．cilc | C．CCCl4 |
| 9 | C． 73 ¢こı | C．25c77 | C． 16 C2 | －C．C4C26 | C． 38427 | －C．ClEis | C．cccis |
| 9 | C．tesize | C．244C8 | C．15こと 7 | －C．C4351 | C．35482 | $-C . C l t e t$ | c．cccie |
| 10 | C． 6476 I | C． 23545 | C． 14455 | －C．C4ECC | C． 3 く¢51 | －C．C15¿を | C．CCC17 |
| 11 | C．tc5se | c．225t？ | C． 13 EE4 | －C．C4777 | C． 3 C475 | －C．C13¢4 | c．cccis |
| 12 | C． 5 ¢51t | C． 21454 | C．12¢「こ | －C．C4とを | C．己¢ミ1く | －c．ctite | c．cccle |
| 13 | C． 52674 | C． 2 C 381 | C． 12074 | －C．C4541 | C．zもこえく | －C．Clic | c．cccie |
| 14 | C．4cce3 | C．1c251 | C．113C | －C．C4¢43 | C． 245 Cl | －c．cicie | C．cccie |
| 15 | C．4555 | c．1812 | C．1cse 4 | －C．C4ccz | C．żとCE | $-\mathrm{C} . \mathrm{ccsc}$ | C．cccle |
| 16 | C．4235 | C．17C17 | C．Cses 1 | －C．C4825 | C．く123 | －C．CCS11 | C．CCC17 |
| 17 | C． 3 ¢ 318 | C． 15541 | C．Cs， 164 | －C．04718 | C． 15771 | －c．ccs4c | C．CCC17 |
| 18 | C． 3647 C | C．145c？ | C．CEsご | －C．C45ع8 | C．le4CE | 74 | c．cccle |
| 19 | C．338C | C．135cs | C．C7c2C | －C．C443s | C． 17129 | －C．CC713 | c．cccis |
| 2 C | C． 31315 | C．12cte | C．C7352 | －C．C4こうt | C．15c．as | －C．ccese | C．Cccis |
| 21 | C． 2 sec | C． 12065 | C．CEE2C | －C．C41C3 | C． 14 ¢く厶 | －c．ccece | C．CCCl4 |
| $2 \overline{2}$ | C．$\overline{\text { cegas }}$ | C． 11217 | C．CEミくて | －C．C3ča | C． 13782 | －C．ccses | C．CCC12 |
| 23 | C． 24829 | 0.16418 | C．C5E57 | －C．C374C | C．1二とcc | －C．CCsis | C．cccle |
| 24 | C． 2296 | c．csees | C．CE423 | －C．C3E55 | C．118¢5 | －C．CC4T5 | C．CCCle |
| 25 | C． $\mathrm{Cl}^{\text {1225 }}$ | C．cecet | C．cects | －C．C3371 | C．11C4s | $-\mathrm{CoCC438}$ | C．Cccil |
| 26 | C． 15614 | C．CE2Cs | C．c4t43 | －C．CSICC | c．1czst | $-\mathrm{Cocc4c} 4$ | c．eccle |
| ¢ 7 | C． 1812 C | C．C7Ecs | C．C4253 | －c．cacll | C．cesele | －C．CC372 | c．cccic |
| 28 | C． 16736 | C．C71く？ | C．C3cte | －C．C2E3E | C． Ceとé $^{\text {c }}$ | －C．CC343 | c．ccccs |
| 29 | C． 15453 | C．CEScc | C．CJEE 7 | －C．Cくも化 | C．CEIEI | －C．CCEIt | c．ccces |
| 3 C | C． 1426 E | c．ctess | C．C33E8 | －C．C25ce | C．Cisez | C．CCest | C．cccce |
| 31 | C． 12166 | $0 . C 5 t 34$ | C．C31－5 | －C．Cas 2 | C．ciczz | $-C . C<2 \in \varepsilon$ | C．CCCC7 |
| 32 | C． 12145 | C．C52C7 | C．C28\＆ | －C．c大acz | C．Cesc 4 | －C．cc247 | C．CCCC7 |
| 23 | C．112CE | C．C4E1C | C．czete | －C．Cectel | C．C6C21 | －C．CC2ze | c．ccect |
| 34 | C． 10338 | C．C4443 | C．C24E1 | －C．Clcz 7 | C．CEsie | $-\mathrm{Coccic}$ | c．cccce |
| 25 | C．CS535 | C．C41c2 | C．C2e7 | －C．C17¢¢ | C．Csis | －C．ccicz | c．ccces |
| 36 | C．CE7ce | C．C3787 | C．C2Css | －C．Clefe | C．$C^{4767}$ | －C．CClic | c．cccrs |
| 37 | C．ceice | C．C34cs | C．C1532 | －C．Clsez | C． C44C7 | －C．CCle4 | C．CCCCs |
| 29 | C．C7472 | C．C 3224 | C．C17E2 | －C．C1456 | C．C4C74 | －C．CClsa | C． $\mathrm{cccc}_{4}$ |
| 35 | C．ceser | C．CEsis | C．Clta | －C．Clises | C．caits | －c．CClac | C．CCCC4 |
| 4 C | c．c634， | C． C 2744 | C．C1515 | －C．Cl2¢9 | C．C347E | －C．CClく， | C．cccc4 |

intarim meltipliefs fcr the exceencls varifele eill fay



table (5-17)
ccatinleg
interin mlitiflefs fef tre exceencls vefifele eill ray

GAP C MCACLF C CLR G FESIC FI MCAFES I CH Inven AMN CF f
 LAE

|  | $C . C$ | C.C | C.C | C.C | C.C | C.C | c |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $-\mathrm{C} . \operatorname{ccos} 7$ | -c.cccce | c.cccet | $-\mathrm{Cocccs}$ | C.CCCli | -c.cccas | cccco |
| 2 | -C.CC18C | -c.cccal | C. CCC44 | -C.CC165 | C.CCC37 | -C.cccis | c.cccco |
| 3 | -C.CC2 | -C.CCC | C.cccat | -C.çale | c.cccse | -C.ccc 72 | CCCI |
| 4 | -C.CC248 | -C.ccc4t | c.CCC3s | -C.CCz4C | C.ccces | - C - CCS 4 | c.cccl |
| 5 | -C.CC25t | -c.CCCse | c.cccls | -C.CCz4C | C.CCCE 2 | -C.CCC34 | c. $\mathrm{CcCc}^{\text {c }}$ |
| $t$ | -C.CC258 | -c.cccez | C.CCCC3 | -C.CCzaz | C.cccte | -c.cccie | C.Cccel |
| 7 | -C.CC258 | -c.ccce 7 | -C.cccil | -C.ccece | C.CCC3t | -c.ccco | C.CCCCl |
| $\varepsilon$ | -C.CC25s | -C.CCC 7 | -C.CCCe2 | -C.CCIEE | C.CCC2E | -c.cccl | C.CCCCl |
| 9 | -C.CC251 | -C.0cc 74 | -c.cccac | -C.CC163 | C.CCCl3 | C.ccce | c.cccl |
| 10 | -C.CC245 | -C.CCCis | -c.cccet | -C.CC141 | C. Cccc | C.ccces | c. $\operatorname{cccc}$ |
| 11 | -C.CC238 | -c.cccit | -C.CCC3s | -C.CC121 | $-\mathrm{cocccc}$ | c.cccee | c. $\operatorname{cccc}$ |
| 12 | -C.CC23C | -C.CCC75 | -C.CCC41 | -C.CC1C3 | -C.CCC17 | c.cecte | c.cccce |
| 12 | -C.CC221 | -C.CCC74 | -C.CCC42 | -c.cccer | -C.ccce 4 | c.cccee | C.cccco |
| 14 | -C.CC212 | -C.CCCis | -C.CCC42 | -c.cccie | - c.cces | C.ccces | c. $\operatorname{cccc}$ |
| 15 | -c.cc2C2 | -C.0CC 71 | -C.ccc42 | -c.ccce | - $\mathrm{C} . \mathrm{CCO}$ | C.CCCCs | c.cccco |
| 1 t | -C.CCls | -c.ccces | -C.cccal | - C.CCC4 | -C.CCCl | C.ccces | c. ccocc |
| 17 | -C.CCle2 | -c.occet | -C.CCC3s | - C.cccac | -c.cccas | C. CCCC4 | c.cccce |
| 18 | -C.CC172 | -c.ccce 4 | -C.CCC38 | -c.cccaz | -C.ccc4? | C.cccca | C |
| 19 | -C.CC163 | -c.cccel | $-\mathrm{cocccse}$ | -C.CCC25 | -C.CCC45 | C. CCCC4 | C |
| 20 | -C.CCl53 | -C.CCC5E | -C.CCC34 | - . Cccls | $-\mathrm{Coccc} 45$ | C. CCCC 4 | .cccco |
| E1 | -C.CC144 | - C.CCC5 | -c.cclaz | -C.cccl | -Coccc 4 - | C.ccce 3 | c.cccec |
| 22 | -C.CC. | -C.cccse | - C.CCC3C | -c.cccll | -C.CCC45 | c. CCCC3 | C |
| 3 | -C.CCl2t | -C.CCC4s | -c.ccces | -c.cccc 7 | -C.ccca | C.CCCO | C |
| 4 | -C.CCl1E | -C.CCC47 | -C.CCC27 | -c.ccccs | $-\mathrm{Cocc} 43$ | C.CCCC ${ }^{\text {a }}$ | C |
| 25 | -C.CCl11 | -C.CCC44 | $-\mathrm{Coccc} 25$ | - C.CCCC2 | -C.cc | C.ccce | C |
| $2 t$ | $-\mathrm{Cocclc} 3$ | -C.CCC41 | -C.ccce 4 | -c.occcl | $-\mathrm{C} . \mathrm{Ccc} 4$ | C.CCCC 2 | C |
| 27 | -c.ccos | -c.ccczs | -c.cceaz | C.CCCCl | -C.CCCze | C.CCCC2 | CC |
| 28 | -c.ccosc | -C.CCC3 6 | -c.cc(al | C.cccce | -C.CCC37 | C.ccce | cccco |
| ¢ 9 | - C.CCOE4 | - C.CCC34 | -c.cccis | C.cccc | -C.CCC35 | c.cccez | c.cccco |
| 3 C | -C.CCO7E | -C.CCC32 | -C.CCCle | C.CCCC4 | -C.Cccaz | C.CCCC2 | c.cccce |
| 21 | -C.CCO72 | - C.Ccc3c | $-\mathrm{Coccc} 17$ | c. Cccc 4 | -C.cccze | c.cccez | cccco |
| 32 | -c.cccet | -C.CCCas | -C.CCC16 | c. Ccc 5 | -c.ccc 3 c | C.ccccl | c.cocce |
| 2 | -C.CCC6 | -c.cccet | $-\mathrm{C} . \mathrm{CCCl}$ | C.CCCCs | -C.cccas | c.cccel | cccco |
| 24 | -c.ccose | -C.CCCE4 | -C.CCCl4 | C.cccce | -c.ccca | c.cccel | C. CCCCC |
| 35 | -C.CCC54 | -C.CCCze | -C.CCCle | C.CCCC5 | -c.ccces | c.ccccl | c. Ccccc |
| 36 | - C.CCO5C | -C.CCCz 1 | -C.CCC12 | C.CCCCs | -C.ccce 4 | c.cccel | c. $\operatorname{cccc}$ |
| 37 | -c.ccc4t | -C.CCC15 | -c.cccll | C.CCCC5 | -C.cccaz | c.cccel | ccccc |
| 3 E | -C.CCC43 | -c.cccie | C.CCCl | C.CCCC5 | -c.cccel | c.cccl | c.cccco |
| 29 | - $\mathrm{C} . \mathrm{CCO} 4 \mathrm{C}$ | -C.CCC 17 | c.ccces | C. CCCC | -C.cccic | c.ccccl | c. CCCC |
| 4 C | C. | .CCC | -c.cccs | C.CCCC5 | -C.ccc 18 | c.ccccl | C. $\operatorname{cccc}$ |

interin mlltifliegs fca the excefocls varifele timecfy

 LAE

| C | C.C | C | C.1tces | C.CCzEz |  | C.CCC4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -c.ccoct | C.cccco | C.C3E1t | C.CC14C | - C.ccc44 | -c.ccce | -c.cccel |
| $?$ | -c.ccoll | C.cccec | C.cces | C.CCC4s | -c.ccces | c.cccez | -c.cccic |
| 3 | -C.CCCl3 | c.cecce | C.CClet | C.CCCl2 | -C.cccse | -c.cccco | -c.cccsi |
| 4 | -C.CCOLz | c.cccec | C. CCC4C | c.CCCCl | -C.ccc42 | c.ccccc | - $\operatorname{cocc} 4$ C |
| 5 | -c.cccic | C.cccce | c.cccil | -c.ccces | -C.ccce 7 | -c.ccccc | c.cccat |
| 6 | -c.ccoct | c. cccce | c.ccces | - C.CCCC2 | -c.cccis | -0.cccc |  |
| 7 | -C.CCOC | c.cccco | c.cccle | - $\operatorname{coccc} 2$ | -c.ccccl | -c.ccccc | ccic |
| $\varepsilon$ | -c.cccl | c.cccce | C.CCCl2 | - C.ccccl | C. $\mathrm{CcCc}^{7}$ | $-\mathrm{Cocccc}$ | C.cccee |
| 9 | C.CCCCl | C.CCCCO | C.CCCl4 | -c.ccccl | C.CCCl2 | -C.ccocc | C.cccce |
| 1 C | c.ccocz | C.Cccec | c.cccle | -c.cccel | C.CCC17 | -r.ccccc | c.cccl |
| 11 | C.ccce 4 | C. Cccco | C.CCC 17 | - $\operatorname{ccccc}$ | c.cccic | -c.cccc | cccco |
| 12 | C.CCOC4 | C.cccco | C.CCCli | - C.Ccccl | c.cccz | $-\mathrm{c} . \mathrm{ccc}$ | C. Ccccl |
| 13 | c.ccocs | C. cccce | C.CCCl7 | $-\mathrm{Coccc} 1$ | c.cccel | -c.cccco | c.cccel |
| 14 | C.CCOCS | c.cccec | C.CCCI7 | -c.ccccl | C.CCCel | -C.cccco | c.cccel |
| 15 | C.CCOC5 | C. Cccce | c.cccle | - C.cccl | c.cccel | $-\mathrm{C} . \operatorname{cccc}$ | . Cccez |
| 16 | c.CCOCS | C. CCCCO | C.cccle | - $\operatorname{coccc}$ | C.CCC | -C.CC | c.cccca |
| 17 | c.ccocs | C.CCCCO | C.CCC15 | -C.Cccc | C.ccce | -c.ccrc | c.cccce |
| 18 | c.ccocs | c.cccco | c.cccis | -c.cccci | c.cccis | $-\mathrm{Cocccc}$ | C.cccez |
| 15 | c.ccces | c.ccccc | c.cccl4 | -c.occcl | c.cccie | $-\mathrm{C} . \mathrm{ccccc}$ | C.CCCCa |
| 2 C | c.ccccs | C.Cccce | C.CCCl2 | $-\mathrm{Coccc} 1$ | c.cccie | $-\mathrm{C} . \mathrm{ccccc}$ | C |
| 21 | C. $\operatorname{ccoc} 4$ | c.cccec | C.CCCl2 | $-\mathrm{c} . \mathrm{Cccc} 1$ | c.CCCl | - $\mathrm{C} . \mathrm{Ccccc}$ | C.Coccl |
| 22 | C.CC | C. Cccce | C.CCC | - $\mathrm{C} . \mathrm{CCCC}$ | c.cccie | -c.cccc | c.cccel |
| 23 | c. $\operatorname{ccoc} 4$ | C.cccce | c.CCCll | - C . Cccc | C.CCCls | $-\mathrm{C} . \mathrm{Cccc}$ | C.ccccl |
| 24 | c. $\mathrm{ccoc}_{4}$ | c.ccccc | c.cccic | -c.cccco | C.CCCla | - C .ccccc | . Cccc 1 |
| C5 | c. $\operatorname{cccc} 4$ | c.cccco | C.cccic | $-\mathrm{C} . \operatorname{cccc}$ | C.CCCl2 | $-\mathrm{c} . \mathrm{cccc}$ | C.Ccccl |
| 26 | c.ccocz | c.cccec | c.ccces | - C . Cccc | C.CCC12 | . cccco | . CCCCl |
| 27 | c.cccc 3 | c.cccec | c.ccces | - $\mathrm{C} . \mathrm{Cccc}$ | C.CCCl | - c.cccc | C.Ccccl |
| こと | C.CCCC? | c.cccco | c.cccce | - C . $C$ cccc | C.CCCl | -c.ccccc | C.CCCCl |
| 29 | C.CCOC3 | C.CCCCC | c.cccct | $-\mathrm{C} . \operatorname{cccc}$ | c.cccic | -c.cccco | c.cccel |
| 3 C | C.CCCO 3 | C.CCCCC | c.cccc 7 | - C .cccco | c.ccccs | -c.ccccc | c.cccci |
| 31 | c.ccece | C.CCCCC | c.cccee | $-\mathrm{c} . \operatorname{cccc}$ | C.ccces | c.cccco | . CCCCl |
| 32 | c.ccoce | c.cccco | c.cccce | -c.cccco | c.cccce | -C.cccco | . CCCCl |
| 3 ? | c.ccoce | c.cccco | C.cccce | -c.ccccc | c.cccce | -C - ccccc | C.ccccl |
| 34 | c.ccoce | C.cccco | c.ccces | - C.cccco | c.cccci | -c.cccco | C.Ccccl |
| 35 | c.ccces | c.cccec | c.ccces | -c.cccco | C.cccco | -c.ccccc | c.ccccl |
| 36 | c.cccez | c.cccec | C. CCCC4 | $-\mathrm{c} . \operatorname{cccc}$ | c. cccce | -c.ccccc | C.CCCCl |
| 37 | C.ccoce | c.cccco | C.cccca | - C.cccco | c.cccee | -c.cccco | c.ccccl |
| 3 Z | C.CCCCl | C.ccccc | C. $\mathrm{Cccc}_{4}$ | -c.cccco | C.CCCCs | $-\mathrm{Cocccc}$ | C.cccce |
| 25 | c.ccccl | c.cccec | c.cccc | $-\mathrm{cocccc}$ | C. $\mathrm{CCCC5}^{\text {c }}$ | $-\mathrm{Coccccc}$ | c. $\operatorname{cccc}$ |
| 4 C | c.ccocl | c.ccrcc | C.Ccc | c.cccco | C. Cc | . CC | C.C |

TAELE（5－18）
CCATIALEC
interim nlltipliefs fer tre exceencls variaele tinecray

|  | P | C Acaclf | C | FESIC FI |  |  | AAA Ct F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TCIAL | C．C423C | C．Cl3 ${ }^{\text {c }}$ | C．CC5 | C．Clecl | C．ccere | C．cciac | 4 |
| LAC |  |  |  |  |  |  |  |
| c | C．C | C． C | C．C | C．C | C． 0 | C． C | C．C |
| 1 | C．CCO64 | C．CCCC5 | －C．CCC17 | C．CCCs5 | －C．cccll | C．CCCミく | c．cccce |
| 2 | C．CCL2C | C．CCC14 | －c．cccac | C．ccllc | －C．ccc24 | c．cccsc | －C．ccccc |
| 3 | C．CCl5 | C．CCCEz | －c．cces 1 | C．CC14t | －C．CCC34 | C．cccas | －c．ccccc |
| 4 | C．CCle | C．CCC21 | －C．CCC24 | C．CC161 | －C．ccc 3 | c．cccse |  |
| 5 | C．CClie | C．CCCミ7 | －C．CCCl2 | C．CC161 | $-c . c c c z e$ | c．cccaz | － $\mathrm{C} . \mathrm{CCCCl}$ |
| $\epsilon$ | C．CCl74 | C．CCC42 | $-\mathrm{Coccc} 2$ | C．CC153 | －C．CCC31 | C．cccia | －c．ccccl |
| 7 | C．CC173 | C．CCC4E | C．CCCC7 | C．CC14C | －C．ccca | C．ccces | －c．ccccl |
| $\varepsilon$ | C．CClil | C．CCC4E | C．CCCle | C．CCles | －c．cccli | c．cccec | c．ccect |
| 5 | C．CC16 | C．OCC4S | C．CCC2C | C．CC11C | －C．CCCC | － ． Cc | c．cccco |
| 1 C | C．CCles | c．cecec | C．CCCL4 | c．ccces | －c．cccci | －C．CCCS | －c．cccco |
| 11 | C．CCl6C | c．occs 1 | C．cccat | c．occes | C．CCCCE | －C．cccca | － $\mathrm{C} . \mathrm{ccccc}$ |
| 12 | C．CC15s | C．CCCs 1 | C．CCC28 | c．ccces | C．CCCII | － $\mathrm{C} . \mathrm{cccc} 4$ | －c．cccco |
| 12 | C．CC145 | C．cccse | C．CCCż | c．ccese | c．cccle | －C．cccca | CC |
| 14 | C．CC143 | c．ccchs | C．ccces | c．cccas | c．cccec | －c．cccca | c．rccce |
| 15 | c．cclize | C．CCC48 | C．CCCze | c． Cc 4 C | c．ccca | －c．ccce | c．cccco |
| 16 | C．CCl2c | C．CC | C．CCC2 | c．ccce | c．cccze | －c．cccc | －c．ccccc |
| 17 | C．CC123 | C．OCC45 | c．cccet | C．CCC27 | C．CCCze | －C．CCCO | －C．cccco |
| 18 | C．CClle | C．CCC43 | C．CCC2s | C．cccel | C．ccces | － $\mathrm{C} . \mathrm{CCCC} 3$ | c．ccccc |
| 1 c | c．CCles | C．CCC41 | C．CCCE4 | C．cccil | c．cccac | －c．cccce | C |
| 2 C | C．CClCz | c．0ccas | C．CCC23 | C．CCCl2 | C．cccac | －C．ccc | C．CCCCC |
| ＜1 | C． $\operatorname{ccos} 7$ | C．CCCs 7 | c．cccez | c．cccic | c．cccac | －c．cccas | c．cccce |
| 22 | c．cccs 1 | C．CCC3s | c．cccec | c．cccc | C．CCCle | －c．ccce | c．cccce |
| 23 | c．ccose | C．CCC22 | c．cccig | c．ccces | c．ccces | －c．cccez | c．cccce |
| 24 | c．ccose | C．CCC 31 | c．ccle | c．ccce 3 | c．cccze | －c．ccce | ． Ccccc |
| 25 | C．CCO74 | C．CCC3C | C．CCCl 17 | c．cccez | c．cccer | －c．ccces | ． （cccc |
| ¿も | c．ccoes | c．cccas | c．cccie | c．cccco | C．ccca | $-\mathrm{c} . \operatorname{cccc} 2$ | c．ccccc |
| 27 | c．ccces | C．CCCze | c．cccis | －c．ccccl | c．cccet | －c．cccol | c．Ccccc |
| 28 | C．CCO6C | C．0ccia | C．CCC14 | －c．ccccl | C．CCCEs | －c．ccccl | c．Ccccc |
| ¿s | c．cccse | C．CCCEz | c．cccla | －c．cccca | C．$C$ CC24 | －c．ccccl | C． Cccc |
| 30 | C．CCO5 2 | C．OCCél | C．ccciz | － $\operatorname{coccc} 3$ | C．cccez | －c．cccol | c．cccce |
| 21 | c．cccss | c．cccec | C．CCC11 | － C ．cccc 3 | C． Ccc 21 | －c．ccccl | c．cccco |
| 32 | C．CCC45 | c．CCC1s | C．CCCll | － $\operatorname{coccc} 3$ | c．ccc2c | －c．ccccl | c．coccc |
| 23 | C． Cc 042 | c．cccil | c．cccic | － $\mathrm{C} . \operatorname{ccc} 3$ | C．cccic | $-\mathrm{c} . \operatorname{ccc} 1$ | c．cccco |
| 34 | c．ccc3s | c．cccie | c．ccccs | － $\mathrm{C} . \operatorname{cccc} 3$ | C．CCCle | －C．CCCCl | C．cccce |
| 25 | C．CCC3t | C．CCCis | c．cccce | － $\mathrm{C} . \mathrm{Cccc} 4$ | C．CCC17 | －c．cccol | c．eccce |
| 36 | C．ccc3 | C．OCC14 | c．cccce | － $\mathrm{C} . \mathrm{cccc} 4$ | c．cccie | －c．cccci | c．cccco |
| 27 | C．CCC31 | C．CCCl2 | c．cccet | $-\mathrm{Coccc} 3$ | C．cccie | －c．ccccl | c．ccccc |
| 38 | C．ccozs | C．CCC12 | c． $\operatorname{cccc} 7$ | $-\mathrm{Coccc} 3$ | C．CCCi4 | $-\mathrm{c} . \mathrm{cccc}$ | c．cccc |
| $3{ }^{2}$ | c．cccer | C．cccll | c．cccce | $-\mathrm{C} . \operatorname{ccc} 3$ | C．CCC13 | －c．ccccl | c．cccco |
| 4 C | C．CCO25 | c．cccic | C．CCC | C．ccco | C．cccie | C．cccel | c．ccccc |

thele (5-1c)
interim mlitifliefs fer the exceencls variaglf ecnc fay

CH LEM [ CH CCINC CH IINEC CF FR RSCF LCANS CPEN C CISCIT R
 LAE

C
1
C.CCC4E
 C.CCI7C C.CClet
C.CC255 C.CCCéE-C.C5く44-C.CC2E7
C.CC435 C.CCC34 C.CC411-C.CC152
C.CC5E1 C.CCC37 C.CIIET-C.CCIC4
C.CC641 C.CCC3s c.cacé-c.cccs

C.CC7CE C.CCCac C.Cal4e-C.CCCea

C.CC6E C.OCCBE C.C1SE7-C.CCCES
C.CC6E1 C.CCCas C.Clet3-C.CCCEE
C.CC635 C.CCC32 C.C17E4-C.CCCE2


C.CC54s C.cccas C.Clsis-c.cccic
C.CC51G C.CCCZE C.C14E5-C.CCCEE


C.CC4CT C.CCC2C C.CIIC2-C.CCC52



$\begin{array}{lll}C . C C 27 C & C . C C C 13 & C . C C i z a-c . C C C 34 \\ C . C C 251 & C . O C C 12 & C . C C E T 2-C . C C C 32\end{array}$
$\begin{array}{llll}26 & \text { C.CC251 } & \text { C.CCC12 } & \text { C.CCET2 } \\ 27 & \text { C.C.C.CCC32 } & \text { C.CCC11 } & \text { C.CCE24 }- \text { C.CCC2S }\end{array}$
$\begin{array}{llll}28 & C . C C 217 & \text { C.CCC11 } & \text { C.CCETC-C.CCC27 } \\ 25 & \text { C.CC2C1 } & \text { C.CCC1C } & \text { C.CCS27-C.CCC25 }\end{array}$
${ }_{2} \mathrm{C}$
21

## 22

## 23

34
25
$3 t$
37
28
$3 c$
4 C
$\begin{array}{lll}\text { C.ccle } & \text { C.ccccs } \\ \text { C.cclis } & \text { C.cccce }\end{array}$
C.CC161 C.CCCCE C.CC427-C.CCC2C
C.CC14s C.CCCC7 C.CCBet-C.CCCls
C.CC13E C.CCCC7 C.CCZEE-C.CCC17
$\begin{array}{lll}C . C C 12 \varepsilon & \text { C.OCCCE } & \text { C.CC33c -C.CCC16 } \\ \text { C.CC118 } & \text { C.CCCCE } & \text { C.CCE14-C.CCC1E }\end{array}$
C.CCICS C.OCCCE C.CCESC-C.CCCI4
$\begin{array}{lll}\text { c.ccicl } & \text { C.cccce } & \text { c.ccze }-c . c c c i z \\ \text { c.cccs } & \text { c.ccccs } & \text { c.cczas-c.ccciz }\end{array}$
c.ccoet c.cccca c.coz̃zs -c.cccil
C. C
C. CO16t

$$
\text { C.CCE } \equiv \epsilon
$$

C.CCES2
C.CC252
C. CCe $4 \varepsilon$
$C . C C<23$
$C . C C 2$
C.CCE3?
C. Ccezt

## C.CCéc

C.CC2lC

> C.CCEC2

> C.Ccise
C.CC1E3
C. CC172
C.CCIE4
C.CCles
C.CC145
C.CCl27
c.Cc12e
C.CCI二C
C.CC112
c.cclce

$$
\operatorname{cocccs}
$$

C.cccs 1
C.ccces
c.cccic
C.COC73
C. Ccces
C.ccces
C.CCC59

$$
\text { c.cccs } 4
$$

C.CCC5C
C. CCC47
C. CCC42
c. $\operatorname{ccc} 4 \mathrm{C}$
C.CCC․
C. CCC34
c.cccez
C.CCCé

TAELE（E－1s）
centinler

INTERIM MLLIPLIEFS FCR TFE EXCCENCLS VAFIAELE ECAL FAY

|  | GAP | C Acnclf | C ClR c | FFSIC FI | Acnags I |  | AMA Ct F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ICIAL | 4.67657 | 1．32281 | C．とくらご | C．Eとく71 | 1.1556 | 11185 | C．CCl1E |
| $\angle A C$ |  |  |  |  |  |  |  |
| C | C．2C532 | C．CleE4 | C．Clics | C．17E1C | c．cccs | －C．ccits | c．cccec |
| 1 | C．202t1 | C．C2CこC | C．C232t | C．151ca | C．CC734 | －0．cceza | c．cccec |
| 2 | c．ecoss |  | C．CこC4C | C．1ごこl | C．C1414 | －c．ccsel | C．CCCCl |
| 3 | C． 19548 | C．C447E | C．C 3444 | c．lcete | C．C2C4i | －c．ccecz | c．cccee |
| 4 | c． 15311 | C．C4S29 | C．C3E45 | c．cesce | C．céecc | －C．cc7iz | c．cccez |
| 5 | C．18748 | C．C5ことl | C．C371t | C．CT4C5 | C．CECEs | －c．ccese | c．ccce |
| $\epsilon$ | C．1808C | C．C5384 | C．C37C4 | c．cel2z | C．$C$ ¢43 | －C．Ccses | C．CCCC3 |
| 7 | C． 17338 | C．C5445 | C．C363） | c．cecze | C．C3728 | －C．ccscc | C．Cccc 4 |
| $\varepsilon$ | C． 1655 C | C．Csmet | C．C35こ4 | C．C4Cct | C．CEc4l | －C．CC448 | c．cccca |
| c | C． 15737 | 0.05345 | C．$C 34 \mathrm{C}$ | C．CEscs | C．Caces | －c．ccucs | C． Cccc 4 |
| 10 | c．1＜glt | C．CE217 | C．Cミくも | C．Czez4 | C．Calte | －C．CC371 | C．cccc4 |
| 11 | C． 14098 | C．C5Cse | C．$C 3118$ | C．cecee | C．${ }^{\text {chac }}$ | －C．cc341 | c． Cccc 4 |
| 12 | C． 12253 | C．$(48 \in 7$ | C．czse3 | C．C158\％ | C．C418） | －C．CC315 | c．eccca |
| 13 | C． 125 C | C．C4te？ | C．CEEC7 | C．Cl1E］ | C．$C 4142$ | －C．cces 1 | c．cccca |
| 14 | C． 11748 | C．C4448 | C．czesz | C．CCEs2 | c．c4cet | －c．ccets | c．eccca |
| 15 | C． $1101 t$ | C．C42 27 | C．CzEcc | C．CCs74 | C．C3ces | －C．CC2sc | c．eccc． 4 |
| 16 | C．1c315 | c．c4Ccs | C．Caこel | C．CC344 | C．C3E4 | －C．ccas | C．${ }^{\text {cccc }}$ |
| 17 | C．$C .64 t$ | C．C3784 | C．CżCe | C．CCISE | C．CミT12 | －C．CC214 | C．CCCC4 |
| 18 | C．csoce | C．C3ste | c．caces | C．CCCl2 | C． Cas 7 C | －c．ccics | c． Cccc 4 |
| 19 | C．CE4CE | C．CX254 | C．C1s37 | －C．CCl21 | C．C341s | －c．cclea | c．cccc |
| 20 | C． 17835 | C．C？145 | C．C1E11 | －C．ccis | C．C3ze4 | －c．ccifc | c．ccces |
| E1 | C．Cizct | C．Cこと5z | C．Clect | －C．ccics | C．Cミ1c 7 | －C．CC15e | c．cccc 3 |
| 22 | C．cefes | C．Céte2 | C．${ }^{\text {c } 1517}$ | －C．CC354 | C．Cこちくs | －C．CC14t | c．ccce |
| $2^{2}$ | C．cexiz | C．C2582 | C．C14ES | $-\mathrm{Coccss} 7$ | C．C27s？ | －C．CC1三5 | C．ccccz |
| 24 | C．csefe | C．C2411 | C．Cl3te | －C．CC42E | C．Cetac | －C．ccizs | c．ccce |
| 25 | C． 65446 | C．02248 | C．C1273 | －C．CC448 | C．Ca4sc | －c．ccllt | c．ccce |
| ct | C．C5C54 | c．ceces | C．Clles | －C．CC4EC | C．C2344 | －c．ccict | $\operatorname{cocccc} 2$ |
| 27 | C．C4688 | C．C155C | c．cices | －C．CC4E5 | C．Cくご， | －c．ccces | c．cccez |
| 2 E | C．$C 4346$ | C．Cle13 | c．cicec | －C．CC4t4 | C．cacte | －0．cccs 1 | c．cccee |
| $2 ¢$ | C．C4C27 | C．Clegs | C．CCs47 | －C．CC45s | C．C1s38 | －C．ccce 4 | c．ccce 2 |
| 3 C | C．C373C | C．C1565 | c．cceis | －c．ccasc | C．C1E14 | －c．cccie | －ccces |
| 21 | C．Cこ4 5 ？ | C．C14s？ | C．CCE14 | $-C . C C 438$ | C．ctect | －c．cccis | c．ccce |
| 32 | c．çict | C．C1348 | C．ccis | －C．CC424 | C．C15e4 | －c．cccet | c．cccez |
| $2 \underline{2}$ | C．C2957 | C．C125C | C．CCEce | －C．CC4Cs | C．Cl4if | －c．cccel | c．cccez |
| 24 | C． C 2734 | C．C1158 | C．$C$ ce4t | －C．CCミ¢2 | C．C1378 | －c．cccee | C．CCCCl |
| 35 | C．C2528 | C．C1CT3 | C．CCEce | －C．CC375 | C．Clé4 | －C．ccces | c．cccel |
| 36 | C． C 2337 | c．ccscs | C．ccesz | －C．CC357 | C．Cl1cs | －c．cccas | c．cccel |
| 37 | C．C215c | C．CCsis | C．CCsele | －C．CCE3c | C．${ }^{\text {c }} 1111$ | －C．ccc44 | c．ccccl |
| 38 | C．C19S5 | c．cces 1 | C．ccata | －C．CC321 | C．Clce 3 | －c．cccal | c．ecccl |
| $3 ¢$ | C．C184E | C．ccief | C．CC4 37 | $-\mathrm{C} . \mathrm{CC3C4}$ | c．ccsec | －C．cccer | c．ccccl |
| 4 C | C．C17C1 | C．cctei | C．CC4C4 | －c．cczet | c．ccec） | －C．CCC35 | c．ccccl |

tAELE（5－ごC）

INTEFin Alltifliefs fCf the exceencls vafiaele eal－fayn

CF CEM［ CF CCINC CF TINEC CF FR RS CF LCANS CFEN C［ISCIT R

| TCTAL | C．CC31t | C．CCCSC | C．CzCこC | C．Cくここと | C． 12070 | C． 13 EEE | －C．C14C5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LAC |  |  |  |  |  |  |  |
| C | C． | C．C | C．C | C．C2こと3 | C．C | C． $1 \in 15 \bar{z}$ | C．C |
| 1 | $-\operatorname{coccse}$ | C．CCCCC | －C．CCCiz | C．CCえ2l | －C．CC37\％ | －C．Czct | $-\mathrm{CoCcsc}$ |
| 2 | －C．CCC72 | C．CCCCl | －C．CCCE 7 | C．CClCs | $-C . C C \geq E 1$ | C．CC544 | $-C . C C 3 E 3$ |
| 2 | －C．CCCTE | C．CCCC1 | －C．CCC4 | －C．CCCC | $-C . C C 2 C 2$ | －C．CClCC | －C．CCz7t |
| 4 | $-\mathrm{C} \cdot \mathrm{CCO6}$ ？ | C．CCCCz | －C．CCCC | －C．CCCl4 | $-\mathrm{CoCClcc}$ | C．CCClf | －C．CC17c |
| 5 | －C．CCC45 | C．CCCC2 | C．CCC2C | －C．CCC14 | $-\mathrm{C}, \mathrm{Clice}$ | －C．CCCC？ | －C．CC113 |
| $\epsilon$ | $-\mathrm{C}, \mathrm{CCC} 27$ | C．CCCC2 | C．CCC43 | －C．CCCIC | －C．CCC35 | C．CCCCl | －C．CCCEC |
| 7 | $-\mathrm{Cocolz}$ | C．CCCC2 | C．CCCel | －C．CCCC | C．CCCle | $-\mathrm{C} . \mathrm{CCCCC}$ | －C．CCC4C |
| $\varepsilon$ | C．CCCCl | C．CCCC | C．CCC75 | －C．CCCCE | C．CCCst | －C．CCCCC | －C．CCCzé |
| ¢ | C．CCO11 | C．CCCC2 | C．CCCE4 | －C．CCCC5 | C．CCCe2 | $-\mathrm{C} \cdot \mathrm{CCCC}$ | －C．CCC1C |
| 1 C | C．CCCic | C．cccce | C．CCCes | －C．CCCC5 | C．CCICC | －C．CCCCC | －C．CCCC |
| 11 | C．CCo22 | C．CCCC2 | C．CCCs | $-\mathrm{C} . \mathrm{CCCC5}$ | C．CCllc | $-\mathrm{C} \cdot \mathrm{CCCCC}$ | C．CCCC2 |
| 12 | C．CCO26 | C．C．CCC2 | C．CCCs | －C．CCCC4 | C．CCl1t | $-\mathrm{C} \cdot \mathrm{CCCCC}$ | C．CCCC |
| 13 | C．CCC2E | C．OCCC2 | C．CCCs 3 | $-\mathrm{C}-\mathrm{CCCC} 4$ | C．CC118 | $-\mathrm{C} \cdot \mathrm{CCCCC}$ | C．CCCC 7 |
| 14 | C．CCC 25 | C．CCCC2 | C．CCCs 1 | －C．CCCC4 | C．CClle | $-\mathrm{C} . \mathrm{CCCCC}$ | C．CCCCE |
| 15 | C．CCO25 | C．CCCC2 | C．CCCEs | －C．CCCC4 | C．CC11t | $-\mathrm{C} . C C C C$ | C．CCCC |
| 16 | C．CCO2C | C．CCCC2 | C．CCCE5 | －С．CCCC4 | C．CC112 | $-\mathrm{C} \cdot \mathrm{CCCCC}$ | C．CCCC |
| 17 | C．CCCez | C．CCCC2 | C．CCCEz | －C．CCCC4 | C．CCICS | $-\mathrm{C} \cdot \mathrm{CCCCC}$ | C．CCCCs |
| 18 | C．C－027 | C．CCCCl | C．CCCic | －C．CCCC4 | C．CCIC4 | $-\mathrm{C} \cdot \mathrm{CCCCO}$ | C．CCCC |
| 15 | C．CCC2e | C．CCCCl | C．CCCi4 | $-\mathrm{C} . \mathrm{CCCC} 3$ | C．CCCS | $-\mathrm{C} \cdot \mathrm{CCCCC}$ | C．CCCC |
| 2C | C．CCC25 | C．CCCCl | C．CCCTC | $-\mathrm{C} . C C C O$ | C．CCCs 4 | $-\mathrm{C} . \mathrm{CCCC}$ | C．CCCCE |
| 21 | C．CCC24 | C．CCCCl | C．cccet | $-\mathrm{C}, \mathrm{CCCC} 3$ | C．CCCes | $-\mathrm{C} \cdot \mathrm{CCCC}$ | C．CCCCE |
| く2 | C．CCC23 | C．CCCCl | C．CCCez | －C．CCCO | C．CCCe4 | －C．CCCCC | C．CCCCE |
| 23 | C．CCO21 | C．CCCCl | C．CCCs， | － C －CCC ${ }^{\text {a }}$ | C．CCCTC | －C．CCCCC | C．CCCC |
| 24 | C．CCC2C | C．CCCCl | C．CCCs | －C．CCCC3 | C．CCCTE | $-\mathrm{C} . \mathrm{CCCCC}$ | C．CCCC7 |
| ＜5 | C．CCCle | C．CCCCl | C．CCC52 | $-\mathrm{C} \cdot \mathrm{CCC} 2$ | C．CCC7C | $-\mathrm{C} \cdot \mathrm{CCCCO}$ | C．CCCCE |
| 26 | c．ccole | c．cccri | C．CCC4E | －C．ccce | C．CCCEE | －C．CCCCC | C．CCCCe |
| 27 | C．CCOIT | C．CCCCl | C．CCC45 | －C．CCCC2 | C．CCCEI | $-\mathrm{C} \cdot \mathrm{CCCCC}$ | C．CCCCE |
| ＜ 2 | c．cccle | C．CCCCI | C．CCC42 | －C．CCCC | C．CCCsi | $-\mathrm{C} . \mathrm{CCCCC}$ | C．CCCC5 |
| 29 | C．CCCl5 | C．CCCCl | C．CCC3s | －C．CCCE | C．CCCs？ | －C．CCCCC | C．CCCC |
| 3 C | C．CCC14 | C．CCCCl | C．CCC37 | -C －CCC2 | C．CCC5C | －C．CCCCC | C．CCCC |
| 31 | C．CCOl3 | C．CCCCl | C．CCC34 | －C．CCCC2 | C．CCC4t | $-\mathrm{C} . \mathrm{CCCCC}$ | C．CCCC4 |
| 22 | C．CCCl2 | C．CCCCI | C．CCCこ2 | －C．CCCCl | C．CCC43 | $-\mathrm{C} . \mathrm{CCCCC}$ | C．CCCC4 |
| 33 | C．CCCl1 | C．CCCCl | C．CCC3C | $-\mathrm{C}, \mathrm{CCCCl}$ | C．CCC4C | －C．CCCCC | C．CCCC4 |
| 34 | C．CCClc | C．CCCCl | C．CCC27 | －C．CCCC1 | C．CCCこう | －C．CCCC | C．CCCC |
| 25 | C．CCClC | C．CCCCC | C．CCC2e | －C．CCCCl | C．CCC 35 | $-\mathrm{C} . \mathrm{CCCCC}$ | C．CCCC |
| 36 | C．CCCCs | C．CCCCC | C．CCC24 | -C －CCCCl | C．CCC 22 | -C －CCCCC | C．CCCC？ |
| 37 | C．CCCCE | C．CCCCC | C．CCC22 | －C．CCCCl | C．CCC ${ }^{\text {c }}$ | $-\mathrm{C} . \mathrm{CCCCC}$ | C．CCCO |
| 38 | C．Ccoce | C．CCCCC | C．CCC2C | $-\mathrm{C.OCCCl}$ | C．CCC28 | －C．CCCCC | C．CCCC ${ }^{\text {a }}$ |
| 35 | C．CCOC 7 | C．CCCCC | C．CCCls | －C．CCCCl | C．CCCEt | $-\mathrm{C} . \mathrm{CCCCC}$ | C．CCCC |
| 4 C | C． $\operatorname{CCOC} 7$ | C．CCCCC | C．CCCI7 | －C．CCCC1 | C．CCC24 | -C －CCCC | C．CCCE |

TAELE（5－2C）
CCATIMLEC
interim nultipliefs fcr tre exceencls vafiaele eal－farn

|  | GNP | c acaclf | C［LR C | RESIL FI |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ctal | C． 23234 | C | 7 | C．CE7S | E | C． |  |
| LAC |  |  |  |  |  |  |  |
| C | C．C | C．C | C． C | C． C | C． C | C． C |  |
| 1 | C．CC53C | C．CCC43 | －C．CC142 | C． 0 C457 | $-\mathrm{c} . \operatorname{cccs} 3$ | C．ccets | C．CC |
| 2 | C．cc7es | c．ccce 7 | －c．cclec | C．CCTEE | $-\mathrm{C} . \mathrm{cc} 1 \in \mathrm{~T}$ | C．CC3l | C．CCC |
| 3 | C．ccsc 4 | c．CC147 | －c．cclec | C．cce7e | －c．cczet | C．CCes |  |
| 4 | C．CCs44 | C．CClet | －C．CClla | C．CCct 12 | C．CC211 | C．CCle |  |
| 5 | c．cc95t | C．CC217 | － C ． Cc 45 | C．CCとを3 | －C．ccice | C．ccces |  |
| $\epsilon$ | c．ccose | C．CC24C | C．CCC14 | C．CCE18 | －C．CCIE\＆ | c．cccas | － C CCCC 3 |
| 7 | C．CC950 | C．CCzs 7 | c．cces | C．cciat | －c．cclle | C．CCC11 | ．ccc |
| 8 | C．CC93 | C．ccate | c．cccse | C．ccesc | －c．ccciz | －c．cccc 7 | C．CC |
| 5 | c．ccsic | C．CC27t | C．CCle4 | C．CCE66 | －C．ccc 3 c | C．. C | c．CCCC |
| 1 C | c．cc8se | C．CC27s | C．CCl4C | C．CC4E | C．ccclc | －C．cccec | －C．CCC |
| 11 | C．Cc868 | C．OC27s | C．CC151 | C．CC415 | C． $\operatorname{ccc} 4$ ¢ | －C．CCCze | －C．CCC |
| 12 | C．cc83 | C．CC277 | c．cclee | C．CC351 | C．CCC75 | －C．CCC22 | C．CCCC |
| 13 | c．ccsc3 | C．CCET？ | C．CC157 | C．CCss4 | c．ccice | －C．cccal | C．CCCC |
| 14 | C．CC76e | c．002t 7 | c．ccise | C．CCE44 | C．CC121 | －c．cccac | ．CCCC |
| 15 | C．cc731 | c．ccís | C．CC1s2 | C．ccec | C．CCl | C． | C．CCCC |
| 16 | C．cc6s 4 | C．CCzec | C．CC148 | C．CCle4 | C．CC14s | －C．CCC17 | C． |
| 17 | C．ccest | C．CC241 | c．cc142 | C．CCl3？ | C．CCl5 | $-\mathrm{Coccc} 1 \mathrm{t}$ | － C CCCC |
| 18 | C．CC621 | C．CCãl | C．CCl2t | C．Ccles | C． $\mathrm{CCl}^{\text {c }}$ ？ | －C．CCC15 | C．CCCC |
| 15 | C．CC585 | c．ccazc | C．CC13C | C．ccce 3 | C．ccite | C．cccle | C．CCCC |
| 2 C | C．CC55C | c．ccaic | C．CC123 | c．ccces | c．ccief | C． | C．CCCC |
| 21 | C．CC517 | C．CCl | c．ccilt | C．CCC47 | c．cclet | －c．cccl2 | C． C |
| 22 | C．CC4E5 | c．ccle | c．cclic | C．CCC32 | C．CCle 4 | －c．cccli | C．cccce |
| 23 | C．CC454 | c．ccite | c．ccles | C．cccez | c．cciec | $-\mathrm{Cocccic}$ | C． Ccccc |
| 24 | C．CC424 | C．CClé | C．ccces | C．CCCl2 | C．CClse | －c．ccces | cccce |
| 25 | C．Cc3ct | c．ccise | c．ccces | c．ccces | C．CCIE1 | c．ccces | ． CcCC |
| et | C．CC37C | C．CC14E | c．ccces | －c．cccci | C．CC14s | c．ccces | c．cccc |
| 27 | C．CC345 | C．OClis | c．ccee | －c．cccce | C．CC1こc | －c．ccco | ． |
| ¿¢ | C．CC321 | c．ccile | c．ccci4 | －c．occic | C．CC132 | $-\mathrm{Cocccc}$ | c．cccco |
| 25 | C．Cc2cs | C．CClz2 | c．ccces | －c．CCCl3 | C．CClà | $-\mathrm{cocccc}$ | c．CCCCC |
| $\underline{2}$ | C．CC27e | C．CC114 | c．ccces | －c．cccis | C．CClel | －c．cccce | ． C |
| 21 | C．CC2se | c．ccice | c．cccec | －C．CCC 17 | C．CCl14 | －c．cccce | c． $\operatorname{coc}$ c |
| 32 | C．CC24C | c．ccces | c．ccese | －C．CCCl | C．cclce | －c．ccccs |  |
| 23 | C．CC223 | c．occse | c．cccer | －c．occls | C．CClcz | －C．ccccs | c．CCCC |
| 24 | C．CC2CT | c．cccet | C．cccas | －c．cccic | C．cccee | －C．CCCC4 | c．cccoc |
| 25 | C．CCl92 | c．cccec | C．cccas | －c．cccis | C．cccec | － C ． Cccc 4 | c．cccco |
| $3 \epsilon$ | C．CC178 | C．CCC74 | C．CCC42 | －c．cccis | C．ccces | －c．cccca | c．cccco |
| 37 | C．CCle 4 | c．ccces | c．ccces | －c．cccle | c．cccis | －c．ccce 3 |  |
| 38 | C．CC152 | c．ccces | c．cccse | －c．cccis | C．cccia | －c．cccc |  |
| $\underline{1}$ | C．CCl41 | C．CCCEc | C．cccz 3 | ．cccis | c．ccces | －c．ccce | c．ccccc |
| 4 C | C．cclic | C．cccs | C． Cc | CCC17 | c．ccces | $-\mathrm{Coccc}{ }^{\text {a }}$ | c．ccec |

Interin mlliffliefs fer tre exceencls varifele chrrr－if


| $\begin{aligned} & \mathrm{TAL} \\ & \text { LAC } \end{aligned}$ | －C．C4925 |  |  |  |  | C．Cc442 | C．élcic |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | C．C | C．C | C | －C．21122 | $\bigcirc$ | C．CCEE 1 | C．C |
| 1 | C．CC632 | －c．cccce | C．Ccs42 | －C．CEt34 | C．C4E7c | －C．ccazt | C．ctec 1 |
| ？ | C．CIC7E | －C．CCC14 | C．Clcel | －c．ciset | C．Csciz | c．cccle | C．$C \in \subset$ ¢ |
| 3 | C．C1167 | －c．cccic | c．ccees | －C．Cc1el | C． cusc $^{\text {c }}$ | －C．ccces | C．C4559 |
| 4 | C．C1013 | －C．CCCes | C．CCE14 | C．ccacc | C．CE351 | c．eccca | C．C3Cá |
| 5 | C．CC75． | －C．CCCze | －C．cc24C | c．ccals | C．CIESc | C．cccce | C．C1918 |
| $\epsilon$ | C．CC4 71 | －c．ccces | －c．ccele | C．CC171 | C．ccial | C．cccer | C．C117c |
| 7 | C．CC21s | －C．Cccac | －c．ccs 13 | C．CC128 | －C．CClsz | c．cccol | C．Ccts 7 |
| $\varepsilon$ | C．CCCle | －C．CCCE1 | －C．C1131 | c．cclel | －c．cciea | C．ccccl | C．CC3E7 |
| 9 | －C．CC147 | －c．cccal | －C．Cl2Ez | c．ccese | －C．C12く1 | c． $\mathrm{cccc}^{\text {c }}$ | C．Cclé |
| 1 C | －C．CC263 | －C．CCC31 | －C．C12¢ | c．cccie | －C．C1511 | c．ccccl | c．cccec |
| 11 | －C．CC34s | －C．CCC3C | －C．C1435 | C．CCC73 | $-\mathrm{CoClec} 2$ | C．ccccl | C． $\operatorname{coc} 23$ |
| 12 | －C．CC3c， | －C．CCCs | －C．C1455 | c．cccic | －C．C17c？ | C． Cccc 1 | C．CCC7e |
| 12 | －C．CC431 | －C．CCCzs | －C．C1445 | c．ccces | －C．C132t | C． Cccc 1 | －C．CClC7 |
| 14 | －C．CC44\％ | －C．cccer | －C．C1425 | c．cccee | －C．Clesc | c．ccccl | －c．cc12t |
| 15 | －C．CC453 | －C．CCC26 | －C．C1ミ87 | C．ccces | －C．Clel2 | c．ccccl | －C．CCl3t |
| 16 | －C．CC45C | －C．CCCes | －C．C133c | c．cccez | －C．cites | c． $\mathrm{cccc}^{\text {c }}$ | C．CC141 |
| 17 | －0．0．C441 | －C．CCC 24 | －C．Cl2Es | C．CCCss | －C．Clice | C．CC | C．CC141 |
| 18 | －C．CC42E | －c．occez | －C．C1227 | c．cccef | －C．Cltes | c． $\mathrm{CcCCl}^{\text {c }}$ | C．CCl3 |
| 19 | －C．CC4lz | －C．Ccció | －C．C1167 | C．CCC54 | －C．c15el | c．ccccl | －c．cclze |
| 20 | －C．CC3c4 | －C．CCCz | －c．cilce | c．cccel | －C．C1483 | c．${ }^{\text {ccccl }}$ | C．CC131 |
| 21 | －C．CC3it | －c．CCC1s | －C．ClC45 | C．CCC48 | －C．C14Cs | c． $\mathrm{cccc}^{\text {c }}$ | C．CC12s |
| 22 | －C．CC35t | －C．CCC18 | －c．cces | c．cccat | －C．Clazt | ．cccco | ¢ |
| 23 | －C．CC337 | －C．CCC17 | －c．ccsze | C．CCC42 | －C．C124c | c．${ }^{\text {cccc }}$ | －C．CCll |
| 24 | －C．CC31E | －C．CCCIt | －c．cce7c | C．CCC4C | －C．C1175 | c． Ccccc | －c．ccic 7 |
| 25 | －c．cc2s | －c．CCCle | －c．ccels | C．CCC 2 E | －C．Cllcz | c． Cccc | C．CClCl |
| ¿t | －c．CC281 | －C．CCC14 | －C．CC7E］ | C．cccat | －C．ClC32 | c． $\operatorname{cccc}$ | C．CCCse |
| 27 | －C．CC263 | －C．CCC 12 | －C．CCT14 | C．CCC33 | －c．cccet | C． Cccc | c．ccces |
| 28 | －0．cc2．47 | －C．CCC 12 | －C．ccete | C．CCCal | －c．ccscz | c．cccce | c．ccces |
| 25 | －c．cc23C | －c．cccll | －c．cceiz | c．ccess | －0．cces3 | c．cccco | c．cccis |
| 3 C | －C．CC215 | －C．CCC11 | －C．CCsic | C．CCC27 | －c．cciet | C． Cccc | －C．CCCl3 |
| 31 | －c．cc2Cl | －c．cccic | －c．ccsac | C．CCC25 | －C．CC722 | c．eccec | －c．ccet |
| 32 | －C．ccict | －c．ccces | －C．CCsc2 | C．CCC24 | －c．cces | c．cccce | cocsz |
| 33 | －C．CC174 | －c．ccccs | －C．CC4E7 | C．CCO2 | －C．cceza | c．eccec | c．CCCEs |
| 34 | －C．cc162 | －C．CCCC8 | －C．CC434 | C．Cccec | －c．ccses | c．cccec | c．CCCs |
| － | －C．CC151 | －c．cccc | －C．CC4C3 | c．cccls | －C．CC54 | c．cccec | －C．CCCs 1 |
| 36 | －C．CC14C | －c．cccc | －C．CC374 | C．ccle | －c．ccecs | c．cccec | － C － Cc 47 |
| 27 | $-\mathrm{Coclac}$ | －c．cccet | －C．CC347 | c．cccle | －C．CC471 | c． Cccc | － C － Cc 44 |
| $3 \varepsilon$ | －C．CC121 | －c．ccce | －C．CC321 | C．CCCls | －C．cc437 | c．cccce | C．cccal |
| $3{ }^{3}$ | －C．CCl12 | －C．CCCCs | －C．CC2cs | C．CCC14 | －c．cc4cs | c．cccce |  |
| 4 | $-\mathrm{Coclc}$ | －c．ccces | －C．CC2it | C．CC |  |  | －c．ccos |

tagle (E-ぐ)
cCAIINLEC

## interin meltipliefs fer the exceencts varifele chfrr-ic

cap C ncacle c clr e resic fincares i ch inven ann ch f


TAELE（5－2え）

INTEFIM NLITIPLIEFS FCR IFE EXCCFNCLS VAGIAELE EXCC EXF

CH CEM C CF CEIAC CF TINEC CH FFRS CF LCANSCFEN C CISCITR


LAC
$C$
1
2
4
4
1
1

C．CC265
C．C 114 C
C．C116C
C．C1025
C．C（88
C．CC7T4
C．C C68C
C．CC6C4
C．CC54
C．CC4 8 E
C．CC4 $\mathrm{C} \frac{2}{2}$
C．CC4C
$C . C C 36$

$$
2 \quad C . C C 36 E
$$

C．CC337
C．CC31C
C．CC284
C．CC2
C．CC241 C．CCCla
C．CC222 C．CC？11
C．CC2C4 C．CCClC
C．CCLEE C．CCCCS
$\begin{array}{ll}C . C C 173 & C . C C C C R \\ C . C C L G C & C . C C C E\end{array}$

## C．CCl47 C．CCCC7

$\begin{array}{ll}\text { C．CClat } & \text { C．CCCCT } \\ \text { C．CCl2s } & \text { C．CCCCE }\end{array}$
$\begin{array}{ll}C . C C L 15 & C . C C C C E \\ C\end{array}$
$\begin{array}{ll}\text { C．CClCE } & \text { C．CCCCE } \\ \text { C．CCOSE } & C . C C C C\end{array}$

## S C．CCCSC

## 2 C

 31 2 C．CCC71 3 C．CCC65 C． $\operatorname{Ccc} \bar{c}$ C．CCCS C．CCO51 C．CCC4i C．CCO4 3 $\mathrm{C} \cdot \mathrm{CCC} 4 \mathrm{C}$$\mathrm{C} . \mathrm{CCO}_{3} \mathrm{i}$

C．CCCe

C．CCLCl－C．CCCE1
C．C2C7c－C．CCCCl
C．C7E4i－C．CCCCE C．CCEEC
C．C45Ct－C．CCCCE C．CC34C
C．Cる515－C．CCCCl C．CC2lC
C．CECEE－C．CCCC1 C．CCZE
C．C25Sc－C．CCCC1 C．COz5t
C．C2312－C．CCCCl C．CCE31
C．CECTS－C．CCCCl C．CCECE
C．C1EE2－C．CCCC1 C．CC1E7
C．C1711－C．CCCC1 C．CC1EC
C．ClEE－C．CCCCl C．CClE3
C．C142c－C．CCCCL C．CC13S
C．C 1 E1C－C．CCCCC C．CC127
C．C12C3－C．CCCCC C．CCl1t
C．CllCe－C．CCCC C．CClCE
C．CIClE－C．CCCCC C．CCCST
C．CCC3T－C．CCCCC C．CCCES
C．CCEEZ－C．CCCCC C．CCCE
C．CC75－C．CCCCC C．CCCTE
C．CC733－C．CCCCC C．CCC7C
C．CCETS－C．CCCCC C．CCCEA
C．CCEZえ－C．CCCCC C．CCC5S
C．CC574－C．CCCCC C．CCC54
C．CC52C－C．CCCCC C．CCCSC
C．CC4E7－C．CCCCC C．CCC4t
C．CC44－C．CCCCC C．CCC43
C．CC414－C．CCCCC C．CCC3S
C．CC $281-C . C C C C \quad C . C C C=6$
C．CC 25 －C．CCCCC C．CCC 3 ？
C．CC $224-C . C C C C C$ C．CCC 1
C．CCzc\＆－C．CCCCC C．CCC2E
C．CCE75－C．CCCCC C．CCCえ
C．CC253－C．CCCCC C．CCC24
C．CC233－C．CCCCC C．CCC22
C．CC215－C．CCCCC C．CCC $2 C$
C．CC1s $-C . C C C C \quad C . C C C 1 S$
C．CClEz－C．CCCCC C．CCC17
C．CC1EE－C．CCCCC C．CCC1E
C．CC15 - C．CCCCC C．CCCl5
C．CC14z－C．CCCCC C．CCC12
C．CC131－C．CCCCC C．CCC12

JfELE（E－ぐえ）
ccatidle

INTERIM HLLTIFLIFFS FCR THE EXCCENCLSVARIAELE EXCG EXF

CAP C ACACLF C LLR G RESIC FI NCAFES I CFIAVEA AAM CF F

| ICTAL | 3.34500 | 1．CE5こ7 | C．t7くをコ－C．2¢4と7 | C．c4CCl－0．ces ${ }^{\text {c }}$ | C．cccec |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LAE |  |  |  |  |  |
| $C$ | 1．152EC | C．C5457 | C．CETE 7 C．C | C．CCEくら－C．C14Et | C．CCCC） |
| 1 | C． 15617 | C．CE34t | C．C7Cc2－C．CC341 | C．C3574－C．C3C53 | C．CCCCl |
| 2 | C． 15714 | C．C75\％4 | C．C5741－C．CCESE | C．C4えも | C．CCCCe |
| 3 | C．14962 | C．$C \in E \subset ¢$ | C．C4EEE－C．CC7GI | C．C4573－C．CC337 | C．CCCC 3 |
| 4 | C． 13844 | C．Ce2ez | C．C3cac－C．CCS31 | C．C4EE1－C．CCCEE | C．CCCC4 |
| 5 | C． 12691 | C．C5712 | C．C34C7－C．C1C2E | C．$C 4 \in E \in-C . C C C \in T$ | C． $\mathrm{CCCC}_{4}$ |
| $t$ | C．11615 | C．C5えく | C．CECl2－C．ClCE | C．C457C－C．CCC． | C．CCCC4 |
| 7 | C．1c65C | C．C4775 | C．Cztce－C．Cl11E | C．C442C－C．CC125 | C．CCCC4 |
| $\varepsilon$ | C．Cc．77E | C．$C^{\text {c }} 37 \mathrm{C}$ | C．C2427－C．C1125 | C．C423E－C．CC142 | C．CCCCA |
| c | C．CE98C | C．C4CC3 | C．Cこう15－C．C111t | C．C4C35－C．CC147 | C．CCCC4 |
| 10 | C．CE272 | C．C36ES | C．C2C21－C．CLC？ | C．C3Eこ1－C．CC14t | C．CCCCL |
| 11 | C．C761E | C．C33 ${ }^{\text {c }}$ | C．Cl84S－C．CICEI | O．C3EC4－C．CC141 | C．CCCC4 |
| 12 | C．C7C15 | C．Caccl | C．C1ECE－C．ClCz3 | C．Cこことを－C．CC134 | C．CCCC4 |
| 13 | C．C 4 46 | C．C2841 | C．C1558－C．CCSEC | C．C317t－C．CCl̇t | C．CCCC |
| 14 | C．Cscez | C．Célé | C．Cl432－C．CCs35 | C．Ces71－C．CC117 | C．CCCC3 |
| 15 | C．C54 57 | C．C24C3 | C．C121E－C．CCE\＆ | C．CE774－C．CC1C． | C．CCCC |
| 16 | C．$(5068$ | C．C2211 | C．C1213－C．CCE41 | C．Cz5ct－C．CClCl | C．CCCC ${ }^{\text {a }}$ |
| 17 | C．C46iz | C．C2C36 | C．Cl11E－C．CCTC4 | C．C24CE－C．CCCく4 | C．CCCC ${ }^{\text {a }}$ |
| 18 | C．C43C5 | C．C1Eis | C．ClCzC－C．CC748 | C．Cこうご－C．CCCE7 | C．CCCC |
| 19 | C．C3S 73 | C．C1727 | C．CCS4S－C．CC7C？ | C．CEC8C－C．CCCEC | C．CCCCz |
| 2 C | C．C36Ez | C．Clsc1 | C．CCETS－C．CCEEC | C．C1C．1－C．CCC74 | C．CCCC2 |
| 21 | C．C 3376 | C．C14te | C．CCECt－C．CCE1E | C．C17c1－C．CCCEE | C．CCCCz |
| 22 | C．Cal1z | C．Cl351 | C．CC743－C．CC578 | C．Cle6C－C．CCCE？ | C．CCCC2 |
| 23 | C．C286c | C．C1245 | C．CCtEs－C．CCs4C | C．Cleミi－C．CCCse | c．CCCC |
| 24 | C．C2644 | C．C1147 | C．CCEX－C．CCEC4 | C．C1423－C．CCC53 | C．CCCC |
| こ5 | C．C24］ | C．ClC57 | C．CCEE2－C．CC47C | C．C1217－C．CCC4C | C．CCCCl |
| 26 | C．C224t | C．CCc74 | C．CC53t－C．CC43E | C．C1218－C．CCC45 | C．CCCC 1 |
| 27 | C．C207C | C．Ccece | C．CC4¢4－C．CC4C7 | C．C1127－C．CCC4\％ | c．CCCCl |
| ＜ 2 | C．C19C | C．CCEz 7 | C．CC455－C．CCこ7S | C．C1C41－C．CCCコE | C．CCCCl |
| 29 | C．C1757 | C．OC7t？ | C．CC42C－C．OC352 | C．CCste－C．CCEs | C．CCCCl |
| 2C | C．Clelc | C．CC7C2 | C．CC387－C．CC327 | C．CCEqC－C．CCCz | C．CCCC 1 |
| 31 | C．C1451 | C．cre 47 | C．CC356－C．CC3C3 | C．CCEz－C．CCC ${ }^{\text {C }}$ | C．CCCCI |
| 32 | C．$C 1373$ | C．CC5St | C．CC32E－C，OCzE1 | C．CC7EE－C．CCCze | C．CCCCI |
| 32 | C．C12tE | C．CC54 | C．CCECz－C．CC2t1 | C．CCTCC－C．CCCEs | C．CCCC 1 |
| 34 | C．C1165 | 0.0 CSC | C．CC27c－C．CC242 | C．CCE4E－C．CCCE | C．CCCCl |
| 25 | C．C1C73 | C．CC4te | r．CC257－C．CC224 | C．CCsct－C．CCCEz | C．CCCCl |
| 36 | C．CCsef | C．CC4う | C．CCこう 6 －C．CC2C7 | C．CC55C－C．CCC2C | C．C．CCCl |
| 37 | C．CC91C | C．Ccace | C．CCz18－C．CC152 | C．CCEC7－C．CCC1E | C．CCCCl |
| 2 E | C．C C 3 ¢ | C．CC3E4 | C．CC2CC－C．CC177 | C．CC4E7－C．CCC17 | c．ccccl |
| 25 | C．CC772 | C．CC3at | C．CCIES－C．CCIE4 | C．CC4E1－C．CCC15 | C．CCCCC |
| 4 C | C．CC71C | C．CC3C5 | C．CCl7C－C．CCl52 | C．CC3C7－C．CCC14 | C．CCCCC |

tagle（E－てき）
doterim multifliers fcr the exceencls vafifele ftif y－1

 LAC

| C | C．C176C | C．CCCC |
| :---: | :---: | :---: |
| 1 | C．ClCs 7 | C．CCC15 |
| 2 | C．CC7E 3 | C．CCCls |
| 3 | C．CC62\％ | C．CCC 21 |
| 4 | C．CC54E | C．CCCz |
| 5 | C．CC5C2 | C．CCCz |
| $t$ | C．CC475 | C．CCCz |
| 7 | C．CC453 | C．CCC2 |
| $\varepsilon$ | C．CC434 | C．CCCz |
| 9 | C．CC416 | C．OCCe 1 |
| 1 C | C．CC3SE | C．CCC2C |
| 11 | C．CC38C | C．OCC19 |
| 12 | C．CC361 | C．CCCIE |
| 12 | C．CC343 | C．CCC17 |
| 14 | C．CC324 | C．CCCle |
| 15 | C．CC3Ct | C．CCCL5 |
| $1 \epsilon$ | C．CC28c | C．CCC 14 |
| 17 | C．CC271 | C．OCC14 |
| 18 | C．CC25s | C．CCCl3 |
| 19 | $0 . C C 23 ¢$ | C．CCCl2 |
| 2 C | C．CC223 | C．CCCl1 |
| 21 | C．CC2Cs | C．CCClC |
| 22 | C．CClcs | C．CCC1C |
| 23 | C．CCl82 | C．OCCC |
| 24 | C．CCles | C．CCCCE |
| 25 | C．CCl5e | C．CCCCe |
| ＜t | C．CCl4i | C．CCCC7 |
| 27 | C．ccl3t | C．CCCC7 |
| 2 ¢ | C．CCl27 | c．CCCCE |
| 25 | C．CCl1E | c．ccce |
| 3 C | C．CClCs | C．CCCCs |
| 31 | C．CClCl | C．CCCC5 |
| 32 | C．CCCs4 | C．CCCCs |
| 33 | C．CCC87 | C．CCCC4 |
| 34 | C．CCCEC | C．CCCC4 |
| 35 | C．CCC74 | C．CCCC4 |
| $3 \in$ | c．CCCbs | C．CCCC 3 |
| 37 | C．CCCe4 | C．CCCC |
| 39 | C．CCOSc | C．CCCC |
| 35 | C．CCOs4 | C．CCCC |
| 4 C | C． Ccosc | C．CCCCz |

C．CCETZ－C．cclce
C．C1331－C．CC11E
C．C1421－C．CCICC
C．C1411－C．CCCE
C．C13E5－C．CCC75
C．Clミs2－C．Ccces
C．C1213－C．Cccea
C．Clzec－C．cccec
C．Cľic－C．CCCET
C．Clle7－C．cccs
C．C1112－C．CCCE
C．ClCse－C．CCC4S
C．CICCI－C．CCC46
C．CCS45－C．CCC44
C．CCEC1－C．CCC4
C．CCEse－C．cccas
C．CC7E7－C．CCCる7
C．cc73e－ $\mathrm{C} . \mathrm{ccc} 34$
C．Cctel－C．Cccz2
C．cce4t－c．cccac
C．Cctcs－C．Cccac
C．CCses－c．cccze
C．CCE24－C．CCCES
C．CC4EE－C．CCCZ？
C．CC454－C．CCCZ
C．CC422－C．OCCEC
c．CCEc2－c．cccle
C．CC3E4－C．CCC17
C．CC33e－C．CCC16
C．CC212－C．CCC15
C．CCEC1－C．CCC14
C．CCEES－C．CCC12
C．CC24S－C．CCC12
C．cces $1-\operatorname{coccc} 1$
C．CC214－C．cccic
C．CC1se－c．ccccs
C．CC1E－C．occcs
c．cclec－c．ccces
C．CClet－C．CCCC7
C．CC144－C．CCCC7
C．CCIEZ－C．CCCCE

C．Cllce－c．ccc（ C．Cl19 - C．CCCCl
 C．ClE47－C．CCCCI C．CCISE C．Clece－c．cccel C．CCl42 C．C1754－C．CCCCl C．CC144 C．Cl65－C．CCCCl C．CO142 C．ClEミス－C．Cccci C．CC14C C．cleta－c．cccci c．cclat C．C1452－C．CCCCl C．CCl31 C．c142c－c．cccci c．ccizt C．C134t－C．CCCCC C．CCl2C C．C1273－C．CCCCC C．CC114 C．C12́C－C．Cccec C．CClCe C．C1131－0．CCCCC C．CC1C2 C．CICE－C．CCCCC C．CCCST c．ccses－c．ccccc c．cccsi c．ccese－c．ccccc c．cccet c．ccets－c．ccccc c．cccec c．ccelf－c．ccccc c．cccis C．CC763－C．CCCCC C．CCC7C C．CCT11－c．cccec c．cccet C．CCEER－C．CCCCC C．CCCE1 C．CCE1E－C．CCCCC c．cccs C．CCET3－C．CCCCC C．CCCE3 C．CC52－C．CCCCC C．CCCEC C．CC4ce－c．ccccc cocccat C．CC45c－C．CCCCC C．CCC42 C．CC42E－C．CCCCC C．CCC4C C．CCECE－C．CCCCC C．CCC27 C．CCBEE－C．CCCCC C．CCC34 C．CCZ2C－C．CCCCC C．CCC32 C．CC314－C．CCCCC C．CCCZS C．CC2S1－C．CCCCC C．CCC27 C．CCEES－C．CCCCC C．CCC2s C．CC24c－C．CCCCC C．CCCE3 C．CCE3C－C．CCCCC C．CCCE2 C．CCz1e－c．ccccc c．cccéc C．CClse－c．ccccc c．cccie C．CCIEI－C．ccccc c．cccit

1ARLE（5－こう）
ccalinlec

IATFRIM NLLTIFLIEFS FCF THE EXCGENCLS VAFIAELE FERN Y－I

GAP C ACACLF C［UR C FESICFI NCARES I CF INVEA AAA CF F
ictal LAC

| C | C．1C952 | C．CCECE |
| :---: | :---: | :---: |
| 1 | C．111cc | C．C15cc |
| 2 | C． 11446 | C．C 2127 |
| 3 | C．115C3 | C．C25こ2 |
| 4 | C． 11362 | 0．020－24 |
| 5 | C．11C74 | C．03C18 |
| $\epsilon$ | C．1C6CC | C．C31 ${ }^{\text {C }}$ |
| 7 | C．1C24E | C．C31E1 |
| 8 | C．CC774 | C．C3178 |
| c | C．C C 284 | C．$C 212 \epsilon$ |
| 1 C | C．CE7SC | C．C3CE4 |
| 11 | C．CE3CC | C．C 2571 |
| 12 | C．C781c | C．C $2 \in \in 1$ |
| 13 | C． C 7351 | C．C 2741 |
| 14 | C．$C \in E \subseteq 5$ | C．C $<$ ¢ 14 |
| 15 | C．Ce465 | C．Cご\＆3 |
| 16 | C．CeO4S | C．C2こ52 |
| 17 | C．C565？ | C．Cえこう |
| 18 | C．C5277 | C．C2Cs？ |
| 15 | C．C45？1 | C．Clst 7 |
| 2 C | C．C45Es | C．Cle4e |
| 21 | C．$C 4268$ | C．C173 ${ }^{\text {C }}$ |
| －2 | C． C $^{\text {CG6 }}$ | C．C16If |
| 23 | C． C 368 S | C．C1512 |
| 24 | C．$C 3427$ | C．C1411 |
| 25 | C． C 2181 | C．C1315 |
| 26 | C． C 2951 | C．C1225 |
| 27 | C．C2736 | C．C114C |
| ＜$¢$ | C．C 2536 | C．ClCec |
| 29 | C．C 234 S | C．CC984 |
| 3 C | C．CE175 | C．CCsis |
| 31 | C．C2013 | C．CCE4E |
| 22 | C．C1863 | C．OC7E7 |
| 33 | C．C1723 | C．CC72c |
| 34 | $0 . C 1553$ | C．cce7t |
| 35 | C．C1473 | C．CCEEE |
| 36 | C．C1361 | O．CC57c |
| 37 | C． C 1257 | C．CCEat |
| 38 | C．C $11 \in 1$ | C．CC4ct |
| $3 ¢$ | C．C1C7E | C．CC458 |
| 4 C | C．CC99 | C．OC424 |


|  | C．4ECCC | C．7く144 |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| C．Clect | c．cecs |  |  |  |
| C．C2173 | C．ceesc | C．C1く5才 | －c |  |
| C．C2312 | C．Cs． 747 | C．Cle ${ }^{\text {c }}$ ¢ | －C．CC717 | C 1 |
| C．CEミ4 | C．C47cs | C．C1ćs | －C．CC535 |  |
| C． 2327 | C．C3c82 | C．CEle？ | －C．CC4 |  |
| CこごE |  |  |  |  |
| C．Cくえく | C．Cztec | C．C2472 | －C．CCes | － |
| C．Cz12e | C．C217C | C．Czs．cs | －C．CCご天 | C |
| C．C2C37 | C．Clize | C． $\begin{gathered}\text { cecs }\end{gathered}$ | －C．CC234 | C 2 |
| C．$C 1544$ | C．Clies | C．Cくもくす | －C |  |
| C．C1845 | c．cices | C． $\begin{gathered}\text { cels }\end{gathered}$ | －C．CClce | C．cccce |
| C．Clite | C．CC7cs | C．Cく， |  | C．Cccez |
| C．Cles 7 | c．oces 1 | C．Ces | －C．CCles | c．ccce |
| C．clet 3 | C．CC4Cl |  | －C．CC157 | C．ccces |
| C．C1471 | C．CCEs．l | C．C24C5 | －C．CC14t | － |
| c．$C 1 \geq 82$ | C．CCl28 | C．CE3こう | －C．CCl 35 |  |
| C．${ }^{\text {c }} 12$ | c．ccces | C． | －C．CC125 | C．CCCC2 |
| C．C1214 | －C．CCC | C．CE14C | －C．cclle | C．CCCCe |
| c．cll3t | －C．CC118 | C．CEC4？ | －c．ecticy | c．cccce |
| c．cicel | －c．cciec | C．C154t | －c．ccces | 2 |
| c．ccssc | －c．ccacs | C．C184E | －C．ccce |  |
| c．ccesz | －C．CCza | C．C175C | － |  |
| c． | －C．C | ．$C 1$ | c． | \％ |
| C．CCECC | －C．CC272 | C．C1561 | －C．cccis | c．cccos |
| C．CC744 | －C．CCzE1 |  | $-\mathrm{C} . \mathrm{Cccef}$ | C．Cccc 2 |
| c．cces 1 | －C．CCers | C．C138 | －c．cccei |  |
| C．cceta | －C．cczet | C．Cizse | －c．cccs |  |
| c．ccese | －C．Cくこと3 | C． 1217 | －C．CCC |  |
|  | －C．CC279 | 114 |  |  |
| C．CCsiz | －C．CC2－2 | c．clcet | －C．ccc45 |  |
| C．CC4TS | －c．ccee4 | c．ccset | －c．ccc42 |  |
| C．CC44C | －C．OC254 | c．ccses | －c．cccse |  |
| C．CC4C7 | －C．CC244 | C．ccet | －c．cccat |  |
| C．CC3T7 | －C．CC234 | C．cceci |  |  |
| C．CC34s | －C．ccaz3 | C．cc75 | －C．CCC3C |  |
| C．CCEく2 | －C．CC212 | C．ccoss | －C．ccces | －${ }^{\text {ccccl }}$ |
| C．CC2se | $-\mathrm{Coccecl}$ | C．ccesc | －c．cccat | c．${ }^{\text {ccccl }}$ |
| C．CC275 | －c．ccisc | C． $\operatorname{cccc} 4$ | －C．CCCz4 | c．cccel |
| C．CC25s | －c．cciic | c．ccet | －c．cccea |  |
| C．cciss | －C．CCles | C．Ccsec | －C．CC |  |

Interim Mlltiflifrs fer tre exceencls varifele invent－i

 LAG

|  | －C．Cミ983 | －c．cccel | －C．Cscat | c | －C． $2 \mathrm{Ci4}$ | C．CCCIE | cor |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | －C．C387C | －c．ccc7s | －C．cetcz | C．CCE57 | －C．14771 | c．cccce | －C．C |
| 2 | －C．C32C4 | －C．CCCEl | －c．cicts | C．CCs5e | －C．1cc5 | c．c．cce | －C．CCEEE |
| 3 | －C．C26CE | －C．CCC | －C．C57 | C．CCEEz | －C．C7cic | C．CCCC | C．cceel |
| 4 | C． C $_{\text {c }} 151$ | －c．ccciz | －C．C4EC | C．CC285 | －C．ce71 | C．CCC | －C．cceaz |
| 5 | －C．C1811 | －c．ccces | －C．C4154 | C．CCz27 | －C．CsE15 | C．cccce | －C．CCEE4 |
| 6 | －C．C1555 | －c．cccez | －C．C3价 | C．CClsc | －C．C512c | C．CCCCa | －C．CCEZ3 |
| 7 | －C．C135¢ | －C．CCCs7 | －C．C32S2 | C．CC164 | －C．C4582 | C．ccce | －C．co4t 7 |
| \＆ | －C．C12C4 | －C．CCC53 | －C．Cocel | C．CC145 | －C．C4123 | c．ccce | 18 |
| ¢ | －C．ClC7s | －C．COC4s | C．C2718 | C．CCla | －C．Cミ7s | cr |  |
| 1 C | －C．CCS75 | －C．CCC4 | C．C24E | C．CCll | －C．C342 | C．cccc | 3 c |
| 11 | C．CC887 | －C．CCC4 | －C．CごE | C．cclc | －C．Cミ14 | C．CCCC | －C．CCECE |
| 12 | C 81 | C．CCC38 | C．Celcs | c．cclcc | －C．Cz8と4 | C．ccccl | －C．CCzec |
| 13 | C．CC742 | －C．CCC35 | －C．c1c4C | c．cccez | －C．C2t54 | C．CCCCl | －C．CC25e |
| 14 | －C．CC6e2 | －C．CCC3？ | －c．c17cc | C．ccce 4 | －C．C244t | C．ccccl | －C．CCくご |
| 15 | －C．CC62c | －C．cccse | －c．ctes 2 | C．CCC78 | －C．Cこく5 | c．cccc | －C．ccals |
| 16 | CC5ic | －C．ccces | C．C1525 | C． CC | －C．CzC | C．CCCC | C．CCles |
| 17 | CC5 | －C．CCCz | －C．C14C8 | c．ccce | －C．C1¢2C | C．ccccl | －C．CCIEz |
| 18 | －C．CC4s3 | －C．CCCz4 | －C．C1ECC | c．cccel | －C．C17i2 | c．ccccl | －c．cclez |
| 19 | －C．CC45s | －C．CCCz | －C．Clecc | C．CCC5 | －C．Cltse | C．ccccl | －C．CC15 |
| 20 | －C．CC42C | －c．ccces | －C．Cllce | C．CCCs2 | －C．C151C | C．Cccc | C．CC143 |
| 21 | －C．CC3EE | －C．CCCls | －c．cica | C．CCC48 | －C．C12 | C．cccc | C．CC |
| こ̇ | CC35 ${ }^{\text {c }}$ | －C．CCC 17 | －C．CCs 4 | C．CC | －C．C12 | C．CCCC | C．CC122 |
| 23 | CC33C | －C．CCCl | －C．Cc\＆ | C．CCC4 | －C．C1187 | C．cccce | C．CC112 |
| ¢4 | －c．cc3C5 | －C．CCCle | －c．cceca | C．CCC38 | －c．cicse | c．cccce | C．CClC4 |
| 25 | C．CC281 | －C．OCC14 | －c．col42 | C．CCC3s | －C．ClC11 | C．CCCCC | c．ccce |
| ¿¢ | －C．cc2sc | －. cccil | －c．cces | C．CCC32 | －c．cce32 | C． | c．ccces |
| 27 | －C．CC23 | －C．cccie | －C．CCEE | c．ccce | －C．Cces | c．ecce | CCC 1 |
| 28 | －C．CC221 | －c．cccll | －C．CC5\＆2 | c．ccce | －c．cc7s？ | C． Cccc | C．CCC75 |
| ZS | C．CC2C4 | －c．cccic | －C．ccsat | C．CCCz | －C．CC7E1 | C．CCCC | C．CCCES |
| 30 | －C．CC18E | －c．ccccs | －C．CC4s5 | C．CCCz？ | －c．ccei4 | C．CCCCC | C．ccces |
| 21 | C．CC172 | －c．ccce | －C．CC45t | c．cccez | －c．ccez 1 | C．cccce | c．cces |
| 32 | －C．CC15s | －C．cccce | －C．CC4EC | C．cccoc | －C．CC57？ | C．CCCCC | Cc |
| 23 | －C．CC14） | $-\mathrm{Ccccc} 7$ | －C．CC387 | c．cccie | －C．CCE2E | c．cccec | cces |
| 24 | －C．CC135 | $-\mathrm{Ccccc}$ | －C．CC357 | C．CCCl | －C．CC4Et | C．CCCC | C．CCC4t |
| 25 | －C．CC125 | －c．ccece | －C．CC32 | C．CC | －C．CC44 | c．ccccc | 42 |
| 36 | －C．CC115 | －c．occce | －C．CC3C3 | C．CCCl4 | －C．CC413 | C．cccce | $3{ }^{\text {c }}$ |
| 37 | －c．cclce | －c．ccces | －C．Ccais | C．CCCl3 | －C．CC38C | C．CCCCC | c．cccse |
| 38 | －c．ccose | －C．OCCC5 | －C．CCz57 | C．CCC12 | －C．CCミ5C | c．cccco | C．CCla |
| 35 | －c．cccsc | －C．CCCC4 | －C．CC237 | C．CCCll | －C．CC323 | C．CCCCC | －C．CCC31 |
| 4 C | －c．ccoez | －C．cccc4 | －C．CCéle | C． | －C．ccze7 | C． |  |

TAELE（5－ころ）
contine

INIERIN NLITIFLIEFS FCR THE EXCCENCLS VAFIAELE INVEAI－I

EAF CACNCLF CEUR E FFSICFI ACNFESICFINVEA ANACF F
 $L A C$

|  |  |  |  | C．C |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | C．C832 | －C．16くす¢ | C．CC433 | 14 | －1．1－845 | $-\mathrm{C.CCCCl}$ |
| 2 | － | －C．CS512 | －C．13134 | C．CCste | －C．11cti | C．Cssec | － |
|  | 42 | －C．Css 16 | －C．1CEC | C．C143E | $-C .12 \geq C t$ | －C．C2E12 |  |
| 4 | －C． 3 C4 | GG1C | －C．CEとを | C．ClEC7 | －C．12く14 | －C．Clç | C $\epsilon$ |
| 5 | －C． 275 | （ 7 | $7 \in 15$ | C．C2C 72 | －C．11875 | －C．CC4¢？ | C $¢$ |
|  | －C－51 | c | 佼t | C．C2245 | －C．112 ¢ 2 | －C．CCC74 | －C．CCCCE |
|  | －C | －C．CEE |  | C．Cく342 | C 1 ¢ ¢ 1 | C．CCl42 | －C．CCCCs |
| 8 | －C． C 13 C | －C．CE351 | － | C．Cころを2 | C．1C23 | O．CCE45 | C 5 |
| G | C | －C．C7Ex | － | C．Cここ7才 | － | C．CCzet | C |
|  | －C． 181 | －C．C7358 |  |  |  | C．CCE11 | －C．CCCCE |
|  | －C | C |  |  |  | C．CC3C | －C．CCCCE |
| 2 | －C．1551t | － | －C．C37ミ4 | こと | 75 | C．CCece | C E |
| 3 | －C． 14342 | －C．C5Ste | －C．C3437 | C．CE11S | －C．C72 ${ }^{\text {C }}$ C | C．CCzez | C 7 |
| 4 | －C．1325 | －C．CS5 | Co「コーフ | C．CEC25 | －C．$C \in E=1$ | C．CCé4 | C 7 |
| 5 | －C．1224E | －C．CE14S | －C．C2cil | C．$C 152 \varepsilon$ | $-C . C \in 253$ | C．C $C^{4} 4$ | C 7 |
|  | －C．1131 | －C．C477t | －C．C2tcs | C．Cle2S | －C．C5ccz | C．CCzes | C $\epsilon$ |
| 17 | －C． 1 C45 | －C．C442t | －C．Cく4\＆と | C．C173C | －C．C548C | C．CCEI2 | C $\epsilon$ |
| 18 | － C | －C．C4Cs | －C．Cごら7 | C．C1t 23 | －C．C5C85 | C．CClct | C |
| 15 | － C | －C．C37c4 | －C．C212C | C．C1537 | －C．C471E | C．CClel | C |
|  | －C．CE2二t | －C．C351C | －C．C1c5 | C．C1445 | －C．C4こ71 | C．CCle | C5 |
|  | －C．Ci5s | －0．0324t | －C．Clect | C．Clこ5t | 5 | C．CC154 | C4 |
|  | －C．C7CC |  | ¢ 7 |  | 5 | C．CCl42 | C4 |
|  | －C．CE4E2 | ．$C 2772$ | －C．Clszc | C．Clles | －C．C3472 | C． | C4 |
|  | －C．C5SE1 | ．C25 CC | $-\mathrm{C} \cdot \mathrm{Cl} 42 \mathrm{C}$ |  | －C．C3212 | C．CCl | C 3 |
|  | －C．C54c7 | －C．C2364 | －C．C1E1C | C．C1C3E | －C．C2c73 | C．CC111 | C 3 |
|  | －C．C5CEC | －C．C2183 | －C．C12C | C．Ccsec | －C．Ce74C | C．CCl ${ }^{\text {c }}$ | C |
|  | －C．C4674 | －C．CzCl | C．C1114 | C．CCsc 2 | －C．C2542 | C．CCCs | －C．CCCC |
|  | －C．C43C5 | －C．Cless | －C．C1C27 | C．CCE4C | －C．Cご5C | C．CCCE | －C．CCCC？ |
|  | －C．C3972 | －C．C171 | －C．CCs47 | C．CC7E1 | C．C2171 | C．CCCEC | CC\％ |
|  | －C．Czect | －C．C15E | － | C．CC727 | zCCE | C．CCCT4 | －C．CCCC |
|  | －C．C3373 | －C．C145c | －C．CCEC5 | C．CCET5 | 1853 | C．C CCEE | C 2 |
|  | －C．C31CE | －C．C1345 | －C．CCT42 | C．CCE27 | C．C1711 | C．CCCEz | CCCz |
|  | －C． $\mathrm{C}=8 \mathrm{C}$ | －C．C12 | －C．CCEE4 | C．CCE\＆ | 157 | C．CCCE\＆ | C 2 |
| 24 | －C．C263E | －C．C114？ | $-C . C C \in Z C$ | C．CC54C | －C．C14s8 | C．CCCs | －C．CCCCz |
| 5 | －C．C24？ | －C．ClCs4 | －C．CCEEL | C．CCECC | C．C134e | C． $\mathrm{CCC4}$ | CCC1 |
| $t$ | －C．Cく23c | －C．CCsil |  | C．CC4t 4 | －C．C1＜42 | C．CCC45 | －C．CCCCl |
| 37 | －C．C2C62 | －C．CC8c5 | －C．CC4S | C．CC42S | C．C． 1145 | C．C（C4） | C |
| 38 | －C．C18¢ | －C．CCE24 | －C．CC4 4 | C．CCEc， | －C．ClCsi | C．CCC 38 | C．CCCCl |
| 29 | －C．C174 | $-C . C C 7 \in C$ | －C．CC4le | C．CCJEE | －C．CCs74 | C．CCC35 | $-\mathrm{CoCCCl}$ |
| 4 C | －C．C161 | －C．C．C7CC | －C．CCこE | C．CCこ41 | －C．CCES¢ | C．CCC3z | －C．CCCCl |

TAELE（Eーでき

IATERIM NLLTIPLIERS FCR IFE EXCGENCLS VAFIAELE CAFAC－I


| TCTAL | C． 22915 | c．clcez | C．t 16 （3－C．Cミ31C | C．E¢E43－C．CCİ | c．ceec |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LAE |  |  |  |  |  |
| 0 | C．CC73t | C．CCC－s | C．ClCct－C．CCézl | C．Cstif－C．CCCO | C．C |
| 1 | C．C118C | C．CCC48 | C．C341s－C．CC27C |  | C．C．C155 |
| 2 | C．C1335 | C．CCC5 7 | C．C3CTz－C．CCく4？ | C．CEE2E－C．CCCC？ | C．CCごこ |
| $\underline{2}$ | C．C1341 | C．CCCEC | C．CaET1－C．CCele | C．C5＜ce－C．CCCCz | C．CCEこう |
| 4 | C．C12Ei | C．CCCs | C．C3EC5－C．CC188 | C．C4E43－C．CCCC | C．CCJ ${ }^{\text {C }}$ |
| 5 | C．C1211 | C．CCCs 7 | C．Cミこえを－C．CClet | C．C44ET－C．CCCC2 | C．CCJe 7 |
| $t$ | C．C1132 | C．OCCs4 | C．C3C7E－C．CCI5C | C．C4143－C．CCCC | C．CC35 |
| 7 | C．Cl05e | C．CCCE1 | C．C2EES－C．CC137 | C．C3853－C．CCCCl | C．CC343 |
| $\underline{8}$ | C．CC9es | C．CCC48 | C．Cえts | C．C3EcC－C．CCCCl | C．CC325 |
| 9 | C．CCS1E | C．OCC45 | C．C2472－C．CC117 | C．C334t－C．CCCCl | C．CClct |
| 1 C | C．CC85t | C．CC．C42 | C．CこうC2－C．CClCE | C．C311c－C．CCCCl | C．CC2Ef |
| 11 | C．CC7SE | C．OCC3S | C．C2143－C．CC1C1 | C．Cecce－C．CCCCl | C．CCzec |
| 12 | C．CC74］ | C．CCC37 | C．Clccs－C．CCCs 4 | C．Cz7Ce－C．CCCCl | C．CCesl |
| 13 | C．CC6C | C．CCC 34 | C．ClEst－C．CCCE7 | C．C2518－C．CCC．C1 | C．CC234 |
| 14 | C． $\mathrm{CC644}$ | C．CCC32 | C．C1725－C．CCCE1 | C．C2 $242-\mathrm{C} . \mathrm{CCCCl}$ | C．CCele |
| 15 | C．CC5cc | C．CCC2S | C．CleC2－C．CCC75 | C．Cel7t－C．CCCCl | C．CC2C3 |
| 16 | C．CC55 | C．CCC 27 | C．C14E7－C．CCCiC | C．CeC－1－C．CCCCl | C．CCles |
| 17 | C．CC517 | C．CCCz | C．C13EC－C．CCCES | C．C1ETE－C．CCCCl | C．CCI7 |
| 18 | C．CC48C | C．CCC2 | C．Cl̇TS－C．CCCEC | C．C1T2C－C．CCCCl | C．CCle3 |
| 19 | C．CC445 | C．CCCz2 | C．Cl1Et－C．CCCst | C．${ }^{\text {C }} 1612-C . C C C C l$ | C．CCls 1 |
| 2 C | C．CC413 | C．CCC2C | C．ClCse－C．CCC5 | C．C14，${ }^{\text {C－C．CCCCl }}$ | C．CCl4C |
| 21 | C．CC38 | C．CCCls | C．CICIE－C．CCC4E | C．C1383－C．CCCC1 | C．CCl3C |
| 22 | C．CC354 | C．CCC 17 | C．CCC4－C．CCC44 | C．${ }^{\text {c }} 12 \mathrm{C}$ C－C．CCCC | C．CCl2C |
| ¿2 | C．CC328 | C．CCCle | C．CCEIC－C．CCC41 | C．C1184－C．CCCCC | C．CC111 |
| 24 | C．CC3C？ | C．CCC15 | C．CCEC4－C．CCC38 | C．C1Ccs－C．CCCCC | C．CClC3 |
| 25 | C．CC281 | C．CCC14 | C．CC743－C．CCC35 | C．C1C12－C．CCCCC | C．CCCs |
| ¢ 6 | C．CC2Es | C．CCCl2 | C．CCEE7－C．CCC32 | C．CCS25－C．CCCCC | C．Ccces |
| ご | C．CC24C | C．CCCl2 | C．CCEミ5－C．CCCZC | C．CCEE2－C．CCCCC | C．CCCE1 |
| $2 \varepsilon$ | C．CC222 | C．CCCII | C．CCEEE－C．CCC2E | 0．CC7CE－C．CCCCC | C．CCC75 |
| 29 | C．CC2C5 | C．CCClC | C．CC54－C．CCC2t | C．CC737－C．CCCCC | C．CCC7C |
| 30 | C．CClec | C．OCCCs | C．CC4cs－C．CCCz4 | C．CCESC－C．CCCCC | C．CCCE4 |
| 21 | C．CC174 | C．CCCCE | C．CC4E1－C．CCC2z | C．CCE2E－C．CCCCC | C．CCCs |
| 32 | C．CCl 1 | C．CCCCE | C．CC425－C．CCC2C | C．CCE7C－C．CCCCC | C．CCC55 |
| $\underline{3}$ | C．CC14S | C．CCCC7 | C．CC3C2－C．CCCls | C．CCE35－C．CCCCC | C．CCCs 1 |
| 34 | C．CCl27 | C．CCCC7 | C．CCze2－C．CCCL7 | C．CC4C3－C．CCCCC | C．CCC47 |
| 35 | C．CC127 | C．ccece | C．CC 324 －C．CCCle | C．CC455－C．CCCCC | C．CCC43 |
| 36 | C．CC117 | C．OCCCE | C．CC3CE－C．CCC15 | C．CC419－C．CCCCC | C．CCC4C |
| 37 | C．CClCF | C．CCCC | C．CCE\＆4－C．CCC12 | C．CC387－C．CCCCC | C．CCC37 |
| 28 | C．CCOsc | C．CCCCS | C．CCzt－C．CCCl2 | C．CC3EE－C．CCCCC | C．CCC34 |
| 29 | c． $\operatorname{ccos} 1$ | C．CCCC4 | C．CC241－C．CCCl1 | O．CCazs－C．CCCCC | C．CCCミ 1 |
| 4 C | C．CCOE4 | C．CCCC4 | C．CCこう2－C．CCCl1 | C．CC3C3－C．CCCCC | C．CCC2 |

TCELE（5－で5）
CCATINLEC

INTERIM NLLTIPLIERS FCR TFE FXCCENCLS VAFIAELE CAFAC－I

|  | CNP | C NCNCla | C CLR © | RESIC FI | CNFFS I |  | A Cr |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ICIAL | 5．Cl7C5 | 1．6275i | 1．34745 | －C．42577 | 2.45405 | －C．Czeta | C．CC14 |
| lat |  |  |  |  |  |  |  |
| C | C． 3411 c | C．C27cs | C．1853t | C． C | C． 1 tece | －C．C4C57 | c．cccce |
| 1 | C． 25255 | C．C4set | C．1212？ | －c．cci39 | C． 15 Et ¢ | $0 . C 245 c$ | c．cccco |
| 2 | C．3く62z | C．CE4Cz | C．Cs， 64 | －C．CCEE | C． 14 ¢ 4 E | C．Ca4el | c．cccel |
| 3 | C． 25724 | C．C7221 | C．C7EIC | －C．OCE 14 | C． 14527 | C．C148C | c．cccee |
| 4 | C．ci215 | C．C7E2E | C．$C \in \in 45$ | －C．CcEsé | C．13122 | c．cceiz | C．CCCC ${ }^{\text {a }}$ |
| 5 | C．250c 7 | C．C7757 | C．CEcie | －C．Clcec | C．1くご5 | C．ccle 7 | c．cccc |
| $t$ | C．232t1 | C．C77C4 | C．Cs4ts | $-\mathrm{Coc123C}$ | C． 11433 | －C．CC115 | c．ccces |
| 7 | C．$\overline{C l} 1621$ | C．CTEミC | C．cscec | －C．C $1 \equiv$ ¢ 2 | C．1ctez | －C．CCzs． | c．ccce |
| $\varepsilon$ | C．2C121 | C．C727t | C．C4tes | －C．C1459 | C．cecte | －C．CC3－3 | c．ccces |
| c | c．18730 | C．CEsia | C．C4257 | －C．c1525 | C．csérc | －C．CC345 | c．cccce |
| 1 C | C． 1743 C | C．$C \in \in 4 C$ | C．c4CEs | －C．Clet4 | C．CE64く | －C．CC344 | c．eccce |
| 11 | C． 1 t 212 | C．ctess | C．C37it | －C．C15¢1 | C．CECS | －C．CCEミ1 | c．cccet |
| 12 | C．15ces | C．$C 5 ¢ 37$ | C．C3514 | －C．C157s | c．cielc | －C．CC313 | c．cccce |
| 13 | C．13ccs | C．C5E84 | C．Cミzts | －c．cisez | C．cesce | －c．ccesz | c．cccce |
| 14 | c．1295C | C．C5238 | C．C3C3s | －C．C1E34 | C．ceszc | －c．ccioz | c．ccces |
| 15 | C．12C4 | C．C4scz | C．Cくもこう | －C．C14ct | c．cerie | －c．ccas？ | C．CCCC |
| 16 | C． 1116 c | C．C4ETS | C．Cこもご | －C．C1451 | C．C5ts？ | －C．CC234 | c．ccces |
| 17 | C．1C34E | C．$C 4271$ | C．Cこ432 | －C．C14CC | C．$C$ cét | －0．ccalt | C．CCCCE |
| 18 | C．C5582 | C．C3C77 | C．Cくむst | －C．C1345 | C．C4Es4 | －C．CC2CC | c．ccccs |
| 19 | C．Ce8ts | C．CEESC | c．czcsc | －C．C．128と | C．C4Es 1 | －c．ccles | c．cceca |
| 2C | C．CE？Cs | C．C3438 | C．CIS3t | －C．C1225 | C．C423 ${ }^{\text {c }}$ | －0．cciic | C．CCCC4 |
| 21 | C．Cisem | C．C $\mathrm{Cl}_{\text {c }} 1$ | C．C17c3 | －c．cilts | C．Cミ¢ミC | －C．CC157 | c． $\mathrm{Cccc}_{4}$ |
| 22 | C．C7Cls | c．cesec | C．Clesc | －C．c11cs | C．C 3 ¢ 5 C | $-\mathrm{Coc} 145$ | c．eccc 4 |
| 23 | C．CE483 | C．Cé744 | C．C1535 | －C．cicsc | C．C338と | －C．CC122 | c．ccce 3 |
| 24 | c．csosc | O．C2542 | C．C141s | $-\mathrm{Coccsc}$ | C．Cミ144 | －C．C（123 | c．ccco |
| 25 | C．C553 2 | $0 . C 2353$ | C．C1212 | －C．CCs 35 | c．cesple | －C．CC112 | c．ccce ${ }^{\text {a }}$ |
| 26 | C．CEICs | C．CE17 | C．C1212 | －C．CCEEC | C．CãCz | －c．ccles | C．CCCC ${ }^{\text {a }}$ |
| 27 | C．C471t | C．CEC14 | C．C112C | $-C . c c \varepsilon z t$ | C．Cesce | －c．cccet | c．ccce |
| 28 | C．c＜3s？ | C．Clete | c．clc3 | －C．CC775 | C．C2321 | －c．ccces | c．CCCC |
| ES | C．C4C17 | C．C17く1 | C．CCSEs | －C．CCiz7 | C．Cel4s | －C．CCC\＆ | C．CCCC2 |
| 3 C | C．C37CE | C．C155C | C．CCER2 | $-\mathrm{C} . \operatorname{ccesc}$ | C．C15cc | －c．cccis | c．cccea |
| 31 | C．C3415 | C．C14tc | C．CCE14 | －c．cceze | C．C1841 | －C．ccces | C．cccce |
| 32 | C．C3153 | C．Clase | C．CCis 1 | －C．ccsc？ | C．cilica | －c．ccces | C．CCCC2 |
| 33 | C． 29 CE | C．C1252 | c．ccesz | －C．cces 4 | C．Clsit | －C．CCCsc | C．Cccce |
| 24 | C．C2681 | C．C115E | C．CCES | －C．CCs1t | C．C1457 | －c．cccs 4 | c．cccez |
| 35 | C． 64272 | C．cicet | c．ccess | －C．cc＜el | C．C1こく | －r．cccec | C．CCCCl |
| $2 t$ | C． 2278 | C．CCsem | C．CCE43 | －C．CC44 | C．Clías | －c．cccat | c．cccel |
| 37 | C．Czlcc | C．CCec 7 | c．ccsel | －c．cc4lt | C．Cllec | －C．ccc42 | C． $\mathrm{ccccl}^{\text {chen }}$ |
| 38 | C． C1935 $^{\text {c }}$ | c．ccea 7 | C．ccue 2 | －C．CCazt | C．Clcez | －C．ccces | c．ccccl |
| 29 | C．C1783 | C．cciol | C．ccezt | －C．CcIs | c．ccsel | －c．cccab | c．cccel |
| 4 C | C．${ }^{\text {c } 1642}$ | c．cclil | c．ccase | －C．CC33？ | c．ccect | －C．CCC32 | c．eccl |

## Dynamic Structural Response Patterns of the Model

In the following discussion of the multiplier results from the model, primary emphasis will be given to the dynamic effects of a sustained unit change in one of the exogenous variables on the components of the money supply and other monetary sector variables. The effects on the "real" sector income components and on the rate of price change, while not necessarily secondary in the Fed's analysis of the economy, are considered secondary here because of the primary orientation of the model and this analysis. An exception to this latter statement is necessary because of the apparent (often) undue amount of emphasis given to the level and change in the level of income. The level and time path of income will, for this reason, receive more emphasis than the other real sector elements.

The effects of some of the "exogenous" variables will be excluded from the discussion-principally the lagged levels of $D D, C C, T D, F R$ and $I^{i}$. The reason for this exclusion is that these variables are not truly exogenous. They enter directly into determining the amount of change in the current period that was experienced by $D D, C C, T D, F R$ and $I^{i}$. They were only considered "exogenous" in this analysis because their associated change variables (current and lagged) were the endogenous variables. The total exclusion of these "exogenous" variables would have had little, if any, effect on the overall result being analyzed. Much the same argument could be made for exclusion of the current level of loans and the current change in the level of income. But their inclusion was regarded as necessary because of the part they play in the Fed's decision-making process.

Before entering the analysis proper, one more point must be brought out. Occasionally a group of interim multipliers have a sign which is not, a priori, expected. The occurrence of this can be explained mathematically. For example, in Table (5-10), the impact multiplier of a unit change in the level of loans has a slight but positive effect on $\triangle D D$. The first period multiplier, however, is negative:

$$
\frac{\partial \Delta D D}{\partial L}=\frac{\partial\left(D D_{t}-D D_{t-1}\right)}{\partial L_{t}}=-.01679
$$

This tells us that:

$$
\frac{\partial D_{t}}{\partial I}-\frac{\partial D_{t-1}}{\partial \mathrm{~L}}<0
$$

or that:


This means that the influence of the previous period so "overpowers" the current period effect, that the endogenous variable appears to be overcorrecting for the previous period's level. This might also be observed to be a "cyclic" effect.

From Table (5-10) it can be seen that the sustained impact of a unit (one billion dollar) increase in loans has little immediate effect on demand deposits. The multiplier effects for the subsequent four quarters appear to reflect the act of paying back the loan. However, the residual effect of this continued increase eventually results in a sixty-two and one-half million dollar increase in DD. Apparently changes in coin and currency are little affected. Nor is the level of time deposits except for the first period which may also reflect a large
amount of loan repayment. So also could repayment account for several quarters of positive additions to free reserves. It seems that the reaction of open market operations and of the discount rate are delayed one period-perhaps an adjustment period. When they do reflect this change, though, OMO is only slightly altered; after the first period, the impact on the discount rate decays rapidly.

GNP reflects a substantial growth with the peak impact coming in the first period. This is a result of the one-period lag in the impact of a change in loans on the level of residential construction. Overall it appears that, because of income growth, a positive impact on changes in free reserves, and a not too inflationary impact on other things, a change in loans of this magnitude would not occasion any overt OMO to offset undesirable trends. Nor would it tighten the economy to the extent that the Fed would have to move significantly to restrict the flow of loanable funds (through raising the discount rate).

Table (5-11) reflects the multiplier effects of a unit change in the quarterly level of income change. As should be expected, the increased level of income change would raise the desire-demand-for more $D D, C C, T D$, and loans. The combination of all these increased demands would lower the level of "free" reserves. Apparently the increased loan demand would eventually lead to Federal Reserve action. This action would seem to come as a result of a desire to limit the further expansion of loans and diminution of the level of free reserves. Note should be taken of two interesting development in the real sector variables. First, the initial impact of this change seems to be to spur long-term investment and consumption. But, it seems that the continuation
of this percentage increase soon becomes evident. Shortly thereafter, the level of nondurable consumption reaches a peak. Secondly, it seems that housing, as a result of this increase, soon gets "over-built." As a resu.t, investment in this area must decline. Again the Federal Reserve appears to be relatively unconcerned about this type of growth. The multipliers of the proxy representing the expected rate of income increase in the next period are presented in Table (5-12). A one percent increase in this expected rate appears to lead to a reduced demand for demand deposits, time deposits, and loans. Whether this reflects a lessened degree of uncertainty, an improved ability to "match" income flows, or some other factor or combination of factors, the initial impact on free reserves is to "free" a large amount of these reserves. Part of this comes from the impact effect on open market operations; the Fed substantially increases OMO to take up part of the slack, thus providing reserves in anticipation of this increase. Apparently, however, the Fed sees itself as overreacting and, for several subsequent periods, successively alternates policy positions in an attempt to correct for previous exrors. It also seems that the ability to "forecast" this increase, together with the improved free reserve position, allows for an easing of the discount rate. The prospect of this increase in the next period evidently has only a minimal effect on the real sector variables. It thus appears that this increased expectation has significant effects only upon variables directly related to the Federal Reserve.

Table (5-13) contains the multipliers that evolve from a sustained increase of one percent in the rate of worker productivity. Whether the increase results from increased effort, more efficient
production, improved technology, or some other factor or grouping of factors, the primary influence of this change is thought to be reflected by increased output. And, at the next level, increased income. The magnitudes of the total and quarterly multipliers bear this out. As expected, if the distribution of this increased income goes to the workers and other factors of production, this would be mirrored by increased consumption, particularly of nondurables and services, and by further investment in plant and equipment. On the monetary side, this increased activity should lead to an additional demand for loans (both consumer and industrial)-reflected both by increases in $\Delta \mathrm{L}$ and $\mathrm{r}_{\mathrm{d}}$ - and a decline in the level of free-an increase in the level of borrowed-reserves. Not quite as expected were the rather large multipliers for the effects on changes in time deposits.

One noticeable feature of this increased productivity is the effect on, and the multipliers for, the annual rate of change in prices. Apparently the increased availability of goods leads to a negative price change multiplier which is decaying but remaining negative. If this is the case, it might serve as an empirical justification for tentatively accepting either a "demand-pull" or an expected rate of wage increase type of theory concerning price level advances. In any case, it appears that the Fed would prefer to use discount rate adjustments rather than a significant shift in open market policy to adjust for this change.

As mentioned before, it appears that the Federal Reserve has tended to support a significant term structure of interest rates. This is a measure of the difference between the levels of the long-term and the short-term rate of interest. This supposition seems to be upheld in
terms of the multipliers (Table (5-14)). It appears that the Fed initially reduces its level of purchases in response to a one percent increase in the level of the term structure. But for some reason it appears to over-compensate. It, therefore, spends the next few quarters trying to correct, by continually overreacting, for past mistakes. The multipliers for free reserves also reflect the decline in the level of OMO (a reduction in the provision of additional reserves).

The multipliers for a one percent change in the level of the short-term interest rate-as measured by the Treasury bill rate-are presented in Table (5-15). These multipliers contain some interesting conclusions. The reduction in the demand for each of the money supply components and for bank loans is by far the largest, in terms of the multipliers, during the current period. Obviously the lagged effects have at least some ameliorating effect on these levels in successive periods. As a result of this, the multiplier for free reserves is (except initially) positive. Open market operations move initially to "mop-up" some of these excess reserves and, thereafter, make only small, positive additions to bank reserves. The discount rate, as expected, initially follows the increase in the short-term rate; surprisingly, however, it follows without a lag. The effect of the sustained shortterm rate increase erodes rather rapidly. After eight quarters, the discount rate appears to respond to other influences; perhaps it just considers the continued shori-term rate increase as a given.

It also appears that the effect on income of this change is delayed. Actually, almost all of the initial income multiplier increase results from a positive, extremely large multiplier for inventory change
and a much smaller one for nondurable consumption. The trend of the income and $C^{\text {nd }}$ multipliers, however, are quickly reversed. It is unexpected that the inventory change multipliers should continue to be positive. Also of interest are the rather small total and interim multipliers for the effects on the annual rate of change in prices. In terms of recent (late 1960's -early 1970's) experience, one might expect larger price multipliers than observed here.

The multipliers for an increase in the level of the long-term interest rate, Table (5-16), differ markedly from those of the shortterm rate. With the exception of $G N P$ and $I^{n r}$, it took almost one year for the multipliers of the other endogenous variables to reach their peaks. Apparently a unit change in the level of the long-term interest rate is acceptable to the monetary policy authorities and the economy as a whole; at least no immediate, negative reaction is observed. Whereas the short-term interest rate is often considered as a cost factor-the cost of capital, cost of holding liquid assets, and/or cost of operation of a business (all "negative" levels)-it appears that the long-term rate may frequently serve as a proxy for the level of potential investment return. If possible, this intuitive hypothesis seems to be borne out by the multiplier results.

It takes between four to six quarters for the multipliers of the money supply components and the change in bank loans to reach a peak. This is also reflected in the free reserve multiplier. These multipliers decay quite slowly. This would seem to indicate that the demand for these components could be relatively more interest-elastic than has been shown previously in this paper. This result, however, does not invalidate
the prior proposals that these components are interest-inelastic with respect to interest rate changes. It only implies that perhaps these components are not as interest-inelastic as previously observed. In terms of the monetary sector variables, it is again seen that the Fed does not seem inclined to alter OMO policy sufficiently to offset this interest rate rise. The multiplier effect on the discount rate is also quite interesting-the multipliers do not peak until the seventh quarter. Also, there exists at least a one quarter lag before any effect is felt at all.

As mentioned, the role of proxy for the expected level of investment return is well reflected in the multipliers of the real sector variables. The impact multipliers for income and nonresidential investment are large and are at their peak levels during the current period. This might be interpreted in one of two ways. Either this siceable effect is misleading because of the potential developments in the lagged variables which have not yet had time to have their effect, or the magnitude of these multipliers at least partially substantiates the proxy role. Nondurable and durable consumption multipliers peak laier. This; reflects, at least to some degree, the continued advancerient of sncome. The negative multipliers of residential investment can easily be explained. To the group of investors in this market, an advance in the long-term rate represents an increase in the cost of financing the purchase, construction, or selling of a house. As was the case with the short-term rate, the very small multipliers for the annual price change variable were quite unexpected.

Since balance of payments problems can be explained in terms of
either an unfavorable trade balance or an unfavorable international liquidity position, the negative multipliers for the major money supply component(s) and the lack of effect on the demand for coin and currency can be attributed to the latter case. It appears, however, that the negative effects of a continued balance of payments problem are soon dissipated and the existence of this problem is merely tolerated. Apparently, the demand for loans, as illustrated by the multiplier, declines early. But it seems that this demand soon becomes accustomed to the continuation of this problem and resumes a more normal increase. The early decline, in part at least, reflects the reduced availability of funds for capital investment because of the outflow of funds for international investment.

Open market operations, as expected, react to this problem by providing additional reserves to a market experiencing an outflow of funds. The large free reserve multiplier also reflects this. As usual, the Fed is seen to overreact in its provision of reserves through open market operations. And it spends the next several periods continually trying to compensate for this error. This is also reflected in the multipliers. The negative discount rate multipliers are generally unexpected. One would think that with market rates rising in an attempt to re-attract investment funds or to reflect an absence of lisenable funds, the discount rate would follow suit. But the signs of the multipliers would indicate that perhaps the rate declined in an effort to increase the attractiveness of loans.

The multiplier effects on the real sector variables are understandably small. Although income continues to increase, the effect of the unit increase in the level of the balance of payments problem on
income is rather small. This reflects, perhaps, a general lack of stimulation in production. The negative multipliers of the price change variable are quite unexpected. If they had been significantly larger, they would have been very difficult to account for. One would normally expect prices to advance with continued payments problems. Apparently what the multiplier reflects is not a negative relationship, but one in which the effect of a unit change in the exogenous variable is substantially greater in the previous period than in the present period:
$\frac{\partial \mathrm{CHP}}{\partial \mathrm{B}-\mathrm{P}}<\frac{\partial_{\mathrm{CHP}}^{-I}}{\partial \mathrm{~B}-\mathrm{P}}$.
Although the power to alter the level of reserve requirements against demand and time deposits is one of the policy "tools" of the Federal Reserve, insis tool was used so seldom during the period that there seemed to be no significant loss of generality-increased biasif this variable was considered exogenous instead of endogenous (vis: Teigen, 1969). The multiplier effects on the real sector variables seem reasonable in sign; it is difficult to judge what would be reasonable in terms of magnitude. But the reactions in the monetary sector to a unit change in the change of required reserves seem to be a little less obvious. Apparently the effects of this change are lagged in their influence on the money supply and on the demand for loans. But the increase in required reserves causes an immediate reduction in free reserves. This seems to be compensated for by a small OMO action and by discount rate additions until the effect of this change is "normalized."

The multiplier effect of a unit increase in government expenditures (or in some other component, or group of components, of exogenous expenditures), Table ( $5-22$ ), is reflected by an immediate and equal
increase in the level of income. In addition to this gain, the rise in consumption and investment expenditures resulting out of this enlarged level of income in the current period will also increment the multiplier on income to a level fifteen percent higher than the initially augmented level. This expansion of income should (and does for the most part) multiply the levels of the income components. An exception, however, is the case of residential investment. Apparently this factor is more responsive to interest rate changes which might arise because of an increased demand for a "fixed" availability of goods. Two other interesting points are revealed by the "real" sector multipliers. First, the sustained increment of a unit change in $\mathrm{E}^{\mathrm{e}}$ is, apparently, quickly discounted (decayed) in terms of its effects on income growth. Second, the price multipliers resulting from this action are extremely small. If this rise in demand does, in actuality, increase the demand for a fixed stock of goods rather than providing just another source of demand for an oversupply of previously produced goods, then the bidding for the "scarce" goods should force the price level up. But this is not the case, according to the multipliers.

Again we observe in the monetary sector that the Fed takes virtually no open market action to offset the effects of this increase in $E^{e}$. It apparently allows the discount rate to make the adjustments to the declining multiplier on free reserves and the rising one on bank loans. The multipliers of this effect on the money supply are about as expected with one noteable exception-the multiplier on time deposits is twice that on demand deposits.

It seems that increases in permanent income (Table (5-23)) multiply
the level of demand for all the money supply components-plus loans-as well as for all the components of income. And it has very little effect on the price level. This reflects a hypothesis that the demand for any of these is almost totally immutable below some level, and that the level of demand is often thought to be related to some level of "normal" income. As this level rises, so should the demand for these variables.

An increase in the rate of capacity utilization, as expected, has much the same effect as an increase in the rate of worker productivity. There are, however, two exceptions to this generalization. The capacity rate change has little if any multiplier effect on price changes. This conclusion from the model may or may not be acceptable. If this rise brought into use machines which are otherwise considered marginal, one should expect the higher costs to be passed on in the form of price increases. If this productive machinery was not marginal, only idle, then the multiplier results wouid be more plausible. The other exception relates to the influence on consumption of the two changes. The improvement in productivity is more likely to be passed on to the worker in the form of salary increments than is the increased use of available capacity. Thus, for the former one should expect a larger multiplier effect on con-sumption-especially consumption of nondurables and services. For the latter, one should expect a larger multiplier for nonresidential invest-ment-in plant and equipment. This is, in fact, the mose.

## CHAPTER VI

## CONCLUSIONS

Initially the orientation of this thesis was to explain the alternative economic framework from which most of the leading authorities in the field draw their assumptions and, on the basis of which, reach vastly differing conclusions as to the direction and impact of monetary policy activities. To do this it was first necessary to lay a foundation which would explain the nature and role of the policy-making body, the methods and tools of its operation, and the most basic problems confronting its operation.

To accomplish this, the first section opened with an explanation of the organization and operations of the Federal Reserve and of its primaxy policy-making branch, the Federal Open Market Cormittee. Included also was a short history of the development of the policy tools and a rather abbreviated discussion of the lag estimation problem. This is a problem which often causes individuals to totally discredit monetary policy even though fiscal policy is subject to a quite similar type of lag. From this, the analysis moved to the central issue of this section. There are basically two alternative theoretical frameworks for the analysis of economic developments. These approaches differ in many important aspects, especially with reference to the monetary side of economic analysis. This has led to quite divergent views with respect
to the level, impact, and residual effects of the current monetary policy position. The more prevalent neo-Keynesian tradition was contrasted with the newer "neo-Classical"-monetarist-approach. It was observed that most of the disagreements in interpretation and analysis resulted from each theory's emphasis on a different aspect of the problem to explain the same phenomena. The primary differences in the theoretical frameworks involve two important assumptions regarding: (1) the effects of the level, and changes in the level, of prices; and (2) how the real and the monetary sector variables react to changes either in the policy tools or in some other factors. The neo-Keynesian approach assumes constant prices since "real" and nominal quantities are equal. It emphasizes the substitution effects of a change in the relevant variables. The monetarist theory assumes that prices are determined within the system, usually by the level or changes in the level of the money supply. Thus, "real" and nominal value are not necessarily equal or equivalent. This approach emphasizes the income and wealth effects of a change in the relevant variables.

As a result of these divergent approaches, it becomes obvious why the analysis of economic change differs so greatly. The former theory uses interest rates to measure the effects of monetary policy since these rates are directly affected by a change in the nominal money supply. The latter approach defines interest rates as just another factor in determining "the" price level. The primary variable used to analyze the effectiveness of monetary policy is typically some monetary aggregate (money supply, change in the money supply, monetary base, etc.). Thus, not only the measures thet they employ as indicators of effectiveness
and as targets at which to aim, but also their interpretation of the immediate, final, and total effects of some given monetary action can lead to widely-disparate theoretical conclusions.

There was no attempt in this analysis to draw specific conclusions with respect to the superiority or increased forecasting ability of one theoretical approach over another. The presentation of the structural frameworks as they relate to the monetary sector was necessary to justify each theory's selections of the appropriate indicators and targets of policy action. Nor do the developments in this paper provide an adequate basis for the comparison of theories. The primary policy variables of the monetarist approach-the monetary base and the money supplyare endogenous to the model. Therefore, a relatively meaningful analysis can be presented on their behalf. However, the principal policy variables in the "Keynesian" theory-the spectrum of market interest ratesare exogenous to the system. Since these factors are not on a similar basis, a comparison of the theories is not theoretically possible.

As a result of the lack of fiscal policy measures and because of the assumed exogeneity of governmental actions in the model, it was not possible to compare the effectiveness of fiscal versus monetary policy. To do this would first require making governmental income and expenditures endogenous. Then, as factors under governmental control, one would also need to make the tax rate schedules and possibly some budgetary measures endogenous. This would substantially increase the size of the model. But it would also increase the model's importance and relevance.

The remainder of the paper involved establishing some empirical basis from which to draw policy conclusions. Then these conclusions
were analyzed in light of the results that would be expected a priori. This analysis should provide a foundation from which the theoretical and empirical relevancy of the model can be judged.

## Conclusions

The model contains two measures which are considered as indicators of monetary policy activity. The change in the level of free reserves is used as a very short-term indicator. It is available on a day-to-day (or an even more frequent) basis, and is a well-accepted operational variable. For the "longer" short-term indicator, the "adjusted" monetary base ( $U B R+C C$ ) was used. Actually the rate of change in (UBR $+C C$ ) was used as a proxy for the "dynamic" operations in the open market. It measures the net effects of policy activities on the available supply of reserves and it is not biased by currency flows.

In the more intermediate term, the indicators are supposed to reflect the effects of given policy actions on various components of the monetary sector. The targets should reflect these effects on the components of the real sector. The indicators and targets employed in the model were changes in the money supply-demand deposits + coin and currency outstanding + time deposits-and the levels of several key market interest rates-primarily the short- and long-term interest rates on government securities. These rates, however, are considered exogenous. Therefore, they receive less analytical attention in the model. The goal proxies for the ultimate objectives were assumed to be the level and the change in the level of income, the rate of change in prices, the level of unemployment (or its reciprocal), a balance of international payments, and a desired relation between the long- and short-term
interest rates.
There are numerous interesting conclusions which have evolved from the estimation of the model and from the calculations of the elasticities and multipliers. Instead of reconstructing the full reasoning behind the explanation of these, it might be best to make a summary listing of the main conclusions. This list, however, is neither exhaustive (in fact it is quite selective), nor do the sequence in which the conclusions appear represent an ordering by importance.
(1) The demand for demand deposits appears to support a "Fried-monian"-type thesis that the demand for this major component of the "narrowly-defined" money supply is primarily a function of permanent income and the interest rates;
(2) The demand for time deposits function quite closely approximates those for the other money supply components. This might-and in the present case, did-lead to the inclusion of time deposits in the definition of "the" money supply. All appear basically to be functions of income (however defined), interest rates, and the lagged values of the dependent variable;
(3) In the 2SLS estimations, with the exception of the relationship between the yield on time deposits and the demand for these deposits, the relative importance of the effects of the interest rate terms on the demand for money was lessened in comparison to the OLSQ estimates. Thus, these components appear to be not as interest-responsive (possibly less interest-elastic) as originally estimated. The small short-run elasticities for these also reflect the reduced responsiveness;
(4) The multiplier effects on these money supply components,
however, reflect an opposite trend. This might indicate that although the short-run effects may not be sizeable, the long-term effects of a sustained increase in the interest rates are definitely important in determining the level of demand;
(5) It might seem incongruous that changes in free reserves are positively related to discount rate movements and negatively related to market interest rate changes. However, an increase in the discount rate could limit loan expansion (a use of available reserves) which would help preserve the current level of "free" reserves. But an increase in market interest rates-especially in the short-term rates-makes investment of "free" funds relatively more attractive;
(6) It was possible to relate open market operations to the levels of variables in each of the three major policy categories: indicators (change in free reserves, and the proxy for OMO-the "adjusted" monetary base); targets (the money supply which is endogenous and various interest rates which are exogenous); and the goal proxies (income and the current change in income, balance of payments problem proxy, and the term structure of interest rates). But we were not successful in including the rate of change in prices and the rate of unemployment;
(7) The multipliers for those policy variables which are included showed that they seldom have very significant effects on the movement of OMO. It is shown, though, that OMO are relatively responsive to income change, balance of payments problems and interest rate differentials. Apparently they are significantly less responsive to the rate of price change and to the unemployment level;
(8) This previous conclusion contradicts, in part, several
other. people's findings (e.g., Dewald and Johnson, 1963; and Willes 1967-II) regarding the response function for open market operations of the Federal Reserve. These other studies typically give prominence to some combination of income and/or change in income, change in prices, and unemployment or its reciprocal. However, a careful reading of the Minutes of the FOMC over the period would give a different impression. They seem to respond to changes in income, interest rate levels and changes, balance of payments problems, and, less generally, to price changes. They seldom seem to respond to the level or rate of unemployment;
(9) From the multipliers it appears that the Fed makes use of discount rate changes rather than changes in the level of open market operations to offset variations in the levels of other variables. This is not expected a priori. In quarterly terms, the Federal Reserve uses OMO to react basically just to changes in the expected rate of income change and in the balance of payments situation. It uses or allows discount rate changes to react to changes in other variables such as loans, income, productivity, and the interest rates. Perhaps the prime reason for this result is the fact that this is a quarterly model. Day-to-day changes in OMO are hidden whereas the much more infrequent movements of the discount rate are emphasized. One should expect the results to be different if one had a shorter-term model;
(10) The Federal Reserve's reaction to an increased change in the level of income ( $\Delta Y_{t}>\Delta Y_{t-1}$ ) seems to be to limit further expansion by holding down the growth in loans. This may be accomplished by discount rate increases and allowing "free" reserves to decline;
(11) The Fed overreacts to an increase in the expected rate of
change in income by initially increasing OMO too much. It then spends the next several quarters continually overreacting in an attempt to offset previous actions. But it appears that the ability to forecast this change permits them to allow banks a slightly "looser" free reserve position. The combination of these allows for an easing of the discount rate;
(12) Because the increase in balance of payments problems results in negative effects on the money supply components (although the magnitude of these effects declines quickly), the Fed is quick to use OMO to provide additional reserves. This is reflected also in the large free reserve multiplier. As usual, the Fed overreacts. This, at least in part, accounts for the rapid erosion of the negative effects;
(13) It appears that the Federal Reserve has tended to support a specific, though probably implicitly-determined, level or range of differences between the long- and short-term rates of interest. As long as the changes in the long-term rate are greater than those in the shortterm rate, no matter whether the rates are rising or falling, the Fed seems to reduce its level of activity. But, as usual, it seems to overreact. It then spends several quarters (continuing to overreact) in an attempt to correct for previous mistakes. This action can be observed in both the multipliers for the long- and short-term interest rates and those for the term structure variables.

## Possible Extensions

There are a multiplicity of extensions which might arise out of an econometric study of this sort. The most obvious of these is reestimation and respecification of the equations, making additional changes in
(or combining) variables or equations. This type of improvement, together with the reduction in the degree of aggregation, are the most widely recognized methods of improving a model. But there are many other ways. Most notably, one could establish a separate relationship for Government expenditures, thus distinguishing it from other exogenous expenditures. This might also be done for net exports and for services.

An important extension of this model would involve opening up new avenues of linkage between the variables of both sectors. Presently these sectors are related through income, loans, interest rates, and the "real" sector variables in the demand for loans equation ( $C^{d}$ and $I^{i}$ ). Further, one should improve the specification of the price change equation, and perhaps change it to a quarterly rate of price change. Finally, one should include more interest rate-yield-variables (e.g., yields on loans, Federal funds, $C D$ 's) and make most, if not all, of them endogenous. Thus, they could more correctly be used as target measures.

In addition to these extensions to the model itself, there are alternative tests which could be made of the model's specifications. One could estimate the system of equations as a recursive set and compare these analytical results with those which are available from the methods used here. One could also make both short- and long-term forecasts, simulating economic activity for a future period or time path (Goldberger, 1959). And one could also perform simulations by inducing parameter changes. In this way, the simulations would reveal the stability of both the parameter estimates and the multipliers. All of these test the quality and correctness of the specifications. Certainly a comparison of short- and long-run elasticities would be in order. This test would
determine the stability of these elasticities over time.
Finally, one might want to attempt to specify a utility function which would explain (predict) Federal Reserve reactions to a given level of change in any important economic variable. One might employ the results of this model in searching, from among an ordered set of utility functions specified for the Federal Reserve, for a reasonable, but realistically tentative, policy-oriented utility function. A successful specification of this function would make available a whole "Pandora's box" of relevant policy information. One prime example would be the "trade-offs" used by the Fed in its attempts to achieve and maintain some combination of ultimate economic objectives.
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APPENDICES

APPENDIX A

## LISTING OF TEIGEN'S MODEL

$$
\begin{aligned}
\Delta D=6.5723+.0728 Y-.0015\left(r_{b} \cdot Y\right)-.0065\left(r_{t d} \cdot Y\right) & -.2311 D_{-1}-8.7011 s_{1} \\
& -5.0445 s_{2}-3.486 s_{3} \\
R^{2}=.948 & \text { S.E. }=1.0239
\end{aligned}
$$

$$
\Delta \frac{C}{D}=.1995+.000058\left(r_{t d} \cdot Y\right)+.000005\left(r_{b} \cdot Y\right)-.0002 Y-.0003 Y_{p_{-1}}
$$

$$
+.0076 s_{1}+.0117 s_{2}+.0007 s_{3}
$$

$$
R^{2}=.737 \quad \text { S.E. }=.0035
$$

$$
\Delta T=-3.8905+.0046\left(r_{t \alpha} \cdot Y\right)-.0039\left(r_{I} \cdot Y\right)+.0148 Y-.0270 T_{-1}+1.0292 s_{I}
$$

$$
+1.5044 s_{2}+.4068 s_{3}
$$

$$
R^{2}=.751 \quad \text { S.E. }=.7426
$$

$$
\Delta \frac{D}{D^{*}}=.6609+.0214 r_{b}+.0106\left(r_{b}-r_{d}\right)-.6950\left(\frac{D}{D^{*}}\right)_{-1}+.0329 s_{4}+.0246 s_{5}
$$

$$
R^{2}=.647
$$

$$
\text { S.E. }=.0158
$$

$$
\Delta\left(\frac{C L}{D^{*}}\right)=-.0268+.0094 r_{b}+.2100\left(\frac{\Delta Y}{Y_{-1}}\right)-.0566\left(\frac{C L}{D^{*}}\right)_{-1}+.0543 s_{1}+.0199 s_{2}
$$

$$
+.0243 s_{3}
$$

$$
R^{2}=.630 \quad \text { S.E. }=.0069
$$

$$
\left(r_{1}-r_{b}\right)=1.2363-.7014 r_{b}-.0070 Z_{0}+.0526 z_{1}+.0665 z_{2}+.0474 Z_{3}
$$

$$
R^{2}=.960 \quad \text { S.E. }=.1177
$$

$$
0 M O=-.0034+.3028\left(\frac{\Delta Y}{Y_{-1}}\right)-.5466(\mathrm{WDY})-.2206\left(\frac{\Delta \mathrm{P}}{\mathrm{P}}\right)+.0022 \mathrm{r}_{1}+.0035(\mathrm{~B}-\mathrm{P})
$$

$$
-.0325 \Delta \mathrm{k}+.0161 \Delta \mathrm{RT}-.2995(0 \mathrm{MO})_{-1}
$$

$$
R^{2}=.875 \quad \text { S.E. }=.0109
$$

$$
\begin{aligned}
& r_{d}=.1676+.3358 r_{b}+6.3864(W D Y)+.6253\left(r_{d}\right)_{-1} \\
& R^{2}=.948 \\
& \text { S.E. }=.3306 \\
& Y=C^{n d}+C^{d}+I^{n r}+I^{r}+\Delta I^{i}+E^{e} \\
& C^{\text {nd }}=14.2010+.0830 Y+.1376 \Delta Y+46.6237\left(\frac{\Delta P}{\bar{P}}\right)+.8579 C^{n d}-1-32.3903 s_{1} \\
& -10.7273 s_{2}-15.3966 s_{3} \\
& R^{2}=.998 \\
& \text { S.E. = } 1.8899 \\
& C^{\mathrm{d}}=.7173+.0232 Y+.2058 \Delta Y+27.2709\left(\frac{\Delta \mathrm{P}}{\overline{\mathrm{P}}}\right)+.7081 C_{-1}^{\mathrm{d}}+2.1366 \mathrm{~s}_{1} \\
& +.1502 s_{2}+2.1763 s_{3} \\
& R^{2}=.976 \\
& \text { S.E. = } 1.3909 \\
& I^{n r}=-5.6198+.0233 Y+.0148 \Delta Y+7.54(\mathrm{CAP})_{-1}+1.025 \Delta \mathrm{~L}+14.34(\mathrm{CHP}) \\
& +.7407 I_{-1}^{n r}-.0986 s_{1} I_{-1}^{n r}+.0793 s_{2} I_{-1}^{n r}-.0252 s_{3} I^{n r}-1 \\
& R^{2}=.993 \quad \text { S.E. }=.6932 \\
& I^{r}=-46.6454+.0360 Y+.02534 Y-.2691 r_{I}+.1057 \mathrm{NHF}-.0056 \mathrm{~V}_{-I} \\
& +22.4445\left(\frac{\mathrm{R}}{\mathrm{X}}\right)-.0004 D \mathrm{P}_{-1}+.4818 \mathrm{I}_{-1}-.1253 \mathrm{~s}_{1}+5.0618 \mathrm{~s}_{2} \\
& +5.2473 \mathrm{~s}_{3} \\
& R^{2}=.957 \\
& \text { S.E. }=.8671 \\
& \Delta I^{i}=12.7476+.0822 Y+.0091 \Delta Y+1.5560 \Delta I+.3678 \Delta U F-.701 I^{i}+.2091 \Delta I^{i}-1 \\
& +19.703 s_{1}+4.8266 s_{2}+8.2486 s_{3} \\
& R^{2}=.888 \quad \text { S.E. }=2.1213 \\
& \mathrm{CHP}=.0008+.1017(\mathrm{WTY})-.000(\mathrm{GAP})-.0003(\mathrm{~B}-\mathrm{P})+.9465(\mathrm{CHP})_{-1} \\
& R^{2}=.817 \\
& \text { S.E. }=.0044
\end{aligned}
$$



## APPENDIX C

## SOURCES OF DATA

## Endogenous Variables

1. Monetary variables.

The following data are in billions of current dollars, seasonally adjusted. The data were monthly averages of daily values which were then averaged quarterly. Source: Federal Reserve Bank of St. Louis (from the Board of Governors of the Federal Reserve System).
$\Delta D D=D D_{t}-D D_{t-1} \quad$ Demand deposits at all commercial banks.
$\Delta C C=C C_{t}-C C_{t-1} \quad$ Coin and currency in the public's hands.
$\Delta T D=T D_{t}-T D_{t-1} \quad$ Time deposits at all commercial banks.
$\Delta F R=F R_{t}-F R_{t-1}=\left(E R_{t}-M B B_{t}\right)-\left(E R_{t-1}-M B B_{t-1}\right)=$ Free reserves.
ER = Excess reserves of member banks.
MBB = Member bank borrowings from the Federal Reserve.
$\Delta \mathrm{L}=\mathrm{L}_{\mathrm{t}}-\mathrm{I}_{\mathrm{t}-\mathrm{l}} \quad$ Commercial and industrial loans at commercial banks.
$O M O=\frac{\Delta(\mathrm{UBR}+\mathrm{CC})}{(\mathrm{UBR}+\mathrm{CC})_{-1}}=\frac{\Delta(\mathrm{TR}-\mathrm{MBB}+\mathrm{CC})}{(\mathrm{TR}-\mathrm{MBB}+\mathrm{CC})_{-1}}$
$\begin{aligned} & \begin{array}{l}\text { Open Market } \\ \text { Operations } \\ \text { Proxy }\end{array}\end{aligned}=\frac{(T R-M B B+C C)_{t}-(T R-M B B+C C)_{t-1}}{(T R-M B B+C C)_{t-1}}$
$T R=$ Total reserves of member banks.
$\begin{aligned} & r_{d}= \text { Discount rate at the Federal Reserve Bank of New York. Quoted } \\ & \text { as percent per annum }(3.5 \%=3.50)\end{aligned}$
2. Real sector variables.

The following variables are in billions of current dollars, seasonally adjusted. The data are quarterly totals at annual rates. Source: Federal Reserve Bank of St. Louis (from the U. S. Department of Commerce).
$\mathrm{Y}=$ Gross national product $=$ Income
$C^{\text {nd }}=$ Consumption of nondurable goods.
$C^{\mathrm{d}}=$ Consumption of durable goods.
$I^{r}=$ Fixed investment in residential structures.
$I^{n r}=$ Fixed investment in nonresidential structures.
The following variables-Source: U.S. Department of Commerce, Business Statistics, 1967 edition; and Survey of Current Business (1967 through April, 1970).
$\Delta I^{i}=$ Change in nonfarm business inventory, seasonally adjusted in current dollars. It is in terms of quarterly totals at annual rates. $\left(I_{t}^{i}-I_{t-I}^{i}\right)$
$\mathrm{CHP}=\frac{\mathrm{CPI}-\mathrm{CPI}_{t-4}}{\bar{P}}=$ Annual rate of change in prices.
CPI = Consumer price index (1957-1959 $=100$ ), a weighted aggregative monthly index, quarterly averaged.
$\bar{P}=$ Weighted average price series employing weights used by deLeeuw (1965) and Teigen (1969) to approximate a series of "permanent" income and prices.
$\overline{\mathrm{P}}=0.114 \sum_{i=0}^{19}(0.9)^{i}(\mathrm{CPI})_{-I}$

## Exogenous Variables

1. Interest rates.

The following are quarterly averages quoted in terms of percent per annum ( $3.5 \%=3.50$ ). Source: Federal Reserve Bank of St. Louis (from the Board of Governors of the Federal Reserve System).
$r_{b}=$ Treasury bill rate on new issues of 3-month bills. Averaged monthly rates.
$r_{1}=$ Long-term government bond yields. Averaged monthly rates.
TRM $=\left(r_{I}-r_{b}\right)=$ Term structure of interest rates.
$r_{t d}=$ Yield on time deposits. The rate for $1953-1960$ is derived by interpolating an annual series of yield quotations from the Annual Reports of the Federal Deposit Insurance Corporation. The series since 1960 followed the new issue rate on six month CD's-Source: Federal Reserve Bank of St. Louis (from the Federal Reserve Bank of New York).

The following are the multiplicative forms of the interest ratesthe rates multiplied by the level of income ( $r \cdot Y$ ). These are the substitute earning assets into which money is considered to be easily transferable. The three broad groups are represented by the ( $r_{b} \cdot Y$ ), $\left(r_{t d} \cdot Y\right)$, and $\left(r_{1} \cdot Y\right)$.
$\Delta R T=R R R_{t d}-R R R_{t d_{t-1}}=$ Change in the required reserve ratio which deposits.
$R R R_{t d}=$ Reserve requirement ratio against time deposits. Following the division of the broad classification "time deposits" and the establishing of differing reserve requirements (effective July 14, 1966), the ratio used was a weighted average based on the (approximate) dollar volume in each category.
2. $L=I_{t}=$ Commercial and industrial loans at commercial banks.
3. Real sector variables.
$\Delta Y=Y_{t}-Y_{t-I}=$ Quarterly change in income (Y).
$Y_{p}=$ Permanent income (lagged one period). Calculated using the ${ }^{\prime}{ }_{-1}$ deLeeuw formula previously used to find $\bar{P}$.
$W D Y=\frac{Y_{+1}-Y-3}{3}=$ A proxy for the expected annual rate of change in income in the next quarter (annual change in income "led" one period divided hy a one-year moving total of income).
$E^{e}=$ Exogenous expenditures $=Y-C^{\text {nd }}-C^{d}-I^{r}-I^{n r}-\Delta I^{i}$. Its main component is government expenditures, but it also includes net exports and changes in farm business inventoriss.

INV $_{-1}=$ Level of all ranufscturing inventories, book value, seasonally adjusted (quarterly averages of end-nf-the-month data) in billions of current dollars. Source: U.S. Department of Commerce, Business Statistics, 1967 edition, and Survey of Current Business (1967-March, 1970).
$\Delta$ Prod $=$ Productivity change. The annual series published by Jorgenson and Griliches (1967) was interpolated into a quarterly series using the formula $\Delta$ Prod $=0.79816+0.0045 \mathrm{~T}$, where T is a quarterly measure of time ( $T$ in 1953-I $=33$ ). And the values from 1965 through 1969 are projected on the basis of this regression equation. (year $1955=100$ ).
$\mathrm{CAP}_{-1}=$ Pate of capacity utilization in the manufacturing, mining, ajad utilities sector ( 30 manufacturing, mining, and utilities industries). New series of the Wharton Index of Capacity Utilization, lagged one period. Provided by F. Gerard Adams,

Economic Research Unit of the Department of Economics of the University of Pennsylvania. In percentage serms (95.4).
$B-P=$ Proxy for the balance of payments problem. Since the shortterm interest rate is the most important in international liquidity and capital flows, it is used as the basis of this rate. It is multiplied times a dummy variable which equals zero ( 0 ) for the years 1953-1960 when the U.S. experienced few of these problems; and unity (1) for the ensuing years.


[^0]:    EDGAR, Sanford Michael, 1943A CRITIQUE OF FEDERAL RESERVE--FEDERAL OPEN MARKET COMMITTEE ACTIVITIES IN THE POST-ACCORD PERIOD: 1953-1969.

    The University of Oklahoma, Ph.D., 1971 Economics, finance

[^1]:    $3_{\text {There }}$ are, however, certain qualifications to this statement which Willes recognizes in a footnote and includes in a later chapter.
    ${ }^{4}$ For a discussion of many of the factors the Account manager considers before making his decisions, see: Roosa (1956) and Rouse (1968).

[^2]:    ${ }^{6}$ These factors are: the Treasury bill rate; free reserves; the basic reserve position (deficiency) and the borrowings from the Federal Reserve by eight New York money market banks; the basic reserve position and the borrowings from the Federal Reserve Banks by thirty-eight other money market banks outside New York City; all member bank borrowings from the Federal Reserve Banks; the positions of major Government securities dealers; the Federal Reserve discount rate; the Federal funds rate; and the interest rate on four-to-six month commercial paper. Also see: Rouse (1968). He specifies many of these same factors.

[^3]:    ${ }^{7}$ Many monetarists, especially of the group closely associated with Professor Friedman, do not visualize the depression developments

[^4]:    ${ }^{I_{F o r ~}}$ a detailed development of these effects see: Gibson (1968, 1970); Davis (1968); and Fand (1970-I and II).

[^5]:    ${ }^{5}$ Perhaps the most in-depth study of the components of the "feel of the market" has been conducted by Andersen and Levine (1965, 1966), and Levine (1969). The Federal Reserve also lists the rate on three-month

[^6]:    ${ }^{6}$ The "Trading Desk" is the operating arm of the FOMC, carrying out the daily analysis as well as the daily operations within the instructions of the FOMC. See: Roosa (1956).

[^7]:    $7_{\text {For an }}$ an example of each see Davis (1970), Havrilsky (1967), Hamberger (1970), and Hendershott (1969).

[^8]:    ${ }^{9}$ For examples of attempts to establish these criteria see especially: Havrilsky (1965), Gaines (1968), and Morrison (1968).

[^9]:    THIS IS THE- h -NATFIX--EACCGENCLS CCEFFICIENIS

