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1

Introduction

The Large Hadron Collider (LHC) is the world’s largest and most powerful particle
accelerator. It accelerates and collides protons at a centre-of-mass energy of 13 TeV.
The discovery of the Higgs boson in the LHC in 2012 consolidated the Standard Model
(SM) of particle physics as a consistent theory, able to predict to a very high level of
accuracy all the high-energy particle physics phenomena known to date.

However, some fundamental unanswered issues overshadow the success of the SM.
The lack of a dark matter candidate, the inability to predict the matter-antimatter
asymmetry observed in the universe, and some theoretical subtleties that make the
mass of the higgs boson appear very sensitive to the presence of new physics are some
of the reasons why the SM is regarded as an incomplete theory.

Supersymmetry (SUSY) is one of the most popular theories for physics beyond-
the-standard-model, because it provides an elegant answer to some of the open issues
of the SM. It constitutes an extension of the SM where new particles are introduced,
and it has been one of the main focuses of experimental particle physics for a few
decades. The experiments at the LHC provide a unique opportunity to search for
these particles and prove the existence of SUSY at the high energy frontier.

Of particular interest are the searches for the so-called third generation squarks,
stops and sbottoms, which are the main topic of this thesis. The naturalness argument
points to masses of the order of the TeV for these particles. If this argument holds,
they could in principle be produced in pairs in the high-energy LHC proton-proton
collisions. Although the searches during Run-1 set strong limits on their masses, the
efforts towards their discovery continue during the higher-energy LHC Run-2 in the
ATLAS and CMS experiments.

In this thesis, the search for stop pair production with the ATLAS detector is
presented in final states with no leptons, large jet multiplicity and high missing trans-
verse momentum with the data collected by ATLAS in 2015 and 2016 at

√
s = 13

TeV. The analysis of the data relies on a complex definition of control regions allowing
to constrain the standard model background predictions to an unprecedented level,
and makes use of a profile likelihood fit to determine whether the data agree with the
background (SM only) or the signal (presence of SUSY) hypotheses. The results are
in good agreement with the SM predictions, and 95% CL limits are set on the masses
of the SUSY particles involved in the processes considered.

The thesis is organised as follows: First, a brief summary of the Standard Model
is given in chapter 11. Then, the main concepts and the phenomenology of Supersym-
metry is presented in chapter 22. The description of the LHC and the ATLAS detector
are given in chapter 33. The main points of the statistical analysis used are described
in chapter 55. Finally, the analysis strategy is detailed in chapter 66, and the results
are shown in chapter 77. Chapter 7.47.4 is devoted to Conclusions.

The results presented in this thesis led to the following publications of the ATLAS
Collaboration:



2 Contents

• Search for a scalar partner of the top quark in the jets plus missing transverse
momentum final state at

√
s = 13 TeV with the ATLAS detector (September

2017, JHEP12 (2017) 085).

• Search for the Supersymmetric Partner of the Top Quark in the Jets+Emiss
Final State at

√
s = 13 TeV (August 2016, ATLAS-CONF-2016-077).

This thesis is complemented with two appendices, describing the activities per-
formed with the ATLAS Tile Calorimeter group. Appendix AA refers the studies car-
ried out to develop a correction applied to the jet transverse momentum with the
aim to correct for the effects of malfunctioning modules of the calorimeter, which was
finally approved as an official ATLAS tool. Appendix BB collects results from the test
beam carried out in preparation for the TileCal upgrade for the HL-LHC.
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CHAPTER 1
Standard Model

1.1 Introduction

The Standard Model (SM) of particle physics [11, 22, 33] is a renormalisable quantum
field theory that describes the elementary particles and three of the four fundamen-
tal interactions among them, namely the electromagnetic, the weak, and the strong
interactions; while gravity is described by Einstein’s General Relativity [44]. It is the
theory that, to date, describes nature at the sub-nuclear level. It has been thoroughly
tested since its development in the 1960s, and all the particles that it predicts have
been found experimentally, the last one being the Higgs boson, which was discovered
at CERN in 2012 [55, 66].

According to the SM, each of the interactions between the elementary particles
arises from a local (gauge) symmetry of the theory, and is mediated by a particle of
integer spin (a boson). The electromagnetic interaction, the first to be discovered and
described in a quantum manner, is mediated by a spin-one particle, the photon, and
arises from a Uem(1) gauge symmetry. The weak interaction, which is responsible for
the nuclear beta-decay, has three spin-one mediators, the W± and Z bosons, and has
an associated symmetry described by the group SUL(2)⊗ UY (1) (which includes the
unification with the electromagnetic interaction), where the "L" refers to left-handed
particles (the ones participating in the interaction), and the "Y" refers to the weak
hypercharge. The strong interaction is the force that bonds protons and neutrons
together in the nucleus, due to the interactions between the quarks that compose
them, and appears due to a SUC(3) symmetry group, where the "C" means color.
The mediators of the strong force are gluons, spin-one massless particles. Table 1.11.1
summarises the characteristics of the interactions and the bosons that mediate them.

Interaction Mediator Spin Electric charge
Electromagnetic Photon (γ) 1 0

Weak
W+ 1 +1
W− 1 -1
Z 1 0

Strong Gluon (g) 1 0

Table 1.1: Summary of the interactions in the Standard Model and
their mediators

In addition to the bosons responsible for the elementary interactions, the scalar
Higgs boson is responsible for the masses of the rest of the SM particles, and it will
be described in detail in section 1.41.4.
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The fermions, which are particles with half-integer spin, are the components of
matter. They are subdivided into six leptons and six quarks (and their antiparticles),
which are in turn organised in three generations. The generations only differ from
each other by mass. A summary of the SM fermions is given in table 1.21.2.

SM fermions
Leptons Quarks

` Charge Mass (MeV/c2) q Charge Mass (MeV/c2)

First generation e -1 0.511 d -1/3 4.7
νe 0 < 2 · 10−6 u 2/3 2.2

Second generation µ -1 106 s -1/3 96
νµ 0 < 0.19 c 2/3 1270

Third generation τ -1 1777 b -1/3 4180
ντ 0 < 18.2 t 2/3 173210

Table 1.2: Summary of the fermions of the Standard Model, their
masses and electric charges. The u d and s quark masses cited here
are the so-called current masses calculated in the M̄S scheme [77], the
c and b masses are the running masses in the M̄S scheme, and the top

mass comes from direct measurements [88].

The lepton generations are composed of a neutrino, which has no charge, and a
negatively charged lepton. They interact through weak and electromagnetic forces.
The neutrinos are considered massless in the Standard Model, although the obser-
vation of neutrino oscillation [99] proves differently. Leptons are assigned a lepton
number (L) of 1, while antileptons have L = −1. The lepton number is conserved in
electroweak interactions.

Quarks interact through electromagnetic, weak and strong forces. They are con-
fined in composite particles called hadrons, and can not be observed as independent
particles, as it will be explained in the following. Hadrons are formed by either three
quarks (baryons) or a quark and an antiquark pair (mesons). A baryon number is
defined, with B(q) = 1/3 and B(q̄) = −1/3, and therefore the baryon number is 1 for
baryons and 0 for mesons. The baryon number is conserved and its conservation is
responsible for the stability of the proton.

In the following sections, the different theories that conform the Standard Model
are described.

1.2 Quantum Electrodynamics

Quantum Electrodynamics (QED) was developed by Feynman, Schwinger and Tomon-
aga [1010, 1111, 1212], and describes the interactions between photons and electrically
charged particles in a relativistic, quantum manner. It is based on the symmetry
(invariance) under phase transformations:

ψ → ψ′ = eiQθψ. (1.1)

Here ψ represents a fermionic spinor. This fermion satisfies the Dirac equation of free
motion

Lfree = ψ̄(iγµ∂
µ −m)ψ, (1.2)

where γµ are the Dirac matrices and ψ̄ denotes the conjugate of ψ.
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This lagrangian is invariant under a global transformation like the one in equation
1.11.1, but if the parameter of the transformation θ depends on x, and therefore a local
gauge transformation is applied, the lagrangian must be changed to remain invariant.
This can be done by substituting the partial derivative ∂µ by a covariant derivative
of the form:

∂µ → Dµ = ∂µ − ieAµ, (1.3)

where the new field Aµ behaves under gauge transformations:

Aµ → A′µ = Aµ +
1

e
∂µθ(x). (1.4)

A kinetic term for this new field has to be added to the lagrangian, which is of the
form −1

4FµνF
µν , with Fµν = ∂µAν − ∂νAµ. The QED lagrangian is then

LQED = ψ̄(iγµDµ−m)ψ−1

4
FµνFµν = ψ̄(iγµ∂µ−m)ψ−eQψ̄γµAµψ−

1

4
FµνFµν . (1.5)

Due to the introduction of the covariant derivative, an interaction term between the
fermion and the field Aµ appears. The quantity e is interpreted as a coupling constant
of the interaction between the fermion and the Aµ field, which is identified with the
photon. A mass term for the photon would be of the form m2AµA

µ, but it can not be
included, since it is not gauge invariant. Therefore, the photon has to be a massless
vector boson.

QED is then a gauge theory with a U(1) symmetry, where the conserved quantity
is the electric charge Q, according to Noether’s theorem [1313]. The coupling e is a
running parameter and is obtained experimentally, and often expressed in terms of
the so-called fine structure constant, which asymptotically at low q2 is

α =
e2

4π~c
≈ 1

137
(1.6)

When one tries to include calculations at higher order in perturbation theory,
infinite predictions appear. These are solved using the renormalisation method [1414],
in such a way that the infinities are absorbed into the coupling parameter of the theory,
which after renormalisation depends on the momentum exchange of the interaction
q2. Details on regularisation and renormalisation go beyond the scope of this theory
introduction.

α(q2) =
α(0)

1− (α(0)/3π) log(q2/m2)
. (1.7)

The coupling is stronger for increasing momentum transfer q2, i.e. with decreasing
distance.

1.3 Electroweak theory

The theory of weak interactions was first proposed by Fermi in 1933 [1515] to explain
the β decay of nuclei. In this theory, a neutron decayed to a proton, an electron and
a neutrino, with a coupling constant GF known as Fermi’s constant. The predictions
of the theory agreed with experiments, but this theory is non-renormalisable.

The solution to this problem was proposed by Glashow and Weinberg [11, 22], who
unified it with QED in the 1960s. In this unified Electroweak (EW) theory, the
symmetry group is SU(2)L⊗U(1)Y . The SU(2)L part is a three-dimensional group,
and therefore has three generators and three gauge bosons, where the L stands for
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left-handed, as introduced before. Left- and right-handed chiralities are defined by

ψL/R =
1∓ γ5

2
ψ, (1.8)

where γ5 = iγ0γ1γ2γ3. The three generators are T̂i = σi/2 (i = 1, 2, 3), where σi are
the Pauli matrices, and the new conserved quantum number is the weak isospin, which
behaves in a spin-like manner. Left- and right-handed fermions transform differently
under the operators of the symmetry group. Left-handed particles and right-handed
antiparticles transform as doublets, whereas right-handed particles and left-handed
antiparticles transform as singlets:

f iL =

(
νiL
`L

)
,

(
uiL
diL

)

f iR = `iR, u
i
R, d

i
R, (1.9)

where i = 1, 2, 3 is the index of the generation.
The part U(1)Y of the symmetry is one-dimensional, and it has one hypercharge Y

generator only. The hypercharge quantum number is related to the third component
of the weak isospin and the electric charge as

Y = 2(Q− T3). (1.10)

The lagrangian is obtained by introducing a covariant derivative to force the in-
variance under the gauge group:

Dµ = ∂µ − igT iW i
µ − ig

Y

2
g′Bµ, (1.11)

where g and g′ are the coupling constants of the SU(2)L and U(1)Y groups, respec-
tively. The bosons W i

µ are the mediators of the SU(2)L part of the interactions, while
Bµ is the vector boson mediator of the U(1)Y interaction. The lagrangian will then
have a part that describes the fermionic interactions, and two extra terms to include
the kinetic terms of the bosons of the two interactions, which are of the form 1

4BµνB
µν

and 1
4W

i
µνW

iµν , with
Bµν = ∂µBν − ∂νBµ.

W i
µν = ∂µW

i
ν − ∂νW i

µ + gεijkW j
µW

k
ν . (1.12)

The lagrangian is then of the form

LW =
∑
f=`,q

f̄ iγµDµf −
1

4
W i
µνW

iµν − 1

4
Bi
µνB

iµν , (1.13)

where the sum is performed over all generations of quarks and leptons.
But the bosons that are observed are in reality two charged bosons, (W±) and one

neutral (Z0). The W bosons are obtained from a linear combination of W 1 and W 2

such that it makes the electric charge ±1

W±µ =
1√
2

(W 1
µ ∓W 2

µ) (1.14)
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Similarly, the Z and γ bosons can be obtained as a linear combination of the two
remaining fields, which have T 3 = 0, Bµ and W 3

µ(
Zµ
Aµ

)
=

(
cos θW − sin θW
sin θW cos θW

)(
W 3
µ

Bµ

)
, (1.15)

where a new mixing parameter has been added, θW , the Weinberg angle, which has
to be measured experimentally, and whose most recent value is sin2 θW = 0.23129 ±
2 · 10−4 [88].

The fermionic mass term of equation 1.21.2 is not gauge-invariant anymore, since
the left- and right-handed fermions transform differently under SU(2)L. The same
happens with the boson masses: The four new bosons have to be massless to respect
gauge-invariance, but experimental data suggest otherwise. A mechanism to include
these masses has to be introduced, and is described in the following section.

1.4 The Higgs Mechanism

The solution to the problem of the inclusion of the mass terms in the lagrangian
was found almost simultaneously by F. Englert [1616] and P. Higgs [1717] in 1964, using
a Spontaneous Symmetry Breaking (SSB) mechanism. In order to do this, a scalar
complex field, which is a SU(2)L⊗U(1)Y doublet is introduced:

φ ≡
(
φ+

φ0

)
. (1.16)

The lagrangian of this scalar can be written as

Lφ = Dµφ
†Dµφ− (λ(φ†φ)2 + µ2φ†φ) (1.17)

where the second term represents a potential for the field, V (φ), with two parameters,
µ and λ; and the covariant derivative is the electroweak derivative defined in equation
1.111.11. This lagrangian is invariant under U(1) transformations of the type

φ→ φeiα. (1.18)

If µ2 > 0, the first term of the potential is a mass term. However, if µ2 is negative,
the potential gives the vacuum a non-zero expectation value of

φ†φ = −µ
2

2λ
≡ v2

2
. (1.19)

This minimum of the potential occurs all along a circumference of radius µ2/2λ, and it
constitutes therefore a continuous of points which share the original symmetry of the
lagrangian. In order to quantize the field one has to choose a specific vacuum value.
As was found by Goldstone [1818, 1919], the acquisition of a non-zero expectation value
by a field implies the appearance of a massless boson (usually referred to as Goldstone
boson). For the photon to stay massless, the neutral component of the scalar field is
the one chosen to have a non-zero expectation value

φ0 =

(
0

v/
√

2

)
. (1.20)
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Once the field is perturbatively expanded around the vacuum

φ = eiT
iξi(x)/v

(
0

v/
√

2 +H(x)

)
, (1.21)

it can be introduced in the Lagrangian. Four new fields have appeared. The three
ξi(x) are massless Goldstone bosons that will disappear from the lagrangian in a
redefinition of the SU(2)L⊗U(1)Y bosons, which will acquire mass and therefore an
extra polarization. The field H(x) is referred to as the Higgs field. The leading-order
masses of the gauge bosons are identified as

mW =
vg

2
(1.22)

mZ = v

√
g2 + g′2

2
, (1.23)

and, for the Higgs
mH =

√
2λv. (1.24)

In order to obtain the masses for the fermions, a coupling between them and the scalar
field has to be introduced in the lagrangian with a Yukawa term:

LY =
∑
f=q,`

λf [f̄LφfR + f̄Rφ̄fL], (1.25)

where the matrices λf contain the coupling constants of the Higgs to the fermions.
After substituting equation 1.211.21 in the Yukawa lagrangian, the fermion masses are of
the form

mf = λf
v

2
. (1.26)

1.5 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the quantum field theory describing strong inter-
actions. As already mentioned, it is responsible for keeping the protons and neutrons
together in the nuclei of the atoms, and for the confinement of quarks in hadrons.
It is constructed from a color SU(3) symmetry. The development of the theory was
made by Gell-Mann and Fritzsch in the 1970s [2020], although the idea of quarks and
color was already introduced by Greenberg [2121] following the observations of a heavy
baryon that violated Pauli’s exclusion principle. The color is defined as a quantum
number that can take three different values (green, red and blue) and which only
exists in quarks and not in leptons.

As was done for QED, the symmetry is introduced in the theory by adding a
covariant derivative to the free lagrangian. In this case:

Dµ = ∂µ + gs
λa
2
Aaµ, (1.27)

where gs is the coupling of the strong interaction, λa are the Gell-Mann matrices,
generators of the SU(3) group, with a = 1, 2, ..., 8. The eight vector fields Aaµ are thus
the gluons. In an analogous way as was done for QED, a kinematic term for the gluon
must also be included, of the form 1

4F
a
µνF

µνa, where

F aµν = ∂µA
a
ν − ∂νAaµ − gsfabcAbµAcν . (1.28)
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Here fabc are the structure constants of the SU(3) group. The third term of this
equation represents the self-interaction of the gluon, which contains vertices with three
and four gluons. This means that gluons carry color. This term does not appear in
the QED lagrangian because it is an abelian theory, while QCD is not. The QCD
lagrangian is thus

LQCD = q̄i(iD
µγµ −m)ijqj −

1

4
F aµνF

aµν . (1.29)

Here the indices i, j account for the color of the quarks and go from 1 to 3.
The strong coupling constant is often expressed in terms of αs

g2
s = 4παs, (1.30)

analogously to the fine structure constant of QED. The variable αs depends on the en-
ergy scale of the interaction. This dependency appears when the theory is renormalised
[2222, 1414], as happens with the coupling of the electromagnetic and weak interactions.
The main difference is that, in strong interactions, the coupling constant decreases
with increasing momentum exchange (or equivalently, with decreasing distance) as
can be seen in figure 1.11.1. At leading order, αs can be expressed as a function of the
momentum transfer as

αs(q
2) =

12π

(11n− 2f) ln(q2/Λ2
QCD)

(1.31)

where n is the number of colours (3 in the SM) and f is the number of quark flavors
(6 in the SM). The parameter ΛQCD is a constant of the theory, at which αs diverges,
and it can be therefore interpreted as a limit for the perturbative approximation.
As a consequence, quarks and gluons are asymptotically free at very small distances

Q [GeV]

210 310

 (
Q

)
s

α

0.08

0.09

0.1

0.11

0.12

0.13

0.14 TEEC 2012 Global fit World Average 2016

TEEC 2012 TEEC 2011

32
CMS R CMS 3jet mass

CMS inclusive jets  cross sectiontCMS t

D0 angular correlations D0 inclusive jets

ATLAS

Figure 1.1: Measurement of the strong coupling constant with the
ATLAS experiment compared to previous experiments [2323].

(q2 << Λ2
QCD). This property is known as asymptotic freedom, and implies that the

perturbative approach of QCD can be used to describe strong interactions between
quarks in very hard regimes, where quarks and gluons behave almost as free particles.
The other main consequence of the behaviour of the strong coupling is the so-called
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Figure 1.2: Diagram of a generic hard scattering proton-proton pro-
cess. The hard interaction between the partons is separated from the
non-perturbative interactions inside the protons and from the later

hadronisation.

color confinement. It implies that, due to the very high coupling at low energy scales,
color-charged particles are never observed isolated, but are always in colourless bound
states. A pair of isolated quarks that are pulled apart will increase their potential
energy, in such a way that it will be energetically favourable to radiate quarks and
gluons until they bond in a final colourless state. This process is called hadronisation,
and is responsible for the formation of jets of hadrons that will be described in the
following sections.

1.6 Proton structure

Being able to make predictions about the interactions at hadron colliders is funda-
mental for the research carried out in experimental particle physics. High-energy
proton-proton collisions such as the ones happening at the Large Hadron Collider
(LHC) are complex processes due to the compositeness of the protons mentioned be-
fore, and to the special properties of QCD interactions. Most of the interactions that
take place in the collisions are soft, the momentum exchange is very small. However,
the interesting processes in the search for new physics are the hard interactions, where
the momentum exchange is larger. In order to study these collisions, the initial-state
protons can be described as a combination of quarks and gluons, referred to usually
as partons, which carry a fraction of the proton momentum x described by a function
f(x), normally called parton distribution functions or PDFs:∫ 1

0
x
∑
i

fi(x)dx = 1, (1.32)

where the sum includes all parton types (quarks and gluons). In fact, these functions
also depend on q2, the momentum transfer of the process under study.

The interactions in proton-proton collisions can be factorised into a hard inter-
action between two of the partons inside the protons, which can be described by
perturbative QCD, and a soft interaction that includes all non-perturbative contribu-
tions, separated by a factorisation scale µF , according to the factorisation theorem
[2424]. A scheme of such hard interaction can be seen in figure 1.21.2. The total cross
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Figure 1.3: Proton parton distribution functions for two values of
q2 = 10 GeV2 on the left, and q2 = 10000 GeV2 on the right with the

NNLO NNPDF3.0 global analysis [2626] with their uncertainties.

section for a process pp→ X is

σpp→X =
∑
a,b

∫
dxadxbfa(xa, µ

2
F )fb(xb, µ

2
F )σ̂ab→X(xap1, xbp2, µ

2
F , µ

2
R, q

2), (1.33)

where p1 and p2 are the momenta of the incoming protons. The parton cross section
σ̂ab→X can be calculated at a fixed order in perturbation theory, since it is the hard
part of the interaction, and therefore depends on the renormalisation scale µR. This
calculation is often referred to as matrix element (ME) calculation, and can only be
used for inclusive processes.

The parton distribution functions have to be measured experimentally, mostly in
deep inelastic scattering experiments combined with fixed-target events and hadron-
collider data. The measurements of the PDFs are performed at a certain q2

0, and
then the evolution of f(x, q2) with the momentum transfer relies on the DGLAP
(Dokshitzer-Gribov-Lipatov-Altarelli-Parisi) equation [2525]

dfi(x, q
2)

dq2
=
∑
j

αs(q
2)

2π

∫ 1

x

dz

z
Pj→i(z)f(x/z, q2), (1.34)

where Pj→i(z) is the probability that the parton i emits a gluon and becomes a parton
j carrying a fraction z of its original momentum. Figure 1.31.3 shows the proton PDFs
for two values of q2. It can be seen that the valence quarks 11 u and d carry about 0.5
of the proton momentum, while the rest corresponds to virtual gluons and a sea of
quarks.

1.7 Event generation

The properties of the proton collisions and the hadron structure described above are
used for the simulation of proton-proton events that aim at accurately describing the

1The valence quarks are the ones giving rise to the quantum numbers of the hadron. The rest of
the quarks carrying part of the hadron momentum are said to form a quark sea.
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outcome of the real collisions happening at the LHC. The event generation starts from
the hard process that is described in equation 1.331.33. The calculation of the cross section
is performed to a fixed order in perturbative QCD. A process is said to be calculated
at leading order (LO) when only tree-level diagrams are included in the computation,
while next-to-leading order (NLO) computations include one-loop diagrams.

1.7.1 Parton Shower

The second step in event generation is the parton shower (PS). It consists on the
successive emission of soft collinear initial or final-state partons, and it origins the jets
that are observed experimentally in the final state. It is used as an approximation
to the higher order processes that are not properly included in the fixed-order QCD
calculation. The simulation uses the processes q → qg, g → gg and g → qq̄, which
are described by the DGLAP equations 1.341.34 and applied iteratively until the parton
energies reach the ΛQCD scale, below which the perturbative regime is not valid. As a
consequence, the outgoing parton of the hard process gives rise to a collimated shower
of partons around the initial one, called jet. Figure 1.41.4 illustrates the splitting of a
final-state parton to form a parton shower.

Figure 1.4: Example of final-state radiation parton shower.

The implementation of parton showers in the simulation uses the Sudakov factors
[2727], which give the probability of a parton to evolve without splitting. Parton show-
ering can be applied to the initial or final partons, referred to as initial state radiation
(ISR) or final state radiation (FSR), respectively. The simulation is equivalent in
both cases, but applied backwards in time for the ISR case; i.e. the momentum of the
initial parton is increased iteratively until it matches the initial PDF value. Parton
showering provides an approximation, rather than an accurate calculation of the par-
ton radiation, since the parton emissions are considered as completely independent,
and any interference between ISR and FSR is ignored.

The combination of the parton shower with the matrix element calculation is not
straightforward in general. The phase space regions of the two processes can overlap if
the matrix element calculation includes the emission of one or more extra partons. In
order to remove this overlap two matching procedures are mainly used: The Catani-
Krauss-Kuhn-Webber (CKKW) [2828] and the Michelangelo L. Mangano (MLM) [2929]
algorithms.

In the CKKW method, the separation between the PS and ME is based on the
jet resolution as defined in the kT clustering algorithm [3030] 22. The definition of the

2Jet clustering algorithms are discussed later on in section 4.44.4
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jet resolution is based on a distance parameter that depends on the energy of the
two objects, in such a way that the two objects are clustered together if they are
not resolved, i.e. if the calculated distance is not larger than a certain value. In
the CKKW algorithm, if the resolution is larger than a certain value yini, the cross
sections and distributions are given by ME, weighted with the Sudakov factors. If, on
the contrary, the resolution is lower than yini, they are given by parton showers, where
the hard emissions are vetoed if they have enough energy to produce a separate jet.

In the MLM method, the events are classified depending on the number of partons
in the final state, and then the parton shower is performed. A cone jet-clustering
algorithm is applied to the final state partons, and the event is accepted if the number
of reconstructed jets matches the number of partons from matrix element, and rejected
otherwise.

1.7.2 Hadronisation

Once the parton shower process has reached the ΛQCD scale, the process of hadroni-
sation starts. The partons are combined into colourless hadrons in a non-perturbative
phase dominated by the confining effects of QCD. Two main phenomenological models
are used to described this phase: The string model [3131, 3232] and the cluster model [3333,
3434].

In the string model, the confinement potential between a quark-antiquark pair is
represented by a string, in such a way that if the distance between them is so long that
the energy of the string exceeds the mass of a quark-antiquark pair, a color singlet pair
is produced and the string is split into two smaller strings. This process is repeated
until all the energy is converted into quark pairs with short strings.

Figure 1.5: Sketch of the hadronic process according to the string
method (left) and the cluster method (right)

In the cluster model, first the gluons from parton shower split in qq̄ pairs. Then,
color singlet qq̄ are clustered with neighbouring quarks and antiquarks. The clusters
can then decay into pairs of hadrons depending on the energy available. A sketch of
the hadronisation process according to both methods is shown in figure 1.51.5.

The hadrons in the final state are combined to form jets (see section 4.44.4), which
approximately reproduce the kinematics of the original hard parton.

1.7.3 Underlying event and pile-up

The underlying event (UE) refers to the soft interactions between the remaining par-
tons of the incoming protons in the collision. These are non-perturbative, and are
therefore simulated with phenomenological models that are tuned using data [3535].
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A non-negligible contribution from relatively hard interactions is usually present, re-
ferred to as multiple parton interactions (MPI), generated using low-pT minimum-bias
interactions. These are generally described by a combination of perturbative calcula-
tions and tuned with experimental data.

Proton-proton collisions are produced in the LHC by crossing bunches of many
protons in opposite directions. Although in general the only interesting collision in
each crossing is the most energetic one, the extra collisions that can take place have
to be taken into account. In addition, the interactions arising from a previous or later
bunch-crossing can be present in the event, due to the limited time resolution of the
readout of the detector. They both consist mostly of low-energy QCD interactions,
and are simulated in the same manner as the UE.

1.7.4 Monte Carlo generators

Here an executive list of the most relevant MC generators is presented. Details on
how the MC samples are used are offered in chapter 66.

Pythia is a multipurpose generator used to compute the ME at LO of 2-to-n (n ≤ 3)
parton processes and PS. The string model is used for hadronisation and it
includes UE simulation. Two versions of the generator are available: Pythia6
[3636] in Fortran and Pythia8 [3737] in C++.

Sherpa [3838] is a multipurpose MC generator that simulates multi-leg processes at
LO. It contains its own parton shower algorithm, and the matching between ME
and PS is done with the CKKW method. The hadronisation is simulated using
the cluster model and it includes the UE simulation.

Powheg [3939] is an event generator that can compute the matrix element at NLO
in perturbative QCD. It is normally interfaced with Pythia for the modelling
of PS, hadronisation and UE.

MadGraph [4040] can compute multi-leg amplitudes at tree level and one-loop for
2-to-n (n ≤ 6) processes. It is interfaced with Pythia for the parton shower,
and the ME-PS matching uses the MLM algorithm.

Herwig [4141] is a multipurpose MC generator that can compute leading order ME
for 2-to-2 processes and includes the PS calculation. Hadronisation is performed
through the cluster model.
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CHAPTER 2
Supersymmetry

This chapter introduces the theory of Supersymmetry (SUSY), one of the most popular
models of physics beyond the Standard Model (BSM). The reasons to find a theory
that extends the SM are first presented. An overview of Supersymmetry is then given,
where the main principles are introduced. The Minimal Supersymmetric Standard
Model is introduced, which is the simplest supersymmetric extension of the Standard
Model, and the model used for the searches presented in this thesis. The mechanism of
supersymmetry breaking is introduced, and finally the specific phenomenology related
to the production of third generation squarks in hadron colliders is given.

2.1 Motivation

The Standard Model of Particle Physics described in chapter 11 provides a remarkable
description of all the particle physics phenomena known. Besides the existence of
neutrino masses, which point to physics beyond the SM, no evidence of new physics
has been found to date. However, there are some open issues that, even if they
do not question the model itself, would affect the physics at higher energies than the
electroweak scale. These issues could be the hint that the SM is only an effective theory
at low energies of a more general theory that could explain all of them. Supersymmetry
is one of the most popular extensions of the Standard Model, and it provides a solution
to some of these issues.

On the first place, the Standard Model does not describe gravitation. One would
expect to observe non-negligible gravitational quantum effects at the Plank scale
MP ∼ (8πG)−1/2 = 2.4 · 1018 GeV. At these scales, a new theory that embeds the SM
together with a description of the quantum-gravitational effects would be needed.

But between the Electroweak scale (MW ∼ 102 GeV) and the Plank scale, there
are many orders of magnitude where new physics could appear. This is the so-called
hierarchy problem, which does not make the SM itself inconsistent, but it represents
an uncomfortable sensitivity of the Higgs mass to loop corrections of any kind. Unlike
the rest of the masses of the particles of the Standard Model, which are protected by
chiral or gauge symmetries, the contributions from loop diagrams to the Higgs mass
do not cancel, thus leading to arbitrarily big radiative corrections from any particle
that it couples to. The mass of the Higgs boson would then be:

m2
H = (mH)2

0 + ∆m2
H , (2.1)
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Figure 2.1: Evolution of the running couplings in the SM (left) and
in the supersymmetric extension of the Minimal Supersymmetric Stan-
dard Model (right). The unification of the couplings is achieved at high

energy scale in the latter [4242].

where ∆m2
H is the Higgs mass correction to the bare mass (mH)0. For a fermion loop

like the one in figure 2.22.2, this correction would have the form:

∆m2
H = −

| λf |2

8π2
Λ2 + ... (2.2)

where λf is the Yukawa coupling of the fermion with the Higgs field, and Λ is a cutoff
scale of the SM used to regulate the integral, which represents the energy scale at which
new physics appears and the Standard Model no longer holds. Similar contributions
appear from the gauge bosons. This scale, in principle, can be as large as the Plank
scale, which implies that the corrections to the Higgs mass can be many orders of
magnitude bigger than it. The solution of the SM would be to fine tune the bare
parameter (mH)0 so that it cancels the big corrections. This is not forbidden, but this
is considered unnatural, unless the cancellations occur due to a feature of the theory.
Supersymmetry provides a satisfactory solution to this problem by introducing a new

Figure 2.2: Fermion loop correction to the higgs mass.

symmetry such that all these contributions cancel naturally, as described in section
2.3.22.3.2. Some Supersymmetry models also include the unification with gravitation. In
addition, the couplings of the three fundamental forces can be unified at a high scale
as it is shown in figure 2.12.1. This is due to the new particle content introduced with
SUSY, which modifies the behaviour of the couplings with energy.

Another of the issues of the Standard Model is the absence of an explanation
of what Dark Matter could be made of. Astrophysical observations have evidenced
that the amount of observable matter in several galaxies and other systems does not
account for the gravitational effects that govern their movement [4343]. These results
indicate that an extra kind of matter, named Dark Matter [4444], must contribute to
the gravitational effects interacting only very weakly with ordinary matter. Further
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evidence from cosmic microwave background observation confirms the existence of
dark matter [4545]. The particle spectrum of the SM does not provide any candidate with
such characteristics. One of the main hypotheses states that dark matter is formed of
weakly interacting massive particles (WIMPs) [4646], for which Supersymmetry provides
a candidate.

Some other problems of the SM can not find a solution with Supersymmetry
only. These include the amount of free parameters it contains, 19, including masses,
couplings and mixings which are not predicted by the theory but have to be measured
by experiment. The large differences between these parameters is also regarded as an
argument against the theory. The fermion masses, for example, range from ∼ 0.5 MeV
to ∼ 200 GeV. This is not by itself a problem of the model, but it is not understood.
Supersymmetric extensions of the SM, such as the Minimal Supersymmetric Standard
Model, extend the number of free parameters instead of reducing it.

Finally, the asymmetry between matter and antimatter observed in the universe
can not be explained with the SM. Although CP violation exists, the size of this vi-
olation within the SM framework is not enough to explain such asymmetry. Some
Supersymmetric models include new sources of CP-violation, but in the models as-
sumed in this thesis it is not the case.

For all these reasons, theoretical developments towards a theory that could solve
the various issues were carried out since the 1960s. Although it does not solve all of
them, Supersymmetry conforms one of the most accepted theories for BSM physics
among both experimental and theoretical particle physicists. It solves elegantly the hi-
erarchy problem, and provides a candidate for dark matter. A summarised description
of the theory is given in the following sections.

2.2 Introduction to Supersymmetry

Supersymmetry [4747] extends the Standard Model by including a new space-time sym-
metry, which introduces a correspondence between fermions and bosons. The gen-
erator of SUSY transformations Q̂ transforms fermions into bosons and bosons into
fermions. It is an anticommuting spinor with spin 1/2.

Q̂|fermion〉 ∝ |boson〉 and Q̂|boson〉 ∝ |fermion〉 (2.3)

Its hermitian conjugate, Q̂†, is also a symmetry generator, and they satisfy the fol-
lowing commutation and anticommutation equations

{Q̂, Q̂†} = Pµ,

{Q̂, Q̂} = {Q̂†, Q̂†} = 0,

[Pµ, Q̂] = [Pµ, Q̂†] = 0. (2.4)

Furthermore, the supersymmetry generator commutes with the generators of the SM
symmetries, which means that the so-called superpartners of the known particles have
the same quantum numbers for the SUL(2)⊗UY (1)⊗SUC(3) group. Moreover, from
equation 2.42.4 it can be seen that they also commute with the operator P 2, which
means that superpartners must also have the same mass. Supersymmetry predicts at
least one new particle for each known SM one, which are found by applying Q̂ to the
fermions and bosons of the SM.
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The SM particles and their superpartners can be organised in supermultiplets,
which contain the same number of fermionic and bosonic degrees of freedom. These
fermions and bosons forming the multiplets can be transformed into one another
with the Q̂ and Q̂† operators. These multiplets can be classified depending on their
composition into:

• Chiral supermultiplets, which contain a massless Weyl fermion11 with two
helicity states, and two scalars that form a complex scalar field.

• Gauge supermultiplets are formed by a Weyl massless fermion with two
helicity states that transform in the same way under gauge transformations and
a massless vector boson with two chirality states.

• Gravitational supermultiplet includes the spin-2 graviton and a spin-3/2
partner, the gravitino. The graviton and gravitino are only included in some
supersymmetry models.

All of the SM particles belong to one of these supermultiplets. The fermions, for
example, are part of chiral supermultiplets, since their left and right components
transform differently under gauge transformations and they are massless before the
spontaneous symmetry breaking. Their superpartners are thus scalar bosons and
are named by adding a s- prefix. Each fermion has two superpartners, one for each
chirality state, and they are denoted by adding a tilde. For example, the superpartner
of the left component of the top quark is called left stop and written t̃L. The spin-1/2
superpartners of the gauge bosons are called with their SM name with the suffix -ino,
and denoted also with a tilde.

2.3 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) is the simplest supersym-
metric extension of the SM. The number of extra particles that it introduces is the
minimum necessary, and there are no extra gauge interactions. It preserves the
SUL(2) ⊗ UY (1) ⊗ SUC(3) gauge symmetry of the SM, and the quantum numbers
of the superpartners are thus the same as those of the known particles. The chiral
and gauge supermultiplets of the theory are summarised in tables 2.12.1 and 2.22.2.

Supermultiplet Spin 0 Spin 1/2

Squarks
Qi (ũL, d̃L, )i (uL, dL, )i
ūi (ũ∗R)i (u†R)i
d̄i (d̃∗R)i (d†R)i

Sleptons Li (ν̃L, ẽL, )i (νL, eL, )i
ēi (ẽ∗R)i (e†R)i

Higgsinos Hu (H+
u , H

0
u) (H̃+

u , H̃
0
u)

Hd (H+
d , H

−
d ) (H̃0

d , H̃
−
d )

Table 2.1: Chiral supermultiplets of the MSSM.

As it can be seen in table 2.12.1, the MSSM contains two complex scalar higgs fields
(and therefore two supermultiplets), Hu and Hd with Y = 1/2 and Y = −1/2, respec-
tively. This is necessary for any supersymmetric extension of the SM, in order to avoid

1Weyl fermions are massless fermions that are solutions to the Weyl equation, a two-dimensional
version of Dirac’s equation for massless fields.
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triangle gauge anomalies [4848]. These anomalies are not present in the Standard Model
because all the fermion contributions cancel due to a very fortunate combination of
their quantum numbers. However, the fermionic superpartner of the SM Higgs boson
creates a contribution that remains uncancelled, unless a second scalar Higgs doublet
is added.

The higgs potential is analogous to that of the SM, but it is more complicated
now since two complex scalars intervene:

V =(|µ|2 +m2
Hu)(|H0

u|2 + |H+
u |2) + (|µ|2 +m2

Hd
)(|H0

d |2 + |H−d |
2)+

[b(H+
u H

−
d −H

0
uH

0
d) + c.c] +

1

8
(g2 + g

′2)(|H0
u|2 + |H+

u |2 − |H0
d |2 − |H−d |

2)2+

1

2
g2|H+

u H
0∗
d −H0

uH
−∗
d |

2,

(2.5)

where µ, b, mHu and mHd are parameters of the potential. If the vacuum expectation
values of Hu and Hd are denoted by vu and vd, the SM higgs v is related to them by

v = v2
u + v2

d, (2.6)

and they are more commonly expressed in terms of

tanβ = vu/vd. (2.7)

The higgs doublets have then eight degrees of freedom. Three of them are absorbed
during the electroweak symmetry breaking that gives the masses to particles, and five
potentially observable higgs states remain:

• H±: Two charged higgs states.

• A0: A CP-odd neutral higgs.

• H0 and h0: Two CP-even neutral higgs fields, one of which must be the SM
higgs boson.

Supermultiplet Spin 1/2 Spin 1
Gluon and gluino g̃ g

Winos and W-bosons W̃±, W̃ 0 W±,W 0

Bino and B-boson B̃0 B0

Table 2.2: Gauge supermultiplets of the MSSM.

The masses of the physical higgs states can be expressed as

m2
A0

=
2b

sin 2β
,

m2
h0,H0 =

1

2

(
m2
A0

+m2
Z ∓

√
(m2

A0
−m2

Z)2 + 4m2
Zm

2
A0

sin2 2β

)
,

m2
H± = m2

A0
+m2

W .

(2.8)

The MSSM Lagrangian is constructed including all possible interaction terms that
satisfy the SM symmetries SUL(2)⊗UY (1)⊗SUC(3). In principle, some of these terms
can break baryon and lepton number conservation, which is forbidden in the Standard
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Model. This is undesirable, since experimental evidences, like the proton decay, prove
their conservation. In order to preserve these symmetries, a new quantum number
can be introduced

R = (−1)3(B−L)+2S , (2.9)

where B, L and S are the baryon, lepton and spin quantum numbers of the particle.
By requiring the conservation of R (normally referred to as R-partity conservation),
the baryon- and lepton-number conservation are automatically achieved. Equation
2.92.9 immediately implies that R = 1 for SM particles, and R = −1 for their super-
partners. The conservation of R-parity has some important phenomenological con-
sequences. The lightest supersymmetric particle (LSP) can not decay, and if it is
neutrally charged, it provides a candidate for dark matter. In the MSSM, the LSP
is often identified with the lightest neutralino (χ̃0

1). Another important implication is
that the SUSY particles that arise in any SM experiment must be produced in pairs.

The conservation of R−parity is not required in all SUSY models, and it classifies
them in R−parity conserving (RPC) and R−parity violating (RPV) models. From
now on, R-parity conservation is assumed.

2.3.1 Supersymmetry breaking

As it was mentioned before, the existence of supersymmetry implies the introduction
of one new SUSY particle for each SM particle with the same quantum numbers
(except for R) and the same mass. However, if such particles existed with the same
mass as the SM ones, they would have been observed in particle physics experiments
already. Since this is not the case, then one concludes that the symmetry, if it exits,
must be broken.

A spontaneous breaking like the one presented for the electroweak symmetry in
section 1.41.4 would require the introduction of an extra field, and in the framework of
the MSSM the approach is to instead introduce an extra term in the lagrangian that
breaks the symmetry explicitly, while keeping the number of fields to the minimum.
This extra term that breaks the symmetry does not specify how the symmetry is
broken, but describes roughly the consequences of it.

L = LSUSY + Lsoft, (2.10)

where the index soft indicates that the breaking of the symmetry is regarded as a
perturbation of the lagrangian that does not introduce quadratic divergences. This
term introduces the vast majority of the 105 free parameters of the MSSM, on which
the masses of the SUSY particles depend. The mass eigenstates of the SUSY particles
are not necessarily the same as the gauge eigenstates, but they are allowed to mix.
Below, a summary of the mass eigenstates of the MSSM is given, and it is shown in
table 2.32.3.

• Sfermions: The mass eigenstates of the sfermions is a mixing of the superpart-
ners of the left- and right-handed SM fermions. A matrix that mixes the f̃L and
f̃R scalars (which have in general different masses) into the mass eigenstates
(denoted by f̃1 and f̃2, where f̃1 is the lightest) is defined. For the quarks, for
example:

M2
q̃ =

(
mq̃L aqmq

aqmq mq̃R

)
, (2.11)
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with

m2
q̃L

= M2
Q̃

+m2
Z cos 2β(T q3L − eq sin2 θW ) +m2

q

m2
q̃R

= M{ũ,d̃} + eqm
2
Z cos 2β sin2 θW +m2

q

aq = Aq − µ{cotβ, tanβ},

(2.12)

where T3 is the third component of the weak isospin, and eq and mq are the the
charge and the mass of the corresponding quark. TheMQ̃, Mũ andMd̃ matrices
contain the SUSY-breaking masses squarks, and the parameters β and µ are the
ones appearing in the higgs potential of the MSSM in equation 2.52.5. The matrix
Aq contains the trilinear couplings of the squarks with the higgs bosons. An
analogous equation holds also for slepton masses.
As it can be seen in equation 2.112.11, the off-diagonal terms are proportional to
the quark mass, and therefore they are only relevant for the heavy quarks (and
the τ lepton). In this way, squarks and sleptons from the first two generations
are generally considered to be degenerate in mass, with mq̃1 = mq̃2 .

• Gluinos: Gluons and gluinos carry colour charge, and therefore they can not
mix their gauge eigenstate with any other particle. The mass eigenstates are
the same as the gauge ones.

• Neutralinos and charginos: Higgsinos and electroweak gauginos mix to form
mass eigenstates, called neutralinos and charginos, in the case of neutral and
charged particles, respectively. Neutral higgsinos (H̃0

u and H̃0
d) mix with neu-

tral gauginos (W̃ 0 and B̃0), forming four neutralino mass eigenstates, normally
indicated by χ̃0

i , i = 1, 2, 3, 4, being χ̃0
1 the lightest. The charged higgsinos (H̃+

u

and H̃−d ) mix with the charged winos (W̃±) resulting in four charginos (two pos-
itively and two negatively charged) denoted by χ̃±i , i = 1, 2. The masses of the
neutralinos and charginos can be expressed in terms of the MSSM parameters
as

mχ̃0
1

= M1 −
m2
Zs

2
W (M1 + µ sin 2β)

µ2 −M2
1

,

mχ̃0
2

= M2 −
m2
Z(M2 + µ sin 2β)

µ2 −M2
2

,

mχ̃0
3,χ̃

0
4

= |µ|+
m2
W (I − sin 2β(µ+M1c

2
W +M2s

2
W ))

3(µ±M1)(µ±M2)

mχ̃±1 ,χ̃
±
2

=
1

2

(
|M2|2 + |µ|2 ∓

√
(|M2

2 + |µ|+ 2m2
W )2 − 4|(µM2 −m2

W sin 2β)|2
)
,

(2.13)

with sW = sin θW and cW = cos θW . Here I is the sign of the parameter µ, and
M1 and M2 are the mass parameters of the soft lagrangian of binos and winos,
respectively.

The 105 parameters of the MSSM can be constrained in several ways. A possibility
is to assume an unification of the masses at a high energy scale, where the masses of
the sparticles are m0 for the sfermions, m1/2 for gauginos. This is motivated by the
fact that the gauge couplings are unified in the MSSM at an energy scale of the order
of 1016 GeV, as shown in figure 2.12.1.

Furthermore, the number of free parameters can be constrained by specifying the
mechanism of the SUSY-breaking. This is done for a number of models, that in general
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Name Spin R Gauge eigenstates Mass eigenstates
Higgs Bosons 0 1 H0

u, H
0
d , H

+
u H

−
d h0, H0, A0, H+, H−

Squarks 0 -1
d̃L, d̃R, ũL, ũR (same)
s̃L, s̃R, c̃L, c̃R (same)
b̃L, b̃R, t̃L, t̃R b̃1, b̃2, t̃1, t̃2

Sleptons 0 -1
ẽL, ẽR, ν̃e (same)
µ̃L, µ̃R, ν̃µ (same)
τ̃L, τ̃R, ν̃τ τ̃1, τ̃2, ν̃τ

Neutralinos 1/2 -1 B̃0, W̃ 0, H̃0
u, H̃

0
d χ̃0

1, χ̃
0
2, χ̃

0
3, χ̃

0
4

Charginos 1/2 -1 W̃±, H̃+
u , H̃

0
d χ̃±1 , χ̃

±
2

Gluino 1/2 -1 g̃ (same)

Table 2.3: Summary of the mass and gauge eigenstates of the MSSM,
including the higgs sector. The mixing of the first two sfermion gen-

erations is assumed to be negligible

assume that the breaking happens in a hidden sector and its effects are transmitted
to the visible particles by some kind of messenger. This is the case for mSUGRA
(minimal supergravity) [4949], where the mechanism of SUSY breaking happens in a
hidden sector which is neutral to the SM gauge group, and the effects of the breaking
are transmitted to the visible particles through gravity. This assumption reduces the
number of free parameters to only 5.

Another technique used to reduce the number of parameters without specifying
the SUSY-breaking consists on making some further assumptions

• The only source of CP violation is the CKM matrix [5050].

• As in the SM, no flavor-changing neutral currents are allowed at tree level.

• First and second generation universality applies.

By making these three assumptions while leaving the mechanism of supersymmetry
breaking unspecified, the number of free parameters is reduced to 19: tanβ, µ, MA

(mass of the pseudoscalar Higgs boson), M1,2,3, (bino, wino and gluino mass param-
eters); mq̃L , mq̃R , m˜̀

L
, m˜̀

R
(the mass parameters of squarks and sleptons), and At,

Ab and Aτ , (third generation trilinear couplings). This simplification of the MSSM is
referred to as phenomenological MSSM, or pMSSM.

In this way, supersymmetric extensions of the SM can solve some of the issues
mentioned in section 2.12.1. R-parity conserving models offer a candidate for a dark
matter particle: The lightest neutralino is a stable, neutral particle that would interact
weakly with the SM sector.

The hierarchy problem is solved elegantly with the introduction of the superpart-
ners, which cancel the loop corrections of the SM particles exactly. The contribution
from a scalar partner of a fermion to equation 2.22.2 would be

∆m2
H =

|λsf |2

16π2
Λ2, (2.14)

where λsf is the higgs coupling to the sfermions. In SUSY, λsf = λf , and the contri-
bution from the fermions cancel at one-loop level when their two scalar superpartners
are taken into account.

As it was briefly mentioned, some SUSY models propose a unification that in-
cludes gravity. The simplest one is mSUGRA, but extensions of it in more dimensions
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exist. However, Supersymmetry does not solve all of the issues mentioned for the
SM. The number of free parameters and the large range covered by particle masses
and couplings is actually extended after the introduction of SUSY in the SM. The
matter-antimatter asymmetry in the universe can be accommodated in some models
of SUSY where more CP-violating terms are included in the lagrangian (but this is
not the case in the pMSSM).

2.3.2 Third Generation Squarks

Superpartners of standard particles can be produced in pairs at the LHC, as it was
mentioned before, if R-parity conservation is assumed. Searches for third generation
squarks are of special interest in experimental tests of supersymmetry, as will be
discussed in this section, since their contribution to the radiative corrections of the
higgs mass is key to the understanding of the theory.

As it was introduced in section 2.12.1, one of the main motivations for the search
for a theory beyond the Standard Model is the hierarchy problem. This problem
arises from the sensitivity of the higgs boson mass to radiative loop corrections of any
particle. The introduction of Supersymmetry results in new terms that contribute
to equation 2.22.2 from the superpartners of the standard particles that cancel those
of the SM, as shown in equation 2.142.14. Although the one-loop corrections cancel in
a Supersymmetry framework, the corrections to the higgs mass at 2-loop level from
third generation squarks are the most dominant ones:

∆m2
H,X = ± λX

16π2
m2
X log

(
Λ

m2
X

)
, (2.15)

where X can be a fermion or a boson. The contributions of this form do not cancel for
the superpartners since their mass is not the same. It is common to argue, invoking
the naturalness principle [5151], that these corrections should be small, and therefore
the masses of the third generation squarks should not differ too much from those of
their SM partners, depending on how much fine-tuning one is willing to accept in
order to keep the higgs mass at its known value. In general, it is assumed that the
mass of the lightest stop should be in the TeV scale (and similar arguments can be
applied to the sbottom mass).

Third generation SUSY searches represent a direct test of Natural SUSY, for the
reasons stated above. They can be produced in pairs in hadron colliders such as the
LHC through gluon fusion or quark-pair annihilation. The searches for stop particles
presented in chapters 66 and 77 use simplified pMSSM models where only one or two
decay steps are allowed and all the SUSY particles not intervening in the process
under study are considered to be very heavy and not to interact. These models do
not explore the full parameter space of the pMSSM, but only the relevant quantities
for high-energy physics experiments. In this way, experimental tests of the models can
set limits on certain parameters of the theory (generally the masses of the particles)
that apply to more general models with the same topology.

The direct stop pair production cross section in proton-proton collisions can be
calculated and it is mostly independent of the choice of SUSY parameters [5353, 5454].
Figure 2.32.3 shows the stop-pair production cross section as a function of the stop
mass at

√
s = 13 TeV. The experimental signature of the models varies depending

on the decay mode considered, whose branching ratio depends on the mixing of the
superpartners of the left- and right-handed top quarks, and the mixing parameters of
the higgsinos and gauginos.



24 Chapter 2. Supersymmetry

Figure 2.3: Cross section at NLO+NLL for stop-pair production at√
s = 13 TeV at the LHC as a function of the stop mass. The calcu-

lation assumes gluinos and squarks to be very massive and decoupled
[5252].
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Figure 2.4: Feynman diagrams for the main processes considered in
the analysis.

In the analysis presented in this thesis, stop pairs are searched for in final states
with no leptons. The main processes targeted are shown in figure 2.42.4. In the first of
the processes considered, the stops are produced directly and decay through a top and
a neutralino, which is considered to be the LSP and the candidate for dark matter.
Maximal mixing between the left and right components of the stop is considered, and
the nature of the neutralino is assumed to be pure bino. All the rest of the masses
of the SUSY particles are set very high and do not contribute to the process. The
second process allows for stop decays to top and neutralino or bottom and chargino,
where the chargino mass is very similar to that of the neutralino (∆m(χ̃±1 , χ̃

0
1) = 1

GeV), with different branching ratios. Finally, also the process where the stops arise
from gluino decay is considered. As it can be seen in figure 2.42.4, a pair of gluinos is
produced, which decay into a stop and a top. The mass of the stop for this model is
taken to be very close to the neutralino mass (∆m(t̃01, χ̃

0
1) = 5 GeV), so that the decay

products of the stop are the neutralino and soft jets that are not reconstructed in the
detector. Again, all the rest of the SUSY particles are assumed to be very massive
and not to contribute to the process.

In addition, models where the second neutralino is light enough that the stop can
decay through it are used for the interpretation of the results, with different hypotheses
on the masses and branching ratios. The several models and their assumptions are
described in detail in section 7.37.3.
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CHAPTER 3
The LHC and the ATLAS detector

The results presented in this thesis were obtained using proton-proton collision data
produced at the Large Hadron Collider and collected at the ATLAS detector. This
chapter will introduce the main aspects of the accelerator and the ATLAS detector.

3.1 The LHC

The Large Hadron Collider (LHC) [5555] is a 27-kilometer circular particle accelerator
located about 100 meters underground in the border between France and Switzerland,
as a part of the CERN accelerator complex. It is located in the same tunnel that once
hosted the Large Electron-Positron (LEP) collider. Along the ring, four interaction
points are surrounded by four different detectors that study the physics of the particle
collisions, namely ALICE [5656], ATLAS [5757], CMS [5858] and LHCb [5959]. ATLAS and
CMS are multipurpose detectors, while ALICE is focused on heavy-ion collisions and
LHCb in b-hadron detection.

The LHC was designed to collide protons at a center-of-mass energy of 14 TeV.
During the first years of operations, 2010-2012, the proton-proton collisions were pro-
duced at

√
s = 7 and 8 TeV, while since 2015 the collider has been working at 13 TeV.

The protons arrive to this energy after going through various steps of the accelerator
chain. As it can be seen in Figure 3.13.1, they start at a linear accelerator (LINAC 2),
where they reach an energy of 50 MeV, continue to the Booster circular accelerator,
exiting with 1.4 GeV, from where they pass to the Proton Synchrotron (PS), which
accelerates them up to 25 GeV and to the Super Proton Synchrotron (SPS) to finally
enter the LHC where they pass from 450 GeV to the final 6.5 TeV.

The protons at the LHC are accelerated using radiofrequency cavities, and are
then kept in the circular trajectory thanks to the magnetic fields created by the su-
perconducting dipole magnets. The proton beams contain up to 2808 proton bunches
and about 1.1×1011 protons per bunch, separated from each other by 25 ns. This
corresponds to a luminosity of the order of 1034 cm−2s−2. At the four interaction
points of the LHC, two bunches are crossed with a small interaction angle of the order
of 150-200 µrad to make them collide at the center of the detectors.

In addition to the proton-proton collisions, the LHC dedicates some of its oper-
ating time every year to lead-proton and lead-lead collisions, where the lead ions are
accelerated to an energy of 2.76 TeV per nucleon.
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Figure 3.1: Schematic representation of the CERN accelerator com-
plex [6060]

3.2 The ATLAS detector

ATLAS (A Toroidal LHC ApparatuS) is a multipurpose particle detector located at
the CERN LHC. It is designed to cover the widest range of physics at the LHC.
It is the biggest particle detector of the complex, measuring 46 meters long and 25
meters diameter, and weighting 7000 tons. It consists of several concentric subde-
tectors around the beam which have different functions in the particle detection and
identification. A scheme of the ATLAS detector can be seen in Figure 3.23.2 and a full
description of it can be found in [5757].

The closest layer to the beam pipe is the Inner Detector (ID), which measures
the tracks of the charged particles that are bended by a solenoid magnet. Right
outside there is the calorimeter system, composed of an electromagnetic and a hadronic
part, where the particle showers (jets) are measured and contained. Finally, the
outermost layer is the muon spectrometer (MS), dedicated to the measurement of
muon properties, immersed in a toroidal magnetic field.

The ATLAS coordinate system is defined as having the origin in the interaction
point, and the z-axis in the beam direction. The x-axis is defined as pointing to the
center of the LHC ring and the y-axis is pointing upwards. The A-side of the detector
is the one in the positive z-axis. As usual, the azimuthal angle φ is measured around
the z-axis, while the polar angle θ is measured from the z-axis. The pseudorapidity is
defined as

η = −ln
(
tan

θ

2

)
(3.1)
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Figure 3.2: Scheme of the ATLAS detector

The transverse momentum pT, transverse energy ET and missing transverse energy
Emiss

T are defined in the x-y plane. The distance ∆R is defined in the η − φ plane as

∆R =
√

(∆η)2 + (∆φ)2 (3.2)

A more thorough description of the different components of ATLAS can be found
in the following sections.

3.2.1 Inner detector

The Inner Detector (ID) is the most internal subdetector in ATLAS, and it is used to
reconstruct the tracks of the charged particles and the interaction vertices in the range
|η| < 2.5. It is embedded in a solenoid magnetic field of 2 T which bends the trajec-
tories of the charged particles. The solenoid extends for 5.3 m in length and it has a
diameter of 2.5 m. The inner detector is composed of several complementary subde-
tectors itself, the Pixel detector, closest to the interaction point, the semi-conductor
tracker (SCT), and the transition radiation tracker (TRT), in the outermost part of
the ID. A scheme of its structure can be viewed in Figure 3.33.3.

3.2.1.1 The Pixel Detector

The Pixel detector constitutes the innermost layer of the ATLAS experiment, and uses
radiation-hard silicon sensors (pixels). With 80.4 million readout channels, it has the
highest granularity in the whole ATLAS detector, which is crucial to reconstruct the
primary vertex with enough precision. It is composed of four concentric cylindrical
layers in the barrel region and three disks in the endcaps. The smallest pixel size is
50 x 400 µm2 and the resolution is 10 µm in the R−φ plane and 115 µm in z. The
closest layer to the beam pipe, called Insertable B-Layer, or IBL [6161], was installed
during the first Long Shutdown before Run 2 started (2012-2015). At only 50 mm
away from the beam pipe, its goal is to improve the vertex reconstruction resolution.
This allows for a more precise secondary-vertex finding, which can help the long-lived
particle identification.
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Figure 3.3: Layout of the components of the inner detector

3.2.1.2 The Semi-Conductor Tracker

The SCT is the middle part of the ID and it is a silicon microstrip detector. It consists
of four layers of stereo strips in the barrel, and nine disks in the endcaps. An SCT
module consists of two strips glued back to back with an angle of 40 mrad, which
allows for a more accurate position measurement. The resolution of the SCT is 17
µm in the R−φ plane and 580 µm in z (R) in the barrel (endcap).

3.2.1.3 The Transition Radiation Tracker

The TRT is the outermost subsection of the ID. It is made of 4-mm-diameter straw
tubes filled with xenon gas. In the barrel region, the straws are parallel to the beam
direction and 144 cm long, while in the endcap, 37-cm tubes are radially arranged.
The space between the tubes is filled with plastic material (polyethylene), which
produces the transition radiation. The readout is provided by gold-plated tungsten
wires located at the center of the straws, which collect the electrons emitted by the
ionization of the gas when a particle passes though it. The TRT has a resolution of
130 µm only in R-φ. A summary of the layers of the ID in the barrel is shown in
Figure 3.43.4.

The combined pT resolution of the inner detector is

σpT

pT
= 0.05% · pT ⊕ 1%, (3.3)

where the units are in GeV. The resolution for a low-pT track of, eg. 1 GeV, is then
of about 1%, while for a high-energy track of 500 GeV the resolution would be of the
order of 25%.

3.2.2 Calorimeters

The ATLAS calorimeters are located outside the ID, and they cover the region |η| <
4.9. Figure 3.53.5 shows an overview of the calorimeter system. The calorimeters are
designed to contain showers and measure their energy and position. The electromag-
netic calorimeter is located outside of the ID, and is responsible for the measurements
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Figure 3.4: Scheme of the different layers of the ID in the barrel [6262]

of electrons and photons. It has a fine granularity, ranging from 0.025 × 0.025 in
η × φ to 0.1× 0.1 as summarised in table 3.13.1, depending on the layer. The hadronic
calorimeter, while still allowing for accurate measurements of jet energy, has a coarser
granularity of 0.1× 0.1 in the barrel and 0.2× 0.2 in the endcap.

The thickness of the electromagnetic calorimeter is larger than 22 radiation lengths11

(X0) in the barrel and larger than 24X0 in the endcap. The combined calorimeter
system has approximately 9.7 interaction lengths22 (λ) in the barrel and around 10λ
in the endcaps, enough to contain the highest pT jets produced in the collisions.

3.2.2.1 Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL, also referred to as Liquid Argon calorimeter,
LAr) [6363] is devoted to the measurement and reconstruction of the electromagnetic-
interacting particles, especially electrons and photons, which will deposit all of their
energy in it. It uses lead as an absorption material and liquid argon as active medium,
kept at 88K thanks to a cryogenic system. The electrons released in the ionization of
the argon are absorbed by electrodes located in the lead surfaces. The Barrel covers
the region up to |η| = 1.475, and the endcaps extend to the 1.375 < |η| < 3.2 area.
The barrel is structured in three layers, which are organised following an accordion
geometry that avoids gaps in the φ coverage, and the endcap consists on two wheels
on either side of the barrel. At the most central part, a presampler layer is installed
closer to the interaction point to correct for the energy lost in the dead parts of the
detector between the ID and the ECal. A sketch of a LAr module can be seen in
Figure 3.63.6 (A). The granularity and η coverage of each of the layers is summarised in

1Length that an electron has to travel on average in the material to reduce its energy by a factor
1/e due to radiation.

2Length that a beam of charged particles has to travel through a material to reduce the number
of surviving particles by a factor 1/e.
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Figure 3.5: Scheme view of the ATLAS calorimeters

Table 3.13.1, and ranges from 0.025× 0.025 in η × φ to 0.1× 0.1. The energy resolution
of the ECal is

σE
E

=
10%√
E
⊕ 0.7%, (3.4)

i.e., the resolution for a 1 GeV shower would be of ∼ 10% while for 100 GeV it would
be around ∼ 1.7%.

EM calorimeter
Barrel End-cap

∆η ×∆φ |η| ∆η ×∆φ |η|
Presampler 0.025× 0.1 < 1.52 0.025× 0.1 1.5-1.8

First Layer

0.025/8× 0.1 < 1.4 0.050× 0.1 1.375-1.425
0.025× 0.025 1.40-1.475 0.025× 0.1 1.425-1.5

0.025/8× 0.1 1.5-1.8
0.025/6× 0.1 1.8-2.0
0.025/4× 0.1 2.0-2.4
0.025× 0.1 2.4-2.5
0.1× 0.1 2.5-3.2

Second Layer
0.025× 0.025 < 1.40 0.050× 0.025 1.375-1.425
0.075× 0.025 1.40-1.475 0.025× 0.025 1.425-2.5

0.1× 0.1 2.5-3.2
Third Layer 0.050× 0.025 < 1.35 0.050× 0.025 1.5-2.5

Table 3.1: Summary of granularity and coverage in |η| of the different
layers of the electromagnetic LAr calorimeter.

3.2.2.2 Hadronic Calorimeter

The ATLAS hadronic calorimeter is composed of three independent sections, each of
them using different technologies and materials. The Tile Calorimeter (TileCal) covers
the region |η| < 1.8, the Hadronic End-cap Calorimeters extend in 1.5 < |η| < 3.2,
and the Forward Calorimeter corresponds to the area 3.1 < |η| < 4.9. The energy
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(a) (b)

Figure 3.6: A sketch view of a ECAL module (left) and a TileCal
module (right)

resolution of the hadronic calorimeter is given by

σE
E

=
50%√
E
⊕ 3% in the barrel and endcap (3.5)

σE
E

=
100%√
E
⊕ 10% in the forward calorimeter. (3.6)

A summary of the coverage and granularity of the hadronic calorimeters can be found
in Table 3.23.2.

Hadronic calorimeter
Scintillator tile LAr hadronic

Barrel Extended barrel End-cap
|η| coverage < 1.0 0.8-1.7 1.5-2.5 2.5-3.2

Number of layers 3 3 4
Granularity (∆η ×∆φ) 0.1× 0.1 0.1× 0.1 0.1× 0.1 0.2× 0.2

(last layer) 0.2× 0.1 0.2× 0.1

Table 3.2: Summary of granularity and coverage of the different part
of the hadronic calorimeter

The ATLAS Tile Calorimeter [6464], named after the scintillating tiles that con-
form it, is located right outside the ECAL, and covers the region |η| < 1.8. It is
subdivided into two central, also called long (LB, |η| < 1) and two extended (EB,
0.8 < |η| < 1.7) barrels, and is made of low-carbon steel and plastic scintillating
material. Each of the central and extended barrels are formed by 64 modules in the
azimuthal direction and three layers radially, ranging from an inner radius of 2.28
m and 4.25. A schematic view of one of these modules is shown in Figure 3.63.6 (B).
Although as mentioned before, the resolution of the hadronic calorimeter is lower
than that of the electromagnetic one, it is enough to provide accurate measurements
of jets, taus, isolated hadrons and missing transverse momentum. The modules are
segmented into cells, having 10 (5) cells in the first layer, 9 (5) in the second layer,
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and 4 (2) in the third layer in the long (extended) barrel. An image of the structure
and naming of the cells can be seen in Figure 3.73.7. In addition to the LB and EB
cells, the Intermediate Tile Calorimeter (ITC), corresponding at the cells labelled D4
and C10 in Figure 3.73.7, covers the region 0.8 < |η| < 1.0. Each of the cells of the
calorimeter contains dozens of scintillating tiles and iron plates. Fibers attached to
both sides of the tiles as shown in Figure 3.63.6 (B) collect the light and are read in two
different photomultipliers (PMTs).

The Minimum Bias Trigger Scintillators (MBTS) are located in the front of the
liquid argon endcap (E3 and E4 scintillators of Figure 3.73.7). These special scintillators
are used mainly for triggering and cover the region 2.08 < |η| < 3.85 in Run 2. The
MBTS system consists of 16 scintillators in each side of the calorimeter.

Figure 3.7: Segmentation in cells of a long barrel (left) and extended
barrel (right) modules

TheHadronic End-cap Calorimeter (HEC) is made of liquid argon and copper
plates. It consists of two wheels per end-cap, located right next to the electromagnetic
end-cap, which are formed by 32 modules. The segmentation in depth consists on two
layers per wheel, thus 4 per side. The copper plates have a width of 25 mm for
the closer wheels to the interaction point, and 50 mm for the further ones, and are
interleaved with liquid argon gaps of 8.5 mm that provide the active material.

The Forward Calorimeter (FCal) is located 1.2 m from the ECAL front face,
and covers the region 3.1 < |η| < 4.9. It is formed of 3 modules per end-cap. The
first one is made of copper and it is optimised for electromagnetic measurements and
the other two are made of tungsten and focus on the hadronic particles. All of the
modules use liquid argon as active material

3.2.3 Muon spectrometer

The muon spectrometer (MS) is the farthest subdetector from the interaction point,
and is designed to measure and identify high-pT muons. It is immersed in a toroidal
magnetic field that bends the muon trajectories, as it can be seen in the overview of
the muon spectrometer and the toroidal magnetic system in Figure 3.83.8.

The magnetic system for the muon chambers is different in the barrel and the
end-caps. In the range |η| < 1.4 the barrel toroid provides the magnetic bending of
the muons. A smaller end-cap toroid system covers the region 1.6 < |η| < 2.7 in both
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sides of the barrel, while in the transition region (1.4 < |η| < 1.6) a combination of
both barrel and end-cap toroids acts on the muons. In this way, the magnetic field (in
the azimuthal direction) is mostly perpendicular to the muon trajectory, and bends
it over the θ angle. Each of the three toroids (one in the barrel and two end-caps)
consists of 8 air-core coils arranged radially symmetrically around the beam axis.

Figure 3.8: View of the muon system and the toroidal magnets of
ATLAS

The muon chambers are organised in three cylindrical layers in the barrel region,
and vertically, also in three layers, in the end-caps. There are different types depending
on their position and function: The Monitored Drift Tubes (MDT), the Cathode Strip
Chambers (CSC), the Resistive Plate Chambers (RPC) and the Thin Gap Chambers
(TGC). A summary of the characteristics of the different chambers is shown in Table
3.33.3. The combined energy resolution of the muon system ranges from ∼ 4% at 10
GeV to ∼ 10% at 1 TeV.

Muon Spectrometer
MDT CSC RPC TGC

|η| coverage < 2.7
(innermost layer < 2.0) 2.0-2.7 < 1.05 1.05-2.7

Function Precision tracking Precision tracking Trigger Trigger
Resolution (z/R) 35µm (z) 40 µm (R) 10 mm (z) 2-6 mm (R)
Resolution (φ) - 5 mm 10 mm 3-7 mm

Resolution (time) - 7 ns 1.5 ns 4 ns

Table 3.3: Summary of the coverage and resolution of the different
muon chambers of the MS

The Monitored Drift Tubes provide precision measurement of muon tracks in
the bending direction in the central region (|η| < 2.7). They consist of six to eight
tubes filled with a mixture of argon and carbon dioxide that have a high-voltage
tungsten-rhenium wire in the center, which collects the electrons released by the pass-
ing muon that ionises the gas. It provides a resolution of 80 µm for a single tube, 40
µm for a chamber, and 30 µm for the three layers present in the spectrometer.

The Cathode Strip Chambers measure muon momentum at large pseudora-
pidity (2.0 < |η| < 2.7) with higher granularity. Located in the layer closest to the
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interaction point in the end-cap region, they are multi-wire proportional chambers
with two segmented cathodes on both sides of a gas gap and several anode wires ori-
ented in the radial direction in the middle of the gap. They use the same gas mixture
as the MDTs and have a higher rate for the more demanding conditions close to the
interaction point. Their maximum drift time for signal collection is 40 ns, compared to
the 700 ns of the MDTs. Their spatial resolution is of 40 µm in the bending direction
and 5 mm in the non-bending one.

The Thin Gap Chambers and Resistive Plate Chambers are trigger cham-
bers that together cover a pseudorapidity range up to |η| = 2.4. The RPCs are used
in the barrel, and the TGCs in the end-caps. They provide a fast response that al-
lows for triggering and a precise position measurement of the muon track. RPCs are
formed of Bakelite plates with a gas mixture in the middle. They cover |η| < 1.05
and provide the measurement of the φ coordinate of the muon tracks. TGPs cover
the region 1.05 < |η| < 2.7 and, similarly to the CSCs, are multiwire chambers, where
the distance between the wire and cathode is smaller to achieve better drift times.

3.2.4 Trigger system

With around 1.5× 1011 protons per bunch and 2808 bunches per beam, the LHC can
produce up to one billion collisions per second in ATLAS, which corresponds to a data
volume of more than 60 megabytes per second. The storage of this amount of data
is not manageable and needs to be reduced. The purpose of the trigger system [6565]
is to select and store only the events relevant for later study and therefore reduce the
data volume that needs to be recorded. The event will pass the trigger if it satisfies
any of the many conditions that would consider the event as potentially useful for
physics. The trigger system in Run II is organised in two stages: the first level trigger
(L1), and the high-level trigger (HLT). A scheme of the trigger and data acquisition
(TDAQ) systems can be seen in Figure 3.93.9.

The Level-1 trigger is hardware based and, using a limited amount of detector
information, will reduce the event rate from 30 MHz to 100 kHz, within a decision time
of 2.5 µs. The input data come from the muon chambers (L1Muon), the calorimeters
(L1Calo) and topological triggers (L1Topo), where the L1 trigger identifies regions of
interest (RoI) that serve as an input to the HLT. The raw data are then sent to the
read-out system to the next trigger level.

The High-Level trigger is software-based and uses the RoIs as inputs for the
trigger algorithms. It reduces the event rate from 100 kHz to approximately 1 kHz,
in an average processing time of 200 ms. It uses fully reconstructed data, with similar
algorithms to the ones utilised for the offline reconstruction. The events passing the
trigger selection are then stored to be used for analysis.

The type of trigger will define the specific requirements on the L1-trigger and HLT,
which are based on combinations that are identified at an early stage to possible re-
constructed physics objects, such as electrons, muons, jets, or photons, among others.
A detailed description of the ATLAS TDAQ system in Run 2 can be found in [6565].

3.2.5 Luminosity calculation

As it was mentioned in 3.13.1, an average proton bunch in the LHC contains about
1011 protons. These bunches are focused with a system of quadrupole magnets when
they are close to one of the interaction points, in order to increase the probability
of proton-proton collisions when two such bunches cross. The measurement of the
detected collisions per second over the cross section is the instantaneous luminosity
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Figure 3.9: Scheme of the ATLAS TDAQ system in Run 2 [6565]

which can be calculated from the parameters that describe the characteristics of the
beam as

L =
nbfrn1n2

2πΣxΣy
, (3.7)

where n1 and n2 are the number of protons in bunches 1 and 2, respectively; nb is the
number of bunches in the beam; fr is the frequency of collisions in the LHC and Σx

and Σy represent the horizontal and vertical convoluted widths of the bunches. The
quantities Σx and Σy are determined by performing a Van der Meer (VdM) scan of
the beam, which is done during special LHC runs where the intensity is lower and the
bunch-to-bunch distance varies in order to determine the beam profiles. Then, the
luminosity can be calculated with equation 3.73.7. This equation can be rewritten as

L =
Rinel
σinel

=
〈µ〉nbfr
σinel

=
〈µ〉visnbfr

σvis
, (3.8)

where Rinel is the rate of inelastic collisions, σinel is the proton-proton inelastic cross
section, and 〈µ〉 is the average number of interactions per bunch crossing, or pile-up
parameter. If ε is the efficiency of the detector, then 〈µ〉vis = ε〈µ〉 and σvis = εσinel.
The measurement of the visible number of interactions per bunch crossing is the
way in which luminosity is monitored in ATLAS, using several independent detec-
tors described in [6666]. The two main luminometers are the beam conditions monitor
(BCM) and LUCID (LUminosity measurementusing a Cherenkov Integrating Detec-
tor), whose results are compared also with a track-counting method and with TileCal
minimum bias (MB) integrators. The tracking method uses the multiplicity of charged
particles in the tracking system, while the MB system uses the response of TileCal to
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soft interactions, which depends linearly on the instantaneous luminosity. These lumi-
nosity detectors use as well several algorithms, characterised by different response to
pile-up and different sensitivities, reducing significantly the systematic uncertainties
in the luminosity measurement. The final error in the 2015+2016 luminosity is 2.1%

In physics analyses, the quantity of interest is the integrated luminosity over a
certain period:

Lint =

∫
Ldt. (3.9)

During the first two years of Run-2, the peak instantaneous luminosity reached a
13.8× 1033 cm−2s−2 in 2016, and the maximum in 2015 was 5.0× 1033 cm−2s−2. The
integrated luminosity recorded by ATLAS is shown in figure 3.103.10 for 2015 and 2016,
resulting on a total of 36.1 fb−1 of good data.

(a) (b)

Figure 3.10: Luminosity recorded by the ATLAS detector as a func-
tion of time during 2015 (left) and 2016(right)

The final integrated luminosity of a given year is calculated only taking into ac-
count the ’good data’, i.e. data that was recorded with all the parts of the accelerator
and detector working properly, including the subdetectors and the TDAQ system.
The status of the detector and all of its components is continuously monitored and
recorded. Online and offline applications and detector experts provide feedback on the
quality of the data that are being recorded [6767, 6868, 6969]. These checks result in a good-
run list (GRL), containing the data runs with good quality that are recommended for
physics analysis use.
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CHAPTER 4
Physic objects reconstruction

This chapter describes the reconstruction of the main physics objects in the ATLAS
detector. This includes a detailed description of the reconstruction of tracks and the
identification of the primary vertex, as well as the identification and calibration of
electrons, muons, jets, b-jets, and missing transverse momentum.

4.1 Tracks and primary vertex

4.1.1 Track reconstruction

When a charged particle travels through the ID, its path is bended by the solenoidal
magnetic field in which it is immersed. By reconstructing their trajectory, or track,
the momentum and charge of the particle can be extracted. Tracks serve as input
for the reconstruction of most objects and of the primary vertex, and therefore their
correct reconstruction is of crucial importance. The reconstruction of the tracks from
ID hits is done following a set of algorithms [6262].

First, the hits in the SCT and Pixel detector are clustered into a collection of
three-dimensional space-points, which will be the input for the track reconstruction
algorithm. The seeds are formed from sets of three space-points, and a preliminary
trajectory is estimated from them, starting from the inner silicon layers and finding
compatible hits towards the outer border of the ID. This algorithm is referred to as the
inside-out sequence [7070]. After the inside-out algorithm, the outside-in track finding
algorithm is run on the TRT hits that were not associated to any track during the
first phase, and extrapolates towards the interaction points, adding hits from the SCT
and Pixel that were not assigned to any track during the previous step.

This results in a list of track candidates that can often share space-points among
them or be incorrectly reconstructed tracks. The tracks are then ordered according to
a track score, which takes into account the number of hits and holes of the track, its
energy, and the number of shared clusters. After discarding the lowest scores, further
requirements are applied to the list of tracks in order to remove overlap and keep only
the best quality tracks, reducing the number of fakes. A detailed description of the
full track-reconstruction chain is given in [6262, 7070].

4.1.2 Primary Vertex

Primary vertices are points where a proton-proton interaction has occurred. Often
there are several per bunch-crossing, due to pile-up events. The number of recon-
structed primary vertices gives a measure of the pile-up and is necessary for the
correct reconstruction of the physics objects and their kinematics.
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The primary vertex reconstruction is done by using an iterative fit that runs on
the list of reconstructed tracks. First, a seed for the first vertex is chosen using the
z-coordinates of the tracks and centred at the beam spot. Then, the tracks and the
seed are used as input parameters for an iterative fitting algorithm to find the best
vertex position. Once this is finished, the compatibility of the tracks with the output
vertex position is calculated, removing the incompatible ones and using them to find
a second vertex. This process is repeated until there are no left tracks. A complete
description of the method can be read in [7171].

The vertex with highest
∑
p2

T is defined as the main vertex and it corresponds to
the hardest interaction, while the rest are considered to be pile-up vertices. Vertices
outside of the beam region are considered secondary vertices, which can be useful to
identify b- and c- hadron decays.

4.2 Electrons

Electron Reconstruction: A combination of ECal energy deposits and ID tracks
is used for electron reconstruction [7272]. The seeds are formed of clusters in the ECal,
and if possible, they are associated to a track in the ID.

First, a sliding window algorithm [7373] is used to identify suitable cluster candidates.
The window size is 3×5 towers where ∆ηtower×∆φtower = 0.025×0.025. An overlap-
removal algorithm is applied to nearby clusters. The seed clusters are required to have
a total energy deposit of at least 2.5 GeV, summing over all the ECal layers in depth.

Then, reconstructed tracks are extrapolated from the ID to the middle layer of the
EM calorimeter. This is because the electron will not deposit much energy in the first
layer, and low energy electrons will not have much energy left for the outer layers.
The coordinates of the tracks are then compared and matched to those of the existing
cluster seeds. If two or more tracks are associated with the same cluster, the closest
track to the cluster seed is chosen for reconstruction, i. e. the one with smallest ∆R,
although the other tracks are saved for further analysis. The tracks associated with
cluster seeds are also required to be compatible with the primary vertex.

All seed clusters matched to a track are considered as electron candidates. At this
point, the EM clusters are rebuilt using a wider window of 3×7 towers in η×φ in the
barrel and 5 × 5 in the endcaps. The energy of the electron candidate is calculated
taking into account possible leakages in the longitudinal direction into the HCal, and
towards the sides due to limited cluster size, as well as correcting for the energy
lost between the ID and the ECal. These corrections are derived from MC events
produced with the whole ATLAS simulation chain; and from data Z → ee events.
The reconstructed four-momentum of the electron takes into account information
from both the cluster and the associated track. The energy is given by the cluster,
while the η and φ coordinates are taken from the track.

For electron candidates in the forward region (|η| > 2.47) the procedure is dif-
ferent. Since there is no tracking for this area, all the coordinates of the electron
four-momentum are given by the EM cluster.

Electron identification: The reconstructed electron candidates are not all elec-
trons coming from the primary proton-proton interaction. The main background
objects are hadronic jets, electrons from photon conversion, or decays from heavy
hadrons. Electron identification algorithms [7474] are then applied to the electron can-
didates to select the signal electrons. These algorithms use a likelihood (LH) function
composed with the signal and background probability density functions to discrimi-
nate. The likelihood function is built using discriminating variables that are based on
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track quality, like the number of hits in the different layers or the impact parameter;
cluster quality, like the fraction of energy deposited at the centre of the cluster or the
shower width; or the hadronic leakage of the shower.

The variables are used as input in a multivariate analysis, and several identifica-
tion criteria are defined, depending on the background rejection and signal efficiency.
These criteria, normally referred to as working points, are provided for the use of
physics analyses: Tight, Medium, Loose, Loose+B-Layer and VeryLoose, in increas-
ing order of signal efficiency. The Loose and VeryLoose working points are optimised
for discrimination against light-flavour jets and photon conversions, while additional
variables are included in the Tight and Medium selections for a better discrimination
power against heavy-flavour jets.

Electron isolation: Even after the identification requirements are applied, some
hadronic jets are still misidentified as electrons. In order to further purify the electron
sample, isolation criteria are applied, based on two main variables.

• Calorimeter-based isolation: The variable Econe∆RT is defined as the sum of the
energy deposited in a ∆R cone in the calorimeter around the electron, excluding
the very central contribution within ∆η ×∆φ = 0.125× 0.175 from the cluster
barycentre.

• Track-based isolation: A similar variable pcone∆RT is defined as the scalar sum
of the pT of the tracks within a cone of ∆R having pT > 0.4 GeV around the
electron

A set of recommended working points is also provided for analyses, combining selec-
tions on the calorimeter and track-based isolation variables.

Electron efficiency is calculated in bins of ET and η using a tag-and-probe
method. MC samples of Z → ee and J/Ψ→ ee events are used, which provide good
statistics. The events are required to have a reconstructed electron following very strict
criteria, which will be referred to as the ’tag’ electron. A second reconstructed electron
is used as the ’probe’ electron. Then, this sample is contaminated with background to
be compared with data. To separate signal and background the invariant dielectron
mass is required to be close to the Z or J/Ψ-mass, selecting the resonance peak as
shown in 4.14.1.The efficiency is then calculated as the fraction of probe electrons that
pass the tested criteria. The electron identification efficiency as a function of ET and
η is shown in Figure 4.24.2. Since the efficiency is not perfectly simulated in the MC,
a calibration scale factor is extracted from the observed difference between data and
simulation events, which compensates for this difference.

4.3 Muons

Muons are reconstructed and identified mostly from the tracks they leave in the ID
and in the MS, although in some cases they also leave a signal in the calorimeters [7575].
The muon tracks in the inner detector are built as described in section 4.1.14.1.1. The
tracks in the muon spectrometer are reconstructed in several steps. First, hits aligned
in a trajectory in the bending direction are searched for. They are fit to a straight
line in each layer, creating segments. The segments in the CSC are reconstructed by
fitting both in the η and φ planes. Then, the muon tracks are built by fitting segments
from different layers.

Muon reconstruction: The reconstructed muons are classified into four different
types depending on the way they are reconstructed
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(a) (b)

Figure 4.1: Illustration of the background estimation using the mass-
based method in the 20 GeV < ET < 25 GeV, 1.52< η <2.01 bin, at
reconstruction level (left) and for probes passing the likelihood medium
identification (right). Efficiencies are determined by taking the ratio
of background subtracted probes passing the likelihood identification
over background subtracted probes at reconstruction level. The sim-
ulated Z → ee sample is shown for illustration and is scaled to match
the background subtracted data in the Z-mass window. Since at recon-
struction level the background sample is a subsample of the selected

events, fluctuations can be fully correlated [7474].

(a) (b)

Figure 4.2: Electron identification efficiency in Z → ee events as a
function of transverse energy ET (left, integrated over η) and pseudo-
rapidity η (right, integrated over ET ). Two sets of total uncertainties
are shown: For the larger error bars, both statistical and systematic
uncertainties are assumed to be fully correlated in the different η/ET
bins, and therefore reflect the limited statistic for each 2D bin. The
smaller error bars are obtained with pseudo-experiments, treating the

statistical uncertainties as uncorrelated [7474].

• Combined muons (CB): Both the ID and MS tracks are used in the reconstruc-
tion. The track reconstruction is performed independently in the ID and MS
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and a fit is performed to match them and create a combined track. Normally the
MS tracks are extrapolated backwards to the ID and matched to an ID track,
similarly to the outside-in algorithm described in 4.1.14.1.1. An inside-out algorithm
is applied complementarily to unmatched tracks.

• Segment-tagged muons (ST): The track in the ID is extrapolated to the MS and
matched to at least one segment in the chambers. They are useful for muons
which only cross one of the layers of chambers of the MS, because of their low-pT

or if they are in a region with reduced acceptance.

• Calorimeter-tagged muons (CT): An extrapolated ID track can be matched to an
energy deposit in the calorimeter compatible with a minimum-ionising particle.
It is mostly useful in regions where the MS is poorly instrumented.

• Extrapolated muons (ME): The trajectory is reconstructed using only MS in-
formation and requiring that it originates from the main primary vertex of the
interaction. It is required to leave a trace at least in two of the layers of the
MS, or three layers in the forward region. They are mainly used to increase the
acceptance in 2.5 < |η| < 2.7, which is not covered by the ID.

Overlaps between the different types of muons are resolved by giving priority to
CB, then ST, then CT muons, and finally ME.

Muon identification: The main backgrounds appearing in muon reconstruction
come from pion and kaon decays. In order to discriminate between signal and back-
ground muons MC tt̄ events are used. Muons coming from W decay are considered
as signal, while the background is constituted of muons from light-hadron decays.
Normally, the tracks of the background muons in the ID and the MS will be less com-
patible, and will have different momenta. Variables related to the number of hits in
the tracks, and the differences between the MS and ID reconstructed tracks are used
for discrimination. As with electrons, four muon identification working points are pro-
vided for use of the physics analyses, Loose, Medium, Tight and HighPt [7575]. Loose,
Medium and Tight working points have decreasing signal efficiency, ad HighPT is de-
signed for muons with pT higher than 100-200 GeV, when the resolution is dominated
by the MS, and additional requirements are applied.

Muon reconstruction efficiency: It is measured using a tag-and-probe method
similar to the one described in 4.24.2 in the region |η| < 2.5, corresponding to the ID
acceptance [7575, 7676, 7777]. Simulated samples of Z → µµ and J/Ψ → µµ are used
for the calculation, and compared to the results in data. The resulting efficiencies
for medium and loose selections are above 98%, and between 90 and 98% for tight
muons. The efficiencies as a function of η are shown in Figure 4.34.3. For muons outside
of the ID acceptance, the efficiency is calculated as described in [7878], comparing the
number of muon candidates in the high-|η| region (2.5 < |η| < 2.7) with the region
2.2 < |η| < 2.5, in data and simulation. A scale factor is extracted from the differences
between data and MC and applied to the simulation.

Muon isolation: As in the case of electrons, muon isolation is required to further
discriminate background from signal. The isolation criteria are typically applied to
two variables: a calorimeter-based and a track-based variables. They are defined in a
similar manner as those for electrons. The track-based isolation (pvarcone30

T ) is defined
as the scalar sum of the pT of the tracks around the muon, while the track-isolation
(Etopocone20

T ) is the sum of the ET of the clusters in a cone around the muon in a radius
of 0.2. Isolation criteria (working points) combining selections in both variables are
provided for physics analyses, requiring different levels of signal efficiency.
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(a) (b)

Figure 4.3: Muon reconstruction efficiency as a function η measured
in Z → µµ events for muons with pT > 10 GeV shown for Medium
(left) and Tight (right) muon selections. In addition, the left plot
also shows the efficiency of the Loose selection (squares) in the region
|η| < 0.1 where the Loose and Medium selections differ significantly.
The error bars on the efficiencies indicate the statistical uncertainty.
Panels at the bottom show the ratio of the measured to predicted

efficiencies, with statistical and systematic uncertainties.

4.4 Jets

Jets are collimated showers of particles that are produced from the hadronisation of
quarks and gluons.

In this thesis, jets are reconstructed using the anti-kT jet algorithm [7979], which is
used as the default jet algorithm in many particle physics experiments.

4.4.1 Topoclusters

Jets are built from energy clusters in the calorimeter called topoclusters. Each of
these reconstructed topoclusters is interpreted as a single particle produced in the
shower, which will then be used to reconstruct the jets. Topoclusters are also used as a
measurement of the energy flow of softer particles that contribute to the reconstruction
of other objects such as missing transverse energy.

The topocluster construction [8080] begins with a cell with highly significant signal
over noise (|E/σnoise| ≥ 4), which is required not to be in the presampler layers, to
avoid seeds that come from pile-up and do not penetrate the calorimeter. The expected
noise takes into account electronic noise from the detector as well as pile-up noise,
calculated from simulations. Once the seed cell is identified, an iterative algorithm is
applied, adding topologically connected cells that have a signal-over-noise ratio of at
least 2; and then the direct neighbours are collected in the topocluster. If two seed
cells are topologically connected, the two clusters are merged.

The result is a collection of three-dimensional clusters whose kinematic properties
are built from those of the cells that form them. The direction of the cluster is
calculated weighting the cells by their absolute energy, while its energy the sum of
the cell energies. The topoclusters are interpreted as massless pseudo-particles in the
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electromagnetic scale in reconstruction of physics objects, since the definition of a
cluster mass would require a hypothesis on the origin of the signal and the charge of
the particle.

4.4.2 Jet finding algorithm

The anti-kT algorithm [7979] is a sequential clustering algorithm which is widely used
in the experiments in the LHC. It uses particles as inputs, which can be the already
described topoclusters (resulting in calorimeter jets), reconstructed tracks (track jets),
or MC events at the particle level (truth jets).

In order to decide how to cluster the signals to form a jet, the anti-kT method
introduces a distance parameter, defined as

dij = min(k−2
ti , k

−2
tj ) ·

∆2
ij

R2
, (4.1)

diB = k−2
ti , (4.2)

where kti is the transverse momentum of particle i, ∆ij is the distance in the y − φ
plane between particles i and j; and R is is a parameter that gives a measure of the
approximate size of the jet.

The jet clustering finds first the minimum distance between every possible par-
ticle pair using equation 4.14.1 and between each particle and the beam with equation
4.24.2 (including the beam). If this minimum is the distance between two particles, it
combines them, while if it is between a certain particle i and the beam, it calls i a jet
and removes it from the list of particles. Then the distances are recalculated and the
procedure starts again, until there are no particles left in the list.

In figure 4.44.4, the shapes of the jets reconstructed with the anti-kT jet algorithm
and their constituents are shown for a parton level event with randomly distributed
soft particles. The shape of most jets is circular, and it is only modified when another
hard constituent is found nearby.

Figure 4.4: Illustration of the anti-kT jet algorithm performance on
a parton-level event with soft random particles [7979].
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This algorithm is chosen because it is infrared and collinear safe, i.e. the addition
of a soft particle emitted by the parton does not change the shape of the jet, which
facilitates theoretical calculations; and because it results in rather circular shaped
jets, as can be seen in figure 4.44.4.

4.4.3 Jet reconstruction and calibration

Tracks reconstructed in the ID and muon track segments are used in jet reconstruction
[8181]. They are assigned to the calorimeter jets using their coordinates in the η − φ
plane. Jets are reconstructed if they pass a pT threshold of 7 GeV. The jets used in
this analysis have a radius parameter of R = 0.4, as will be described in chapter 66.

Jets are calibrated using a series of simulation-based and in-situ techniques. In-
situ calibrations are derived from the balance between a jet and some reference object
recoiling against it, like a photon, a Z boson, or a multijet system [8181]. An overview
of the jet calibration process can be seen in Figure 4.54.5.

Figure 4.5: Calibration steps for EM-scale jets. Apart from the
origin correction, each calibration is applied to the jet four-momentum

[8181]
.

First, a correction to the jets is applied to have them pointing to the primary vertex
and not the centre of the detector. This correction leaves the jet energy untouched,
and only modifies its η and φ coordinates, improving the spatial resolution. This
procedure is described in detail in [8282]. The subsequent steps of the jet calibration
are briefly described in the following sections.

4.4.3.1 Pile-up corrections

The energy of the reconstructed jets is affected by pile-up. There are two types of
pile-up that can affect the energy of the jets, in-time and out-of-time pile-up. The
in-time pile-up is due to the extra interactions produced in the same bunch-crossing
as the hard interaction of the event. The out-of-time pile-up instead is produced by
the interactions produced in surrounding bunch-crossings. The average number of
interactions per bunch-crossing 〈µ〉, from equation 3.83.8 can be written as

〈µ〉 =
L · σinel
nb · fr

. (4.3)

Pile-up can have different effects on the data collected, and thus several corrections
are used in steps to compensate for them.

First, a method based on jet-areas [8383] subtracts the pile-up contribution to the
energy jet-by-jet. It defines a jet area by adding soft particles to the sample randomly
and identifying the region in which they are associated to a given jet. This jet area
(A) gives a measure of the susceptibility of the jet to pile-up. In this way, if the
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average energy density added to the event by the pile-up is ρ, the effect of pile-up on
the jet pT can be calculated by

∆pT = Aρ± σ
√
A+ lower orders. (4.4)

The lower-order terms of equation 4.44.4 account for non-uniformities of the pile-up
contributions, as well as effects in the jet reconstruction at previous stages (results of
jet-finding algorithms can be dependent on pile-up). Here σ is the standard deviation
of the noise introduced. The calculation of ρ is based on the pT density of jets in
the η − φ plane. The jets used for this calculation are reconstructed with the kT [8484]
algorithm with R = 0.4, since it tends to reconstruct soft pile-up jets uniformly. The
measure of ρ used is the median of the distribution of pT /A:

ρ = median(
pT
A

). (4.5)

In this way, the correction calculated from equation 4.44.4 is applied as a global scale
to the jet energy, not affecting the η and φ coordinates, and neglecting the lower order
effects.

However, this correction is derived from central jets |η| < 2, and it is not enough
to describe the pile-up conditions in the forward regions, and a residual dependence
on pile-up is observed. Therefore, another correction is derived. The pT of the jets
resulting from the area-based method are dependent on the number of primary ver-
tices (NPV ) and µ. These dependencies are shown in figure 4.64.6 as a function of η.
The correction is derived from the differences observed between reconstructed and
MC particle level (truth) The dependence on NPV (α) and µ (β) are found to be
independent from each other and linear, and the values of the α and β parameters are
calculated from linear fits in simulations. The corrected pT of the jets at this stage is
given by

pcorrT = precoT − ρ ·A− α(NPV − 1)− β · µ. (4.6)

The dependence of the jet pt on pile-up can be seen in figure 4.64.6 before and after
applying the described corrections for in-time pile-up and out-of-time pile-up.

(a) (b)

Figure 4.6: Dependence of EM-scale anti-kT jet pT on in-time pile-up
(left) and out-of-time pile-up
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4.4.3.2 Jet energy scale and η calibration

The jet energy scale calibration corrects the reconstructed jet energy to the scale of
particle-level jets (truth jets) in MC, and restores the mismeasurements in the jet η
due to transitions between calorimeter technologies. It is derived by matching reco
jets to truth jets, using only isolated ones. The average energy response is calculated
as the mean of a gaussian fit to the Ereco/Etruth distribution, binned in Etruth and
η. The actual correction is derived by using a numerical inversion [8282] technique,
parameterised in terms of Ereco and η. This is done in two steps:

• Calculate the response function as a function of the truthE of the jetsR(Etruth) =
Ereco/Etruth.

• Estimate R(Ereco) using Ereco = R(Etruth) · Etruth.

This technique is very widely used for the derivation of similar corrections [8585].
A further correction is applied to the jet η, since a bias is observed in the transition

regions between calorimeters. They are due to a change in the geometry or technology
of the detector, and they alter the jet four momentum. The correction is derived as
the difference between the reconstructed and the truth η and binned in EtruthT . Again,
a numerical inversion is used to parameterise it in terms of ErecoT . This calibration
affects the jet pT and η and not its full four-momentum.

4.4.3.3 Global sequential calibration

After the previous calibration procedures are applied, it is observed that the jet re-
sponse has a remnant dependency on detector-related variables, especially for low pT

jets. If this dependency can be overcome, the result would be a better resolution for
the jet energy. The variables selected for the calculation of the Global Sequential
Calibration [8686, 8181] correction are related to the relative energy deposited in hadronic
and electromagnetic calorimeters, the number and width of the tracks associated to
the jets, and the number of muon segments associated to the jet:

• fT ile0 is the fractional energy in the first layer of the Tile calorimeter.

• fLAr3 is the fractional energy in the third layer of the LAr calorimeter.

• ntrk is the number of tracks associated to the jet.

• Wtrk is the pT weighted track width.

• nsegments is the number of muon segments.

The dependency on this variables appears due to different jet topologies. For example,
a jet with a large deposit in the hadronic calorimeter would have a lower response
due to non-compensation of the ATLAS calorimeter. The substructure of the jets
originating this differences is a sign of the different composition of the showers, which
highly depends on the particle that originated the jet. The gluon-initiated jets, for
instance, have a less-penetrating shower than the quark-initiated ones, being wider
and containing in general more soft particles, since the gluons emit more particles
with lower energies.

For each of the described variables, an independent four-momentum correction is
derived in a similar way as described in 4.4.3.24.4.3.2. The jets are matched to truth jets in
MC, and the response function is inverted to get a correction factor binned in ptruthT

and η. Then, a numerical inversion is used to have the correction in terms of precoT .
The corrections for each observable are applied in the order given above.
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4.4.3.4 In situ calibrations

The last stage of jet calibration is applied to data, and differences in the jet response
between data and MC simulation are accounted for. These differences are due to
the imperfect simulation of detector responses, hard scatter interaction, pile-up, jet
formation, and interactions with the detector. They are measured by balancing the
pT of a jet against another object (called the reference, ref object), such as another
jet, a photon, a Z boson, or a multijet system. The corrections applied at this stage
are derived by using a double ratio:

R =
〈pjetT /prefT 〉data
〈pjetT /prefT 〉MC

(4.7)

The in situ calibrations are derived and applied sequentially in the following order:

• η−intercalibration in dijet events.

• Z-jet balance.

• γ-jet balance.

• Multijet balance (MJB)

The η-intercalibration corrects the jet response of forward jets (0.8 < |η| < 4.5) to
well-measured central jets (|η| < 0.8) in dijet events, while the other three calibrate
central jets in different pT regions. The Z- and γ-jet balance are used in the calibration
of jets with pT < 950 GeV, while MJB focuses in high pT jets (300 < pT < 2000
GeV). The correction is derived again using numerical inversion and correcting the four
momentum of the jets. Although the corrections are derived from central jets, they can
be applied to forward jets once they have been corrected using the η−intercalibration
method.

4.5 B-tagging algorithm

The identification of jets originated from b-hadrons (b-jets) is important to many
analyses in the ATLAS experiment in different areas, and specifically, it is key to the
analysis presented in this thesis. The characteristic long lifetime of b-hadrons can be
used for b-jet identification (usually called b-tagging) in different manners [8787, 8888].
Typically, a b-hadron can travel for ∼ 450 µm in the inner detector before decaying.
As illustrated in figure 4.74.7, besides the primary vertex, a secondary, displaced vertex
appears where the b-hadrons decay. This feature is exploited by the several b-tagging
algorithms in ATLAS that discriminate b-jets. These algorithms use properties of the
tracks associated to a given jet and the reconstructed vertices in the ID to identify
the displaced vertex:

• IP2D and IP3D are algorithms based on impact parameters of the tracks. They
make use of the variables d0 and z0, which measure the distance of the track
to the primary vertex. d0 is defined as the smallest distance in the r − φ plane
between the track and the primary vertex, as can be seen in figure 4.74.7. The
variable z0sinθ is the shortest distance in the z direction between the point of
closest approach in the r− φ projection and the primary vertex. The sign of d0

and z0 is positive if the closest point to the PV is between the PV and the jet,
and negative otherwise. In jets containing b-quarks, these parameters tend to
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Figure 4.7: Sketch of a b-jet, the primary and secondary vertices,
and the impact parameter d0

be large. IP algorithms use these parameters as discriminants to build a Log-
Likelihood Ratio (LLR) that classifies them as signal (b-jets) or background (c-
and light quark jets).

• SV is an algorithm based on the explicit reconstruction of the secondary dis-
placed vertex. All possible vertices with at least two tracks are built, and the
vertices compatible with long-lived particles are rejected, based on the invariant
mass of the vertex and its position with respect to the primary vertex. The
main discriminant of the algorithm is the flight length, the distance between the
reconstructed displaced vertex and the primary vertex.

• The JetFitter algorithm aims at the reconstruction of the full decay chain of the
b-hadron.

In order to maximise the efficiency and reduce the fake-rate, all of the outputs of the
above mentioned algorithms are combined in a multivariate analysis (MVA) using a
boosted decision tree (BDT), giving rise to the final algorithm used for b-tagging in
this thesis called MV2c10. The training is performed on tt̄ events with b- c- and light
jets, and then tested in an independent sample. Figure 4.84.8 shows the BDT output of
the MV2c10 algorithm for b-, c- and light-flavor jets.

4.6 Missing transverse energy

The only Standard Model particles that escape measurement in the detector are neu-
trinos. Whenever they are produced in the collision, they create an imbalance in the
measured momentum of the physics objects. Furthermore, many beyond the standard
model theories predict particles that do not interact with the detector, and would thus
produce a similar imbalance. For these reasons, the measure of such imbalance is very
important for physics analyses. This imbalance is measured in the transverse plane
and called missing transverse momentum (pmissT ). The magnitude of this vector is also
sometimes used, and referred to as missing transverse energy (EmissT ). Apart from the
mentioned neutrinos and non-interacting new particles, mismeasurements of the rest
of the physics objects can contribute to the missing transverse energy.
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Figure 4.8: MV2c10 BDT output for b-, c- and light-flavour jets
evaluated with tt̄ events.

The Emiss
T is calculated as the sum of several components, one for each physics

object [8989, 9090, 9191]

Emiss
T = Emiss

T (e) +Emiss
T (γ) +Emiss

T (τ) +Emiss
T (jets) +Emiss

T (µ) +Emiss
T (soft). (4.8)

Each of the terms in equation 4.84.8 is calculated as the negative sum of the transverse
momentum of all the calibrated objects of that type in the event. The calorimeter
energy deposits are associated to physics objects in the following order: electrons,
photons, taus, jets and muons. The soft term is reconstructed from detector signals not
associated to any object, and it can be calculated from either calorimeter or ID signals.
For the work presented here, only the track soft term is taken into account, which is
reconstructed as the negative sum of the reconstructed tracks that are not associated
to any object. The calorimeter soft term is instead calculated as the negative sum of
the calorimeter deposits not used in the reconstruction of any object.

The resolution of the Emiss
T is measured in data and compared to simulation in Z →

µµ andW → eν events. Z → µµ events are not expected to have much genuine Emiss
T ,

and it is thus a good method for measuring the resolution. To remove background,
two opposite charged muons are selected, with pT > 25 GeV, and compatible with the
Z mass in a 25 GeV window. The Emiss

T and the soft term distributions are shown for
data and MC in figure 4.94.9

A sample of W → eν events is used to evaluate the Emiss
T reconstruction perfor-

mance in events where genuine Emiss
T is expected due to the neutrino. The selection

requires exactly one electron with pT > 17 GeV, Emiss
T > 25 GeV and the transverse

mass as calculated from the electron and the Emiss
T is required to be mT > 50 GeV.

The transverse mass is defined as

mT (W ) =
√

2peTE
miss
T (1− cos∆φ), (4.9)

where peT is the transverse momentum of the electron and ∆φ is the distance in φ
between the electron and the direction of the missing transverse momentum. The
data and MC distributions of Emiss

T and Emiss
T soft term are shown in 4.104.10.
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(a) (b)

Figure 4.9: Distributions of total Emiss
T and Emiss

T soft term in
Z → µµ events. The expectation from MC simulation is superim-
posed and normalised to data, after each MC sample is weighted with

its corresponding cross-section [8989].

The measurement of the Emiss
T resolution is done in bins of

∑
ET , the scalar sum

of the pT of all the hard object and the soft term in an event:∑
ET =

∑
peT +

∑
pγT +

∑
pτT +

∑
pjetsT +

∑
pµT +

∑
psoftT . (4.10)

For the calculation of the resolution, the calorimeter soft term is used instead of
the track-based term. Each bin is calculated as the root mean squared (RMS) of the
combined x and y components of the Emiss

T in Z → µµ events. The resolution as a
function of

∑
ET is shown in figure 4.114.11 (A).

The calculation of the Emiss
T scale is another measure of the reconstruction per-

formance. It is defined in Z+jets events as the average of the projection of the Emiss
T

in the direction of the Z boson pT, 〈
−→
AZ ·

−−−→
Emiss

T 〉, where
−→
AZ is the unit vector in the

direction of the Z:
−→
AZ =

−→pT
µ+ +−→pT

µ−

|−→pT
µ+ +−→pT

µ−|
(4.11)

This direction is sensitive to the balance between the hadronic recoil and the hard
objects of the interaction. In a case of perfect balance, this projection would be 0.
The Emiss

T scale as a function of the pT of the Z is shown in figure 4.114.11 (B).
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(a) (b)

Figure 4.10: Distributions of total Emiss
T and Emiss

T soft term in
W → eν events. The expectation from MC simulation is superimposed
and normalised to data, after each MC sample is weighted with its

corresponding cross-section [8989].

(a) (b)

Figure 4.11: Distribution of Emiss
T resolution as a function of

∑
ET

and Emiss
T scale as a function of pZT. The data (black circles) and MC

simulation (red squares) are overlaid [8989].
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CHAPTER 5
Statistical Model

This chapter is devoted to introduce the principles of the statistical treatment of the
data used for the analysis. A brief description of the hypothesis test techniques is
given, and the Likelihood and profile likelihood ratio functions are defined, which
are used widely in particle physics. The concept of p-values and the CLs method are
introduced. Finally, a brief description of the types of fits used in the analysis is given.
Details of the use of it and the definition of the likelihood are included in chapters 66
and 77.

5.1 Hypothesis testing

In searches for new phenomena in particle physics, the decision on whether a data
sample can be described solely by a known theory like the Standard Model (which
will be denoted as background) or if there is a contribution from new physics (signal
plus background) is done by using what in statistics theory is called a Hypothesis test
[9292]. In order to do this, two hypotheses are defined.

• The "null" hypothesis H0, which represents the possibility of the data being
described by the Standard Model (background-only hypothesis).

• The "alternative" hypothesis,H1, which corresponds to the signal-plus-background
hypothesis.

These two hypotheses can be represented in the most simple way by introducing a
signal strength parameter µ that multiplies the predicted signal cross-section, where
µ = 0 indicates H0 and the data correspond to a background-only scenario, and µ = 1
corresponds to the signal+background hypothesis H1 with the predicted cross-section.

The probability density functions (PDF) of the measured variables are different
under these two hypotheses, and the objective of the hypothesis test is to decide which
of them is more compatible with the data. In order to do this, a variable called test
statistic is defined, which summarises the data and whose PDF also depends on the
hypothesis chosen.

From the test statistic the p-value pµ can be computed. It gives the probability
of the data to have been originated by a certain model with signal strength µ. In the
case stated above, for when the background-only hypothesis is the null, the p0 value
is computed. The background-only hypothesis is considered excluded, and thus a
discovery is claimed when p0 ≤ 2.9 ·10−7, which corresponds to a gaussian significance
(number of standard deviations corresponding to the p-value) of Z = 5. Evidence for
new physics is announced if Z ≥ 3, so p0 ≤ 1.3 · 10−3.
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When the number of events does not exceed the background expectation, the
p-value is calculated by taking the signal-plus-background hypothesis as the null hy-
pothesis, and thus it represents the probability of a signal underfluctuation. The pµ
value can be used to decide whether to exclude a signal. However, its use may lead
to unphysical exclusions in experiments where the signal and background distribu-
tions are not very well separated (low sensitivity to the signal) or in regions of phase
space with few events, for which the number of observed events could be a downward
fluctuation of the background.

5.2 The CLs method

The CLs method [9393] is introduced to avoid the exclusion of signals the experiment is
not sensitive to. It is defined as a ratio of two probabilities, which are illustrated in
figure 5.15.1:

CLs =
pµ

1− pb
, (5.1)

Here pµ represents the compatibility of the data with the signal-plus-background hy-
pothesis, while pb is the compatibility with the background one. A downward fluc-
tuation will give large values of p0, increasing the CLs and preventing the exclusion
of the signal. Similarly, if the signal-plus-background (s+ b) and background (b) dis-
tributions are not very well separated, like in figure 5.15.1 (B), the value of p0 will also
be large and the signal will not be excluded. If, on the other hand, the experiment
is more sensitive (figure 5.15.1 (A)), the p0 value will be small and the CLs will be very
similar to pµ. Since the denominator of equation 5.15.1 is ≤ 1, the CLs is always larger
and thus more conservative than the pµ value. The convention is to exclude a signal
when CLs < 0.05, i.e. at the 95% confidence level.

(a) (b)

Figure 5.1: Example of pb and pµ in two different examples. On
the left, the distributions for the two hypotheses are well separated,
and the probability of the data to be compatible with the background
is very small if the signal+background hypothesis is true. The CLs
value will then be very similar to the pµ. On the right, however, the
sensitivity of the experiment is low to the signal, since the distributions
of the test statistic are very similar in the s+ b and b hypotheses. The

CLs value will be CLs < pµ [9494].
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5.3 Likelihood and Profile Likelihood Ratio

The test statistic used in ATLAS searches is a function of a likelihood, which depends
on the number of events that satisfy certain criteria. According to the definition of
the signal strength µ given above, the number of expected events can be written as

n = µ · s+ b, (5.2)

where s and b are the number of expected signal and background events, respectively.
In general, s(θ) and b(θ) can depend on several parameters, called nuisance parame-
ters, which define the shape of the PDFs and account for systematic and statistical
uncertainties of the measurements. The signal strength parameter is considered the
parameter of interest (POI) of the test.

The likelihood function gives the probability that an observation has been origi-
nated from a certain model. In general, if a random variable X is described by a PDF
f(θ|x), where θ is the set of parameters; and N measurements of the variable X have
been taken, giving as a result x1, x2, ..., xN , the likelihood function

L(θ|x1, x2, ..., xN ) =

N∏
i=1

f(θ|xi), (5.3)

represents the probability function of the parameters θ given the measurements of the
variable x.

In order to define the profile likelihood ratio and to illustrate its use [9595], one
can consider an experiment where certain variables are measured and the results are
represented in some histograms with N bins: n = (n1, n2, ..., nN ). The number of
background and signal events expected in each bin is given by

E[ni] = µsi + bi, (5.4)

and the mean value of signal and background events si and bi are calculated from the
signal and background PDFs. Assuming that the data follow a Poisson distribution,
the likelihood function is the product of the likelihoods in each bin:

L(µ,θ) =
m∏
i=1

(µsi + bi)
ni

ni!
e−(µsi+bi). (5.5)

Often some extra measurements are performed in order to constrain the NPs. The
number of background predicted events, for example, can be measured in a channel
where no signal is expected. A similar histogram to equation 5.45.4 can be constructed
N = (N1, ..., NM ), where the expected values of the bins are

E[Ni] = ui(θ). (5.6)

This kind of measurement provides constraints to the background normalisation as
well as the parameters that affect the shape of both signal and background. These
constraints are included in the likelihood of equation 5.55.5 as extra factors

L(µ,θ) =
m∏
i=1

(µsi + bi)
ni

ni!
e−(µsi+bi)

M∏
j=1

u
mj
j

mj !
e−uj . (5.7)
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This likelihood function is maximised with respect to µ and θ to construct the
profile likelihood ratio, which is used to test a hypothesised value of µ:

λ(µ) =
L(x|µ, ˆ̂θ(µ))

L(x|µ̂, θ̂(µ̂))
. (5.8)

Here θ̂ and µ̂ are the values of the parameters that maximise the likelihood, while ˆ̂θ
are the values of the nuisance parameters that maximise it for a given test value of
µ. If the value of λ is close to 0, the data do not agree very well with the proposed
value of µ, while values of λ close to one are a sign that the data agree well with the
hypothesis being tested.

The test statistic used in the analysis presented in this thesis is the logarithm of
this ratio:

tµ = −2lnλ(µ) (5.9)

where now, the higher the value of tµ, the bigger the discrepancy between the data
and the prediction of the model.

Since the signal is only supposed to increase the number of observed events, the
possibility of µ < 0 is not considered in the statistical interpretation of the data as
an argument against the background-only hypothesis. To take this into account, a
modified version of the profile likelihood ratio is defined for testing the background-
only hypothesis

q0 =

{
−2lnλ(0) µ̂ ≥ 0
0 µ̂ < 0

(5.10)

In terms of q0, the p0 value can be calculated as

p0 =

∫ ∞
q0,obs

f(q0|0)dq0, (5.11)

where q0,obs is the value of the test statistic observed in the data and f(q0|0) is the
PDF of the test statistic under the null hypothesis (µ = 0). It represents thus the
probability of the test statistic to have a value higher than the one found in data,
i.e. the probability to find a result more incompatible with the background-only
hypothesis. In general, the way to determine the shape of f is by generating a large
number of random pseudo-experiments under the µ = 0 hypothesis, but in some cases
an asymptotic approximation can be used [9595], in such a way that one single dataset
can substitute the ensemble of simulated datasets.

In the case in which no excess over the background expectation is found, the signal-
plus-background hypothesis is used as the new null hypothesis to set upper limits on
the signal strength (on the cross section) or exclude the signal. The test statistic in
that case is constructed as

qµ =

{
−2lnλ(µ) µ̂ ≤ µ
0 µ̂ > µ

(5.12)

where now the test statistic is 0 when µ̂ > µ, because an upward fluctuation is not
considered as an argument against the signal-plus-background hypothesis. Here again
µ̂ represents the value of µ that maximises the likelihood. The p-value in this case is
calculated as

pµ =

∫ ∞
qµ,obs

f(qµ|µ)dqµ, (5.13)
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where qµ,obs is again the value of the test statistic observed in the data and f(tµ|µ) is
the pdf of the test statistic under the assumed value of µ.

The calculation of pµ introduced in equation 5.135.13 is used to calculate the CLs
value in equation 5.15.1, and pb is defined as

pb = 1−
∫ ∞
qµ,obs

f(qµ|0)dqµ. (5.14)

5.4 Fit configurations

In practice, a series of requirements are applied to the kinematic variables of the events
in the data in order to obtain a sample where a contribution from the signal under
study is expected. These requirements result in what is called a signal region (SR).
Additionally, a set of extra measurements in other regions are defined to constrain
the expected number of background events and the nuisance parameters. These are
control regions (CR), which consist of a set of requirements similar to those in the SR,
but ensuring that the expected contribution from the signal is negligible. The number
of events in each region is then measured and used to construct the likelihood and the
test statistic. Uncertainties in the measurements are taken into account and enter the
fit as nuisance parameters that can be modelled in order to find the maximum of the
likelihood. Three types of fits are then performed with different purposes, using the
HistFitter framework [9696], which incorporates the principles introduced above.

• Background-only fit: Only the control regions are used to constrain the nui-
sance parameters and the background contributions from different processes.
Any contribution from the signal is neglected, and normalisation factors for the
backgrounds are extracted with their uncertainties. In this way an estimate
of the background contribution to the SRs is obtained. The inclusion of the
systematic uncertainties in all the regions allows for the correlations between
regions to be taken into account. If the number of observed events in the signal
regions is compatible with the expectation, signal fits are carried out.

• Model-independent signal fit: The fit is performed without assuming any par-
ticular model. Signal and control regions are used to set 95% confidence level
upper limits to the visible cross section of a potential signal. Any signal contri-
bution to the CRs is neglected. The observed upper-limit is calculated taking
into account the total background prediction after the fit in the signal region
with its uncertainty, and the number of observed events. The expected upper
limit is in turn calculated only taking into account expected background events
in the signal regions.

• Model-dependent signal fit: The signal and control regions are used in the fit.
The signal prediction for a given model is also taken into account and compared
to the observed events in all regions. The signal is considered excluded when
the CLs value is below the threshold of 0.05. Expected and observed limits
are calculated in a similar way as for the model-independent limits. The fit is
performed over a number of models with different parameters, which translates
into exclusion limits on those parameters, presented in 2-D figures in chapter 77.
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CHAPTER 6
Search for the stop squark at

√
s = 13 TeV

Searches for supersymmetry, and in particular third generation squarks (stop and
sbottom) in ATLAS are main ingredients of the LHC physics program. In this chapter,
the search for the stop squark pair production in all hadronic final states is presented.
The results were published in

• Search for a scalar partner of the top quark in the jets plus missing transverse
momentum final state at

√
s = 13 TeV with the ATLAS detector (September

2017, JHEP12 (2017) 085).

• Search for the Supersymmetric Partner of the Top Quark in the Jets+Emiss
T Final

State at
√

(s) = 13 TeV (August 2016, ATLAS-CONF-2016-077).

Similar searches at
√
s = 8 and

√
s = 13 TeV have been performed in ATLAS [9797, 9898,

9999, 100100, 101101] and CMS [102102, 103103, 104104, 105105, 106106].
The Feynman diagrams of the main processes targeted are shown in figure 6.16.1, for

which a simplified model approach [107107] is adopted. In figure 6.16.1 (A), a pair of stop
squarks (t̃1) is directly produced and decays into a top (t) and a neutralino (χ̃0

1), and
the top decays hadronically. The decay of the stops into a b quark and a chargino (χ̃±1 )
is also studied, as shown in figure 6.16.1 (B). Finally, figure 6.16.1 (C) shows the process
where the squark pair is produced through gluino (g̃) decay. All these processes have
similar final states, characterised by two b-tagged jets, large jet multiplicity and large
missing transverse momentum originated by the neutralinos, which are not detected
in ATLAS [5353, 5454, 108108, 109109].

t̃

t̃

t

tp

p

χ̃0
1

b

W

χ̃0
1

b

W

(a) (b) (c)

Figure 6.1: Feynman diagram for the stop pair production decaying
into top and neutralino, where the top decays hadronically (A), stop

to b and chargino (B) and gluino mediated stop production (C).

As introduced briefly in chapter 55, the analysis strategy consists on the definition of
a signal region, i.e. a set of requirements that are designed to maximise the presence of
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signal events and reduce the background from Standard Model processes. In order to
set constraints on the estimation of the number of background events that are expected
in the signal region, an extra set of regions are defined, control regions, normally one
for each of the main background processes. These consist of some selection criteria on
the events designed to enhance one of the backgrounds and reduce the signal, while
being similar to the signal region. When the control region selections are not close
to the signal regions, validation regions are defined, designed to be an intermediate
step in the extrapolation and check the agreement of the data with the MC. The
background estimation techniques are described in section 6.56.5.

A profile likelihood function is built as a product of Poisson distribution functions
that describe the number of events in the signal and control regions, as presented in
chapter 55. The theoretical and experimental systematic uncertainties are included
as nuisance parameters. A background-only fit is first performed to constrain the
prediction of the background events in the signal regions, and its results are discussed
in section 6.76.7. The results of the background-only fit in the signal regions and the
signal fits are presented in chapter 77.

Since the topology and kinematics of the events highly depend on the masses of the
supersymmetric particles, a grid of signal samples with different masses are generated,
as is described in section 6.16.1. Different signal regions are designed and optimised for
the processes in figure 6.16.1, and for different masses of the stop and the neutralino
particles. The description of the selection applied in these regions is described in
section 6.46.4.

6.1 Data and Monte Carlo samples

The data used for this analysis was collected with the ATLAS detector during 2015
and 2016 in LHC Run 2 at centre-of-mass energy of

√
s = 13 TeV. The total integrated

luminosity accumulated after applying quality requirements is 36.1 fb−1.
The main SM background processes and the SUSY signals are estimated using sim-

ulated MC samples. The samples were simulated with different generators depending
on the background process, as described in the following sections. The propagation of
the particles in the ATLAS detector and their interaction with it are simulated using
either GEANT4 [110110] or a fast simulation. For the latter, the showers in the calorime-
ters are simulated using a parameterisation and the rest is simulated with GEANT4.
The fast simulation is applied to all signal samples, while all background samples use
the full GEANT4 set-up. The output format of this simulation is identical as that
of the data. The reconstruction is carried out in the same way as done for the data.
Pileup is simulated by superimposing simulated minimum bias events to the hard-
scattering ones in all the MC samples. The minimum bias events are simulated using
Pythia8 and the MSTW 2008 PDF set [111111]. The MC events were then reweighted
to match the pileup to what is observed in data. A detailed description of the ATLAS
simulation chain can be found in [112112].

6.1.1 Z+jets and W+jets samples

Background samples for Z+jets andW+jets processes were generated using SHERPA
2.2.1 [3838] and the NNPDF3.0NNLO [113113] PDF set. They are generated in non-
overlapping slices depending on the boson pT and the presence of light, c- and b-
quarks, with up to five additional partons in the matrix element (three leading jets
at NLO and two additional at LO). The samples are normalised to the NNLO cross
section.
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6.1.2 Top samples

Top-pair production and single top samples were simulated with Powheg-Box 2 [114114]
and interfaced with Pythia6 [3636] for parton shower and hadronization using the CT10
PDF set [115115], and the Perugia2012 [116116] set of tuned shower and underlying event
parameters. The tt̄ samples are normalised to NNLO cross section, while for single
top NLO cross sections are used. More information can be found in [117117].

6.1.3 Other Background samples

Samples for tt̄+Z/W/γ are generated using MG5_aMC@NLO [118118] interfaced with
Pythia8 [3737] for hadronization and parton shower. They are generated at NLO with
the NNPDF3.0 PDF set and normalised to NLO cross sections.

Diboson samples are generated with Sherpa 2.1 using the CT10 PDF set [119119].
The details of the generation depend on the process. Fully leptonic processes are
generated with up to 3 additional partons in the final state. The 4` and 2`2ν processes
include NLOME calculations with up to one additional parton, while all the rest of the
leptonic processes only include NLO ME calculations for the inclusive process, with
all the rest of the parton configurations at LO level. Electroweak diboson processes
are generated at LO accuracy with up to one extra parton in the final state. Loop-
induced diboson processes of the form gg → V V are generated using OpenLoops with
one additional parton in the final state. Finally, semileptonic processes are generated
with up to three additional partons in the final state. The ZZ processes include NLO
calculations of the ME for up to one additional parton in the final state, while WW
and WZ processes have NLO calculations only for the inclusive process, with all the
other configurations at LO.

6.1.4 Signal samples

Signal models allow only one or two decay modes. The samples are generated using
MG5_aMC@NLO interfaced with Pythia8 for the parton shower and hadroniza-
tion, and with EvtGen 1.2.0 [120120] for the c- and b-hadron decays. The matrix
element is calculated at leading order including up to two extra partons emitted. The
PDF set used is NNPDF2.3LO, and the parton shower matching is done with the
CKKW-L [121121] method, and all signal cross sections are calculated at NLO in the
strong coupling constant.

For t̃1 → tχ̃0
1 models, a branching fraction of 100% is assumed to generate a grid

of models with different stop and neutralino masses, where stop masses go from 100
to 1300 GeV and neutralino masses range between 1 and 600 GeV. Models where
the top decays to b and chargino (t̃1 → bχ̃±1 ) are also generated, assuming that
m(χ̃±1 ) = ·m(χ̃0

1) + 1 GeV. The mass of the stop ranges in this case from 400 GeV
to 800, and the neutralino from 50 to 300 GeV. Mixed scenarios are also considered,
where one of the stops decays to top and neutralino and the other one to bottom and
chargino, with the same assumption for the mass. The range of masses used in this
case is 450 GeV < m(t̃1) < 1000 GeV and 50 GeV < m(χ̃0

1) < 400 GeV. Three-body-
decay models are used for the region where the mass difference between stop and
neutralino is not enough to produce a top, and the stop decays directly to a b-quark,
a W-boson and a neutralino.

For the gluino-mediated models, the stop mass is assumed to bem(t̃1) = m(χ̃0
1)+5

GeV, so that the other products of the stop decay are soft and out of acceptance. The
gluino mass range generated goes from 1500 GeV to 2000 GeV, while the stop mass
goes from 300 to 1400 GeV.
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6.2 Object definitions

In this section, the definitions of jets, electrons, muons, Emiss
T and b-jets used in

the search are given. The reconstruction of such objects is described in detail in
Chapter 44. Jets, b-jets and missing transverse energy are used for the selection of
signal events, whereas leptons are used in the control region selection and to veto
electroweak processes in the signal regions.

• Jets: Jets are reconstructed and calibrated as described in Section 4.44.4 with
the anti-kT algorithm with a radius parameter of R = 0.4. Calibrated jets are
required to have at least pT > 20 GeV and |η| < 2.8. Additional requirements
to discriminate the jets originating from pileup are applied to jets with pT < 60
and |η| < 2.4 using the Jet Vertex Tagger method [122122] (JVT). The selection
makes use of the ratio between the scalar sum of pT of the tracks associated
with a given jet and with the primary vertex, and the scalar sum of pT of all
the tracks associated with a jet to identify pileup jets.

• Electrons: Electrons are reconstructed as described in Section 4.24.2. They are
required to have pT > 7 GeV and |η| < 2.47. Electrons can sometimes be
misidentified as jets, and a procedure is applied to remove the overlap between
the jet and the electron candidates. If the separation between an electron and
a jet is below ∆R < 0.2, the object is considered to be an electron and removed
from the list of jets. If, on the other hand, the separation satisfies 0.2 < ∆R <
0.4, the object is assumed to be a jet and removed from the electron list. The
electrons used in the control samples are additionally required to have pT > 20
GeV, and pass the tight identification criteria, as well as isolation requirements
such that the isolation efficiency for electrons of pT = 25 GeV is 95% and for
pT = 60 the efficiency is 99%.

• Muons: Muons are reconstructed as described in section 4.34.3 and are required
to have pT > 6 GeV and |η| < 2.7. As with electrons, a procedure to remove
the overlap between muons and jets is applied. In this case, if the distance
between a muon candidate and a jet is ∆R < 0.4, the muon is removed. Events
containing muons identified as originated from cosmic rays are removed. Muons
used in the control background samples are in addition required to have pT > 20
and to pass medium quality selection and isolation criteria equivalent to that of
electrons.

• Missing transverse energy: The pTmiss is reconstructed as described in
section 4.64.6. The missing transverse momentum in the tracking system only
(pTmiss,track) is also used. It is calculated as the negative sum of all the recon-
structed tracks with pT > 400 MeV associated with the primary vertex.

• B-jets: B-tagged jets are identified as described in section 4.54.5. The algorithm
used is MV2c10, with an average efficiency of 77%. A rejection factor of 130 is
achieved for jets originated from light quarks and gluons, and 6 for jets from
charm quarks.

• τ-veto: Most signal regions include a veto to τ leptons. In these cases, every
event in which a non b-tagged jet with less than 4 associated tracks and within
|η| < 2.5 has azimuthal distance to the Emiss

T smaller than π/5 is rejected.
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6.3 Trigger strategy

Different trigger selections are applied to the signal regions and the control samples
in the analysis. In all the signal regions a calorimeter Emiss

T trigger is used, and a
requirement Emiss

T > 250 GeV is applied to ensure full efficiency of this trigger. The
tt̄, single top and W control regions use the same trigger. This guarantees a similar
selection in the control and signal regions.

Control regions designed for Z+jets background are characterised by low Emiss
T ,

and therefore the Emiss
T trigger can not be used. Instead, events are required to pass

electron or muon triggers. Electron triggers are based on the presence of clusters in
the electromagnetic calorimeters that are matched to a track in the inner detector.
Muon triggers are based on reconstructed tracks in the MS and the ID. Muons and
electrons in the control regions are required to have pT > 28 GeV for the lepton trigger
to be fully efficient. The lepton triggers are also used in the control region for tt̄+ γ,
where a lepton is required and low Emiss

T is expected.

6.4 Signal Region definitions

Signal regions are a collection of selection criteria chosen to maximise the presence of a
potential SUSY signal, and minimise the SM background. The remaining background
expected composition is dominated by tt̄, Z+jets and tt̄+Z processes. The final state
of the signal processes considered is characterised by multiple jets, at least one of which
is b-tagged, no leptons, and large missing transverse energy that arises from the LSPs.
These and other requirements are included in a common preselection applied to all the
signal regions that are summarised in table 6.16.1 and briefly described in the following:

• At least four jets with pT > 80, 80, 40, 40 GeV, since the jets in the signal events
are more energetic than in the backgrounds.

• At least one b-tagged jet.

• No electrons and no muons.

• Missing transverse energy larger than 250 GeV. This requirement helps discrim-
inating against tt̄ events and multijet background.

• A minimum azimuthal separation between the two leading jets (the two with
highest pT) and the missing transverse momentum of 0.4 is required. This
condition helps rejecting events with mismeasured Emiss

T coming from multijet
and tt̄.

• The Emiss
T calculated from the tracking system only is required to be > 30 GeV

and an extra requirement on its azimuthal separation with the pTmiss as calcu-
lated from all the calibrated physics objects is set as |∆φ(pT

miss,pT
miss,track)| <

π/3. A misalignment between them is likely originated from pileup or jet mis-
measurements, and this requirement guarantees coherence between the tracking
and calorimeter information in the event.

Several sets of signal regions are defined and described in the following. Signal
regions SRA, SRB and SRC are designed to target processes with t̃1 → tχ̃0

1, shown in
figure 6.16.1 (A). The final state consists of two top quarks and large Emiss

T . The signal
regions are optimised independently, since they target different scenarios regarding
the masses of the SUSY particles. SRA targets processes with large mass splitting
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Preselection
Nb ≥ 1
Njet ≥ 4
N` = 0

jet pT > (80, 80, 40, 40) GeV
Emiss

T > 250 GeV
|∆φ(pT

miss, jet0,1)| > 0.4

Emiss,track
T > 300 GeV

|∆φ(pT
miss,track,pT

miss)| < π/3

Table 6.1: Summary of the common preselection required in all the
signal regions.

between the stop and the neutralino, SRB targets moderate ∆m(t̃1, χ̃
0
1) scenarios, and

SRC is designed for the cases close to the diagonal in the stop-neutralino mass plane,
where ∆m(t̃1, χ̃

0
1) ∼ mt. SRD is optimised for direct stop pair production where both

stops decay through a b quark and a chargino t̃1 → bχ̃±1 , shown in figure 6.16.1 (B).
The final state in this case contains two b-quarks and large missing energy. SRE
is designed to target processes where the stops are produced through gluino decays,
figure 6.16.1 (C). The final state contains as well two top quarks and large missing energy,
where the tops are very energetic.

The main background process after applying the selection is, in most of the sig-
nal regions, Z+jets. In SRC, tt̄ is the main background, being also an important
contribution to the rest of the regions. In addition, tt̄ + Z, W+jets and Single Top
production constitute a non-negligible fraction of the SM background contribution in
most of the regions.

6.4.1 SRA

SRA targets models where directly produced stop pairs decay through a top and a
neutralino with a large mass difference between the SUSY particles ∆m(t̃1, χ̃

0
1)� mt.

It is optimised for mt̃ = 1000 GeV and m
χ̃0

1
= 1 GeV.

In this scenario, since the mass of the stop squark is much bigger than the top and
the neutralino masses, the top quark is boosted. This means that the decay products
of the top may produce jets that are not very separate from each other and thus
not resolved into separate jets. The technique used to reconstruct the top consists
on applying the anti-kT algorithm [7979] described in section 4.44.4, using as an input the
reconstructed anti-kT jets with R = 0.4 and reclustering them into fat jets with radius
parameters of R = 0.8 and R = 1.2. The masses of the reclustered jets (m0,1

R=1.2) are
used as discriminating variables.

The signal regions are divided in three categories depending on the number of
reconstructed R = 1.2 reclustered jets that are compatible with a top decay.

• The TT category requires two reconstructed tops, i.e. two R = 1.2 reclustered
jets with masses above 120 GeV.

• The TW category requires one reconstructed top and one reconstructed W bo-
son, i.e., masses above 120 and 60 GeV for the leading and subleading reclustered
R = 1.2 jets, respectively.
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• The T0 category only requires one reconstructed top, i.e. the mass of the second
fat jet is below 60 GeV.

The events classified in the three categories are used for optimisation individually, since
the background composition varies from one another, having thus 3 SRA subregions.

The main discriminating variable against tt̄ background is the Emiss
T . In tt̄ events

it comes from jet mismeasurements, and leptonically decaying tops where the lepton
is misidentified or is a tau that decays hadronically. Tight cuts are thus applied to
the Emiss

T , requiring it to be larger than 400, 500 and 550 GeV for the TT, TW and
T0 categories, respectively. Additional requirements are placed to reject leptonically
decaying tops. Events containing a tau lepton are identified and rejected using the
definition introduced in section 6.26.2. The transverse mass calculated from the closest
b-jet to the Emiss

T in φ and the pTmiss is required to be larger than 200:

mb,min
T =

√
2pbT · Emiss

T [1− cos∆φ(pTb,pTmiss)] > 200GeV. (6.1)
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Figure 6.2: Distribution of mb,min
T after applying preselection shown

in table 6.16.1. The coloured histograms show the SM backgrounds and
the black dots the data. the signal contributions have been multiplied
by a factor to make them visible. The Data/SM plot show the agree-
ment of the data with the total SM prediction. The uncertainty band

includes systematic and statistical uncertainties.

The distribution of themb,min
T variable after applying the preselection cuts is shown

in figure 6.26.2. In tt̄ events the average value of the mb,min
T is lower than the top mass,

and therefore the cut at 200 GeV removes most of the tt̄ background.
Further requirements are applied to the variable mT2 as defined in [123123, 124124],

which is defined as a variation of the transverse mass calculated from the pTmiss and
two reconstructed tops. The reconstructed tops used for this calculation are built
using a sequential χ2 method [125125]. First, pairs of non-b-tagged jets or single jets
are used to build a W candidate, minimising the function (mcandidate −mW )2/mW .
Then, they are combined with a b-quark to form a top candidate with a reconstructed
mass as close to the true top mass as possible. From these reconstructed tops, the
mT2 variable is calculated as

mT2 = min
pT

χ1+pT
χ2=pT

miss
{max[m2

T (pT
t1 ,pT

χ1),m2
T (pT

t2 ,pT
χ2)]}, (6.2)
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where the minimisation is done over all possible combinations of the pT of the two
neutralinos such that the sum is the observed pTmiss, and the pTt1,2 are the pT of the
reconstructed top quarks. The value of mT2 has as limit the mass of the stop particle,
and is always lower than it. This variable is required to be larger than 400 GeV for
the TT and TW categories, and larger than 500 GeV for T0.

Finally, the distance between the two b-tagged jets is required to be larger than 1
in the TT category, to reject events where two b-jets may come from a gluon.

SRA
Variable TT TW T0

Nb ≥ 2
m0
R=1.2 > 120 GeV

m1
R=1.2 > 120 GeV [60,120] GeV < 60 GeV

mb,min
T > 200 GeV

τ -veto yes
|∆φ(jet0,1,2,pT

miss)| >0.4
m0
R=0.8 > 60 GeV
mT2 > 400 GeV > 400 GeV > 500 GeV
Emiss

T > 400 GeV > 500 GeV > 550 GeV
∆R(b, b) > 1 -

Table 6.2: Selection criteria for SRA in addition to the common
preselection described in table 6.16.1

A summary of the SRA selection by categories is given in table 6.26.2.
The expected background composition in SRA is summarised in table 6.36.3. The

expected number of signal events is also shown for the benchmark point used for
optimisation: mt̃1

= 1000 GeV andm
χ̃0

1
= 1 GeV. The main background contributions

in SRA come from Z+jets, with a significant amount of tt̄ + Z/W events, especially
in SRA-TT. As anticipated, the background composition changes significantly in the
different categories.

SRA-TT SRA-TW SRA-T0 SRB-TT SRB-TW SRB-T0
tt̄ 0.6± 0.1 0.45± 0.12 1.45± 0.31 6.09± 0.59 12.80± 1.03 47.19±1.79

Z+jets 2.15± 0.27 4.20± 0.50 8.62± 0.65 7.71± 0.66 14.36± 1.07 1.03± 0.56
W+jets 0.65± 0.16 0.70±0.20 1.58± 0.47 6.12± 2.74 3.83± 0.62 20.40± 3.15
tt̄+ Z/W 2.46±0.28 1.43± 0.21 2.02± 0.21 7.25± 0.50 8.37± 0.51 15.92± 0.62
SingleTop 1.03± 0.55 0.60± 0.15 2.52± 1.02 3.59± 0.64 5.09± 0.46 22.43± 1.59
Dibosons 0.00 0.35± 0.25 0.00 0.13± 0.13 0.60± 0.35 1.30± 0.56

Total MC 6.88± 0.70 7.72± 0.65 16.20±1.35 30.89± 2.99 45.05± 1.78 160.57± 4.53
Signal 8.21± 0.37 4.61± 0.27 6.43± 0.33 20.42±1.05 25.96± 1.13 43.54± 1.39

Table 6.3: Expected background events in SRA and SRB. The signal
benchmark for SRA is mt̃1

= 1000 GeV and m
χ̃0
1

= 1 GeV, while for
SRB mt̃1

= 600 GeV and m
χ̃0
1

= 300 GeV is shown. Only statistical
uncertainties are taken into account in the MC prediction.
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6.4.2 SRB

SRB is optimised for the process t̃1 → tχ̃0
1 with moderate ∆m(t̃1, χ̃0

1). It makes
use of some of the variables already described for SRA, and it is also optimised sep-
arately for the TT, TW and T0 categories. In this case, lower Emiss

T is expected,
since the mass difference between the top and stop is not as high as for the SRA
target models, and therefore the neutralinos are less boosted. The cuts on mb,min

T and
|∆φ(jet0,1,2,pT

miss)| are the same as in SRA, and the τ -veto is also applied. However,
no selection is applied on mT2 and the Emiss

T cut is kept at 250 as in the preselection.
In addition, the ∆R(b, b) requirement is applied now to all the categories and raised
to ∆R(b, b) > 1.2. An extra variable is considered, mb,max

T , defined in the same way as
mb,min
T but using the b-jet farthest from the pTmiss instead of the closest. A common

cut to all the categories at 200 GeV is applied. A summary of the SRB selection is
shown in table 6.46.4. The expected background composition and signal events for the
benchmark signal point mt̃1

= 600 GeV and m
χ̃0

1
= 300 can be seen in table 6.36.3. In

contrast with SRA, in SRB tt̄ contribution becomes more significant, while Z+jets is
still an important background.

SRB
Variable TT TW T0

Nb ≥ 2
m0
R=1.2 > 120 GeV

m1
R=1.2 > 120 GeV [60,120] GeV < 60 GeV

mb,min
T > 200 GeV

τ -veto yes
|∆φ(jet0,1,2,pT

miss)| >0.4
mb,max
T > 200 GeV

∆R(b, b) > 1.2

Table 6.4: Selection applied in SRB in addition to the preselection
in table 6.16.1

6.4.3 SRC

SRC targets processes where the stop decays via t̃1 → tχ̃0
1 and the mass difference

between the stop and the neutralino is of the order of the top mass. This means that
the top quarks produced in the processes are not boosted. Additionally, the neutralino
is not boosted either, resulting in events with lower Emiss

T , and much more difficult
to distinguish from the background. In this type of scenario, events with a strong
jet (or several jets) from initial state radiation (ISR) are used, so that the stop pair
is produced recoiling against it [126126, 127127, 128128] and is therefore boosted. However,
the identification of the ISR objects of the event is not straightforward, since a jet
coming from the stop decay is not different from an ISR one. The technique used
for such identification is the recursive jigsaw technique [126126], where the objects are
clustered together based on their proximity in the phase space by minimising the
transverse masses of the two systems: the ISR system and the products of the stop
pair decay, or the sparticle system. The masses of the invisible particles (neutralinos)
are approximated to zero for this process. In this way, the event is divided in two
hemispheres in the transverse plane. The ratio of the Emiss

T to the ISR pT in the centre
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of mass system is proportional to the ratio of the neutralino and stop masses

RISR ≡
Emiss

T

pISR
T

∼
mχ̃0

1

mt̃1

. (6.3)

The kinematic variables of both the sparticle system and the ISR can be defined
according to the classification of the objects into the two systems, and are used for
the selection applied in SRC.

SRC
Variable SRC1 SRC2 SRC3 SRC4 SRC5

Nb ≥ 1
NS
b ≥ 1

NS
jet ≥ 5

p0,S
T,b > 40 GeV
mS > 300 GeV

∆φ(ISR,pT
miss) > 3.0

pISR
T > 400 GeV
p4,S

T > 50 GeV
RISR 0.3-04 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8

Table 6.5: SRC selection in addition to the preselection in 6.16.1. The
superindeces S correspond to the variables of the sparticle system,

while ISR is for the initial state radiation.

The requirements applied to SRC are summarised in table 6.56.5. The events are
divided in five non-overlapping regions according to the value of RISR. At least five
jets where at least one of them is b-tagged in the sparticle system are required. The
pT of the fifth leading jet in the sparticle system has to be larger than 50 GeV, and the
leading b-jet pT is required to be higher than 40 GeV. The transverse mass calculated
from the sparticle system and the Emiss

T , represented by mS , must be larger than 300
GeV, and the pT f the ISR system must be greater than 400 GeV. The angular φ
separation between the ISR system and the pTmiss has to be larger than 3.

The expected number of background events is shown in table 6.66.6. The signal yields
for the point mt̃1

= 300 GeV and m
χ̃0

1
= 127 GeV are also shown. As anticipated, the

dominant background is tt̄, and the rest of the background contributions are negligible
compared to it.

SRC1 SRC2 SRC3 SRC4 SRC5
tt̄ 18.19± 1.57 31.20± 1.82 20.62± 1.07 6.95± 0.46 0.89± 0.24

Z+jets 0.46± 0.09 0.90± 0.13 0.74± 0.15 0.45± 0.09 0.09± 0.03
W+jets 0.64± 0.13 1.53±0.31 1.51± 0.37 1.53± 0.41 0.17± 0.09
tt̄+ Z/W 0.22±0.10 0.46± 0.19 0.44± 0.11 0.07± 0.08 0.05± 0.03
SingleTop 1.44± 0.51 1.02± 0.19 1.04± 0.41 0.62± 0.17 0.00
Dibosons 0.39± 0.28 0.21± 0.21 0.28± 0.28 0.00 0.00
Total MC 21.34± 1.69 35.30± 1.88 24.64±1.25 9.61± 0.65 1.12± 0.36
Signal 30.68± 4.17 72.20± 7.29 14.80± 2.56 0.80±0.57 0.55± 0.39

Table 6.6: Expected background events in SRC. The yields for the
signal point mt̃1

= 300 GeV and m
χ̃0
1

= 127 GeV are shown. Only
statistical uncertainties are taken into account in the MC prediction.
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6.4.4 SRD

The process t̃1 → bχ̃±1 is targeted with SRD. Two non-orthogonal subregions are
defined separately, SRD-high and SRD-low, in order to cover a wider phase space.
The selection criteria are presented in table 6.76.7. SRD-high is optimised for mt̃1

= 700
GeV and mχ̃0

1
= 100 GeV, while SRD-low for mt̃1

= 400 GeV and mχ̃0
1

= 50 GeV. At
least 5 jets are required, two of which must be b-tagged. The pT of the two leading
jets is required to be larger than 150 GeV; the third leading jet is required to have
pT > 100 GeV for SRD-low and pT > 80 GeV for SRD-high, and the fourth leading pT

is required to be greater than 60 GeV. The variables mb,min
T and mb,max

T are also used
in the selection, requiring mb,min

T > 250 GeV and and mb,max
T > 300 GeV in SRD-low

and mb,min
T > 350 GeV and mb,max

T > 450 GeV in SRD-high. The sum of the pT of the
two leading b-jets is required to be > 300 and > 400 GeV in SRD-low and SRD-high
respectively.

SRD
Variable SRD-low SRD-high

|∆φ(jet0,1,2,pT
miss)| > 0.4

Nb ≥ 2
DeltaR(b, b) > 0.8

p0,b
T + p1,b

T > 300GeV > 400GeV
τ -veto yes
p1

T > 150 GeV
p3

T > 100 GeV > 80 GeV
p4

T > 60 GeV
mb,min
T > 250 GeV > 350 GeV

mb,max
T > 300 GeV > 450 GeV

Table 6.7: Selection criteria for SRD in addition to the preselection
described in table 6.16.1.

The expected background composition in SRD-low and SRD-high is shown in table
6.86.8. The signal shows the expected events from the benchmarks used for optimisation.
The biggest background contribution comes from Z+jets, and the composition varies
noticeably from SRD-low to SRD-high, especially in the case of the contribution from
W+jets background.

6.4.5 SRE

SRE is designed to target models where a pair of gluinos is produced in the collision,
which decay to a stop and a top particles. The mass splitting between the stop and
the neutralino in the phase space considered is very low, and thus the stop decays
into neutralino and a very soft jet that is not reconstructed. The two tops in the
final state come directly from the gluino decay, which is massive, and are therefore
boosted. For this reason this region is also sensitive to direct stop production models
with very high ∆m(t̃1, χ̃

0
1).

It is optimised for mg̃ = 1700 GeV, mt̃1
=400 GeV and mχ̃0

1
= 395 GeV. The

selection applied is summarised in table 6.96.9. In this case, the masses of the two
leading reclustered jets with R = 0.8 are used, since the jets are expected to be more
collimated than in previous models. They are required to be higher than 120 and 80
GeV, and mb,min

T must be larger than 200 GeV. The Emiss
T is expected to be high in
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SRD-low SRD-high
tt̄ 3.43± 0.37 1.04± 0.20

Z+jets 6.67± 0.44 3.10± 0.27
W+jets 4.78± 2.68 0.84±0.16
tt̄+ Z/W 3.06±0.31 1.06± 0.15
Single Top 3.30± 0.47 1.30± 0.22
Dibosons 0.00 0.00
Total MC 21.25± 2.80 7.34± 0.46
Signal 33.33± 6.07 10.49± 1.15

Table 6.8: Expected background events in SRD. The yields for the
signal points mt̃1

= 400 GeV, m ˜
χ±1

= 100 GeV, and m
χ̃0
1

= 50 GeV,
and mt̃1

= 700 GeV, m ˜
χ±1

= 200 GeV, and m
χ̃0
1

= 100 GeV are shown
for SRD-low and SRD-high, respectively. Only statistical uncertainties

are taken into account in the MC prediction.

this model, and the requirement is set on 550 GeV. The variable HT is also used for
selection, defined as the scalar sum of the pT of all the jets in the event. It is used to
calculate the Emiss

T significance, defined as the ratio between the Emiss
T and the square

root ofHT . The requirements applied areHT > 800 GeV and Emiss
T /

√
HT > 18

√
GeV .

Variable SRE
|∆φ(jet0,1,2,pT

miss)| > 0.4
Nb ≥ 2

m0
R=0.8 > 120 GeV

m1
R=0.8 > 80 GeV

mb,min
T > 200 GeV

Emiss
T > 550 GeV
HT > 800 GeV

Emiss
T /

√
HT > 18

√
GeV

Table 6.9: Selection criteria for SRE in addition to the preselection
described in table 6.16.1.

The expected background composition in SRE is shown in table 6.106.10. The expected
signal events for mg̃ = 1700 GeV and mt̃1

= 400, with m
χ̃0

1
= 395 are shown. The

most significant background contribution to this signal region is Z+jets.

6.5 Background estimation

As it was introduced before, the main background process in SRA, SRB, SRD and SRE
is Z → νν production in association with jets. In SRC, the major background is tt̄
and the contributions of the rest of the backgrounds are negligible. The tt̄ background
process also represents a significant contribution to SRA, SRB, SRD and SRE, where
one of theW bosons decays leptonically and the lepton is misidentified as a jet. Other
important processes are W → `ν+jets and single top production, and the irreducible
background of tt̄+Z/W , which is dominated by tt̄+Z, where the Z decays to neutrinos.
The contributions of the mentioned background processes are estimated by comparing
the data and the simulation in regions where no signal is expected. Control regions
are defined with this aim, as mentioned before.These CRs are used to normalise the
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SRE
tt̄ 0.21± 0.06

Z+jets 1.15± 0.18
W+jets 0.42± 0.13
tt̄+ Z/W 0.69±0.13
Single Top 0.56± 0.14
Dibosons 0.00
Total MC 3.02± 0.30
Signal 9.49± 0.15

Table 6.10: Expected background events in SRE. The yields for the
signal point mg̃ = 1700 GeV and mt̃1

= 400 are also shown. Only MC
statistical uncertainties are included.

simulation to the data, obtaining a factor for each background contribution, which is
then used in the signal regions, extrapolating the normalisation. The control regions
are designed with a similar selection as the SR to minimise the systematic uncertainties
in the extrapolation. The statistical uncertainties are reduced by ensuring enough data
events in the control regions (enough statistics). In this way, the estimated number
of events from a certain background process in a signal region can be estimated by a
transfer factor:

NSR
bkg = NSR

bkg,MC ·
NCR

data −NCR
bkg(others),MC

NCR
bkg,MC

, (6.4)

where NSR
bkg,MC is the number of events of the background under study in the SR in

MC, NCR
data is the number of data events in the CR, NCR

bkg(others),MC is the number of
events in MC from all other backgrounds in the CR, and NCR

bkg,MC is the number of
MC events of the background in the CR.

The normalisation factor that is applied to the MC prediction is in reality extracted
in a simultaneous fit with all the control regions, so that the contamination from all
processes is taken into account in all the regions. This technique requires that all
signal and validation regions are orthogonal to the control regions, i.e. that there are
no events shared among them. This is ensured in most cases by inverting some of the
selection criteria. The simultaneous fit technique will be described in chapter 77.

When the control region topology is farther from that of the signal regions, valida-
tion regions are defined. These are not required to have as many events as the control
regions, and constitute an intermediate step between the control and the signal re-
gion definitions. They are used to validate the background extrapolation towards the
signal region, checking that the predicted number of events using the normalisation
factor from the control regions agrees with what is found in data.

Detailed descriptions of the control regions for the different backgrounds are given
in the following. The control regions for tt̄ are separated for each of the signal regions
defined in the previous section. Control regions for Z → νν background are also
defined separately for all SRs, except for SRC, where the Z background is negligible.
The single top, W+jets and tt̄ + Z/W backgrounds are estimated in control regions
that are common for all SRs. Validation regions for the control regions that require
it are also described in the corresponding sections in the following.
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6.5.1 tt̄ background

The main background process in SRC and one of the most important in all the rest
of the SRs is tt̄ production. Dedicated control regions for tt̄ background are defined
for each of the signal regions. All of them include in the selection one lepton (electron
or muon) and use a Emiss

T trigger as in the SRs. At least four jets are required with
pT > (80, 80, 40, 40) GeV, where the lepton is counted as a jet, to emulate the hadronic
τ -decay in the signal regions. At least two b-jets are required, and the transverse
mass calculated from the pTmiss and the lepton and the distance between the b-jet
and the lepton are used in the selection, in order to make the events compatible with
a semileptonic top decay. The rest of the selection is specific to each signal region to
have a close topology. A summary of the top control regions is given in tables 6.116.11
for top control regions for SRA and SRB (CRTA, CRTB), 6.146.14 for CRTC, and 6.156.15
for CRTD and CRTE.

The number of background expected events and data events in the tt̄ control
regions can be found in tables 6.126.12 and 6.136.13. The purity of tt̄ events varies between
84% in CRTC and 95% in CRTB-T0. Some distributions in the tt̄ control regions are
shown in figures 6.36.3-6.76.7. The agreement is generally good before the fit.
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Figure 6.3: Distributions of (A) Emiss
T for CRTATT, (B) mT2 for

CRTATT, (C) mb,min
T for CRTATW and (D) mT (pT

miss, `) in CR-
TAT0. The data and MC events are superimposed, and statistical and

systematic uncertainties are shown.

Validation regions are defined to test the extrapolation of some of the variables
to the signal regions. For SRA and SRB, a validation region is defined for each
category. For SRC, SRD and SRE one tt̄ validation region is defined for each case.
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Variable CRTA-TT CRTA-TW CRTA-T0 CRTB-TT CRTB-TW CRTB-T0
Trigger Emiss

T

N` 1
p`T > 20 GeV
Nj ≥ 4 (including lepton)

jet pT > (80, 80, 40, 40) GeV
Nb ≥ 2

|∆φ(jet0,1,2,pT
miss)| > 0.4

mT (`, Emiss
T ) [30, 100] GeV

mb,min
T > 100 GeV

∆R(b, `) < 1.5

m0
R=1.2 > 120 GeV

m1
R=1.2 > 120 GeV [60, 120] GeV < 60 GeV > 120 GeV [60, 120] GeV < 60 GeV

m0
R=0.8 > 60 GeV -
Emiss

T > 250 GeV > 300 GeV > 350 GeV > 250 GeV
∆R(b, b) > 1 - > 1.2

mb,max
T - > 200 GeV

Table 6.11: Selection in the control region for ttbar (CRT) for signal
regions A and B. Dedicated regions are defined for each signal regions

and divided in categories as in the signal regions.

CRTA-TT CRTA-TW CRTA-T0 CRTB-TT CRTB-TW CRTB-T0
tt̄ 68.09± 2.33 116.40± 2.20 74.97± 1.30 63.09± 2.21 262.49± 4.60 423.18± 5.73

Z+jets 0.02± 0.01 0.01± 0.01 0.00 0.02± 0.01 0.01± 0.01 0.18± 0.15
W+jets 2.60± 0.41 1.57± 0.54 2.41± 0.87 3.27± 0.75 3.59± 1.04 4.37± 0.97
tt̄+ Z/W 1.32± 0.20 1.50± 0.19 2.41± 0.87 1.20± 0.20 2.78± 0.27 3.05± 0.28
Single Top 3.54± 0.42 4.27± 0.87 3.85± 0.70 3.83± 0.34 9.26± 1.19 13.48± 1.20
Dibosons 0.00 1.70± 1.35 0.00 0.00 1.58± 1.34 0.46± 0.36

Total MC 75.55± 2.41 125.45± 2.78 82.14± 1.72 71.42± 2.37 279.70± 5.05 444.72± 5.95
Data 89.00± 9.43 143.00± 11.96 76.00± 8.72 86.00± 9.27 275.00± 16.58 417.00± 20.42

Table 6.12: Number of expected and observed events in the tt̄ control
regions for SRA and SRB.

CRTC CRTD CRTE
tt̄ 652.85± 7.66 137.84± 3.34 42.44± 1.82

Z+jets 1.84± 0.26 0.09± 0.06 0.02± 0.01
W+jets 51.34± 2.62 , 4.05± 0.53 1.71± 0.31
tt̄+ Z/W 8.78± 0.56 2.21± 0.22 0.84± 0.16
Single Top 54.53± 2.49 14.69± 2.03 1.98± 0.43
Dibosons 7.58± 2.06 1.32± 1.32 1.46± 1.33

Total MC 776.91± 8.74 160.20± 4.16 48.46± 2.32
Data 611.00± 24.72 157.00± 12.53 50.00± 7.07

Table 6.13: Number of expected and observed events in the tt̄ control
regions for SRC, SRD and SRE.

The complete selection applied in the validation regions for tt̄ background for SRA
and SRB is described in table 6.166.16, and for SRC, SRD and SRE in 6.176.17

6.5.2 Z+jets background

The Z(→ νν)+jets process is the main background contribution in most of the signal
regions. Since Z → νν is very similar to the signal, it is also difficult to isolate it. In
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Figure 6.4: Distributions of (A) Emiss
T for CRTBTT, (B) ∆R(b, `)

for CRTBTT, (C) mb,min
T for CRTBTW and (D) mT (pT

miss, `) in
CRTBT0. The data and MC events are superimposed, and statistical

and systematic uncertainties are shown.

Variable CRTC selection
Trigger Emiss

T

N` 1
NS
b ≥ 1

p`T > 20 GeV
NS
j ≥ 5 (including lepton)

jet pT > (80, 80, 40, 40) GeV
|∆φ(jet0,1,pT

miss)| > 0.4

mT (`, Emiss
T ) < 100 GeV

∆R(b, `) <2
Emiss

T > 250 GeV
pISR

T > 450 GeV
p4,S

T > 40 GeV

Table 6.14: Selection criteria for the tt̄ control region for SRC
(CRTC).

order to estimate its contribution, control regions are designed by enhancing Z → ``
processes, which have a very similar topology and good statistics, and then the results
are extrapolated to the 0-lepton scenario. Validation regions are defined to test the
extrapolation. The selection in all Z control regions includes thus two opposite-charge
leptons (electrons or muons), which are required to have pT > 28 GeV to be above the
lepton trigger full-efficiency threshold. In order to mimic the behaviour of Z → νν
processes, the leptons are treated as invisible in the Emiss

T calculation, in such a way



6.5. Background estimation 75

ISRR

1

10

210

310

E
ve

nt
s 

/ 0
.0

5

Data

SM Total

tt

Single Top

+Vtt

W

Z

Diboson

A. Rodriguez Thesis
-1=13 TeV, 36.5 fbs

CRTC

0 0.2 0.4 0.6 0.8 1

ISRR

0.0

0.5

1.0

1.5

2.0

D
at

a 
/ S

M  [GeV]btag 1 V

T
p

1

10

210

310

E
ve

nt
s 

/ 4
0 

G
eV

Data

SM Total

tt

Single Top

+Vtt

W

Z

Diboson

A. Rodriguez Thesis
-1=13 TeV, 36.5 fbs

CRTC

0 200 400 600

 [GeV]btag 1 V

T
p

0.0

0.5

1.0

1.5

2.0

D
at

a 
/ S

M

 [GeV]SM

1

10

210

310

E
ve

nt
s 

/ 1
00

 G
eV

Data

SM Total

tt

Single Top

+Vtt

W

Z

Diboson

A. Rodriguez Thesis
-1=13 TeV, 36.5 fbs

CRTC

500 1000 1500

 [GeV]SM

0.0

0.5

1.0

1.5

2.0

D
at

a 
/ S

M  [GeV]
miss
TElep,

Tm

1

10

210

310

E
ve

nt
s 

/ 2
0 

G
eV

Data

SM Total

tt

Single Top

+Vtt

W

Z

Diboson

A. Rodriguez Thesis
-1=13 TeV, 36.5 fbs

CRTC

0 50 100 150

 [GeV]
miss
TElep,

Tm

0.0

0.5

1.0

1.5

2.0

D
at

a 
/ S

M

Figure 6.5: Distributions of (A) RISR, (B) p0bT , (C) mS and (D)
mT (pT

miss, `) in CRTC. The data and MC events are superimposed,
and statistical and systematic uncertainties are shown.

Variable CRTD CRTE
Trigger Emiss

T

N` 1
NS
b ≥ 2

p`T > 20 GeV
NS
j ≥ 4 (including lepton)

jet pT > (80, 80, 40, 40) GeV
|∆φ(jet0,2,pT

miss)| > 0.4

mT (`, Emiss
T ) [30, 100] GeV

∆R(b, `) <1.5
Emiss

T > 250 GeV
mb,min
T > 100 GeV

m0
R=0.8 - > 120 GeV

m1
R=0.8 - > 80 GeV

∆R(b, b) > 0.8 -
mb,max
T > 100 GeV -

jet pT > (150, 15080, 80) GeV -
pb,0T + pb,1T > 300 GeV -

HT - > 500 GeV

Table 6.15: Selection criteria for the tt̄ control region for SRD and
SRE (CRTD, CRTE).

that the Emiss
T is recalculated by vectorially summing the lepton pT to the pTmiss. All

the quantities that depend on the Emiss
T are recalculated with the modified Emiss

′
T .
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Figure 6.6: Distributions of (A) p0T, (B) m
b,max
T , (C) p1T and (D)

mT (pT
miss, `) in CRTD. The data and MC events are superimposed,
and statistical and systematic uncertainties are shown.

Variable TT TW T0
m0
R=1.2 > 120 GeV

m1
R=1.2 > 120 GeV [60,120] GeV < 60 GeV

mb,min
T [100,200] GeV [140,200] GeV [160,200] GeV
Nb ≥ 2

A
m0
R=0.8 > 60 GeV

∆R(b, b) > 1 -
Emiss

T > 300 GeV > 400 GeV > 450 GeV

B ∆R(b, b) > 1.2

mb,max
T > 200 GeV

Table 6.16: Selection applied for the tt̄ validation regions for SRA
and SRB, classified by categories.

The selection criteria applied in the CRZ regions are summarised in table 6.186.18. A
window of 10 GeV in the invariant mass of the two leptons around the mass of the
Z boson is selected to enhance the Z → `` process and reduce the presence of other
backgrounds. At least four jets are required to have a similar topology as in the signal
regions, and specific requirements are applied to each of the regions dedicated to the
different SRs. One CRZ is dedicated to SRA-TT, SRA-TW, SRB-TT and SRB-TW, a
different one is defined to estimate Z background in SRA-T0 and SRB-T0, and CRZD
and CRZE are defined to be used in SRD and SRE, respectively. No control region is
used in SRC, since the Z+jets background constitutes a negligible contribution.
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Figure 6.7: Distributions of (A) Ht, (B) Emiss
T , (C) mb,min

T and (D)
mT (pT

miss, `) in CRTE. The data and MC events are superimposed,
and statistical and systematic uncertainties are shown.

VRTC VRTD VRTE
mb,min
T - [100,200] GeV
Nj ≥ 4 ≥ 5 ≥ 4

Nb ≥ 1 ≥ 2

pISR
T ≥ 400 GeV -

jet pST > (40, 40, 40, 40) -
mS > 100 GeV -

mV /mS < 0.6 -
∆φ(ISR,pT

miss) < 3 -
∆R(b, b) - > 0.8 -
mb,max
T - > 300 GeV -

jet pT - > (150, 150, 80, 80) -
pb,0T + pb,1T - > 300 GeV -
τ−veto - yes -
m0
R=0.8 - > 120 GeV

m0
R=0.8 - > 80 GeV

Table 6.17: Selection criteria applied in the validation regions for tt̄
background used in signal regions C, D and E.

The expected background contributions with the Z+jets control region selections
are shown in table 6.196.19. The purity of Z+jets processes varies between 73 and 82%.
Some distributions of data and MC before the fit are shown in figures 6.86.8-6.106.10. The
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Figure 6.8: Distributions of m0
R=1.2 (top left), mT2 (top right) and

Emiss′

T in CRZAB-TT-TW (bottom left) and mb,max′

T (bottom right)
in CRZAB-T0. The MC and data are superimposed, and the ratio
of data to MC prediction is shown in the Data/MC. Statistical and

systematic uncertainties are shown.
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Figure 6.9: Distributions of ∆R(b, b) (top left), subleading jet pT
(top right),Emiss′

T (bottom left) and mb,min′

T (bottom right) in CRZD.
The MC and data are superimposed, and the ratio of data to MC
prediction is shown in the Data/MC. Statistical and systematic uncer-

tainties are shown.
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Figure 6.10: Distributions ofm0
R−0.8 (top left), HT (top right),Emiss′

T

(bottom left) and mb,min′

T (bottom right) in CRZE. The MC and data
are superimposed, and the ratio of data to MC prediction is shown in
the Data/MC. Statistical and systematic uncertainties are shown.
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Variable CRZAB-TT-TW CRZAB-T0 CRZD CRZE
Trigger electron or muon
N` 2 (opposite charge, same flavor)
p`T > 28 GeV
m`` [86,96] GeV
Nj ≥ 4

jet pT > (80, 80, 40, 40) GeV
Emiss

T < 50 GeV
Emiss

′

T > 100 GeV
Nb ≥ 2

m0
R=1.2 > 120 GeV -

m1
R=1.2 > 60 GeV < 60 GeV -

mb,min′

T - > 200 GeV
mb,max′

T - > 200 GeV -
HT - > 500 GeV

Table 6.18: Selection criteria for the Z+jets control regions.

CRZAB-TT-TW CRZAB-T0 CRZD CRZE
tt̄ 1.08± 0.56 4.28± 1.06 0.00 0.52± 0.37

Z+jets 44.03± 1.34 90.702.01 69.56± 1.69 74.19± 1.65
W+jets 0.00 0.00 0.00 0.00
tt̄+ Z/W 11.76± 0.30 11.75± 0.29 10.07± 0.27 9.20± 0.27
Single Top 0.00 0.00 0.00 0.00
Dibosons 3.51± 1.06 5.75± 1.6 4.99± 1.15 6.62± 1.60

Total MC 60.38± 1.83 112.47± 2.83 84.62± 2.06 90.53± 2.34
Data 74.00± 8.60 126.00± 11.22 90.00± 9.49 107.00± 10.34

Table 6.19: Expected and observed number of events in the Z+jets
control regions. Only statistical uncertainties shown.

agreement between data and prediction is in general good.
Three different validation regions are used for the Z+jets background, one for SRA

and SRB, one for SRD, and one for SRE. All of them have a 0-lepton selection, and
the preselection for the signal regions in table 6.16.1 is applied. The selection is listed in
table 6.206.20.

6.5.3 Single Top, W+jets, tt̄+ Z and Diboson backgrounds

The Single Top background is estimated using a control region common for all SRs,
where one lepton, four jets and two b-jets are required. The ∆R between the two
b-jets is used to reject some of the tt̄ process. The transverse mass calculated from
the Emiss

T and the lepton is used to select events where they come from a W decay.
Requirements on the Emiss

T , mb,min
T and m0

R=1.2 are also placed to ensure a similar
selection to that in the SRs.

Another significant background is W+jets. It is estimated using a common CR
for all SRs, where one lepton, at least four jets and exactly one b-jet are required.
The transverse mass calculated from the Emiss

T and the lepton is used, and an upper
cut is set to the m0

R=1.2.
Finally, the tt̄+Z/W process is a very significant background in most of the signal

regions. It is dominated by tt̄+Z(→ νν), and in order to estimate its contribution, a
control region for common use in all SRs is designed. Since it is a very difficult process



82 Chapter 6. Search for the stop squark at
√
s = 13 TeV

Variable VRZAB VRZD VRZE
jet pT > (80, 80) GeV > (150, 80) GeV > (80, 80) GeV
Nj ≥ 4 ≥ 5 ≥ 4

Nb ≥ 2

τ -veto yes no
mb,min
T > 200 GeV

m0
R=1.2 < 120 GeV -

∆R(b, b) < 1 < 0.8 < 1

mb,max
T - > 200 GeV -
HT - > 500 GeV

Emiss
T /HT - > 14

√
GeV

m0
R=0.8 - < 120 GeV

Table 6.20: Selection criteria for Z+jets validation regions, in addi-
tion to the preselection in table 6.16.1

to isolate, it is estimated from tt̄+ γ, where the photon emulates the Z. The Emiss
T is

modified by adding the photon to the pTmiss in a similar way as it is done with the
leptons in the CRZs, and all the quantities depending on the met are recalculated. One
lepton is required to remove the contamination from γ+jets processes with pT > 28
GeV to be above the lepton trigger threshold, and the photon is required to have
pT > 150 GeV. At least four jets and two b-jets are also required.

The selection criteria for single top, W and tt̄ + γ control regions is described in
table 6.216.21, and the expected and observed events in CRW, CRST and CRTTGamma
are shown in table 6.226.22. The purity of theW+jets, single top and tt̄+γ control regions
is of 60, 44 and 87%, respectively. Figures 6.116.11-6.136.13 show data-MC comparisons in
these regions. The agreement is generally good.

The contribution of the diboson background to all of the signal regions is negligible,
and thus no control region is designed for it. The MC samples are used to predict the
contribution to the signal regions instead.

Variable CRW CRST CRttγ
Trigger Emiss

T electron or muon
N` 1
p`T > 20 GeV > 28 GeV
Nγ - 1
pγT - > 150 GeV
Nj ≥ 4 (including lepton) ≥ 4

jet pT > (80, 80, 40, 40) GeV
Nb 1 ≥ 2

|∆φ(jet0,2,pT
miss)| > 0.4 -

mT (`,pT
miss) [30,100] GeV -

∆R(b, `)min > 2 -
Emiss

T > 250 GeV -
∆R(b, b) - > 1.5 -
m0
R=1.2 < 60 GeV > 120 GeV -

mb,min
T - > 200 GeV -

Table 6.21: Selection criteria for W, Single top and tt̄ + γ control
regions.
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CRW CRST CRTTGamma
tt̄ 122.27± 3.68 32.24± 1.4 5.14± 1.20

Z+jets 1.79± 0.35 0.09± 0.05 0.66± 0.17
W+jets 275.97± 8.02 20.82± 2.11 0.04± 0.02
tt̄+ Z/W 0.89± 0.14 2.44± 0.20 2.34± 0.25
Single Top 47.00± 1.76 45.41± 1.35 2.07± 0.80
Dibosons 10.31± 1.82 1.58± 0.57 0.00
tt̄+ γ - - 111.76± 1.45

Total MC 458.23± 9.19 102.58± 2.97 128.29± 2.17
Data 533.00± 23.09 114.00± 10.68 161.00± 12.69

Table 6.22: Expected and observed number of events in the W+jets,
Single Top and +γ control regions. Only statistical uncertainties are

shown.

A validation region is used to test the extrapolation of the W+jets background
prediction to the signal regions. The selection applied is similar to that of the control
region for W in table 6.216.21, adding ∆R(b, `) > 1.8, and mb,min

T > 150 GeV.

6.5.4 Jet Smearing for Multijet Background

The background from all-hadronic tt̄ and QCD multijet is estimated using the jet
smearing method [129129]. The main assumption of the method is that the largest con-
tribution to the Emiss

T in the multijet background comes from hadronic jet mismeasure-
ments. It can be due to poorly reconstructed hadronic showers, imperfect calorimeter
granularity, or leaks of the jet energy in dead material regions or beyond the calorime-
ter system. These can originate contributions to the Emiss

T . The estimation of such
contribution is done following a data-driven method in four steps:

1. Seed events are selected with low Emiss
T and well measured jets in the data.

2. The response function is determined from MC dijet events comparing the recon-
structed with the particle level jets.

3. Pseudo-data events are generated by convoluting the seed event jets with the
response function. They are compared to experimental data, and a new response
function is defined as the difference between them. The process is repeated until
good agreement is found.

4. A final sample of pseudo-data events is obtained convoluting the seed jets with
the last response function obtained from the data.

The pseudo-data events are used to constrain the number of multijet events in the sig-
nal and control regions of the analysis, which is found to be negligible. The predicted
events are introduced in the signal and validation regions and taken into account in
the simultaneous fit.

6.6 Systematic uncertainties

A complete study of the systematic uncertainties was carried out, where both ex-
perimental and theoretical uncertainties were considered. Experimental uncertainties
arise from detector and reconstruction efficiencies, while theoretical uncertainties are
related to the choices of renormalisation and factorisation scales, PDFs and MC shower
simulation.
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Figure 6.11: Distributions of m0
R=1.2 (top left), m1

R=1.2 (top right),
subleading jet pT (bottom left) and HT (bottom right) in CRW. The
MC and data are superimposed, where the MC prediction is shown
before the fit, and the ratio of data to MC prediction is shown in the

Data/MC. Statistical and systematic uncertainties are shown.
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Figure 6.12: Distributions of ∆R(b, b) (top left), subleading jet pT
(top right),Emiss

T (bottom left) and mb,min
T (bottom right) in CRST.

The MC and data are superimposed, where the MC prediction is shown
before the fit, and the ratio of data to MC prediction is shown in the

Data/MC. Statistical and systematic uncertainties are shown.
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Figure 6.13: Distributions of pγT (top left), mT2 calculated including
the photon in the Emiss

T (top right),m0
R=1.2 (bottom left) and m1

R=1.2

(bottom right) in CRTTγ. The MC and data are superimposed, where
the MC prediction is shown before the fit, and the ratio of data to
MC prediction is shown in the Data/MC. Statistical and systematic

uncertainties are shown.
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Systematic uncertainties are described in the fit by NPs. They are modelled by
Gaussian probability density functions. The fit takes into account the correlation of
these uncertainties in the control and signal regions, and finds the value of the NPs
that maximises the likelihood.

The sources of experimental and theoretical uncertainties are described in the
following.

6.6.1 Experimental uncertainties

Experimental uncertainties arise from the reconstruction efficiency of all physics ob-
jects described in chapter 44. The uncertainties with bigger impact in this analysis
originate from jet calibration, b-tagging, and Emiss

T . These uncertainties are applied
to the background as well as to the signal samples used in the analysis, and the
numbers cited correspond to the uncertainties before the global fit.

• Jet uncertainties: Jet Energy Scale and Resolution (JES and JER) uncer-
tainties [8181] are the result of a combination of the uncertainties in the different
steps of the jet calibration described in 4.44.4. The impact of the jet uncertainties
in the total background estimation is found to be between 12% and 30% in the
different SRs.

• B-tagging: B-tagging uncertainties are relevant for the analysis due to the two
b-jet requirement in most of the regions. They arise from b-jet identification
and calibration described in section 4.54.5. The total contribution of b-tagging
uncertainties in the signal regions before performing the fit is of 15% to 35%.

• Emiss
T : The uncertainties of the different terms of the Emiss

T are evaluated by
propagating the uncertainties of the different objects used to reconstruct them.
The soft term, however, can not be treated in that way, since it is calculated from
signals that are not associated to any object. Scale and resolution uncertainties
on the Emiss

T soft term are calculated [8989] and included in the fit. The total
contributions of MET uncertainties in the different signal regions are < 10%
before the global fit.

• Lepton uncertainties: Electron and muon momentum scale and resolution
uncertainties are applied. In addition, uncertainties related to efficiencies in
identification, isolation, reconstruction and trigger are included. These uncer-
tainties were found to be negligible in the signal regions, since they only affect
through the lepton vetoes, and therefore they are only applied in the control
regions.

• Luminosity: The uncertainty in the luminosity calculation is computed cen-
trally in ATLAS as described in [6666], and included as a systematic uncertainty
in the analysis. The total uncertainty on the 2015+2016 luminosity is 3.2%.

6.6.2 Theoretical uncertainties

Theoretical uncertainties arise from the choice of renormalisation and factorisation
scales, PDFs and parton shower simulation. For each of the main background pro-
cesses, uncertainties are evaluated by varying these choices and using the resulting
samples to compute the number of events expected in each of the regions. The com-
parison with what is obtained with the nominal sample is taken as the size of the
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uncertainty, calculated as the difference of the transfer factor defined in equation 6.46.4
in the variation and the nominal case

∆ =
T up
f − T

down
f

T up
f + T down

f

(6.5)

In the cases where the variations are not symmetric (i.e. there is no up and down),
the uncertainty is calculated in a similar way to 6.56.5

∆ =
T nom
f − T var

f

T nom
f

(6.6)

Uncertainties for Z+jets and W+jets backgrounds are obtained by varying scales
of renormalisation, factorisation, merging and resummation by a factor two, up and
down. In addition, PDF uncertainties are estimated by changing the PDF set used
in the sample generation, and found to be negligible. The uncertainties obtained are
then added in quadrature, resulting in a total uncertainty of up to 3% for both W
and Z backgrounds, depending on the SR.

For the tt̄ background, the sources of uncertainties are obtained from variations
of the matrix-element calculation, parton-showering model and the number of par-
tons emitted in the final and initial states, which is done by comparing Powheg-
Box+Pythia with Herwig++ and Sherpa. The total uncertainty on the tt̄ back-
ground is up to 90% in SRA-TT, SRC5 and SRD-high, where the statistics are very
low, and smaller elsewhere.

Single top theory uncertainties are calculated varying the choice of parton shower-
ing model (Pythia and Herwig++) and the number of emitted partons in the initial
and final state. An extra 30% uncertainty accounts for the interference between single
top and tt̄ productions. This is due to the fact that some processes contribute to tt̄
at LO and single top at NLO, and the removal of this interference is non-trivial. In
total, the uncertainties on single top background reach up to 41%.

The uncertainties on tt̄ + W/Z/γ are evaluated varying the choice of PDF, the
renormalisation and factorisation scales, and comparing MC@NLO with OpenLoops+
Sherpa. The highest uncertainties are 95% in SRC1 and 55% in SRE, where tt̄+W/Z
is a very subdominant background, and lower than 16% elsewhere.

6.6.3 Signal Uncertainties

The theoretical systematic uncertainties considered for the signal samples include
variations of the QCD coupling constant αs and renormalisation and factorisation
scales. The CKKW matching scale and the parton-shower tune variations are also
taken into account. Finally, the theoretical uncertainty on the cross section for the
different models is used to calculate variations of the observed exclusion limits which
will be described in section 7.37.3. Table 6.236.23 shows the level of uncertainty of the models
used.

6.7 Background-only fit

The background-only fit is performed using only the control regions to constrain the
background. The signal regions are not taken into account, and any potential signal
contamination is neglected. The systematic uncertainties introduced in section 6.66.6
are included in the fit using nuisance parameters. In total, 32 NPs are used for
the modelling of systematics. Normalisation factors for the main backgrounds are
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Model Uncertainty
t̃1 → tχ̃0

1 10-25%
Mixed BR=75% 10-25%
Mixed BR=50% 10-25%
Mixed BR=25% 10-25%
Mixed BR=0% 15-30%

Gluino mediated stop 10-25%
Wino NLSP 15-20%

Well tempered (t̃1 ≈ t̃R) 10-20%
Well tempered (t̃1 ≈ t̃L) 20-35%
Non asymptotic higgsino 10-25%

Table 6.23: Level of uncertainty of the signals used for interpretation.
The numbers are approximate and they vary depending on the signal

region.

obtained and extrapolated to the validation regions, where the number of expected and
observed events is compared to test the validity of these factors in the extrapolation
towards the signal regions. Once the agreement between data and MC has been tested
in the validation regions, and the background composition has been understood, one
can look at the signal regions. If no excess of data events is observed over the MC
prediction, an exclusion fit will determine whether the signal can be excluded.

The scale factors for the different backgrounds are obtained in the fit in order to
match the data and simulation events, and are shown in table 6.246.24. The calculation
takes into account any cross-contamination from the different background processes
in the control regions. They are allowed to vary in the fit in order to obtain the
best agreement between data and normalised MC. The factors vary with the signal
region in some cases since the normalisation is obtained from different control regions
designed for each of them, which have different background composition. Most of the
normalisation factors shown are compatible with unity within errors, which include
statistical and systematic uncertainties.

The understanding of the agreement of the shapes of the main variables in data
and MC in the control regions after the fit is essential for the understanding of the
backgrounds. Figures 6.36.3-6.76.7 show some of the distributions of these variables in the
tt̄ control regions. Figures 6.86.8-6.106.10 show distributions for the Z+jets control regions.
In figures 6.116.11, 6.126.12 and 6.136.13, some distributions are shown in W+jets, Single Top
and tt̄ + γ control regions, respectively. The agreement between data and the MC
prediction after the fit is good in general. Small deviations are observed in figure 6.56.5
in CRTC in the pbtag1T , although the general agreement in the rest of the distributions
is good.

The agreement of the MC prediction after the fit with the data is validated in
the VRs before looking at the data events in the signal regions. The tables with the
values of expected and observed events after the fit and their uncertainties can be
seen in 6.256.25-6.276.27 for tt̄ validation regions. Table 6.286.28 shows after-fit yields in Z+jets
validation regions, and VRW yields are shown in table 6.296.29. The agreement between
the observed and fitted background events is very good in general, with some small
excesses of data events in VRTB-TW VRTD and VRZE.

As already mentioned, the understanding of the SM background processes is vali-
dated in the VRs. Distributions of some variables in the validation regions are shown
in figures 6.256.25-6.296.29 in the tt̄ VRs. In figures 6.306.30-6.326.32, distributions of several variables
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Background process Scale factor
tt̄ (SRA-TT) 1.173± 0.146
tt̄ (SRA-TW) 1.138± 0.112
tt̄ (SRA-T0) 0.898± 0.121
tt̄ (SRB-TT) 1.202± 0.156
tt̄ (SRB-TW) 0.969± 0.068
tt̄ (SRB-T0) 0.924± 0.053
tt̄ (SRC) 0.707± 0.050
tt̄ (SRD) 0.945± 0.103
tt̄ (SRE) 1.012± 0.180

Z+jets (SRA and SRB-TT and TW) 1.170± 0.238
Z+jets (SRA and SRB-T0) 1.131± 0.144
Z+jets (SRD) 1.035± 0.146
Z+jets (SRE) 1.185± 0.152

W+jets 1.267± 0.146

Single Top 1.166± 0.390

tt̄+ γ 1.290± 0.204

Table 6.24: Scale factors for the normalisation of the different back-
ground processes. Several scale factors are obtained for tt̄ and Z+jets

where several control regions are used for the normalisation.

are shown in Z+jets validation regions. The validation region for W + jets is shown
in figure 6.336.33. The small excesses mentioned before can be seen in figure 6.266.26, 6.286.28
and 6.326.32. In all the cases, some of the bins of the distribution present a small excess
while the general agreement is good within uncertainties.

The pull plot after the fit showing the deviation from the central value of the
nuisance parameters is shown in figure 6.346.34. All the nuisance parameters related to
systematic uncertainties are shown, as well as the normalisation factors. A deviation
from the central value or an uncertainty significantly different from σ = 1 of any
of the parameters would indicate a mismodelling that has been artificially adjusted
by varying this parameter. As it can be seen in figure 6.346.34, non of the systematic
parameters presents such a deviation. The normalisation factors are named with a
mu_ prefix, and as it was mentioned above, they are mostly compatible with unity
within uncertainties, except for the tt̄ parameter in SRC. A small deviation from one
is also observed for the W+jets and tt̄+ V scale factors.

The reduced correlation matrix is shown in figure 6.356.35. It can be seen that the
biggest correlations arise from the different normalisation factors, due to the contami-
nation of the different background processes in the control regions. Some correlations
with the systematic parameters are also observed, for example with the b-tagging sys-
tematics alpha_bEff, alpha_cEff or the JER systematic uncertainty alpha_JER.
Parameters related to statistical uncertainties in the regions have a prefix gamma_.
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VRTopA yields VRTopATT VRTopATW VRTopAT0

Observed events 80 63 74

Fitted bkg events 79.33± 24.94 64.18± 10.58 68.58± 12.00

Fitted TTbar events 64.57± 25.08 54.76± 10.80 53.05± 12.11
Fitted Wjets events 2.04± 0.80 0.41+0.50

−0.41 2.75± 0.75
Fitted Zjets events 3.78± 0.91 3.32± 0.99 6.15± 1.04
Fitted TtbarV events 3.67± 0.65 2.55± 0.42 2.85± 0.49
Fitted SingleTop events 3.63± 1.94 2.76± 1.30 3.65± 1.82
Fitted Diboson events 0.65± 0.47 0.26± 0.17 0.00± 0.00
Fitted Multijets events 0.98± 0.65 0.12+0.12

−0.12 0.14± 0.08

MC exp. SM events 67.49± 20.17 56.01± 8.14 72.15± 10.48

MC exp. TTbar events 55.01± 20.10 48.12± 8.12 59.06± 10.46
MC exp. Wjets events 1.62± 0.55 0.33+0.39

−0.33 2.17± 0.55
MC exp. Zjets events 3.23± 0.35 2.84± 0.55 5.43± 0.52
MC exp. TtbarV events 2.86± 0.49 1.98± 0.30 2.22± 0.25
MC exp. SingleTop events 3.13± 1.44 2.37± 0.73 3.14± 1.13
MC exp. Diboson events 0.65± 0.47 0.26± 0.17 0.00± 0.00
MC exp. Multijets events 0.98± 0.65 0.12+0.12

−0.12 0.14± 0.08

Table 6.25: Background-only fit results in tt̄ validation regions for
SRA. The uncertainties are statistical and systematic.

VRTopB yields VRTopBTT VRTopBTW VRTopBT0

Observed events 143 188 209

Fitted bkg events 140.00± 35.15 138.55± 31.20 202.36± 29.36

Fitted TTbar events 114.04± 34.93 112.20± 30.99 146.93± 27.49
Fitted Wjets events 3.67± 1.22 4.59± 1.60 8.25± 2.11
Fitted Zjets events 5.69± 1.71 7.58± 1.64 21.90± 3.44
Fitted TtbarV events 6.64± 1.14 5.79± 0.98 8.42± 1.13
Fitted SingleTop events 7.28± 3.28 7.53± 3.43 15.92± 7.43
Fitted Diboson events 0.70± 0.60 0.26+0.35

−0.26 0.28+0.39
−0.28

Fitted Multijets events 2.00± 1.65 0.60+0.68
−0.60 0.66± 0.55

MC exp. SM events 116.72± 27.08 137.77± 31.62 206.09± 30.80

MC exp. TTbar events 94.83± 26.41 115.82± 30.79 159.04± 27.79
MC exp. Wjets events 2.91± 0.78 3.65± 1.10 6.53± 1.21
MC exp. Zjets events 4.86± 0.88 6.48± 0.61 19.36± 1.77
MC exp. TtbarV events 5.17± 0.92 4.50± 0.75 6.55± 0.76
MC exp. SingleTop events 6.26± 2.25 6.47± 2.04 13.68± 4.43
MC exp. Diboson events 0.70± 0.60 0.26+0.35

−0.26 0.28+0.40
−0.28

MC exp. Multijets events 2.00± 1.65 0.60+0.68
−0.60 0.66± 0.55

Table 6.26: Background-only fit results in tt̄ validation regions for
SRB. The uncertainties are statistical and systematic.
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VRTop yields VRTopC VRTopD VRTopE

Observed events 286 331 105

Fitted bkg events 289.15± 20.51 269.81± 47.31 83.32± 24.34

Fitted TTbar events 162.17± 18.47 225.40± 47.74 69.65± 24.36
Fitted Wjets events 47.34± 10.15 5.93± 1.46 2.45± 0.75
Fitted Zjets events 36.17± 9.86 9.00± 1.59 4.24± 1.05
Fitted TtbarV events 8.87± 1.49 6.75± 1.04 2.93± 0.62
Fitted SingleTop events 28.64± 13.51 19.72± 9.03 3.90± 1.82
Fitted Diboson events 3.00± 1.87 0.58± 0.56 0.16+0.29

−0.16
Fitted Multijets events 2.96± 2.33 2.43± 0.84 0.00± 0.00

MC exp. SM events 335.18± 20.77 276.62± 42.88 80.13± 20.86

MC exp. TTbar events 229.37± 19.21 238.07± 42.41 68.83± 20.76
MC exp. Wjets events 37.46± 5.90 4.69± 0.82 1.94± 0.47
MC exp. Zjets events 30.88± 4.22 8.68± 0.91 3.58± 0.74
MC exp. TtbarV events 6.90± 1.15 5.25± 0.65 2.28± 0.41
MC exp. SingleTop events 24.60± 7.93 16.93± 5.34 3.35± 1.16
MC exp. Diboson events 3.01± 1.88 0.57± 0.56 0.16+0.29

−0.16
MC exp. Multijets events 2.96± 2.33 2.43± 0.84 0.00± 0.00

Table 6.27: Background-only fit results in tt̄ validation regions for
SRC, SRD and SRE. The uncertainties are statistical and systematic.

VRZ yields VRZAB VRZD VRZE

Observed events 133 79 104

Fitted bkg events 130.77± 17.16 66.34± 6.61 84.44± 7.85

Fitted TTbar events 20.09± 5.24 12.74± 4.25 11.33± 3.31
Fitted Wjets events 36.25± 8.15 15.85± 2.85 21.30± 4.27
Fitted Zjets events 63.75± 16.40 30.86± 4.96 38.87± 5.86
Fitted TtbarV events 2.67± 0.52 3.00± 0.57 3.49± 0.75
Fitted SingleTop events 4.78± 2.29 2.14± 1.13 7.22± 3.27
Fitted Diboson events 2.59± 1.50 0.99± 0.56 2.22± 1.15
Fitted Multijets events 0.63+1.14

−0.63 0.76± 0.57 0.00± 0.00

MC exp. SM events 109.64± 8.73 61.68± 5.08 71.97± 4.67

MC exp. TTbar events 17.10± 3.98 13.42± 4.14 11.18± 2.86
MC exp. Wjets events 28.70± 4.66 12.54± 1.61 16.87± 2.48
MC exp. Zjets events 54.43± 7.60 29.80± 2.62 32.79± 2.68
MC exp. TtbarV events 2.07± 0.27 2.33± 0.38 2.72± 0.50
MC exp. SingleTop events 4.10± 1.41 1.83± 0.78 6.19± 2.04
MC exp. Diboson events 2.60± 1.50 0.99± 0.56 2.22± 1.15
MC exp. Multijets events 0.63+1.14

−0.63 0.76± 0.57 0.00± 0.00

Table 6.28: Background-only fit results for Z+jets validation regions.
The uncertainties are statistical and systematic.
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VRW yields VRW

Observed events 136

Fitted bkg events 154.83± 22.28

Fitted TTbar events 40.01± 7.78
Fitted Wjets events 61.55± 9.87
Fitted Zjets events 0.25± 0.10
Fitted TtbarV events 0.68± 0.21
Fitted SingleTop events 49.29± 23.03
Fitted Diboson events 3.05± 1.67
Fitted Multijets events 0.00± 0.00

MC exp. SM events 128.86± 14.48

MC exp. TTbar events 34.05± 5.18
MC exp. Wjets events 48.68± 3.91
MC exp. Zjets events 0.21± 0.08
MC exp. TtbarV events 0.53± 0.13
MC exp. SingleTop events 42.33± 13.11
MC exp. Diboson events 3.06± 1.68
MC exp. Multijets events 0.00± 0.00

Table 6.29: Background-only fit results forW+jets validation region.
The uncertainties are statistical and systematic.
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Figure 6.14: Distributions of extrapolating variables in the tt̄ control
regions for SRA. From top to bottom, mT2 and mb,min

T in CRA-TT,
mT2 and Emiss

T in CRA-TW and mT2 and mb,min
T in CRA-T0. Statis-

tical and systematic uncertainties are shown, and the background MC
samples have been scaled with the factors in 6.246.24.
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Figure 6.15: Distributions of mb,min
T and Emiss

T in the tt̄ control re-
gions for SRB. From top to bottom, CRB-TT, CRB-TW and CRB-T0.
Statistical and systematic uncertainties are shown, and the background

MC samples have been scaled with the factors in 6.246.24.
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Figure 6.16: Distributions of mS , mT (Emiss
T , `), RISR, leading b-

tagged jet pT, fourth leading jet pT and number of b-tagged jets in the
tt̄ control region for SRC, CRTC. Statistical and systematic uncertain-
ties are shown, and the background MC samples have been scaled with

the factors in 6.246.24.
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Figure 6.17: Distributions of subleading and third leading jet pT,
mb,min
T , mb,max

T , mT (Emiss
T , `) and ∆R(b, `) in the tt̄ control region for

SRD, CRTD. Statistical and systematic uncertainties are shown, and
the background MC samples have been scaled with the factors in 6.246.24.
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Figure 6.18: Distributions of Emiss
T /

√
HT , HT , Emiss

T , mb,min
T ,

mT (Emiss
T , `) and ∆R(b, `) in the tt̄ control region for SRE, CRTE. Sta-

tistical and systematic uncertainties are shown, and the background
MC samples have been scaled with the factors in 6.246.24.
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Figure 6.19: Distributions of m1
R=1.2, m

0
R=0.8, E

miss′

T , mb,max′

T in
CRZAB-TT-TW, and Emiss′

T and m′T2 in the Z+jets control region for
SRA-T0 and SRB-T0, CRZAB-T0. Statistical and systematic uncer-
tainties are shown, and the background MC samples have been scaled

with the factors in 6.246.24.
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Figure 6.20: Distributions of ∆R(b, b), the second, fourth, and fifth
leading jet pT, m

b,max′

T and mb,min′

T in the Z+jets control region for
SRD, CRZD. Statistical and systematic uncertainties are shown, and
the background MC samples have been scaled with the factors in 6.246.24.
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Figure 6.21: Distributions of leading and subleading R=1.2 reclus-
tered jet masses, Emiss

T significance, HT , Emiss
T and mb,min

T in the
Z+jets control region for SRE, CRZE. Statistical and systematic un-
certainties are shown, and the background MC samples have been

scaled with the factors in 6.246.24.
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Figure 6.22: Distributions of leading R=1.2 and R=0.8 reclustered
jet masses, mT2, HT , Emiss

T and mb,max
T in the W+jets control region.

Statistical and systematic uncertainties are shown, and the background
MC samples have been scaled with the factors in 6.246.24.
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Figure 6.23: Distributions of subleading R=1.2 and leading R=0.8
reclustered jet masses, subleading jet pT, HT , Emiss

T and mb,min
T in the

Single Top control region. Statistical and systematic uncertainties are
shown, and the background MC samples have been scaled with the

factors in 6.246.24.
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Figure 6.24: Distributions of leading R=1.2 and R=0.8 reclustered
jet masses, m′T2, HT , leading photon pT and mb,min′

T in the tt̄ + γ
control region. Statistical and systematic uncertainties are shown, and
the background MC samples have been scaled with the factors in 6.246.24.
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Figure 6.25: Distributions of extrapolating variables in the tt̄ valida-
tion regions for SRA. From top to bottom, mT2 and Emiss

T in VRTA-
TT,mT2 andm

b,min
T in VRTA-TW and Emiss

T andmb,min
T in VRTA-T0.

Statistical and systematic uncertainties are shown, and the background
MC samples have been scaled with the factors in 6.246.24.
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Figure 6.26: Distributions of mb,min
T and Emiss

T in the tt̄ validation
regions for SRB. From top to bottom, VRTB-TT, VRTB-TW and
VRTB-T0. Statistical and systematic uncertainties are shown, and
the background MC samples have been scaled with the factors in 6.246.24.
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Figure 6.27: Distributions of mS , pISRT , RISR, leading b-tagged jet
pT, fourth leading jet pT and number of b-tagged jets in the tt̄ valida-
tion region for SRC, VRTC. Statistical and systematic uncertainties
are shown, and the background MC samples have been scaled with the

factors in 6.246.24.



108 Chapter 6. Search for the stop squark at
√
s = 13 TeV

 [GeV]1
T

p

1

10

210

310

E
ve

nt
s 

/ 5
0 

G
eV

Data

SM Total

tt

Single Top

+Vtt

W

Z

Diboson

A. Rodriguez Thesis
-1=13 TeV, 36.5 fbs

VRTD

200 400 600
 [GeV]1

T
p

0.0

0.5

1.0

1.5

2.0

D
at

a 
/ S

M  [GeV]3
T

p

1

10

210

310

E
ve

nt
s 

/ 4
0 

G
eV

Data

SM Total

tt

Single Top

+Vtt

W

Z

Diboson

A. Rodriguez Thesis
-1=13 TeV, 36.5 fbs

VRTD

100 200 300 400
 [GeV]3

T
p

0.0

0.5

1.0

1.5

2.0

D
at

a 
/ S

M

 [GeV],maxb
Tm

1

10

210

310

E
ve

nt
s 

/ 1
00

 G
eV

Data

SM Total

tt

Single Top

+Vtt

W

Z

Diboson

A. Rodriguez Thesis
-1=13 TeV, 36.5 fbs

VRTD

500 1000 1500

 [GeV],maxb
Tm

0.0

0.5

1.0

1.5

2.0

D
at

a 
/ S

M  [GeV],minb
Tm

1

10

210

310

E
ve

nt
s 

/ 2
0 

G
eV

Data

SM Total

tt

Single Top

+Vtt

W

Z

Diboson

A. Rodriguez Thesis
-1=13 TeV, 36.5 fbs

VRTD

100 150 200

 [GeV],minb
Tm

0.0

0.5

1.0

1.5

2.0

D
at

a 
/ S

M

Figure 6.28: Distributions of subleading and third leading jet pT,
mb,min
T and mb,max

T in the tt̄ validation region for SRD, VRTD. Statis-
tical and systematic uncertainties are shown, and the background MC

samples have been scaled with the factors in 6.246.24.
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Figure 6.29: Distributions of Emiss
T /

√
HT , HT , Emiss

T and mb,min
T in

the tt̄ validation region for SRE, VRTE. Statistical and systematic
uncertainties are shown, and the background MC samples have been

scaled with the factors in 6.246.24.
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Figure 6.30: Distributions of m0
R=1.2, m

1
R=1.2, E

miss
T , mb,max

T , HT

and mT2 in the Z+jets validation region for SRA and SRB, VRZAB.
Statistical and systematic uncertainties are shown, and the background

MC samples have been scaled with the factors in 6.246.24.
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Figure 6.31: Distributions of ∆R(b, b), the second, fourth, and fifth
leading jet pT, m

b,max
T and mb,min

T in the Z+jets validation region for
SRD, VRZD. Statistical and systematic uncertainties are shown, and
the background MC samples have been scaled with the factors in 6.246.24.
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Figure 6.32: Distributions of leading and subleading R=1.2 reclus-
tered jet masses, Emiss

T significance, HT , Emiss
T and mb,min

T in the
Z+jets validation region for SRE, VRZE. Statistical and systematic
uncertainties are shown, and the background MC samples have been

scaled with the factors in 6.246.24.
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Figure 6.33: Distributions of leading R=1.2 and R=0.8 reclustered
jet masses, mT2, HT , Emiss

T and mb,min
T in the W+jets validation re-

gion. Statistical and systematic uncertainties are shown, and the back-
ground MC samples have been scaled with the factors in 6.246.24.
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Figure 6.34: Pull plot of the nuisance parameters of the fit. The
normalisation factors are named mu_.
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Figure 6.35: Correlation Matrix after the background-only fit. A
reduced number of nuisance parameters is shown.
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CHAPTER 7
Results

This chapter presents the results of the search introduced in chapter 66. As already
addressed, the analysis is designed as a number of signal regions optimised for different
SUSY models, and a set of control regions dedicated to constrain the main background
SM processes in the signal regions. The analysis is carried out blind 11 and the reliabil-
ity of the SM predictions of the MC samples was first tested in validation regions in
section 6.76.7. The background-only fit results in the signal regions are presented in this
chapter. Since good agreement is found with the Standard Model predictions, model-
independent limits are calculated on the visible cross section of any new physics model
in section 7.27.2. Limits are then set on the masses of the supersymmetric particles for
a number of models in section 7.37.3.

7.1 Background-only fit in signal regions

The results of the background-only fit on the predicted and observed number of Stan-
dard Model events in the signal regions are shown in tables 7.17.1, 7.27.2, and 7.37.3 for signal
regions SRA and SRB; SRC, and SRD and SRE, respectively. Systematic uncertain-
ties after the fit are also included. The tables include the total background prediction
before and after the fit, with the breakdown of the contributions from the different
processes, and the observed number of events. Good agreement is found between data
and MC predictions in all regions. Small upper deviations of the data due to fluctu-
ations in SRA-TT, SRB-T0 and SRD-high are, however, observed, with p-values for
the background-only hypothesis corresponding to probabilities for background com-
patibility of 29%, 27% and 27%, respectively. These numbers prove that the deviation
from the SM expectation is not large enough to suggest the presence of any signal.
Downward fluctuations are also observed, the largest one in SRC4.

Several distributions of the main variables in the signal regions are collected in
figure 7.17.1. The figures are produced after the fit is performed and include normalisa-
tion factors and constraints of the systematic uncertainties obtained from the fit (see
table 6.246.24), and the full signal-region selection has been applied. A histogram showing
the expected benchmark signal shape is included, as well as the several background
processes and the observed data. The shape agreement between data and the MC
prediction is in general good within uncertainties.

A summary of the contribution of the different systematics to the total uncertainty
in the signal regions can be seen in tables 7.47.4 and 7.57.5. Statistical, experimental, and
theoretical uncertainties are included, as well as the uncertainties on the normalisation

1In a blind analysis, the data events observed in the signal regions is not looked at until the
agreement of data and simulation has been thoroughly tested
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factors. The correlations of the uncertainties are taken into account by the fit. The
largest total uncertainty of 80% is found in SRC5, and in the rest of the regions
the total uncertainties oscillate between 14% and 31%. The uncertainties in the
Standard Model events predicted in the signal regions are dominated by statistical
uncertainties in all the regions except for SRB, where the dominant systematic is
the tt̄ theory uncertainty. The dominant theoretical systematic uncertainty comes
from tt̄ modelling in most of the regions, while the largest contribution from detector
uncertainties are JER and JES, which constitute up to 17%. The contribution from
normalisation factor uncertainties oscillates between 1% and 10 %.

SRA-TT SRA-TW SRA-T0 SRB-TT SRB-TW SRB-T0
Observed 11 9 18 38 53 206

Fitted background events
Total SM 8.6 ± 2.1 9.3 ± 2.2 18.7 ± 2.7 39.3 ± 7.6 52.4 ± 7.4 179 ± 26

tt̄ 0.71 + 0.91
− 0.71 0.51 + 0.55

− 0.51 1.31± 0.64 7.3 ± 4.3 12.4 ± 5.9 43 ± 22

W+jets 0.82± 0.15 0.89± 0.56 2.00± 0.83 7.8 ± 2.8 4.8 ± 1.2 25.8 ± 8.8

Z+jets 2.5 ± 1.3 4.9 ± 1.9 9.8 ± 1.6 9.0 ± 2.8 16.8 ± 4.1 60.7 ± 9.6

tt̄+ V 3.16± 0.66 1.84± 0.39 2.60± 0.53 9.3 ± 1.7 10.8 ± 1.6 20.5 ± 3.2

Single top 1.20± 0.81 0.70± 0.42 2.9 ± 1.5 4.2 ± 2.2 5.9 ± 2.8 26 ± 13

Dibosons −− 0.35± 0.26 −− 0.13± 0.07 0.60± 0.43 1.04± 0.73

Multijets 0.21± 0.10 0.14± 0.09 0.12± 0.07 1.54± 0.64 1.01± 0.88 1.8 ± 1.5

Expected events before fit
Total SM 7.1 7.9 16.3 32.4 46.1 162

tt̄ 0.60 0.45 1.45 6.1 12.8 47

W+jets 0.65 0.70 1.58 6.1 3.83 20.4

Z+jets 2.15 4.2 8.63 7.7 14.4 53.6

tt̄+ V 2.46 1.43 2.02 7.3 8.4 15.9

Single top 1.03 0.60 2.5 3.6 5.1 22.4

Dibosons −− 0.35 −− 0.13 0.60 1.03

Multijets 0.21 0.14 0.12 1.54 1.01 1.8

Table 7.1: Expected and observed number of events before and after
the simultaneous background-only fit is SRA and SRB. The errors

include systematic and statistical uncertainties

7.2 Model-independent limits

The good agreement between the data and the Standard Model prediction translates
into limits on the presence of new physics phenomena. The model-independent limits
are calculated in a fit including control and signal regions, where no signal model is
assumed, and any signal contamination in the control regions is ignored, as described
in section 5.45.4. The limits are set based on the expected number of SM events and its
uncertainty as obtained from MC simulation, and on the observed events in data. In
this way, 95% confidence-level model-independent upper limits are set on the visible
cross section of any new physics process. The visible cross section is defined as

σvis = σ ·A · ε, (7.1)

where σ is the cross section of the process, A is the acceptance of the detector and
ε is the efficiency of the selection for the signal regions. The values of A · ε obtained
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SRC1 SRC2 SRC3 SRC4 SRC5
Observed 20 22 22 1 0

Fitted background events
Total SM 20.6 ± 6.5 27.6 ± 4.9 18.9 ± 3.4 7.7 ± 1.2 0.91± 0.73

tt̄ 12.9 ± 5.9 22.1 ± 4.3 14.6 ± 3.2 4.91± 0.97 0.63 + 0.70
− 0.63

W+jets 0.80± 0.37 1.93± 0.49 1.91± 0.62 1.93± 0.46 0.21± 0.12

Z+jets −− −− −− −− −−
tt̄+ V 0.29± 0.16 0.59± 0.38 0.56± 0.31 0.08± 0.08 0.06± 0.02

Single top 1.7 ± 1.3 1.2 + 1.4
− 1.2 1.22± 0.69 0.72± 0.37 −−

Dibosons 0.39± 0.33 0.21 + 0.23
− 0.21 0.28± 0.18 −− −−

Multijets 4.6 ± 2.4 1.58± 0.77 0.32± 0.17 0.04± 0.02 −−

Expected events before fit
Total SM 25.4 36.0 24.2 9.2 1.1

tt̄ 18.2 31.2 20.6 7.0 0.89

W+jets 0.64 1.53 1.51 1.53 0.17

Z+jets −− −− −− −− −−
tt̄+ V 0.22 0.46 0.44 0.07 0.05

Single top 1.44 1.0 1.04 0.62 −−
Dibosons 0.39 0.21 0.28 −− −−
Multijets 4.6 1.58 0.32 0.04 −−

Table 7.2: Expected and observed number of events before and af-
ter the simultaneous background-only fit is SRC. The errors include

systematic and statistical uncertainties

in the analysis range from 0.05% to 9%. In particular, for SRA and SRE are of 9%
and 6% for their respective benchmark signals of (mt̃1

,mχ̃0
1
) = (1000, 1) GeV and

(mg̃,mt̃1
) = (1700, 400) GeV. In SRB, for (mt̃1

,mχ̃0
1
) = (600, 300) the value of A · ε

is 1.4%. SRD-low and SRD-high have A · ε of 0.05% and 0.5%, for their benchmarks
((mt̃1

,mχ̃1
1
,mχ̃0

1
) = (400, 100, 50) GeV and ((mt̃1

,mχ̃1
1
,mχ̃0

1
) = (700, 200, 100) GeV.

Finally, in SRC, combining all the bins in RISR, A · ε = 0.08% for (mt̃1
,mχ̃0

1
) =

(400, 227).
The values of the 95% CL model-independent upper limits for the different signal

regions are displayed in table 7.67.6. Upper limits in the range of 0.09 to 2.19 fb are
obtained. In addition to the limits on the visible cross section, an upper limit on the
number of BSM events in the signal regions is also shown. The CLB value, defined
as the confidence level of the background-only hypothesis, can also be seen in the
table, as well as the p-value. The smallest p-value of 0.13 is found in SRB-T0, which
indicates good agreement with SM predictions.

Values of visible cross sections above 0.3, 0.27 and 0.31 fb are excluded in SRA for
the TT, TW and T0 categories, respectively. In SRB, the values are higher, specially
in SRB-T0, due to the excess of observed events commented above. The upper limits
for the visible cross sections in SRB are 0.54, 0.60 and 2.19 fb in SRB-TT, SRB-TW
an SRB-T0 respectively. In SRC, the upper limits are 0.42, 0.31, 0.42, 0.10 and 0.09 fb
for different bins in RISR of the signal region. In SRD-high and low all cross sections
above 0.5 and 0.3 fb, respectively, are excluded, and for SRE the limit is 0.17 fb.
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SRD-low SRD-high SRE
Observed 27 11 3

Fitted background events
Total SM 25.1 ± 6.2 8.5 ± 1.5 3.64± 0.79

tt̄ 3.3 ± 3.3 0.98± 0.88 0.21 + 0.39
− 0.21

W+jets 6.1 ± 2.9 1.06± 0.34 0.52± 0.27

Z+jets 6.9 ± 1.5 3.21± 0.62 1.36± 0.25

tt̄+ V 3.94± 0.85 1.37± 0.32 0.89± 0.19

Single top 3.8 ± 2.1 1.51± 0.74 0.66± 0.49

Dibosons −− −− −−
Multijets 1.12± 0.37 0.40± 0.15 −−

Expected events before fit
Total SM 22.4 7.7 3.02

tt̄ 3.4 1.04 0.21

W+jets 4.8 0.84 0.42

Z+jets 6.7 3.10 1.15

tt̄+ V 3.06 1.07 0.69

Single top 3.3 1.30 0.56

Dibosons −− −− −−
Multijets 1.12 0.40 −−

Table 7.3: Expected and observed number of events before and after
the simultaneous background-only fit is SRD and SRE. The errors

include systematic and statistical uncertainties

7.3 Interpretation

An exclusion fit is used to set limits on the specific simplified models [107107, 130130] of
new physics using as test statistic the profile likelihood ratio described in chapter
55. The fit is performed separately for each of the signal models used. The signal
contamination in the control regions is taken into account, and the signal strength
parameter is allowed to float in the fit. In this case, signal systematics are taken
into account, both detector-related and theoretical uncertainties. The main sources of
detector uncertainties are, as for the background, JER and JES uncertainties, which
range from 2% to 6%. Theoretical uncertainties vary across the signal regions between
10 and 25% for all models except the well-tempered neutralino pMSSM, where they
can be up to 35%, as presented in table 6.236.23.

Orthogonal signal subregions are statistically combined multiplying their likeli-
hoods, while overlapping subregions such as SRD-low and SRD-high are combined by
choosing the one with the lowest CLs value (best expected) for each signal model.
Then, for each model, the signal region with lowest expected CLs is chosen. The ob-
served limits are calculated using the observed event yield in data in the signal regions,
while for the expected limits the nominal event yield is set to the nominal background
expectation as determined by the MC simulation constrained to the data in the con-
trol regions. The ±1σ uncertainty for the observed limits is calculated from the cross
section theory uncertainty, while for the expected limits the ±1σ is calculated from
the uncertainties in the background estimations.

Signal models considering several decay modes of the stop to t+ χ̃0
1, b+ χ̃±1 and ad-

ditional massive neutralinos are used in the interpretation of the results and described
in the following.
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SRA-TT SRA-TW SRA-T0 SRB-TT SRB-TW SRB-T0
Total stat. unc. 34 33 23 16 14 7

Total syst. unc. 24 23 15 19 14 15

tt̄ theory 10 6 3 10 11 12

tt̄+ Z/W theory 2 <1 <1 1 <1 <1
Z theory 1 3 2 <1 1 <1
Single top theory 6 3 5 3 4 5

Diboson theory <1 2 <1 <1 <1 <1
µtt̄ <1 <1 <1 2 2 1

µtt̄+Z 6 3 2 4 3 2

µZ 6 10 7 5 6 4

µW 1 1 1 2 1 2

µsingle top 5 3 5 4 4 5

JER 10 12 4 3 4 3

JES 4 7 1 7 4 <1
b-tagging 1 3 2 5 4 4

Emiss
T soft term 2 2 <1 1 <1 <1

Multijet estimate 1 <1 <1 2 2 <1
Pileup 10 5 5 8 1 3

Table 7.4: Summary of the dominant systematic uncertainties and
their contribution to the total uncertainty in the SM prediction in sig-
nal regions A and B. The uncertainties indicated with a µ correspond

to the normalisation factors of the different backgrounds.

SRC1 SRC2 SRC3 SRC4 SRC5 SRD-low SRD-high SRE
Total stat. unc. 22 19 23 36 100 20 34 52

Total syst. unc. 31 18 18 16 80 25 18 22

tt̄ theory 27 11 14 11 71 12 10 11

tt̄+V theory <1 <1 <1 <1 <1 <1 <1 1

Z theory <1 <1 <1 <1 <1 <1 <1 2

W theory <1 <1 1 3 2 <1 <1 1

Single top theory 3 2 2 3 <1 5 6 12

µtt̄ 4 6 6 5 5 1 1 <1
µtt+Z <1 <1 <1 <1 <1 2 2 4

µZ <1 <1 <1 <1 <1 4 5 5

µW <1 <1 1 3 3 3 1 2

µsingle top 3 2 2 3 <1 5 6 6

JER 4 10 6 5 10 3 6 4

JES 4 5 2 2 17 8 4 5

b-tagging 2 2 <1 2 4 9 7 <1
Emiss

T soft term 1 3 2 3 15 4 3 2

Multijet estimate 12 3 <1 <1 <1 2 2 <1
Pileup <1 1 <1 2 14 9 <1 2

Table 7.5: Summary of the dominant systematic uncertainties and
their contribution to the total uncertainty in the SM prediction in
signal regions C, D and E. The uncertainties indicated with a µ cor-
respond to the normalisation factors of the different backgrounds.
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Signal channel 〈σAε〉95
obs [fb] S95

obs S95
exp CLB p (z)

SRA-TT 0.30 11.0 8.7+3.0
−1.4 0.78 0.23 (0.74)

SRA-TW 0.27 9.6 9.6+2.8
−2.1 0.50 0.50 (0.00)

SRA-T0 0.31 11.2 11.5+3.8
−2.0 0.46 0.50 (0.00)

SRB-TT 0.54 19.6 20.0+6.5
−4.9 0.46 0.50 (0.00)

SRB-TW 0.60 21.7 21.0+7.3
−4.3 0.54 0.50 (0.00)

SRB-T0 2.19 80 58+23
−17 0.83 0.13 (1.15)

SRC1 0.42 15.1 15.8+4.8
−3.5 0.48 0.50 (0.00)

SRC2 0.31 11.2 13.9+5.9
−3.6 0.24 0.50 (0.00)

SRC3 0.42 15.3 12.3+4.7
−3.4 0.73 0.27 (0.62)

SRC4 0.10 3.5 6.7+2.8
−1.8 0.00 0.50 (0.00)

SRC5 0.09 3.2 3.0+1.1
−0.1 0.23 0.23 (0.74)

SRD-low 0.50 17.9 16.4+6.3
−4.0 0.62 0.36 (0.35)

SRD-high 0.30 10.9 8.0+3.4
−1.3 0.79 0.21 (0.79)

SRE 0.17 6.1 6.4+1.4
−2.4 0.42 0.50 (0.00)

Table 7.6: Upper limit table for the different signal regions. From
left to right: 95% confidence level limits on the average visible cross
section (〈σAε〉95obs), observed (S95

obs) and expected (S95
exp) upper limit on

the number of signal events, where the expected number is calculated
from the expected number of background events; confidence level for
the background-only hypothesis (CLB), and discovery p-value, with

its associated significance value (z).

7.3.1 Stop to top and neutralino

In figure 7.27.2, the scenario in which both stops decay through t̃1 → tχ̃0
1 is considered

for exclusion. The observed and expected exclusion contours at 95% CL are shown in
the stop-neutralino mass plane. For neutralino masses below 200 GeV, stop masses
between 400 and 1000 GeV are excluded. The limits improve largely those obtained
in Run-1 analyses with

√
s = 8 TeV, from 700 to 100 GeV of stop mass for neutralino

masses of around 100 GeV. The previous Run-1 limits are shown in the figure as
well. The remarkable extension of the limits in the area close to the diagonal, where
mt̃1
∼ mt+mχ̃0

1
is due to the inclusion of SRC, which is very sensitive to such models

thanks to the usage of an ISR system for background discrimination.

7.3.2 Natural SUSY-inspired mixed grid

Two decay modes are simultaneously considered [131131], t̃1 → tχ̃0
1 and t̃1 → bχ̃±1 ; with

branching fractions for the t̃1 → tχ̃0
1 process of 0%, 25%, 75% and 100%. The same

nature of the LSP is assumed as for the previous case (pure bino), and the mass of
the chargino is considered to be mχ̃±1

= mχ̃0
1

+ 1 GeV. The exclusion limits at 95%
CL in the stop-neutralino mass plane obtained for the different branching fraction
assumptions are shown in figure 7.37.3. For neutralino masses below 150 GeV, stop
masses are excluded for the pure b + χ̃±1 up to 800 GeV. For higher branching ratios
of t + χ̃0

1 decays the exclusion contour expands, reaching m(t̃1) ∼ 900 GeV for 25%
and 50%, and 950 for BR=75%. The better exclusion for higher branching fractions
of the tχ̃0

1 decay is expected, since most of the signal regions were optimised for this
case.
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7.3.3 Non-asymptotic higgsino

A pMSSM-inspired simplified model [132132] with a higgsino LSP is considered, where
three different decays of the stop are allowed, t̃1 → tχ̃0

2, t̃1 → tχ̃0
1 and t̃1 → bχ̃±1 . The

masses are assumed to be mχ̃0
2

= mχ̃0
1

+ 10 GeV and mχ̃±1
= mχ̃0

1
+ 5 GeV. Three

sets of branching ratios are considered. First, the branching ratios are set to B(t̃1 →
tχ̃0

2, t̃1 → tχ̃0
1, t̃1 → bχ̃±1 )=33%,33%,33%, which corresponds to a pMSSM model with

tanβ = 60, where the lightest top squark mostly consists of the superpartner of the
left-handed top quark. In addition, models with branching ratios B(t̃1 → tχ̃0

2, t̃1 →
tχ̃0

1, t̃1 → bχ̃±1 )=45%,10%,45% are considered, which correspond to scenarios where
the third-generation left-handed mass parameter is smaller than the superpartner of
the right-handed top quark mass parameter, i.e. mq̃3L < mt̃R. Finally, branching
ratios B(t̃1 → tχ̃0

2, t̃1 → tχ̃0
1, t̃1 → bχ̃±1 )=25%,50%,25% correspond to tanβ=20 and

they are also included in the interpretations. The obtained exclusion limits in the stop-
neutralino mass plane are shown in figure 7.47.4 at 95% confidence level. For models
with BR=(25,50,25)%, stop masses up to ∼ 840 GeV are excluded when m(χ̃0

1) = 200
GeV, while for BR=(33,33,33)% and (45,10,45)% stop masses up to 860 and 900 are
excluded for the same neutralino mass, respectively.

7.3.4 Wino-NLSP pMSSM grid

A pMSSM model with bino-like LSP and wino-like NLSP with masses M1 and M2 =
2 ·M1 is used. Sbottom and stop pair production are included, with decays

• t̃1 → tχ̃0
2

• t̃1 → bχ̃±1

• b̃1 → tχ̃±1

• b̃1 → bχ̃0
2

Where the second neutralino decays through χ̃0
2 → h/Zχ̃0

1, where the dominant decay
depends on the sign of the higgsino mass parameter µ. The chargino decays through
χ̃±1 → Wχ̃0

1. The pMSSM parameters are M3 = 2.2 TeV (gluino mass), MS =
√
mt̃1

mt̃2
= 1.2 TeV, tanβ = 20 and at/MS =

√
6, where at is the mixing parameter

between the left and right components of the stop. The masses of the rest of the
SUSY particles are set to > 3 TeV. The exclusion limits are shown in figure 7.57.5.

7.3.5 Well-tempered neutralino pMSSM

A model where three light neutralinos and a light chargino with masses within 50 GeV
of the LSP are considered is used. Sbottom and stop production is considered, which
decay to tχ̃0

1,2,3 or bχ̃±1 . The pMSSM parameters for this model are M1 = −(µ + δ),
with δ = 20− 50 GeV, M2 = 2 TeV, M3 = 0.8− 1.2 TeV, Xt/MS ∼

√
6 and tanβ=20.

The 95% confidence level exclusion limits are shown in figure 7.67.6. The contours for
t̃L and t̃R scans are shown. Models with t̃1 ≈ t̃L of stop masses up to 800 GeV are
excluded for m(χ̃0

1) = 200 GeV. The exclusion contour for t̃1 ≈ t̃R models is smaller,
reaching stop masses of 600 GeV only for neutralino masses below 150 GeV.

7.3.6 Gluino mediated stop

The SRE results are used for an exclusion fit with gluino-mediated stop production
models. The exclusion limits at 95% confidence level are shown in figure 7.77.7 in the
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gluino-stop mass plane, with ∆m(t̃1, χ̃
0
1) = 5 GeV. Gluino masses up to 1800 GeV

for stop masses up to 800 GeV are excluded as can be seen in the figure. The results
extend widely those of previous searches, which were set at 1400 GeV stop mass for a
300 GeV neutralino and are overlaid in the figure.

7.4 Future prospects

The results shown extensively improve limits from previous searches, and set limits on
models not explored before. These improvements are due to the increase of luminosity
and centre-of-mass energy of the LHC from the previous Run-1, but to the develop-
ments in the analyses that optimise background/signal separation, reduce systematic
uncertainties and improve the background constraints in the signal regions.

The extensive searches for Supersymmetric particles carried out in the ATLAS and
CMS Experiments during Run-1 and Run-2 of the LHC have set stringent limits on the
existence of natural SUSY. Searches for a variety of particles and decay modes have
shown no evidence of signals compatible with the models studied. Good agreement
with the SM expectations was observed now and again, not only in dedicated SUSY
analyses, but also on the properties of the Higgs boson and other SM particles.

However, all LHC searches use simplified models, and the limits set on the param-
eters derived from them are not necessarily representative of the full model. In fact,
due to the large amount of free parameters of a complete supersymmetric theory like
the MSSM, it is not easy to constrain it with the available information. A full scan on
the pMSSM parameters was published after the Run-1 data-taking period, using the
results from 22 separate SUSY searches in ATLAS [135135], but such a study is not yet
available for Run-2 data. Consequently, it is not easy to estimate the implications of
the current status of the SUSY searches on the viability of a natural supersymmetric
extension of the SM.

The upgrade of the LHC scheduled between 2019 and 2026 will increase the in-
stantaneous luminosity to up to 7 times more than the LHC design luminosity. This
will translate in an integrated luminosity after Run-3 of about 300 fb−1, and after
the High Luminosity LHC era (HL-LHC) of 3000 fb−1. It will thus provide a unique
opportunity to further probe natural SUSY, and discover, or rule out, the existence
of superpartners. The results presented in this chapter are dominated by statistics,
and therefore an increase in luminosity is expected to provide an improvement in the
exclusion or discovery reach. As an example, figure 7.87.8 shows some prospects on the
exclusion of stop and neutralino masses by the end of Run-3 and HL-LHC. The stud-
ies are based on the Run-1 analysis, and therefore are pessimistic since they do not
include the developments included in the Run-2 analysis presented in this chapter.
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Figure 7.8: Exclusion limits at 95% confidence level (dashed) and 5σ
discovery reach (solid) for 300 fb−1 (red) and 3000 fb−1 (black) in the
stop-neutralino mass plane assuming the decay t̃1 → tχ̃0

1 with 100%
branching ratio. Observed limits in the 8-TeV analysis are also shown

[136136].
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Conclusions

The main topic of this thesis is the search for light stops produced in pairs in pp
collisions at

√
s = 13 TeV at the LHC. The data analysed were collected with the

ATLAS detector during 2015 and 2016, reaching a total integrated luminosity of 36.1
fb−1. The search is performed on final states with no leptons, large jet multiplicity
and large missing transverse momentum. The main model targeted consists on a pair
of directly produced stops that decay into a top and a neutralino, although additional
models are used for the interpretation of the results.

The analysis strategy consists on the definition of several signal regions, which
consist on a combination of requirements on the events that are optimised to enhance
the signal events and reduce the SM backgrounds. The different signal regions target
different models, including several decay modes of the stops and different scenarios
regarding the masses of the SUSY particles. The contributions of SM processes are
constrained in control regions, defined independently for the main background pro-
cesses in such a way that the selection resembles that of the signal regions. A profile
likelihood fit is used to estimate the signal region composition, including the system-
atic uncertainties as nuisance parameters.

No deviation from the Standard Model predictions was found, and the results were
interpreted in terms of 95% confidence level limits on the visible cross section of any
new physics phenomena with the same signature. Exclusion limits were also set at
95% confidence level on the masses of the SUSY particles involved. Stop masses of
up to 1 TeV are excluded for neutralino masses of under 300 GeV, and stop masses of
800 GeV are excluded for neutralinos of 400 GeV. These limits extend by about 300
GeV the limits on the stop masses and by 100 GeV those of the neutralino. The limits
on models where the difference in mass between the stop and the neutralino is similar
to the top quark mass improve largely those in Run-1 thanks to developments on the
analysis strategy such as the use of ISR jets in the selection.

Future prospects for similar stop searches in the high-luminosity LHC are also
shown. By the end of Run-3, where 300 fb−1 of integrated luminosity are expected,
SUSY signals of stop masses up to 900 GeV could be discovered with a 5 σ significance,
and, in absence of a signal, stop masses of about 1200 GeV are expected to be excluded
for neutralino masses below 300 GeV. By the end of the high-luminosity phase, the
integrated luminosity is expected to reach 3000 fb−1, and the signals of up to 1200
GeV of stop mass could be discovered with a 5 σ significance, while if no signal is
found, the exclusion of stops with masses up to 1400 GeV with neutralino masses
below 400 GeV is predicted.
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APPENDIX A
TileCal Dead Module Correction

The presence of masked regions in the Tile calorimeter in ATLAS can severely affect
the measurements of hadronic energy deposits and compromise the data, especially
the jets and the missing transverse energy. This chapter details the studies towards
a correction to be applied to the affected jets. These studies are documented in an
ATLAS internal note [137137].

During the Run-2 data-taking period, these masked regions were present nearly at
all times. Previous studies during Run-1 aiming to correct this issue were focused on
isolated masked cells in the calorimeter, and failed to correct for jets in a satisfactory
manner when a larger area (like a full module) was masked. The studies presented in
this chapter aim to find a correction for the jets when a full module of the calorimeter
is masked. In section A.1A.1, the simulated samples used to derive the correction are
described. Section A.2A.2 gives an overview of the effects of the masked modules in the
jet pT, and the correction itself is described in section A.3A.3. The studies performed to
validate the correction in MC and data are documented in section A.4A.4, where dijet
and γ+jets samples are employed. Finally, a short description of the tool developed
to implement the correction is given in A.4.5A.4.5.

A.1 Monte Carlo samples

The effects on the jet reconstruction and the derived energy correction were studied in
dijet events generated using the POWHEG generator [3939] interfaced with Pythia8
[3737]. The MC samples were simulated with two different configurations in order to
study the effects of the masked modules in TileCal:

• Real detector configuration: The two masked modules present at the begin-
ning of Run-2 in the ATLAS detector (LBA10 and EBC21) were masked in the
simulation.

• Ideal detector configuration: No masked TileCal modules were included in the
simulation. The cell noise configuration is also slightly different, since it is
calculated without bad channels.

This pair of otherwise identical samples allowed for a precise knowledge of the effects
of the masked modules in jets and other reconstructed objects. Previous attempts to
emulate the effect of the masked regions by hand, modifying the topocluster infor-
mation of the jets according to the expected fraction lost in the hadronic calorimeter
were found to model poorly the real effect.

The two simulation conditions stated above will be referred to as ideal and real
samples, and similar naming will be used for the jets coming from either of them.
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Simulated samples of γ+jets events with Pythia8 were used for the validation of the
correction.

The final validation and the calculation of the systematic uncertainties of the
correction was done using real data collected with the ATLAS detector during 2015.
The full integrated luminosity, after applying good data requirements was 3.32 fb−1.

A.2 Effects of the modules

The technique to study the effect of the masked modules of TileCal consists on com-
paring the energy jet-by-jet in the two samples. In order to properly do this, it is
important to associate correctly the jets, which is done relying on particle-level infor-
mation. The matching is done as follows

• The same event number is read in the two samples.

• The two leading reconstructed jets are matched to the most energetic truth jet
within ∆R = 0.2 in both samples.

• The real and ideal reconstructed jets that are associated to the same truth jet
are matched together.

This identification of real and ideal jets can be used to study the effects of the
modules on the properties of the jets. This is done as a function of the relative position
between the jet and the masked module. Considering that the sizes of the modules are
of about 0.9 in η and 0.1 in φ, the jets can be classified into three categories depending
on this position, measured from the centre of the module to the centre of the jet:

• Core-affected jets: The jet is pointing to a masked module, i.e. |∆η| < 0.45 and
|∆φ| < 0.05.

• Edge-affected jets: The jet is pointing outside of the module, but close to it, i.e.
0.45 < |∆η| < 0.85 and 0.05 < |∆π| < 0.45.

• Not affected (or healthy) jets: They are far enough from any masked modules
and therefore not affected by it.

The position of the two masked modules and the areas of the calorimeter that
they affect are shown in figure A.1A.1. Since the influence regions of the modules do not
overlap, the effects of these two modules are studied independently.

The jet response was studied as a function of the jet pT and its position relative to
the damaged module. Figure A.2A.2 shows the energy losses of jets that overlap in φ with
the module (|∆φ|<0.05) as a function of the distance in η for several pT ranges. The
losses are evaluated as the relative difference between the jet from the real and ideal
samples. The energy losses increase dramatically when the central part of the jet gets
inside the limits of the module (|∆η| < 0.45). This is an expected feature, since the
central part of the jets is on average the most energetic. The asymmetry in ∆η can be
explained by looking at the geometry of the detector. The Long Barrel modules cover
the region 0 < |∆η| < 0.9, while the Extended Barrel covers 0.8 < |∆η| < 1.7. The
existing overlap between the two explains the asymmetry, since part of the energy of
a jet falling in the overlap region will be measured by the contiguous, non-masked
module. It is also observed that the losses are larger in the LB than the EB, reaching
up to 24% for jets between 800 GeV and 1 TeV in the LB, and 20% in the EB for the
same energy range.
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Figure A.1: Position of the two masked modules in 2015 and the
areas of affected jets around them

A.3 Correction

The features of the energy losses of the jets shown in the previous chapter have been
used to develop a correction for the jets. It is calculated independently for the long
and extended barrels, and it depends on the jet pT and its position with respect to
the module. The approach followed for the computation of the correction is based on
the numerical inversion technique [8585], which was already described in chapter 44, in
such a way that the correction is initially calculated as the ratio R = pDT/p

H
T , in bins

of the healthy jet pT, and the result is a function of the damaged pT. The response R
is computed in bins of ∆φ and ∆η. The binning in φ is done in absolute value, as the
energy loss is assumed to be symmetric in ∆φ. The binning is 0.05 for ∆φ ≤ 0.1 and
0.1 for ∆φ > 0.1. In ∆η the binning is constant at 0.1, and it is no longer symmetric
to account for the η dependence of the jet resolution.

In principle the function R, once inverted and written as a function of pDT can
already be used as a correction for the jets, but in order to avoid any discontinuities
in the pT spectrum of the jets it is fit with a smooth function. Two different functions
are used for this purpose, f1 for jets whose axis is falling inside the module and f2 for
the rest, being

• f1 = exp[p0 + p1x] + p2

• f2 = p0x+ p1

These functions showed a good modelling of the data. The fits for two configurations
are shown in figure A.3A.3, with the confidence intervals at 1σ confidence level, including
only statistical uncertainties.

The uncertainties on the fit are not enough to cover for the non-closure observed
in the jets pointing to the centre of the modules. For this reason, for the jets in
these regions, an extra uncertainty is estimated in a closure test with an analogous
configuration to that of figure A.2A.2. This is shown in figure A.4A.4. It can be seen that
good closure is achieved in general, and a flat systematic uncertainty of about 3% is
added to the jets with |∆η| < 0.4 to cover for the non-closure.
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Figure A.2: Relative energy loss of jets overlapping in φ with one of
the modules in different pT ranges as a function of the distance to the
centre of the module in η. Here pHT is the healthy pT of the jet, and
pDT is the damaged jet pT, calculated from the ideal and real samples,

respectively.
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Figure A.4: Comparison of corrected (blue) and damaged (red) jet
pT to healthy for several ranges of truth pT and jets overlapping in φ
with the LB (left) and EB (right) modules. The uncertainties on the
points show the statistical error, and the shadowed area indicates the

assigned systematic uncertainties.
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A.4 Validation

A series of studies performed to validate the correction in data and MC samples were
carried out, and are detailed in this section.

A.4.1 Jet resolution

Some pulls of the reconstructed and truth-level jet pT are shown in figure A.5A.5 for
healthy, damaged, and corrected jets, for jets pointing inside the masked modules.
Figure A.6A.6 shows jets pointing outside the modules. In the case where the jets point
inside the module, the width of the distribution increases significantly, and the mean
is displaced to lower values. When the correction is applied, the mean gets back
to its original value, but the width of the distribution is not improved. In the case
when the jet points outside the module, the change in the distribution is mild, and
the correction is also small. These effects are summarised in figure A.7A.7, where the
mean and RMS of these distributions are shown as a function of the jet pT. The
average pT is recovered with the correction. Although the RMS is worsened after the
correction, especially in the long barrel, the mean follows the ideal behaviour very
closely. For instance, the pull RMS for ∼ 500 GeV jets increases by 4%, while the
mean value is corrected for about 20%. As the correction is computed on average,
some overcorrection occurs, particularly for very high-pT jets in the long barrel, but
this is covered by the systematic uncertainties described in section A.3A.3. In the case
of the edge-affected the changes in RMS and mean are very small, and the correction
performs very well. As seen in figure A.8A.8, the mean value is nicely recovered, and the
impact on the RMS is negligible.
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Figure A.5: Jet response before and after applying the correction to
jets pointing inside the module, compared to the non-damaged jets in
the long (top) and extended (bottom) barrels, for several ranges of jet

pT.
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Figure A.6: Jet response before and after applying the correction to
jets pointing outside the module, compared to the non-damaged jets
in the long (top) and extended (bottom) barrels, for several ranges of

jet pT.

A.4.2 Dijet balance

A usual way to study the pT resolution without relying on truth jets is to look at dijet
(back-to-back) events. If no other activity is present, the pT of the two leading jets
should balance each other. The study was performed on the MC samples detailed in
section A.1A.1, and applying the selection:

• p1,2
T > 35 GeV,

• ∆φ1,2 > 2.5,

• p3
T < pavg

T /4,

where pavg
T is the average pT of the two leading jets.

One of the two leading jets is considered as the reference, and required to be
central (|ηref | < 0.8) and not affected by any of the masked calorimeter regions. The
other jet (probe) is required to be affected by one of the masked regions included
in the simulation. The resolution is shown in figure A.9A.9 in terms of the ratio R =
pprobe

T /pref
T . It can be seen that core-affected jets lose up to 25% of their pT in the LB,

as anticipated, and the corrected jets follow closely the healthy points. The case of
jets pointing outside the modules has again a small effect, and it is very well recovered
after applying the correction.

A.4.3 Effects on the Emiss
T

The effects of the masked modules and the jet correction applied were also studied
in terms of the reconstructed missing transverse energy. Since the loss of energy in
misreconstructed jets due to the TileCal failures can potentially create big tails in the
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Figure A.7: Mean (top) and RMS (bottom) of the response distri-
butions of core-affected jets as a function of the jet pT for LB (left)

and EB (right) modules.

MET distribution. The Emiss
T used for the studies is reconstructed as described in

chapter 44. The same selection as in the previous section A.4.2A.4.2 is applied, with one of
the two jets affected by the masked regions.

In figure A.10A.10 the Emiss
T distribution is shown for dijet events, where the Emiss

T

is recomputed after having corrected the jets, and compared to the ideal case. For
the event topology selected, the Emiss

T arises mainly from jet misreconstruction, and
therefore is directly affected by the hadronic losses in TileCal. It can be seen in
the figure that the tales are indeed larger when one of the jets points to one of the
modules, and an analogous but milder effect is observed for jets affected on the edge.
The correction improves slightly these tails, but the effect is very small.

A.4.4 γ+jet balance

The ultimate test for the correction was done on real data. In order to do this, γ+jet
events were selected. This study is also complementary to the dijet analysis at low
jet pT. Single photon triggers were used, and the event selection includes

• A reconstructed photon with pγT > 27 GeV and |η| < 1.37

• At least one reconstructed jet with pT > 20 GeV and |η| < 2.1

• The photon and the leading jet are separated in φ by at least 2.9 (∆φ > 2.9)

• The second (if any) jet is soft compared to the leading jet-photon pair p2
T < 0.2pγT

Similarly to what was done for dijet events, the pT of the leading jet is compared
to that of the photon, and in the ideal γ+jet scenario, the ratio of their pT would be
similar to 1. Figure A.11A.11 shows this quantity as a function of the photon pT in data
and MC for all jets affected by each of the two modules. As seen in the bottom ratio
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Figure A.8: Mean (top) and RMS (bottom) of the response distri-
butions of edge-affected jets as a function of the jet pT for LB (left)

and EB (right) modules.

in the figures, the correction tends to restore the pT to the expected for a healthy jet.
Although in general the correction improves the damaged jets, a small overcorrection
is observed in some cases. It is due to the statistical fluctuations of the uncorrected
samples, and it is covered by the systematic uncertainties assigned to the correction.

A.4.5 JetTileCorrection Tool

As a result of the studies summarised here, a tool to apply the correction was developed
and approved as an official ATLAS tool. It uses the parameterisation described in
section A.3A.3 to correct all the damaged reconstructed jets in data and simulation. It is
provided with a list of the masked modules in data and/or MC. For each reconstructed
jet, the tool determines whether it is affected by any module in the list, and corrects
(if needed) with the relevant factor depending on the distance in η and φ to the
module, and the pT. The tool returns the jet with the modified reconstructed four-
momentum. Additionally, it provides the original pT of the jet, and whether the jet
was not affected, core-affected or edge-affected.

In the case where a jet is affected by two modules, a conservative approach is
followed, and the tool applies all relevant corrections in a decreasing order. In the
case where the modules are adjacent, the correction is not expected to work with the
same efficiency, since for a jet pointing in the middle too much information would be
lost in the dead region. Further studies would be needed in this case.
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Figure A.9: Dijet balance as a function of the average dijet pT for
jets pointing at the LB module (top left), at the EB module (top left)

and outside of the masked modules (bottom).
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Figure A.11: Comparison of γ+jet balance before and after apply-
ing the correction. All affected jets included, in data (top) and MC

(bottom).
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APPENDIX B
Test Beam Studies for the ATLAS Tile Calorimeter
Upgrade

The upgrade of the Large Hadron Collider will increase the luminosity from the nomi-
nal 1034 cm−2 s−1 to about 5 to 7 times higher. This will provide a unique opportunity
to search for new physics and make precise measurements of the SM, but the increase
in luminosity will present significant challenges for the experiments, which will have
to upgrade their detectors consequently.

In particular, the Tile Calorimeter will update the readout electronics to face
larger rates and pile-up. In order to test the performance of the new components,
a prototype was equipped with the upgraded readout and exposed to test beams of
electrons, muons and hadrons. This chapter details the analysis of the data collected.
A summary of the upgrade for TileCal is given in section B.1B.1. Then, the test beam
set up is described in section B.2B.2, and the results are given in section B.3B.3. Although
my contribution to the analysis was focused on the muon data, electron and hadron
results are shown as well for completeness.

B.1 TileCal upgrade

The increase of luminosity of the LHC will result in a corresponding increase of par-
ticle fluxes through the ATLAS subdetectors, which will face a higher radiation and
will necessitate more efficient trigger and data acquisition systems. Most of the Tile-
Cal components will not be replaced, like the tiles, the photomultipliers (PMTs) ,
the absorbers and the fibres. However, the readout system will experience significant
changes [138138]. In order to achieve these requirements, the front-end electronics will be
replaced with a new system that will provide fully-digital trigger data at 40 MHz (in-
stead of the current 100kHz) with higher granularity and precision. For comparison,
the old and new electronics readout systems are shown in figure B.1B.1. In the current
trigger system of TileCal, analogue signals are used for the first level trigger, corre-
sponding to towers of 0.1× 0.1 in ∆η×∆φ. In the upgraded system, the information
of the trigger will be fully digital, which will also require an increase in the system
data bandwidth. The new trigger system will have access to the digital information of
each calorimeter cell with low electronic noise level and accurate energy calibration.

In the current readout system in ATLAS, up to 48 photomultipliers are read-
out by a single super-drawer, the basic readout unit. In the upgrade, in order to
reduce the impact of a potential super-drawer failure, they will be replaced by 4 mini-
drawers each. This will avoid problems as the masked TileCal modules discussed in
the previous appendix AA.
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Figure B.1: Scheme of the current (top) and upgraded (bottom)
TileCal readout systems.

Figure B.2: Sketch of the cell structure of a TileCal module.

B.2 Test Beam setup

In order to test the performance of the new readout system, a prototype (also referred
to as demonstrator) was exposed to test beams of different particles (muons, electrons
and hadrons). The data were collected in September 2017 with the setup schemed in
figure B.3B.3. Along the beam line, three Cherenkov counters are placed that are used
for particle detection, alongside with two trigger scintillators used in coincidence to
trigger the data. Finally, two beam chambers measure the position of the beam before
it hits the table were the modules for study are placed.

As it was described in section 3.2.2.23.2.2.2, a Tile Calorimeter module is divided in three
layers, being the most internal one A, the middle one BC, and the outermost D. Each
of them are subdivided into cells, having 10 cells in the A-layer, 9 in the BC-layer
and 4 in the D-layer in the long-barrel modules, like the one used for data-collection
in the test beam. A scheme of the cells in a module can be seen in figure B.2B.2.

Three modules are placed on the scanning table, one of them being the demon-
strator, equipped, as mentioned above, with all the upgrade readout electronics, and
calibrated at the electromagnetic scale. The studies presented in the next section
were performed using the data collected with this module exposed to several particle
beams, as stated above, at different energies and incident angles.
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Figure B.3: Scheme of the beam- line used for the test beam stud-
ies. Three Cherenkov counters(Ch1, Ch2 and Ch3) are used for par-
ticle identification; two trigger scintillators (S1 and S2) are used in
coincidence for triggering, and two beam chambers (BM1 and BM2)
measure the position of the beam. The distances are reported in the

figure.

B.3 Test beam results

B.3.1 Results with muons

Muons are expected to lose energy mostly through ionisation as they cross the calorime-
ter. The high-energy muons used for the studies travel all the way through the demon-
strator, and the energy lost in the process is expected to be proportional to the path
length.

The data were collected with a muon beam of 165 GeV incident at 90 and 20
degrees. The runs at 20 degrees follow a similar path as those arising from the inter-
action point in ATLAS, while muons incident at 90 degrees traverse a larger distance
inside the module, and are useful to study the energy losses in the calorimeter. The
runs at 90 degrees were taken with the beam pointing in the middle of each of the
11 tile-rows of the demonstrator module. Events were selected requiring a total en-
ergy reconstructed in the module in the window 700 < E < 15000 MeV. The lower
cut allows to reject fake trigger events. The runs at 20 degrees were taken with the
beam pointing at the centre of each of the 10 cells of the A layer, the first one in the
projective direction. The event selection includes a cut on the total energy deposited
of at least 500 MeV.

The response of the demonstrator to muons was studied in terms of the deposited
energy over the path length

(
dE
dl

)
and studies were performed independently for each

cell. As it can be seen in figure B.4B.4, the deposited energy follows a Landau distribution.
The muon response for the different cells is calculated as the 97.5% truncated

mean of the distributions of
(
dE
dl

)
, in such a way that the tales in the positive side of

the distribution are not taken into account. The reason is that some of the landau
fits show some instabilities due to the function not describing the data in the whole
range. The results are shown in terms of the ratio of the response to muons in data
over simulation,

R =
〈dE/dl〉Data

〈dE/dl〉MC
. (B.1)

In this way, any non-linearity appearing from the truncated mean is avoided.
Figure B.5B.5 shows the results for 90-degree incident muons. The results are shown

for all the cells in each layer, and the mean value per layer is also displayed. The
maximum offset observed between data and simulation is of about 6%, and the mean
value found in the different layers is consistent.

Figure B.6B.6 shows the results for 20-degree incident muons. The points for each
layer represent runs in which the beam was pointing to different cells of the A-layer,
and they were calculated using one cell in A-layer, two in BC-layer and one or two in
D-layer. Layers BC and D were calculated using only runs pointing to cells A1-A8,
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Figure B.4: Muon energy deposited over path length in cell A8 for
90-degree incident muons in data (full black points) and simulation
(red line). A fit to a Landau function convoluted with a Gaussian is

also shown (blue line)

since some energy is lost outside of the module for the rest. The differences between
data and MC are larger here, up to 10% in the D-layer. The mean value of R per layer
oscillates between 0.94 and 0.96, lower than in the 90-degree case, but compatible with
each other.

B.3.2 Results with electrons

Electron data were collected with beams of 20, 50 and 100 GeV particles incident in
cell A4 with an angle of 20 degrees. Electrons are expected to deposit all their energy
in the calorimeter, such that 〈E〉/Ebeam ∼ 1, where 〈E〉 is the mean total energy
deposited by the electrons.

For the electron analysis, a more sophisticated selection is needed in order to get a
clean sample. Two variables related to the shower shape in the calorimeter are used,
Clong and Ctot [139139]. The variable Clong measures the depth of the shower, and is
defined as

Clong =
2∑
i=1

3∑
j=1

Eij
Ebeam

, (B.2)

where the sum over i includes the two first layers of the module, and the sum over j
represents the three contiguous cells centred in the beam in layer i. The energy Eij is
the energy deposited in a certain cell. Hence, Clong represents the fraction of energy
deposited in the first two layers of the calorimeter. The variable Ctot gives a measure
of the spread of the shower, and is calculated as

Ctot =
1∑
cE

α
c

√√√√ 1

Ncell

∑
c

(
Eαc −

1

Ncell

∑
c

Eαc

)2

. (B.3)

Here Ec is the energy of cell c and Ncell = 9 represents the number of cells considered.
The exponent α = 0.6 was obtained from simulation optimising the electron separa-
tion. These two variables are used in combination to select a clean electron sample.
Figure B.7B.7 shows the two variables for a 50 GeV electron sample. Two clusters can
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Figure B.5: Ratio of the truncated means of the energy distributions
per unit of path length deposited in the demonstrator in data over
simulation. The results are for 90 degree muons of 165 GeV, and are
shown as a function of the cell number in each layer. The horizontal

red lines represent the mean value in each layer.

be observed, the denser one on the top right of the figure corresponding to electrons,
the other one to hadrons. The requirements applied to Clong and Ctot depend on the
beam energy, being Clong > 0.88 and Ctot > 6.5 for 100 GeV electrons. For a low
energy beam of 20 GeV the selection is Clong > 0.75 and Ctot > 2.1, and an extra
requirement on the signal of the Cherenkov counters to achieve better purity, which
has to be larger than 500 analogue-to-digital converter (ADC) counts.

The distribution of the total energy deposited by the electrons with the different
energy beams is shown in figure B.8B.8. The data and MC distributions are overlaid.
As it can be seen in the figure, the agreement between data and simulation is very
good, and the total energy deposited in the module follows a gaussian distribution.
This proves the purity of the electron selection, since the simulated sample contains
only electrons. The electron response is sensitive to the periodicity of the position of
the scintillating tiles in the calorimeter. The energy deposited is therefore a periodic
function of the beam position, and the determination of the response is done through
a fit to the function

E(X) = p0

[
1 + p1 sin

(
2πX

p2

)]
, (B.4)

where p1, p2 and p3 are parameters of the function. Since p0 is the mean energy
around which the oscillations occur, it is taken as the value of the electron response.
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Figure B.6: Ratio of the truncated means of the energy distributions
per unit of path length deposited in the demonstrator in data over
simulation. The results are for 20-degree incident muons of 165 GeV
and are displayed as a function of the A-layer cell where the beam
points in each case. Only A1-A8 are shown for BC and D-layers. The

red horizontal line shows the mean for each layer.

This is shown in figure B.9B.9, where the ratio between the parameter p0 of the fit (here
called Efit and the beam energy is displayed for the different beams. The results show
that the computed mean is within 2% of the total energy.

B.3.3 Results with hadrons

The demonstrator was finally exposed to hadron beams of 16, 18, 20 and 30 GeV
incident in cell A3 with a projective angle of about 15 degrees. In this case, the
particle identification and selection is done using the Cherenkov counters upstream the
detector. Figure B.10B.10 shows the signal in the Cherenkov counters 1 and 3 vs the total
energy deposited. The type of particles to which each of the clusters corresponds and
the cuts applied for selection are shown in the figure. For proton and kaon selection,
the signal in Cher1 is required to be lower than 400 ADC, and in Cher3 lower than
420 ADC, while for pions the requirements are inverted. Figure B.11B.11 shows the Cher2
vs Total energy scatter plot after applying one of these selections in Cher1 and Cher3.
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Figure B.7: Distribution of Clong vs Ctot for a 50 GeV electron beam.
The larger cluster on the top right corresponds to electrons, while the

smaller one is the hadron contamination.
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Figure B.8: Distribution of total electron deposited energy for dif-
ferent beam energies and an incident beam at 20 degrees on cell A4.
The solid line corresponds to data, while the dotted line shows the

simulation.

For proton selection, the Ch2 signal is required to be Ch2 < 460 ADC, for pions
Ch2> 3900 ADC, and for kaons Ch2> 460 ADC.

The determination of the hadron response in each case is done fitting the total
energy distribution to a gaussian, with the range of the fit reduced to 2σ around the
peak. As it can be seen in figure B.12B.12, a secondary peak appears in the low energy
spectrum due to muons from kaon decay. The reduced range for the fit avoids this
peak from being taken into account, giving a better measure of the hadron energy.

The results are shown in figure B.13B.13. The mean and RMS of the gaussian fit
are shown for protons, kaons and pions as a function of the beam energy. The ratio
of data and simulation is also displayed. Lower response to protons than kaons and
pions is observed, as expected from a non-compensating hadronic calorimeter. The
agreement with simulation improves with increasing energy, since the contamination
from electrons and muons is lower at higher energies.
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Figure B.9: Electron response as a function of the beam energy for
20-degree incident muons on cell A4.

B.4 Conclusions

The Tile Calorimeter readout system will be upgraded for the HL-LHC era. A pro-
totype with the new components was exposed to test beams of muons, electrons and
hadrons. Studies performed with 165 GeV muons incident at 20 and 90 degrees con-
firm the uniformity of the calorimeter response, and the expected linearity of the muon
energy deposited with path length is observed. Electron data collected for 20, 50 and
100 GeV beams incident at 20 degrees show good agreement with simulation and the
total energy deposited corresponds with the beam energy within 2%. The analysis
of the hadron data collected with 16, 18, 20 and 30 GeV beams show good agree-
ment with simulation and the expected good response of the calorimeter to different
hadrons.

These results confirm the good performance of the new TileCal electronics, and
good agreement between simulation and calibrated data. This guarantees a good
calorimeter signal when the new electronics will be installed in the detector.
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Figure B.10: Signal in Ch1 and Ch3 counters vs total energy for
hadron beams of 18 GeV. The particle identification of each of the
clusters is overlaid in the figures, as well as the requirements applied

for particle selection.
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