
Search for electroweak production of
supersymmetric particles with photonic

final states using the first LHC Run II data
recorded with the CMS detector

Masterarbeit in Physik

vorgelegt der

Fakultät für

Mathematik, Informatik und Naturwissenschaften

der RWTH Aachen

von

Johannes Lange

angefertigt am

I. Physikalischen Institut B

Prüfer: Prof. Dr. Lutz Feld

Zweitprüfer: Prof. Dr. Stefan Schael

September 2016



ii



Search for electroweak production of supersymmetric

particles with photonic final states using the first

LHC Run II data recorded with the CMS detector

Abstract

A search for supersymmetry in final states with photons is presented in this thesis. Data

collected in Run II of the Large Hadron Collider at a center-of-mass energy of 13 TeV is

used. The proton-proton collision dataset recorded with the CMS experiment in 2015

corresponds to an integrated luminosity of 2.3 fb−1.

The analysis is designed to be sensitive to electroweak production of supersymme-

tric particles and compressed mass spectra. All considered models are motivated by

gauge-mediated supersymmetry breaking. A cut-and-count experiment is performed

using three exclusive search bins. No sign for physics beyond the standard model is

observed.

Exclusion limits are set for a general gauge mediation scenario and a simplified

model assuming electroweak gaugino production. A similar sensitivity is reached as in

the search performed at
p

s = 8 TeV.

Additionally, two simplified models of gluino pair production are considered. The

currently best limits set by CMS can be improved for these scenarios at large neutralino

and chargino masses.
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In this thesis a search for supersymmetry using the CMS detector is presented. The

results have already been published by the CMS collaboration as a preliminary result in

form of a physics analysis summary (PAS) [1]. The collaboration internal documenta-

tion of the analysis can be found in the corresponding analysis note (AN) [2]. Both of

these documents have mainly been written by the author of this thesis, but they have

been reviewed by several other persons on behalf of the CMS collaboration. All figures

and tables that have been previously published in the PAS or as additional material

contain a corresponding reference in the caption to indicate that the content has been

approved by the CMS collaboration. Of those, plots are additionally labeled “CMS pre-

liminary” or “CMS simulation”. Any other plots shown in this document, labeled “CMS

private work”, have not been approved by the CMS collaboration.

In the following, a short introduction to the standard model of particle physics is

given. Open questions and problems are explained for which supersymmetry might

provide answers. The idea of supersymmetry is outlined and the predicted new particle

spectrum is explained. The analysis is put into context with related analyses, especially

with those previously performed in the same collaboration.

Chapter 2 is dedicated to the Large Hadron Collider (LHC) and the CMS experiment.

The event reconstruction and Monte-Carlo simulation are described in Chapter 3. Esti-

mation methods for the expected backgrounds are explained in Chapter 4 and the final

results together with statistical interpretations are presented in Chapter 5.

1.1 The standard model of particle physics

The standard model of particle physics (SM) describes the fundamental particles and

their interactions using quantum field theory. It has been successful in describing all

precision measurements performed to date and the last missing particle, the Higgs bo-

son, has been discovered by the CMS and ATLAS experiments in 2012 [3–6].

In the following, the natural unit system of particle physics is used, i.e. the speed

of light and the reduced Planck constant are set to unity (c = ħh = 1). Hence, units are

1



CHAPTER 1. INTRODUCTION

expressed in powers of the energy unit eV. Especially masses and momenta are mostly

given in GeV.

Elementary particles are described as quantum fields and categorized by different

properties. Fermions carry half-integer spin (in units of ħh) and integer spin particles are

called bosons. Of the fermions, there are six leptons and six quarks which are ordered in

three generations. For each fermion there exists a corresponding antiparticle1 having an

opposite electrical charge sign. There are three lepton generations. In each generation

there is a charged lepton (electron e, muon µ, and tau τ), each carrying an electrical

charge of −1e, and an electrically neutral neutrino νℓ (ℓ = e,µ,τ). The quarks are

also grouped into three generations and categorized as up-type (up u, charm c, top t)

with an electrical charge of +2/3e and down-type (down d, strange s, bottom b) with

−1/3e.

All fundamental interactions between particles are mediated by gauge bosons. In

the SM these are gluons g, photons γ, and W± and Z0 bosons for the strong, electro-

magnetic, and weak force, respectively, each having a spin of 1. Gravity is the only

known force not included in the SM. The spin-2 exchange boson introduced in quan-

tum descriptions of gravity is the graviton G.

The strong force is described by quantum chromodynamics (QCD), which is a non-

abelian gauge theory based on the SU(3) symmetry group. Only particles with color

charge interact via the strong force. In the SM these are the quarks and the gluons

themselves (gluon self-coupling). The eight massless gluons carry color and anticolor.

Elementary particles with color charge cannot be observed as free particles, but they

always form color-neutral bound states known as hadrons. Quarks and gluons pro-

duced in particle collisions will hadronize, meaning that several quark-antiquark pairs

are created that form hadrons.

The electromagnetic and weak interactions are described in a unified way, based on

the SU(2)×U(1) gauge group. The corresponding gauge eigenstates are the massless

W1, W2, W3, and B bosons. The mass eigenstates (γ, W±, Z0) that can be observed

experimentally are obtained by electroweak symmetry breaking,

W± =
1p
2

�
W1 ∓W2
�

,

�
γ

Z0

�
=

�
cW sW

−sW cW

��
B

W3

�
,

with the abbreviations sW := sinθW and cW := cosθW , where θW is the weak mixing

angle with s2
W
≈ 0.23 [7]. The W± and Z0 bosons couple to all quarks and leptons, while

the photon only couples to particles carrying electrical charge. A fermion changes its

type at an interaction vertex with a W± boson, i.e. an up-type quark becomes a down-

type quark, a charged lepton becomes a neutrino, and vice versa.

The direct inclusion of massive vector bosons breaks the local gauge invariance of

the electroweak theory. To be able to introduce the finite masses mW± = 80.4 GeV and

1It is yet unclear if this is true for neutrinos. If they are Dirac fermions, like the charged leptons, the

neutrino and its antiparticle are distinct particles. In the case of being a Majorana fermion, the neutrino

is its own antiparticle.
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1.1. THE STANDARD MODEL OF PARTICLE PHYSICS

mZ0 = 91.2 GeV [7], the Higgs mechanism is used in the SM. A new complex scalar

doublet φ is included, called Higgs field. The potential

V (φ) = −µ2φ†φ +λ(φ†φ)2 (µ2,λ > 0) 1.1

is symmetric in φ, but the minimum φ0 is not located at the symmetry point φ = 0.

By means of this so-called spontaneous symmetry breaking, the non-zero vacuum ex-

pectation value of the Higgs field provides mass terms for the heavy bosons, while

maintaining local gauge invariance. In this one-Higgs-doublet form of the Higgs mech-

anism, four degrees of freedom are introduced (two complex fields). Since the photon

does not acquire mass, only three are used for the boson masses and the remaining one

manifests in a new observable particle. This spin-0 Higgs boson h0 is electrically neutral

and has a mass of 125.1 GeV [7]. For consistency, the Higgs mechanism in the SM is also

used to give masses to the fermions using Yukawa couplings. The search for h0 → bb

and h0 → τ+τ− decays has given first evidence for Higgs-fermion couplings and the

analysis of
p

s = 13 TeV LHC data is expected to provide a definite answer [8–10].

Beyond this minimal formalism, extended forms of the Higgs mechanism, such as two-

Higgs-doublet models, would be allowed in the SM. Analyses are ongoing to further

investigate the properties of the boson found and to search for possible further Higgs

bosons [11,12].

Unsolved questions

The SM has been very successful in describing many experimental results with high

precision. Nevertheless it is generally considered obvious that the theory cannot be

complete and physics beyond the standard model (BSM) is assumed to exist.

First of all, the SM does not include gravity. The physics of gravitation is described

by general relativity, whose predictions have been verified once more with the recent

observation of gravitational waves [13, 14]. Gravitational effects are negligible at en-

ergy and distance scales that are usually described by quantum theories, such as particle

collisions at colliders, but this is no longer true at the Planck scale (≈ 1019 GeV), where

a theory of quantum gravity is needed. Examples of such attempts are string theory and

loop quantum gravity, the former also trying to unify gravity and the other fundamental

interactions into a “theory of everything” (TOE).

A possible intermediate step towards a TOE would be the unification of the strong

and electroweak forces and their description by a single gauge symmetry. For such a

grand unified theory (GUT) it is necessary that the running couplings, which depend

on the energy scale, unify at some energy ΛGUT called GUT scale. Figure 1.1 illustrates

the running of the coupling constants corresponding to the U(1), SU(2), and SU(3)

subgroups of the SM. In the SM, no unification of all three couplings is possible, while

BSM models such as supersymmetry can achieve this.

The discovery of the Higgs boson with a mass of 125 GeV makes the hierarchy prob-

lem a real problem of the SM, which is essentially the huge discrepancy between the

electroweak (≈ 102 GeV) and Planck scales (≈ 1019 GeV) [16]. The ultraviolet cut-off

scale ΛUV used to regulate SM loop integrals dictates the maximum energy regime up

to which the SM can be valid and in which new physics processes should be present.
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Figure 1.1: Running of the coupling constants as a function of the energy scale Q. The

αi (i = 1, 2, 3) represent the coupling constants corresponding to the U(1), SU(2), and

SU(3) subgroups of the SM [15]. Unification of all three couplings is not possible in

the SM case (left), while BSM models such as supersymmetry (right) can achieve this.

(The figure has been adapted from [15]. Only colors and labels were changed.)

It is generally assumed to be in the order of the Planck scale. All particles coupling to

the Higgs boson introduce quantum corrections via virtual loops, leading to quadratic

divergences in ΛUV of the mass parameter µ2 in Eq. (1.1), e.g.

∆µ2∝ y2
f
Λ

2
UV

for a fermion f with the Yukawa coupling parameter y f . These corrections push the

Higgs boson mass towards the Planck scale, which is many orders of magnitude larger

than the measured mass. A cancellation of the huge contributions to this precision (“fine

tuning”) is often considered unnatural. Supersymmetry provides a nice framework in

which the corrections automatically cancel. Other attempts to resolve the hierarchy

problem are e.g. the introduction of new heavy particles, composite Higgs models [17],

or spatial extra dimensions [18].

A further evidence for the SM not being a complete theory is the absence of a can-

didate for a dark matter particle. Astrophysical observations show that approximately

a quarter of the energy density of the universe is composed of dark matter (DM) [7],

i.e. mass that is interacting via gravitation, but not electromagnetically. The rotation

velocities of galaxies as a function of the radius cannot be explained by the visible mass

distribution and suggest the existence of dark matter halos [19]. Also, the gravitational

lensing effects observed at galaxy clusters are stronger than anticipated and give strong

evidence for the presence of additional non-luminous matter [20]. From the particle

physics perspective this implies the existence of weakly interacting massive particles

(WIMPs). The SM neutrinos cannot serve as DM particles due to the low masses. While

heavy neutral particles can be introduced into the theory ad hoc, many supersymmetric

models automatically provide a DM candidate.
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1.2. SUPERSYMMETRY

1.2 Supersymmetry

Several BSM theories were designed to solve one or several problems present in the SM.

Supersymmetry (SUSY) [21–27] is one of the most prominent ones, because it adds a

new symmetry that is considered elegant from the theoretical perspective and at the

same time it could provide answers to several open questions at once (see Section 1.1).

A new symmetry is introduced that allows for a consistent treatment of fermionic

and bosonic fields. The SM symmetry group is extended with fermionic generators Q

of SUSY which translate fermion states into boson states and vice versa,

Q |fermion〉 ∝ |boson〉 , Q |boson〉 ∝ |fermion〉 .

The spin of a state is changed by ±1
2
, while all other quantum numbers are conserved

by the transformation. The simplest form is “N = 1 SUSY”, meaning that only one pair

of Q, Q† exists [16,28].

In the minimal supersymmetric extension of the SM (MSSM), exactly one superpart-

ner particle (sparticle) is introduced for each SM particle. Each sparticle has the same

quantum numbers as the SM partner, except that the spin is altered by 1
2
. The partners

of bosons and fermions are called bosinos and sfermions, respectively. Sparticles are

labeled like their SM partners, but with a tilde on top, e.g. selectron ee, up squark eu, and

gluino eg. Since the left-handed quarks and leptons are SU(2) doublets and the right-

handed ones are singlets, a squark and slepton is introduced for each chirality. Because

the sfermions are bosons, the index (L or R) specifies the chirality of the corresponding

SM fermion. Since neutrinos are usually treated as massless, the right-handed compo-

nent is not considered and therefore the chirality index for sneutrinos is suppressed.

While in the SM a single complex Higgs doublet is sufficient, the MSSM requries at

least a two-Higgs-doublet model,

Hu =

�
H+

u

H0
u

�
, Hd =

�
H0

d

H−
d

�
,

to avoid gauge anomalies. Up-type quarks acquire masses from Hu, whereas Hd is

responsible for down-type quark and charged lepton masses. With this extended SM

Higgs sector, five mass eigenstates h0, H0, A0, H± exist. The particle found at a mass of

125 GeV is conventionally called h0, a linear combination of H0
u

and H0
d
. SUSY partners

to the Higgs bosons are called higgsinos.

Like the SM gluons, the gluinos eg form a QCD color octet and cannot mix with

the color-neutral bosinos. The gauge eigenstates of the electroweak gauge bosons are

called wino ( eW1, eW2, eW3) and bino (eB). Together with the higgsinos they mix to mass

eigenstates called neutralinos (eχ0
1
, eχ0

2
, eχ0

3
, eχ0

4
) and charginos (eχ±

1
, eχ±

2
). The upper in-

dex indicates the electrical charge and the lower index numbers the particles increasing

with their mass. The non-colored bosinos are also referred to as electroweakinos.

The SUSY part of the MSSM particle spectrum is shown in Table 1.1. In this un-

broken form, i.e. if the symmetry is exact, SUSY solves the hierarchy problem exactly.

Fermionic and bosonic loops contribute mass corrections with an opposite sign. The

5



CHAPTER 1. INTRODUCTION

Table 1.1: Sparticle spectrum of the MSSM.

Name Spin [ħh] Symbol

Squarks 0
euL, euR, ecL, ecR,etL,etR

edL, edR, esL, esR, ebL, ebR

Charged sleptons 0 eeL, eeR, eµL, eµR, eτL, eτR

Sneutrinos 0 eνe, eνµ, eντ
Gluinos 1/2 eg

Mass eigenstates

neutralinos

eχ0
1
, eχ0

2
, eχ0

3
, eχ0

4

charginos

eχ±
1

, eχ±
2

Winos 1/2 eW1, eW2, eW3

Bino 1/2 eB
Higgsinos 1/2 ( eH+

u
, eH0

u
), ( eH0

d
, eH−

d
)

fermion-boson partner structure of SUSY provides exact cancellation of all contribu-

tions, due to couplings of the same strength, and thus protects the Higgs boson mass.

The R-parity

PR = (−1)3(B−L)+2s

is assumed to be conserved in all models considered in this thesis. This combination

of baryon number B, lepton number L, and spin s ensures that all SM particles have

PR = +1 and all SUSY particles PR = −1. A consequence of R-parity conservation is

that only even numbers of sparticles can appear at interaction vertices. For SM particle

collisions this implies that SUSY particles are always produced in pairs and that the

lightest sparticle (LSP) is stable. A massive LSP without electrical and color charge

provides a good DM candidate.

Unfortunately, no experimental evidence for the existence of SUSY particles could

be observed to date and therefore the sparticle masses have to be larger than the SM

partner masses. If existent, SUSY cannot be an exact symmetry and has to be broken,

implying that the hierarchy problem cannot be solved exactly, i.e. the corrections do not

cancel precisely. A regulation of the Higgs boson mass is still possible, though, without

the need for large fine-tuning, as long as sparticles exist at the TeV scale [29]. This is of

special importance for the top squark, since the Yukawa coupling is by far the strongest.

Gauge-mediated SUSY breaking

The possible source of the SUSY breaking is unknown and different mechanisms are

proposed theoretically. The main motivation to search for SUSY in final states with

photons is gauge-mediated SUSY breaking (GMSB) [30–36].

To achieve symmetry breaking, a new “hidden sector” is introduced. The fields

contained in this sector are responsible for the SUSY breaking, while they are almost

decoupled from the MSSM particles (the “visible sector”). The only interaction between

both sectors is mediated by messenger fields, translating the breaking to the MSSM. In

6



1.3. SIGNAL MODELS

the case of GMSB, the mediation happens via the gauge interactions. The LSP is a

spin-3
2

particle, identified with the gravitino eG, the superpartner of the spin-2 graviton

G. Because the LSP leaves the detector undetected, causing a momentum imbalance,

SUSY signal events are expected to have large missing transverse energy (Emiss
T

).

1.3 Signal models

All signal models considered in this thesis are motivated by GMSB, i.e. the LSP is always

the gravitino. The production of sparticles is categorized into strong and electroweak

production. While strong production refers to production of sparticles carrying QCD

color charge, electroweak production means direct production of charginos and/or neu-

tralinos. The initially produced sparticles decay, possibly in several subsequent steps,

to the next-to-lightest SUSY particle (NLSP), which then decays to the LSP and a SM

boson. The branching fractions in the decay cascades depend on different model as-

sumptions like the mixing ratios of the electroweakinos. The LSP is assumed to be

massless, leading to prompt decays of the NLSP.

The main model used to guide the analysis is a general gauge mediation (GGM) [37–

42] scenario, where the NLSP is the lightest neutralino eχ0
1
. The neutralino decays are

determined by the mixing

eχ0
i
=

4∑

j=1

Ni j
eψ0

j
,

with eψ0 = (eB, eW3, eH0
d
, eH0

u
)⊤ and a mixing matrix N . In the case of large wino or bino

components (“wino-/bino-like”) of the NLSP, decays to photons or Z bosons are pre-

ferred, while a higgsino-like NLSP can also lead to final states with Higgs bosons. A

GGM model of electroweak production is used, which assumes a pure bino eχ0
1

mixture,

while the eχ0
2

and eχ±
1

are pure wino [43]. Therefore, the neutralino and chargino masses

are given by the bino and wino masses, meχ0
1
= meB and meχ0

2
= meχ±

1
= m eW. Squarks and

gluinos are decoupled, i.e. set to very high masses, leading to electroweak production

processes. The NLSP decay is determined by its mass meχ0
1
. The branching ratio of the

pure bino eχ0
1

to photons and Z bosons are

BR(eχ0
1
→ eGγ) =

c2
W

c2
W + s2

W

�
1− m2

Z

m2

eχ0
1

�4
meχ0

1
≫mZ

−−−−−→ cos2 θW , and 1.2a

BR(eχ0
1
→ eGZ) =

s2
W

c2
W

�
1− m2

Z

m2

eχ0
1

�−4

+ s2
W

meχ0
1
≫mZ

−−−−−→ sin2 θW , 1.2b

i.e. the decay eχ0
1
→ eGγ is preferred [44]. Figure 1.2 shows the branching ratios as

a function of the NLSP mass. For low NLSP masses, the eχ0
1
→ eGZ decay is almost

completely suppressed.
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Figure 1.2: Branching ratios for the pure bino NLSP decays to eGγ and eGZ as a function

of the NLSP mass in the GGM model.

The dominant production mechanism in this GGM scenario is pp → eχ±
1
eχ0

2
, illus-

trated in the Feynman graph in Fig. 1.3. The eχ±
1

and eχ0
2

decay to the NLSP and a SM

electroweak boson. No direct jet production is possible in the sparticle decay chains and

jet activity can only be due to initial state radiation or hadronic decays of bosons. The

NLSP mass directly influences the transverse momentum of the photons and gravitinos

in the final state. Larger masses correspond to larger momenta and missing transverse

energy.

p

p

Z/h

eχ
0
1

γ/Z

eG

W±

eχ
0
1
eG

γ/Z

eχ
0
2

eχ
±

1

Figure 1.3: Feynman diagram of the dominant eχ±
1

-eχ0
2

production mechanism and a

typical decay chain in scenarios with a bino-like eχ0
1

and wino-like eχ0
2

and eχ±
1
[1].

Beyond this full model, simplified models are used for the final interpretation of the

search results. For a simplified model, only a small subset of the sparticle spectrum is

considered. The production process is fixed and very simple assumptions are made for

all branching ratios.

The TChiWg model shown in Fig. 1.4 assumes chargino-neutralino production, both

8



1.4. PREVIOUS AND RELATED SUSY SEARCHES

having the same mass. They directly decay to the LSP and either a W boson or photon

with 100% branching ratio, eχ±
1
→ eGW± and eχ0

1
→ eGγ. Consequently, the final state

consists of one photon, missing transverse energy and the decay products of the W

boson.

p

p eχ0
1

eχ
±

1

γ

eG

eG

W±

Figure 1.4: Feynman diagram corresponding to the TChiWg simplified model [1].

Two simplified models of gluino pair production are considered additionally. The

gluinos eg decay to eχ0
1

or eχ±
1

and jets with subsequent decays eχ0
1
→ γeG and eχ±

1
→W±eG,

where also branching ratios of 100% are assumed. The gluino decay is treated as a

three-body decay via a virtual squark. Other analyses specifically targeted at those

models typically require jets in addition to photons. In scenarios with compressed mass

spectra the jets from the gluino decay are low-energetic and thus not reconstructed,

which makes those analyses insensitive. Because no jet requirements are imposed in

this analysis, there is no sensitivity loss for small ∆m(eg, eχ0
1
/eχ±

1
). The models are la-

beled according to the final state with two photons (T5gg) or a photon and a W boson

(T5Wg). Feynman graphs for both models can be found in Fig. 1.5.

p

p

q
q̄

eχ
0
1

γ

eG

q

q̄

eχ
0
1
eG

γ

eg

eg

p

p

q
q̄

eχ
0
1

γ

eG

q

q̄

eχ
±

1
eG

W±

eg

eg

Figure 1.5: Feynman diagrams of the T5gg (left) and T5Wg (right) simplified mod-

els [1].

1.4 Previous and related SUSY searches

Searches for supersymmetry have already been performed at lower center-of-mass en-

ergies at different experiments, e.g. at the Large Electron-Positron Collider (LEP) [45]
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or the Tevatron pp̄-collider [46]. Also, one of the main physics goals of the LHC is

the discovery of yet unknown particles and phenomena. During its Run I at center-of-

mass energies of 7 TeV and 8 TeV, many searches were performed using different final

states, but no significant sign of deviations from the SM was observed. A summary of

the results of the 8 TeV CMS SUSY searches published until February 2015 is shown

in Fig. 1.6. For each search channel, the pull is calculated, i.e. the difference of the

number of observed and expected background events divided by the total uncertainty,

not considering possible correlations. Channels with an expectation of less than one

event are excluded. The histogram of the pull values shows a gaussian shape with a

mean close to zero, as expected for data distributed according to the background-only

hypothesis. A possible explanation for the standard deviation being smaller than one

is a slight overestimation of the systematic uncertainties in many analyses.
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Figure 1.6: Summary of the
p

s = 8 TeV CMS SUSY results published until February

2015. A histogram of the pulls of all search channels is shown together with a gaussian

fit. Channels with an expectation of less than one event are excluded. These results

have been presented in this or a similar form before [47,48].

Most of the CMS searches with photon final states in Run I were targeted at strong

production, owing to the larger production cross section, and therefore often requiring

the presense of jets [49, 50]. Due to the possibility of NLSP decays to W bosons in

GMSB, dedicated SUSY searches for events containing a photon and a lepton were per-

formed [51]. Since the Higgs boson can be produced in sparticle decays, the h0 → γγ
channel was used in diphoton searches [52,53]. Explicit searches for electroweak pro-

duction, not containing photon final states, have been published for
p

s = 8 TeV [54].

Searches with photonic final states have also been carried out by the ATLAS collabora-

10
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tion [55,56].

The predecessor of the analysis presented here, searching for electroweak produc-

tion of gauginos using final states with photons at
p

s = 8 TeV, has just been pub-

lished [57, 58]. The analysis strategy and background prediction methods used here

are similar to those used in the
p

s = 8 TeV search. In Run I, a special “parked dataset”

[59] corresponding to an integrated luminosity of 7.4 fb−1 recorded with a photon+Emiss
T

trigger with low thresholds was used, whereas in this analysis a pure photon trigger is

used. This change, apart from the increased center-of-mass energy, is the main change

of the analysis with respect to the predecessor. The different selection with a photon-

pT threshold increased by more than 100 GeV implies modifications in the definition of

several regions used for the background prediction, which has been further optimized

in this analysis. With the dataset recorded in 2015 (2.3 fb−1) at
p

s = 13 TeV, a sensi-

tivity similar to the 8 TeV search is expected for electroweak production scenarios. The

strong production cross section increase with the higher center-of-mass energy is large

enough to have a higher sensitivity, though no strong production interpretation was

provided in [57]. The full dataset that will be collected in 2016 (cf. Chapter 2) will

greatly increase the discovery potential with respect to the 8 TeV analysis.

Of the ongoing 13 TeV photonic SUSY searches at CMS, the diphoton and Higgs-to-

diphoton searches have been published as preliminary results [60, 61], as well as the

ATLAS diphoton and photon+jets analyses [62,63].

11



12



2
Experimental setup

Contents

2.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 The CMS experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

To resolve ever smaller structures of matter and produce yet undiscovered particles,

reactions of elementary particles have to be investigated at increasing energies. Pre-

vious electron(-positron) colliders have proven to be a precise instrument in particle

physics research for the determination of many properties and parameters of the SM

and to probe BSM theories. To reach even higher energies and potentially produce

heavier particles, hadron colliders are used, the currently most energetic being the

Large Hadron Collider.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [64] is located near Geneva in a ring tunnel of

26.7 km circumference 45−170 m underground, crossing the French-Swiss border. The

tunnel has been built for the LEP collider, which was closed in 2000, and has been

reused for the LHC, which accelerates and collides protons and lead ions. LHC’s first

physics operation began in 2010. To reach beam energies in the TeV range, an accel-

erator chain is needed. For the LHC the accelerator complex has been established by

using the last main accelerator as a pre-accelerator for the newest collider. Starting

from a linear accelerator (Linac2), protons are brought to higher energies in several

steps in the proton synchrotron booster (PSB), proton synchrotron (PS) and super pro-

ton synchrotron (SPS), which finally injects proton bunches with 450 GeV beam energy

into the LHC. The LHC is divided into eight sectors as shown in Fig. 2.1 with interac-

tion points (IPs) in four of them, where both beams intersect and can be brought to

collision. The superconducting acceleration cavities are located in sector 4 and oper-

ate at 400 MHz. Dipole magnets are used to bend the particle trajectories and enable

the circular collider layout. Quadrupole magnets are needed for beam focussing and

higher-order multipoles, most importantly sextupoles, are used to correct chromaticity,

i.e. energy dependent tune shifts, and the influence of non-linear fields introduced by

magnet errors. Since particles of the same charge are circulated in opposite direction,

separate magnetic fields are needed. The superconducting magnets are realized with

NbTi Rutherford cables and operated at a temperature below 2 K. The coils for both

13
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Figure 2.1: Illustration of the LHC ring with its eight sectors and both beams that are

intersecting at four IPs [65].

directions are housed in one single mechanical structure [64].

The LHC is designed to reach a maximum center-of-mass energy of 14 TeV for pro-

tons, which circulate in nb = 2808 bunches in each direction and are brought to col-

lision in 25 ns intervals. Apart from the energy, the most important quantity for a col-

lider experiment is the instantaneous luminosity L. The number of events that can

be observed per time unit for a specific scattering process is proportional to L. For a

symmetric collider it is given by

L =
N 2

b
nb f γ

4πǫnβ*
Fhg ,

with the number nb of bunches per beam, the number Nb ≈ 1011 of protons per bunch,

the revolution frequency f , the Lorentz factor γ, the normalized emittance ǫn, and

the value β* of the beta-function at the interaction point. The hourglass factor Fhg

accounts for the finite crossing angle of both beams. Instantaneous luminosities of up

to 1034 cm−2s−1 = 10 Hz/nb were planned initially. The integrated luminosity

L=

∫
L dt

is used to calculate total event counts

Nevt = L ·σ ,
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with the cross section σ for a specific process.

The collider can also accelerate fully stripped lead ions (208Pb82+) with beam ener-

gies of up to 2.76 TeV per nucleon, either operating in pPb or PbPb collision mode [64].

Different experiments are located around each IP. The CMS and ATLAS [66] exper-

iments are general purpose detectors, built for conducting a broad range of physics

measurements. With the LHCb experiment [67], realized as a forward spectrometer,

mainly b-hadrons and their decays are studied at lower luminosities. The ALICE detec-

tor [68] is specialized for heavy ion physics. CMS and ATLAS also analyze the heavy

ion collision data.

In Run I the LHC operated at
p

s = 7 TeV (2011) and
p

s = 8 TeV (2012) for pp

collisions, followed by the long shutdown 1 (LS1) in which measures were taken to

increase the energy closer to the design. Run II started in 2015 at
p

s = 13 TeV and

continued in 2016, where the design luminosity was reached and even exceeded.

2.2 The CMS experiment

The data used in this thesis has been collected by the Compact Muon Solenoid (CMS)

detector [69] located at IP5. Built around the collision point it spans approximately

20 m in length with a diameter of 15 m. The origin of the coordinate system is placed

at the interaction point with the z axis parallel to the beam direction, pointing west-

wards, the x axis pointing towards center of the LHC, and the y axis pointing upwards.

The azimuthal angle φ ∈ [−π,π] is measured from the x axis in the x-y plane and

the polar angle ϑ ∈ [0,π] is usually substituted by the pseudorapidity η = − ln tan ϑ
2
.

Distances in the η-φ plane are denoted ∆R =
p
∆φ2 +∆η2. The detector consists

of several subcomponents each specialized to reconstruct different particle types and

measure their trajectories, energies, or momenta. The subdetectors are divided into

barrel and endcap parts, covering the central (small |η|) and forward (large |η|) re-

gions, respectively. The general layout of these can be seen in Fig. 2.2.

CMS uses a superconducting solenoid magnet with a diameter of 6 m that weighs

220 t to bend charged particles’ tracks in the x-y plane in order to determine their

transverse momenta. Rutherford cables of NbTi are wound in four layers and carry a

current of up to 19 kA. The interior of the magnet, which is occupied by the inner track-

ing system and the main calorimeters, is provided with a homogeneous 3.8 T magnetic

field parallel to the beam direction. The magnetic flux is returned on the outside by an

iron yoke, in which the muon system is embedded [69].

The innermost part of the detector is occupied by the silicon-based inner tracking

system, built around the beam pipe, with a length of 5.8 m and a diameter of 2.5 m,

used to reconstruct trajectories of charged particles and to identify interaction vertices

and secondary vertices of e.g. b-hadron decays. Closest to the beam pipe, the pixel

detector with a fine granularity ensures the ability to precisely determine track origins

and vertices. Overall, it consists of 66 million pixels with a cell size of 100× 150µm2.

The pixel detector is built in three layers in the barrel and two endcap disks. The

innermost layer has a radius of 4.4 cm. Further outward, a silicon strip detector is

used, consisting of ten barrel layers and twelve endcap disks with a total of 9.3 million
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Figure 2.2: Schematic view of the CMS detector [70, 71]. The labels show the barrel

and endcap subdetectors.

strips. The exact layout, subdivision, and pseudorapidity coverage of the inner tracking

system is shown in Fig. 2.3. The total active silicon area of the tracker is approximately

200 m2 [69].

Around the tracker at an inner radius of 1.3 m, CMS is equipped with a homoge-

neous electromagnetic calorimeter (ECAL), mainly used to measure electron and pho-

ton energies. Lead tungstate (PbWO4) crystals with a radiation length X0 of 0.89 cm

and a Molière radius of 2.2 cm serve as scintillating material. They are directed towards

the collision point with a slight tilt to ensure that particles cannot pass gaps between the

crystals. In the ECAL barrel (EB), covering |η| < 1.479, each of the 61200 crystals has

a length of 23.0 cm≈ 25.8X0 and a front area of 22×22 mm2. The ECAL endcaps (EE)

each contain 7324 crystals with a length of 22.0 cm≈ 24.7X0 and a front cross section

of 28.62× 28.62 mm2 that cover 1.479 < |η| < 3.0. For the conversion of scintillation

light into electrical signals avalanche photodiodes are used in the EB and vacuum pho-

totriodes in the EE. The relative energy resolution can be parametrized with respect to

the photon’s or electron’s energy E as

�σ
E

�2
=

�
2.8%p
E/GeV

�2
+

�
12%

E/GeV

�2
+ (0.30%)

2
,
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Figure 2.3: Schematic cross section of the CMS inner tracking system. The strip tracker

is divided into inner and outer barrel (TIB, TOB), inner disks (TID) and endcaps (TEC).

Each line represents a detector module [69].

where the numerical parameters have been determined in a beam test [72]. The first

term is of stochastic origin, mainly due to the Poissonian distribution of the number

of scintillation photons that are created. The second summand is attributed to noise

from electronics and digitization. Other effects like the non-uniformity of the light

collection, intercalibration errors, and energy leakage from the rear side of the crystals

are contained in the last constant term. In order to identify the decay of neutral mesons

to two photons, a preshower detector is placed in front of the ECAL for the region with

1.653 < |η| < 2.6. It is realized as a sampling calorimeter with lead and silicon strip

layers [69].

Between the ECAL and the magnet, i.e. at a radial distance between 1.77 m and

2.95 m in the barrel, the hadron calorimeter (HCAL) is responsible for measuring the

energy of hadrons. It is built as a sampling calorimeter using layers of brass and

plastic scintillators, while the front- and back-plates are made of steel. The barrel

part (|η|< 1.3) consists of 36 azimuthal wedges and is segmented into parts cover-

ing 0.087 × 0.087 in ∆η ×∆φ. The 17 scintillator layers are read out with the help

of hybrid photodiodes. In forward direction the endcaps cover a pseudorapidity of

1.3< |η|< 3.0. While for |η|< 1.6 the granularity is the same as in the barrel, it is de-

creased to∆η×∆φ = 0.17×0.17 for |η|> 1.6. A further outer hadronic calorimeter is

placed outside of the magnet for the barrel part. Hadrons passing the ECAL and HCAL

can be detected using a scintillation detector making use of the stopping power of the

magnet coil. A hadron forward calorimeter extends the pseudorapidity coverage up to

|η|= 5.2. It is built of quartz fibres embedded in steel absorbers that detect Cherenkov

light emitted by particles passing the detector and is therefore mainly sensitive to the

electromagnetic shower component [69].

The muon system is placed outside of the magnet. In the barrel (|η| < 1.2) four

stations of drift tube chambers are used to reconstruct muon trajectories. Cathode strip
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chambers are employed in the endcaps (0.9< |η|< 2.4), also arranged in four stations.

Additionally, six barrel layers of resistive plate chambers and three disks per endcap are

used mainly for triggering purposes [69].

To read out and store the detector signals, a trigger system is needed, because at

a collision rate of 40 MHz it is impossible to store these for all collision events. The

selection made by the trigger is designed to accept events in which potentially interest-

ing physics processes occurred and is the first step of the event selection. The trigger

is designed as a two-tiered system using a level-1 trigger (L1) and a high-level-trigger

(HLT). For the L1 trigger simple information from the calorimeters and muon detectors

is used. It is a hardware trigger implemented using custom programmable devices and

it reduces the event rate from 40 MHz to O(10 kHz). A more sophisticated selection

with a particle reconstruction closer to that used in the offline analysis is possible with

the HLT, which is a software trigger running on computer farms. The HLT event output

rate of O(100 Hz) can be handeled and stored to disk [69,73].

In 2015, CMS recorded an integrated luminosity of 3.8 fb−1 at a center-of-mass en-

ergy of 13 GeV with a maximum instantaneous luminosity of 0.5 · 1034 cm−2s−1. The

history of the 2015 data taking can be seen in Fig. 2.4. Owing to issues with the op-

eration of the experiment’s magnet, only 2.3 fb−1 of the data were recorded with full

magnetic field, which are used in this analysis.
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Figure 2.4: 2015 data taking performance. The instantaneous (left) and integrated

(right) luminosity are shown as a function of the date. For the integrated luminosity,

the delivered and recorded values are shown [74].

The problems with the magnet could be solved in the technical shutdown during

winter 2015/2016 and the ongoing data taking in 2016 is progressing very well. Fig-

ure 2.5 shows the development of the integrated luminosity as a function of the date

separately for each year of Run I and Run II. The data taking in 2016 is by far the most

effective, reaching instantaneous luminosities of up to 1.3 ·1034 cm−2s−1, exceeding the

design goal [74]. Up to mid-September approximately 30 fb−1 of pp collisions have

been recorded and data taking is foreseen to continue until the end of October 2016,

promising a large dataset which will be the basis for many significant physics results.
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3
Event reconstruction and

Monte-Carlo simulation
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The analysis is performed starting from the MINIAOD data format which is a reduced

version of Analysis Object Data (AOD), containing only a subset of the event informa-

tion that is sufficient for most analyses [75]. The particle reconstruction described in

Section 3.1 has been applied before and particle candidates are contained in AOD and

MINIAOD. These datasets are further reduced in size by a first preselection step using

the resources of the Worldwide LHC Computing Grid (WLCG) [76] with the help of the

CMS software framework (CMSSW) in version 7.6.5 and CRAB3 [77]. The results are

stored in the ROOT file format and the final analysis is performed on local computers

with custom-written software making use of the ROOT libraries [78,79].

In the following, the reconstruction of particles and quantities in single events is de-

scribed. In general, one is interested in the products emerging from the interaction of

two partons of the colliding protons, i.e. quarks or gluons, called the hard interaction.

Additionally, there is the possibility that the remaining partons of the protons interact

(multi-parton interactions), usually with a lower momentum transfer, resulting in ad-

ditional low-energetic particles in the event. Multi-parton interactions together with

the possible reconstruction of the proton-remnants are summarized as the underlying

event. Additional pp interactions per bunch crossing are called pileup.

3.1 Particle reconstruction and identification

The signals that are read out from the different detector components need to be trans-

lated into physical information such as the trajectories of charged particles that traverse

the detector and energies deposited in the calorimeters. In general, the particle-flow

(PF) event reconstruction [80, 81] technique is used, which combines the information

from all subdetectors to determine particle energies, momenta and trajectories with the

best possible precision. In the following, the standard CMS reconstruction for the used
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physics objects is briefly described, which is carried out centrally for all analyses. The

object identification criteria applied in this analysis follow the official recommendations

of the respective CMS physics object groups (POGs).

Since the initial boost in z direction of the colliding partons is unknown, only the

transverse part of many quantities is considered. The transverse momentum ~pT is the

vectorial projection of the momentum ~p onto the x-y plane, written pT = |~pT| when

only the absolute value is considered. In the high-energy limit that is assumed here,

the masses of most particles are negligible and therefore E ≈ |~p|. Although the energy

is no vectorial quantity, transverse energies ET ≈ pT are used. In the high-energy limit,

the pseudorapidity η is equal to the rapidity y relative to the beam axis,

y =
1

2
ln

E + pz

E − pz

.

The reason for the usage of pT,∆η ≈∆y , and∆R is the Lorentz invariance with respect

to boosts in z direction.

Electromagnetic objects

Electromagnetic objects, i.e. photons and electrons, mainly deposit their energy in the

ECAL. Electron trajectories can additionally be reconstructed using the hits in the inner

tracking system. A large fraction of photons converts to e+e− pairs before reaching

the ECAL, which diverge in φ due to the magnetic field. Electrons can emit photons

by bremsstrahlung, which also can convert in the inner tracking system. To associate

all energy deposits to the right objects, the PF algorithm is used for a consistent global

event description (GED) [82], in contrast to the Run I approach, in which ECAL clusters

were built independently and then eventually matched to tracks [83,84].

Photons and electrons are reconstructed in a consistent way. First of all, ECAL clus-

ter seeds are determined as local maxima in the energy deposits. Starting from a seed,

adjacent ECAL crystals are subsequently added to a PF cluster if their energy exceeds a

certain threshold to reject noise. Different PF clusters can share the energy deposited

in a single crystal with a fraction dependent on the crystal’s distance to the clusters.

Superclusters are merged dynamically from several clusters taking into account energy-

dependent ∆η-∆φ correlations expected for bremsstrahlung and conversions. Tracks

are found with a Kalman filter [85] and are refitted using a Gaussian sum filter which

can model the energy loss of electrons [86]. Using these, the superclusters are refined

by identifying additional ECAL clusters and tracks compatible with radiated photons

or conversions. Matching tracks and ECAL clusters are merged into a single PF object

to avoid double-counting for the calculation of further PF-based quantities like missing

transverse energy.

At this stage no explicit decision is made whether an electromagnetic object is clas-

sified as an electron or photon for the further analysis, i.e. the same object can be

contained in the photon collection as well as in the electron collection. Identification

criteria for the differentiation are applied on analysis level, as described below.
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Photons

Only photons reconstructed in the barrel part of the ECAL are used in this analysis, since

photons in the considered SUSY models are produced more centrally compared to SM

background, due to high masses of the mother particles. The energy and direction of

a reconstructed photon are completely determined by the corresponding supercluster.

To ensure full shower containment, the two outermost crystals cannot serve as a seed

crystal, restricting the EB fiducial region to |η|< 1.4442.

For the reconstructed photons, a set of identification criteria has to be applied to

reject non-photon objects while keeping a high photon identification efficiency.

Often jets are also reconstructed as photons, due to an electromagnetic component.

In particular neutral mesons, such as the π0, can be produced in the hadronization and

decay to two photons. Variables quantifying the shape of the shower and the amount

of energy deposited by other particles in the detector around the photon candidate are

used to identify prompt photons.

The ratio H/E, also called hadronic leakage, of the energy H deposited in the HCAL

towers behind the supercluster and the energy E of the supercluster is generally in-

creased for jets.

Isolation energy is calculated as the scalar sum of transverse momenta of PF objects

reconstructed in a cone of ∆R < 0.3 around the photon candidate and is separated

into charged hadron (Iso±), neutral hadron (Iso0), and photon (Isoγ) isolation. The

photon candidate itself is removed from the isolation calculation. Contributions from

pileup are removed from Iso0 and Isoγ by subtracting ρ · Aeff, where ρ is the median

transverse energy density in the event and Aeff the effective area of the photon cone

multiplied by an η-dependent factor that accounts for the non-isotropic distribution

of the energy density. Charged hadrons not originating from the primary vertex are

identified as pileup and not considered in the charged hadron isolation calculation.

The primary vertex is defined as the vertex with the largest sum of p2
T

of originating

tracks. For prompt photons the isolation energies are expected to be lower than for jets.

Jets also have a wider electromagnetic shower shape than photons, which is quan-

tified as a weighted variance

σ2
iηiη
=

∑
i∈5×5

wi(η̂−ηi)
2

∑
i∈5×5

wi

, wi =max

§
0, 4.7+ ln

Ei

E5×5

ª
,

where the sums run over the 5 × 5 ECAL crystal array around the seed crystal at η̂,

excluding the central crystal. The weights wi account for the single crystals’ energy

contributions to the whole 5× 5 array’s energy E5×5.

The CMS e/gamma POG, responsible for electron and photon reconstruction and

identification, recommends different sets of selection criteria using these variables, each

giving a different selection efficiency and background rejection [87]. For this analysis

the “loose working point”, defined in Table 3.1, is used, which provides the largest

selection efficiency.

The electromagnetic showers induced by electrons in the ECAL cannot be distin-

guished from those of photons. To reject electrons, a pixel seed veto is used, which
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Table 3.1: Loose working point identification criteria for photons reconstructed in the

ECAL barrel (SPRING15 selections 25 ns) [87]. The thresholds for the neutral

hadron and photon isolations are photon-pT dependend.

H/E < 0.05

σiηiη < 0.0102

Iso± [GeV] < 3.32

Iso0 [GeV] < 1.92+ 0.014 · pT [GeV] + 0.000019 · (pT [GeV])2

Isoγ [GeV] < 0.81+ 0.0053 · pT [GeV]

makes use of the fact that electrons produce hits in the inner tracking system. Photon

candidates are rejected if there exists a hit pattern in the pixel detector that can be used

to fit a track to the candidate’s supercluster.

In addition to the standard identification criteria, photons need to have a finite

shower width to veto spontaneous discharges of the avalanche photodiodes used in the

EB. Such a random discharge gives a signal in a single crystal leading to an unphysically

large energy entry, called ECAL spike. This is suppressed by requiring σiηiη > 0.001

and σiφiφ > 0.001, where σiφiφ is defined like σiηiη, but in φ-direction. The effect of

these requirements is further reviewed in Section 4.5.

All used photons are required to be reconstructed with |η|< 1.4442 and pT > 15 GeV.

Leptons

Leptons are not required for the event selection, but the number of leptons is used to

define regions used for the validation of the background prediction (see Section 4.4).

Only electrons and muons are considered explicitly, while tau leptons can only implicitly

enter by the selection of its decay products, and no distinction is made between positive

and negative charge.

The electron reconstruction has been described above together with the photon re-

construction. To finally identify electrons, different quantities are used. In addition to

those already described in the context of the photon identification, variables are used

that exploit the imprint left by electrons in the inner tracking system [84]. The trans-

verse (d0) and longitudinal (dz) distance of closest approach of the track to the primary

vertex is used to ensure that electrons originate directly from the hard interaction. To

verify that the track and the associated supercluster are compatible, the distance of

supercluster and the extrapolated track is measured in∆ηSC, tr and∆φSC, tr, and the su-

percluster energy ESC and track momentum p are compared as E−1
SC
− p−1. The number

of missing hits along the trajectory in the tracking system due to the finite hit efficiency

is restricted and photon conversions are vetoed using the χ2 probability of a fit as-

suming two electrons originating from a single photon conversion vertex. The charged

hadron, neutral hadron and photon isolations are calculated as for photons in a cone

of ∆R < 0.3, but summed up and divided by the electron pT, i.e. treated as a relative

isolation Isorel. Using these variables, the tight identification working point provided

by the e/gamma POG, listed in Table 3.2, is used [88].

Muons are reconstructed using information from the inner tracking system in combi-
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3.1. PARTICLE RECONSTRUCTION AND IDENTIFICATION

Table 3.2: Tight working point identification criteria for electrons (SPRING15

selections 25 ns) [88].

Barrel Endcap

σiηiη < 0.0101 0.0279

|∆ηSC, tr| < 0.00926 0.00724

|∆φSC, tr| < 0.0336 0.0918

H/E < 0.0597 0.0615

Isorel < 0.0354 0.0646��E−1
SC
− p−1
�� [GeV−1] < 0.012 0.00999

|d0| [cm] < 0.0111 0.0351

|dz| [cm] < 0.0466 0.417

exp. missing inner hits ≤ 2 1

pass conversion veto yes yes

nation with the dedicated outer muon system. If tracks in both systems can be matched,

all hits are combined into a “global muon” fit used by the PF algorithm [89]. Further

identification criteria, corresponding to the Muon POG tight selection [90], are applied,

which are listed in Table 3.3. These include the χ2 per number of degrees of freedom

(χ2/Ndf) of the global fit, the number of used muon chamber hits, and the number of

muon stations matched to the track. From the inner tracking system, the number of hits

in the pixel detector and the number of tracker layers with hits are used. The impact

parameter values d0 and dz are also considered.

Table 3.3: Tight working point identification criteria for muons, with the relative isola-

tion requirement explicitly included [90].

χ2/Ndf < 10

N(muon chamber hits) > 0

N(matched stations) > 1

|d0| [cm] < 0.2

|dz| [cm] < 0.5

N(pixel hits) > 0

N(tracker layers) > 5

Isorel < 0.15

Jets

The hadrons from the hadronization of quarks and gluons are collimated into jets in the

direction of the initial particle. They need to be reconstructed and clustered to separate

jet candidates to determine their direction and momentum.

PF objects are clustered with the anti-kt clustering algorithm [91] with a distance

parameter D of 0.4 using the FASTJET package [92,93]. Each particle is initially consid-

ered as a pseudo-jet and two pseudo-jets are merged sequentially until a stop criterion

25



CHAPTER 3. EVENT RECONSTRUCTION AND MC SIMULATION

is fulfilled. In each iteration a distance measure

di j :=min
¦

k−2
Ti

, k−2
T j

©
·
∆

2
i j

D2

is calculated for all pseudo-jet pairs (i, j), where kT denotes the transverse momentum

of a pseudo-jet and ∆i j the euclidean distance in y-φ space. The pseudo-jet pair (i, j)

with the smallest distance di j is merged to a single pseudo-jet for the next iteration.

Once the distance diB := k−2
Ti

of a pseudo-jet i to the beam axis is the smallest of the

distances, it is called a jet and no longer considered in the following iterations. The

distance parameter D determines roughly the size of the jet cone.

To reduce the influence of pileup on jets the charged hadron subtraction technique

is used [94], rejecting charged hadrons not originating from the hard interaction ver-

tex. For the jet energy calibration, the standard corrections provided by the Jet/MET

POG are applied [95, 96], including an energy offset correction to account for pileup

and the underlying event, a detector response correction to account for pT and η de-

pendent nonlinear responses, and residual corrections for differences between data and

simulation.

Only jets with pT > 30 GeV reconstructed within |η|< 3.0 that fulfill the jet identifi-

cation criteria are considered [97]. A jet has to have more than one constituent and the

fraction of the energy contributed by neutral hadrons and neutral electromagnetic ob-

jects each cannot exceed 99%. For jets with |η|< 2.4, additionally the charged hadron

fraction and the multiplicity of charged constituents has to be greater than zero, and

the charged electromagnetic fraction must be smaller than 99%. The jet energy scale

(JES) and resolution (JER) [98] corresponding to version Fall15_25nsV2 are used.

Since leptons and photons are mostly also clustered as jets, jets containing a photon,

electron, or muon in ∆R< 0.4 are explicitly discarded.

Jets initiated by b-quarks (b-jets) can be identified with a certain efficiency, because

the b-hadrons in the jet have a lifetime that is so short that they decay within the beam

pipe, but long enough to be able to distinguish their decay vertex (secondary vertex)

from the primary interaction vertex by extrapolating the tracks of the decay products.

For the identification of b-jets, b-tagging is performed using the Combined Secondary

Vertex algorithm [99,100]. The chosen tight working point corresponds to a b-tagging

efficiency of ǫb ≈ 49% and a misidentification rate of ≈ 0.1%. It is used in a control

region for the background estimation (see Section 4.1), but not for the signal selection.

The medium and loose working points are also used for cross checks.

3.2 Observable definitions

The reconstructed objects and their properties are combined to several other observ-

ables. These are mainly used to define selections with a good signal-background sepa-

ration, but also for the validation of background prediction methods.

Missing transverse energy Emiss
T

is the absolute value of the negative vectorial sum
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of the transverse momenta of all reconstructed particles,

Emiss
T
≡
��~Emiss

T

�� , with

~Emiss
T

:= −
∑

i∈particles

~pi
T

,

calculated from PF objects. It is expected to be low for SM processes not containing

neutrinos, but the finite detector resolution can cause substantial reconstructed missing

transverse energy, even for genuinely balanced processes, especially if jets are present.

The jet energy corrections are propagated to Emiss
T

.

The variable S
γ
T is the scalar sum of Emiss

T
and the transverse momenta of all photons

in an event,

S
γ
T := Emiss

T
+
∑

i∈photons

|~pi
T
| ,

which is used for the final interpretation of the search.

The hadronic activity HT is calculated as the scalar sum of all jet transverse mo-

menta,

HT :=
∑

i∈jets

|~pi
T
| ,

only using jets identified as described in Section 3.1.

The transverse mass MT ≡ MT(γ1, Emiss
T
) of the leading photon γ1, i.e. the photon

with the largest pT, and Emiss
T

is calculated like the invariant mass, but only using the

transverse energy and momentum,

M2
T

:= 2Emiss
T

p
γ
T

�
1− cos∆φ
�
Emiss

T
,γ
��

.

In an event where only a single NLSP→γ+LSP decay occured, MT would correspond

to the transverse mass of the NLSP. This is smeared by the second LSP emerging in the

event, resulting in generally large values of MT, because the NLSP is generally heavier

than SM particles.

Emiss
T

significance (S)

Even for processes for which all final state particles are detected, the reconstructed Emiss
T

can be large, due to the finite detector resolution. This is especially the case for events

containing jets, because they are reconstructed with a much larger uncertainty than

most other particles, owing to the resolution of the HCAL which is worse than that of

the other subdetectors.

To be able to separate genuine from instrumental Emiss
T

, the Emiss
T

significance (S) is

used [101–103]. The dimensionless variable is defined using a likelihood ratio

S := 2 ln
L(~ǫT = ~E

miss
T
)

L(~ǫT = 0)
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with the true ~ǫT and measured ~Emiss
T

missing transverse energy. The numerator is the

likelihood that ~ǫT is equal to the reconstructed missing transverse energy, which is com-

pared to the likelihood of the true missing transverse energy being zero in the denom-

inator.

If the transverse energy resolution (σi
pT

,σi
φ
) of a particle i in an event is known,

it can be expressed as a diagonal 2× 2 matrix in a coordinate system with the x-axis

parallel to its transverse momentum, ~x i ‖ ~pi
T
, which can be rotated into the CMS coor-

dinate system using a matrix R(φi). The Emiss
T

covariance matrix V can be constructed

from all particles in an event,

V =
∑

i∈particles

R(φi)

�
σi

pT

2
0

0 pi
T

2
σi
φ

2

�

︸ ︷︷ ︸
in coordinates with ~x i‖~pi

T

R−1(φi) .

With this, a gaussian approximation of the likelihood

L(~ǫT) =
1

2π|V |1/2 exp

�
−1

2
(~ǫT − ~Emiss

T
)TV−1(~ǫT − ~Emiss

T
)

�

leads to

S = (~Emiss
T
)TV−1 ~Emiss

T
.

The resolution parameters are tuned by the Jet/MET POG. More details can be found

in [101–103].

It should be noted that S is not to be interpreted as a number of gaussian standard

deviations. It can be shown that it is approximately proportional to the square of such

a measure. Since the Emiss
T

resolution σEmiss
T

is often approximated as
p

HT, the quantity

Emiss
T
/
p

HT can also be used to simplify S, though with worse discrimination power,

S ∼
Emiss

T

2

σ2

Emiss
T

∼
�

Emiss
Tp
HT

�2
.

The variable Emiss
T
/
p

HT is not used in this analysis, because it lacks discrimination

power for events not containing jets passing the identification criteria or the energy

threshold. Such events all have Emiss
T
/
p

HT =∞, while the S calculation does not de-

pend on the jet identification and also tracks and energy deposits that are not clustered

are taken into account.

The distribution of S for different processes after the preselection (described in

Section 3.4) is shown in Fig. 3.6 (middle, right) on page 36.

3.3 Datasets and simulation

The output of several HLT paths is grouped into different primary datasets (PDs), in

which an event is stored if it is accepted by one of the contained triggers. For the main
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analysis, the Single Photon PD is used to which the signal trigger is associated. In

addition, the MET PD is needed for the trigger efficiency measurement (described in

Section 3.4) that employs a Emiss
T

trigger. The exact PD paths in the dataset bookkeeping

service (DBS) [104] are listed in Table 3.4. Only 25 ns bunch spacing data taken in

Table 3.4: DBS paths of the used primary datasets.

/SinglePhoton/Run2015D-16Dec2015-v1/MINIAOD

/MET/Run2015D-16Dec2015-v1/MINIAOD

2015 with full magnetic field are considered. The 16Dec2015 reconstruction is used,

corresponding to CMSSW 76X. Only events that passed the official certification encoded

in the Cert_13TeV_16Dec2015ReReco_Collisions15_25ns_JSON_v2.txt JSON

file are used. The total integrated luminosity of this configuration is 2.3 fb−1.

Background processes are simulated using Monte-Carlo (MC) event generators. For

the generation and reconstruction, CMSSW 76X is used. All used background samples

are listed in Table 3.5 together with the corresponding number of generated events

and the cross section, which in most cases corresponds to the order in which they are

generated. If a higher-order cross section is available for a process, it is listed in the

table and described in the following. For some processes higher-order correction factors

(k-factors) are available, as listed below. These are not yet applied to the cross sections

given in the table.

The QCD multijet and γ+jets, as well as the Z(→ νν)+jets/W+jets samples are gen-

erated in bins of HT to ensure that enough events are generated in the high-energetic

regime to achieve a sufficient statistical precision. For the same reason, some samples

are only generated for a photon pT larger than 130 GeV. The tt(+γ) processes are gen-

erated at next-to-leading-order (NLO) precision with MADGRAPH MC@NLO, while all

other samples are generated with MADGRAPH in leading order (LO) in the strong cou-

pling αs [105], except WW for which POWHEG is used [106–110]. The fragmentation

and hadronization are handled with PYTHIA 8 [111, 112] and the detector response is

modeled with GEANT4 [113].

The Z + γ samples are corrected with the photon-pT dependent next-to-next-to-

leading-order (NNLO) k-factors listed in Table 3.6 [114]. The W and Z(→ νν) sim-

ulation is scaled with constant NLO k-factors and a constant NNLO k-factor is applied

for W + γ (see Table 3.7). Cross sections for diboson processes are available in NLO

(ZZ, WZ) and NNLO (WW) [115].

All simulated processes are scaled with a factor L ·σ/Ngen, with the respective num-

ber Ngen of generated events and the corresponding cross section σ, to achieve an ef-

fective integrated luminosity of the simulation corresponding to the recorded value L.

Additionally, the generated samples are weighted on an event-by-event basis to match

the number of primary interactions per bunch crossing (pileup) to the data. For the

MADGRAPH MC@NLO simulations, event weights returned by the generator are applied,

which correct for the possible double counting of generated higher order processes and

radiation in the shower simulation that describe the same phase space.

For simulated events, generator matching can be applied to verify the performance

of methods used on reconstruction level. An example of its usage is the validation of the
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Table 3.5: Simulated background samples with the corresponding numbers Ngen of gen-

erated events and the cross sections. The cross sections are given to the order used by

the generator, if no order is explicitly specified in the text. Any k-factors that are used

are not yet applied to these values. Some samples are generated in HT intervals or only

above a photon pT threshold.

Sample Ngen σ [pb]

Z(→ νν) + γ pT(γ)> 130 GeV 0.50 ·106 0.223

Z(→ ℓℓ) + γ pT(γ)> 130 GeV 0.49 ·106 0.143

W+ γ pT(γ)> 130 GeV 0.50 ·106 0.834

HT = 40− 100 GeV 4.4 ·106 20790

HT = 100− 200 GeV 5.1 ·106 9238

γ+ jets HT = 200− 400 GeV 10.5 ·106 2305

HT = 400− 600 GeV 2.4 ·106 274.4

HT > 600 GeV 2.5 ·106 93.46

QCD multijet

HT = 100− 200 GeV 82.1 ·106 27990000

HT = 200− 300 GeV 18.8 ·106 1712000

HT = 300− 500 GeV 16.9 ·106 347700

HT = 500− 700 GeV 19.4 ·106 32100

HT = 700− 1000 GeV 15.5 ·106 6831

HT = 1000− 1500 GeV 5.0 ·106 1207

HT = 1500− 2000 GeV 3.9 ·106 119.9

HT > 2000 GeV 2.0 ·106 25.24

Z(→ νν)
HT = 100− 200 GeV 5.2 ·106 280.47

HT = 200− 400 GeV 5.1 ·106 78.36

HT = 400− 600 GeV 1.0 ·106 10.94

HT > 600 GeV 1.0 ·106 4.20

HT = 100− 200 GeV 10.2 ·106 1345

HT = 200− 400 GeV 4.9 ·106 359.7

HT = 400− 600 GeV 1.9 ·106 48.91

W(→ ℓν) HT = 600− 800 GeV 3.8 ·106 12.05

HT = 800− 1200 GeV 1.6 ·106 5.501

HT = 1200− 2500 GeV 0.25 ·106 1.329

HT > 2500 GeV 0.25 ·106 0.03216

tt+ γ 1.6 ·106 3.697

tt 12.8 ·106 831.76

WW(→ 2ℓ 2ν) 2.0 ·106 12.178

WW(→ ℓν qq) 1.9 ·106 49.997

ZZ 1.0 ·106 16.523

WZ 1.0 ·106 47.13
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Table 3.6: The pT-dependent NNLO k-factors used for Z+ γ [114].

pT(γ) [GeV] kNNLO

175− 190 1.39

190− 250 1.35

250− 400 1.30

400− 700 1.23

700− ∞ 1.23

Table 3.7: (N)NLO k-factors for different samples. The W + γ factor is only valid for

photon pT > 175 GeV.

Process Correction level k(N)NLO

W+ γ NNLO 1.34

W NLO 1.21

Z(→ νν) NLO 1.23

background prediction described in Section 4.2. To match generated and reconstructed

objects, an upper limit on the distance ∆R is used, sometimes in combination with a

requirement concerning the relative pT deviation. Both quantities are not expected

to be exactly equal to zero, because of the finite detector resolution and imperfect

reconstruction methods. An example of the two-dimensional matching distribution

using both quantities is shown in Fig. 3.1 for generated and reconstructed photons. The

aggregation of entries at |∆pT|/pT ≈ 1 is due to generated photons with low transverse

momentum. Exact selection requirements are given in the text, when used the following

analysis.
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Figure 3.1: Matching of generated (gen) and reconstructed (reco) photons. The dis-

tance in ∆R is shown vs. the relative transverse momentum deviation.
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Signal simulation

A simplified description of the detector response (fast simulation) is used for the signal

simulation to save computing time [116]. The precision of the S calculation in fast

simulation has been evaluated in the
p

s = 8 TeV analysis and was found to be compat-

ible with the calculation using the full detector simulation [58]. The simplified models

are generated using LO MADGRAPH simulation in CMSSW 80X and NLO cross sections

for the production are used [117–119]. These samples are provided centrally for the

CMS SUSY group. It has been verified that the reconstruction does not show significant

differences when comparing the fast simulation implemented in the CMSSW software

releases 8 and 7. The cross sections of chargino-neutralino production and gluino pair

production used for the simplified models are visualized in Fig. 3.2.
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Figure 3.2: The cross sections of chargino-neutralino production (left) and gluino pair

production (right) as functions of the respective masses, as used for the simplified mod-

els. The gray bands represent the theoretical uncertainty estimate [1].

GGM signal points are simulated privately with PYTHIA 8 in CMSSW 74X using the

SUSY Les Houches Accord (SLHA) files for the “Wino-Bino grid” [43] and NLO cross

sections are calculated using PROSPINO [120], which are shown in Fig. 3.3 as a function

of the bino and wino masses. The NLSP decay is not encoded in the SLHA files and was

automatically handled by PYTHIA 6, which was used in the predecessor analysis. For

the usage with PYTHIA 8, which does no longer support the automatic NLSP decay, the

decays eχ0
1
→ eGγ and eχ0

1
→ eGZ are added manually to the files, following Eq. (1.2),

which is vizualized in Fig. 1.2. To verify the correctness of this procedure, GGM signal

has also been generated at
p

s = 8 TeV and compared to the old PYTHIA 6 simulation.

Figure 3.4 shows the comparison of the resulting distributions for the generated pT of

the photon and the gravitino, both agreeing well. The private production has been

presented to and approved by the SUSY MC/Trigger group [121]. Technical details are

documented in Appendix A.

For technical reasons, the Gravitino mass is set to 1 GeV in the simulation. The fast

32



3.3. DATASETS AND SIMULATION

 [GeV]
B
~m

200 400 600 800 1000

 [
G

e
V

]
W~

m

400

600

800

1000

 [
p

b
]

σ

3−
10

2−10

1−10

1

GGM

 (13 TeV)-12.30 fb simulationCMS

Figure 3.3: Production cross section for the considered GGM model as a function of the

bino and wino masses [1].
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Figure 3.4: Comparison of the generated pT of the photon (left) and the gravitino (right)

for GGM simulation using PYTHIA 6 and PYTHIA 8 at
p

s = 8 TeV. The χ2 per number

of degrees of freedom and the Kolmogorov–Smirnov (KS) probabilities shown in the

plots indicate good agreement. The masses used in this example are m eW = 640 GeV

and meB = 630 GeV.

simulation has been found to sometimes produce unphysically high energetic recon-

structed jets. This generally also implies large values of Emiss
T

, artificially increasing

the signal acceptance. To counter this effect, the prescription agreed on by the CMS

SUSY group is applied for the final interpretations. An event is rejected if a jet with
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|η| < 2.5, pT > 20 GeV, and a charged hadron fraction of < 0.1 cannot be matched

within ∆R< 0.3 to any generated jet.

In the plots shown in this thesis, three different example signals are shown with the

labels corresponding to the following mass points

• GGM: m eW = 640 GeV, meB = 630 GeV,

• T5gg: meg = 1400 GeV, meχ0
1
= 1200 GeV, and

• T5Wg: meg = 1550 GeV, meχ0
1
= meχ±

1
= 1500 GeV.

The GGM example point corresponds to masses close to the
p

s = 8 TeV exclusion con-

tour. Both, the T5Wg and T5gg points, were not excluded by
p

s = 8 TeV searches [48],

but this analysis, as well as other
p

s = 13 TeV searches, are expected to be sensitive in

this mass region.

3.4 Event selection

Event selection criteria are developed such that the selection efficiency for possible a

signal is as large as possible, while trying to reduce the SM backgrounds. A preselection

is made, mainly determined by the trigger requirements. Based on the this, different

regions are defined to perform and validate the background prediction and to perform

the actual SUSY search.

Preselection

At least one good vertex is required in an event, meaning that the vertex fit is required

to have at least four degrees of freedom and that the vertex has a maximal deviation

from the nominal interaction point of 24.0 cm in z direction and 2 cm in the x-y plane.

Several data quality filters (Emiss
T

filters) are used to reject pathological events with

unphysical reconstructed particles or Emiss
T

. Most of them are caused by faulty signals

in the detector electronics or beam-halo muons created in beam-gas scattering in the

beam pipe. The POG-recommended Emiss
T

filters [122] are applied, namely

• Flag_HBHENoiseFilter

• Flag_HBHENoiseIsoFilter

• Flag_CSCTightHalo2015Filter

• Flag_EcalDeadCellTriggerPrimitiveFilter

• Flag_goodVertices

• Flag_eeBadScFilter .
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Events are selected if they contain at least one identified photon (see Section 3.1)

with pT > 180 GeV which is geometrically separated from jets and has been accepted

by the trigger. The pT threshold is motivated by the trigger choice, described below.

The explicit separation requirement ∆R(γ, nearest jet) > 0.5 is chosen, because for

some MC samples the same restriction is used at generator level. The jets used for

the ∆R calculation are not cleaned from other objects in a cone of 0.4 as described in

Section 3.1, but here a jet is only removed from the candidate collection if it contains

a photon within ∆R < 0.1 and |∆pT|/pT < 0.5. The two-dimensional distribution of

both variables can be seen in Fig. 3.5.
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Figure 3.5: Matching of jets and photons. The distance in ∆R is shown vs. the relative

transverse momentum deviation. The right plot is a zoomed version.

Figure 3.6 shows the distributions of the leading photon pT, missing transverse en-

ergy, transverse mass, Emiss
T

significance, HT, and ∆φ(Emiss
T

,γ1) after the preselection.

For the signal points, some characteristic features can be observed. Both, the photon

pT and Emiss
T

, increase on average with larger NLSP masses, which also directly influ-

ence the MT distribution. Though it is very broad, the maximal values are roughly

located at MT of the order of the NLSP masses of 630 GeV for GGM, 1200 GeV for T5gg,

and 1550 GeV for T5Wg. The signal events mostly exhibit a back-to-back topology of

the photon and Emiss
T

(|∆φ| ≈ π) and the Emiss
T

significance is large compared to the

background, especially multijet and γ+jets. For the GGM signal with electroweak pro-

duction and a low mass splitting of ∆m( eW,eB) = 10 GeV, the hadronic activity is very

low. The HT distribution peaks at ≈ 400 GeV for the T5gg example point of strong pro-

duction, because jets are produced at two gluino decay vertices along with the NLSP,

at each of which ∆m(eg, eχ0
1
) = 200 GeV is contributed to the hadronic energy. For the

T5Wg point, the jets that are produced are mostly not reconstructed, because of the low

mass splitting of ∆m(eg, eχ0
1
/eχ±

1
) = 50 GeV. The 50 GeV available at each eg decay vertex

are split between the two produced jets. Additional contributions to HT may arise from

initial state radiation jets, pileup and the underlying event.
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Figure 3.6: Distributions after preselection. Top: Leading photon pT and Emiss
T

. Middle: Trans-

verse mass and Emiss
T

significance. Bottom: Hadronic activity and azimuthal angle between Emiss
T

and leading photon. All used samples are taken from MC simulation, except the e→ γ compo-

nent, which is determined using the method described in Section 4.2. The overflow is contained

in the last bin and the bin contents are divided by the bin widths. Partially published in [1].

36



3.4. EVENT SELECTION

Trigger

The events are recorded using a single-photon trigger, HLT_Photon165_HE10, requir-

ing a photon reconstructed by the high-level trigger (HLT) with pT > 165 GeV and

H/E < 10%. It is seeded by an OR combination of the level-1 triggers L1_SingleEG25,

L1_SingleEG40, and L1_SingleJet200, i.e. requiring an electromagnetic object with

a transverse energy of at least 25 GeV or 40 GeV or a jet with at least 200 GeV at L1 level.

To measure the efficiency of the signal trigger HLT_Photon165_HE10, events are

selected using an independent base trigger. The missing transverse energy trigger

HLT_PFMET170 is chosen for this purpose, which has a Emiss
T

threshold of 170 GeV. The

efficiency is measured using the events that pass the base trigger and that contain a

photon fulfilling the offline identification criteria described in Section 3.1, which is

separated from jets by ∆R(γ, nearest jet) > 0.5 as described in the event selection.

Using these events, the fraction of events in which the considered photon has also been

accepted by the signal trigger can be determined,

ǫ =
# {signal∧ base}

# {base} .

This is done in bins of the leading photon’s offline pT to see above which threshold the

signal trigger reaches its maximal efficiency. Figure 3.7 shows this measurement.
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Figure 3.7: The measured trigger efficiency in bins of leading photon pT. The dashed

line indicates the efficiency for the plateau and the value is given in the plot. The

uncertainty is illustrated as a gray band. All shown uncertainties correspond to 68%

CL Clopper-Pearson intervals. The large statistical uncertainties at low pT are due to a

technical preselection cut [1].
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A flat trigger efficiency is observed for pT(γ)> 180 GeV. Therefore, this pT threshold

is used for the event selection described above. The efficiency measured for

pT(γ)> 180 GeV is

ǫ = 97.5+0.9
−1.2

% ,

where the uncertainty is calculated from a 68% convidence level (CL) Clopper-Pearson

interval [123]. All simulated samples are scaled with this efficiency. The uncertainty is

considered as a systematic uncertainty for the backgrounds that are completely deter-

mined from simulation.

The photon pT threshold of 180 GeV is a significant increase with respect to thep
s = 8 TeV offline trigger selection of pT > 40 GeV together with Emiss

T
> 100 GeV. A

similar photon+Emiss
T

trigger has been considered for this search initially, but has been

found to be inefficient for large photon pT due to isolation requirements at HLT level

that are not covered by the requirements on the offline isolation, which is computed

differently. A different photon+Emiss
T

trigger without the isolation requirements is avail-

able, but the high thresholds do not allow a precise background estimation as described

in Chapter 4, because of the limited size of the dataset used in this search. It is con-

sidered a good option for the 2016 dataset, though. The alternative trigger paths that

were considered are discussed in Appendix B.

Region definitions

The preselected events are further categorized into a signal region (SR) where the signal

contribution is expected to be enhanced and a control region (CR) which is dominated

by SM background and possible signal contribution is negligible. The signal region is

used to perform the search, while the control region is needed for the estimation of the

main backgrounds. A two-dimensional definition is used for the SR, namely

• S > 80,

• MT > 300 GeV.

Events with S
γ
T < 600 GeV are excluded from the SR and used as a validation region

(VR) for the background prediction, as it is not signal sensitive (see Section 5.1). The

CR is defined as a sideband to the SR by

• S > 30,

• MT > 100 GeV,

• not in SR.

The region definitions are illustrated in Fig. 3.8.

The S and MT distributions are shown for signal and background in Fig. 3.9. The

CR definition has been chosen to contain enough W/Z(+γ) events to perform the fit

described in Section 4.1, while keeping the contribution of (γ+)jets as low as possible.

Figure 3.10 also shows the distributions of the total background (top) and two signal
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SR
VR

CR

Figure 3.8: Sketch of the control (CR) and signal region (SR) definitions. The valida-

tion region (VR) is not defined in the S-MT plane, but embedded in the SR with the

additional condition S
γ
T < 600 GeV. This corresponds approximately to the bottom-left

corner of the SR, which is therefore illustrated as a blurred region [1].

points (bottom) in the S-MT plane. The influence of possible signal contribution to the

CR (signal contamination) has been found to be negligible for most scenarios, which is

further discussed in Chapter 5, where also the consideration of the remaining influence

is described.
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Figure 3.9: The S and MT distributions after the preselection. All used samples are

taken from MC simulation, except the e → γ component, which is determined using

the method described in Section 4.2. The overflow is contained in the last bin shown

and the bin contents are divided by the bin widths [1].
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Figure 3.10: Top: Distribution of the total background in the S-MT plane. All used sam-

ples are taken from MC simulation, except the e→ γ component, which is determined

using the method described in Section 4.2. Bottom: Distribution of the example sig-

nal points for GGM (left) and T5gg (right). The dashed lines indicate the SR and CR

borders.
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In this analysis, a cut-and-count experiment is performed, i.e. the number of observed

events in the signal region is compared to the number expected from known SM physics.

To be sensitive to the presence of any BSM physics, resulting in an excess of events, the

SM background needs to be predicted as accurately as possible.

Backgrounds passing the analysis selections arise from SM processes for which pho-

tons and Emiss
T

are reconstructed. The reconstructed photons can either be real pho-

tons or misidentified objects, i.e. electrons or jets. Missing transverse energy can arise

from neutrino production or can be caused by the finite detector resolution (instrumen-

tal Emiss
T

).

The dominant SM backgrounds for this search are the production of W(→ ℓν) and

Z(→ νν) in association with a photon, in the following denoted V+γ, due to the neu-

trinos in the final state which result in missing transverse energy.

A further background with a large contribution especially in the control region se-

lection comes from multijet events, where either a jet is misreconstructed as a pho-

ton (QCD multijet) or a real photon is radiated (γ+jets), the latter having the larger

contribution. Although such events are balanced and all final state particles can be

reconstructed, missing transverse energy arises from the limited detector resolution,

especially of the HCAL. This background is important because of its large cross section.

The V(+γ) and (γ+)jets backgrounds are estimated starting from simulated samples.

These samples are then scaled by correction factors which are derived simultaneously

using a template fit to the data in the control region, described in detail in Section 4.1.

Further smaller, but non-negligible backgrounds are events containing electrons that

are misidentified as photons (e → γ) and tt events with photon radiation. For the

estimation of the e→ γ background a common data driven approach is used, which

is explained in Section 4.2. The tt events with photon radiation (tt + γ), as well as

the remaining contributions of tt and diboson production (WW, WZ, ZZ) due to jets

misreconstructed as photons, are determined completely from simulation, as explained

in Section 3.3, and not further described in the following.
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4.1 Main backgrounds: W/Z(+γ) and (γ+)jets

For the dominant backgrounds, scale factors are derived in the signal depleted control

region, defined in Section 3.4, using a template fit or MC normalization, i.e. template

distributions for different backgrounds are taken from simulation and the normalization

of the single templates is scaled to match the distribution observed in data. For this

purpose, the simulated background samples are grouped into

• (γ+)jets = {multijet, γ+jets},

• V(+γ) = {W(+γ), Z(+γ)},

• fixed = {tt(+γ), e→ γ, diboson} .

The normalization of each of the first two categories is determined by the fit, while the

fixed backgrounds cannot vary. Of the fixed backgrounds, the e→ γ part is determined

using the data-driven method described in Section 4.2. To minimize the influence of

tt(+γ), which is the main part of the fixed backgrounds, the fit is performed in the

CR with the additional requirement that no jet in an event is b-tagged using the tight

working point.

To be able to reliably determine both normalizations, the variable used for the tem-

plate distributions has to separate the two background categories. The variable used for

the fit is |∆φ|(Emiss
T

, jet1), because in this distribution the main backgrounds (γ+)jets

and V(+γ) have different shapes as can be seen in Fig. 4.1, which already shows the

post-fit distribution. For (γ+)jets, the missing transverse energy tends to be aligned

with a jet, because of jet energy mismeasurements, which in most cases is the lead-

ing jet (jet1). Compared to the resulting concentration of |∆φ|(Emiss
T

, jet1) at low val-

ues, the V(+γ) events show a uniform distribution. For events not containing a jet,

|∆φ|(Emiss
T

, jet1) is not defined. Nevertheless, those events are used and counted in an

extra bin, displayed as the overflow bin “|∆φ|> π” in the plots.

An extended maximum likelihood (EML) approach is chosen for the template

fit [124]. The simple maximum likelihood technique, used in the predecessor anal-

ysis in form of a χ2-fit, assumes normalized probability density functions. In the case

of fitting two template distributions to data, only a single fraction parameter f is varied

to maximize the likelihood

L( f ) =

n∏

i=1

( f P1(x i) + (1− f )P2(x i)) ,

where the index i enumerates all n data points and Pj(x i) denotes the probability of

observing the value x i given the probability density components Pj, i.e. the templates.

While this is suited for determining the relative composition of a data sample, it as-

sumes that the normalization of the data and the model agree exactly. In the case

where one is interested in the absolute contribution of each template component, the

number of observed events has to be treated as a random number, though. In the EML

approach the total number of events is treated as a free Poisson-distributed parameter
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with mean ν, leading to the extended likelihood

LE( f ,ν) =
e−ννn

n!
L( f )

=
e−ν

n!

n∏

i=1



 ν f︸︷︷︸
=:ν1

P1(x i) + ν(1− f )︸ ︷︷ ︸
=:ν2

P2(x i)





≡ e−(ν1+ν2)

n!

n∏

i=1

(ν1P1(x i) + ν2P2(x i)) = LE(ν1,ν2) .

In the maximization of the extended likelhood, the two independent parameters ( f ,ν)

are varied. Equivalently, this can be expressed as a fit of two normalizations (ν1,ν2),

for which ν1 + ν2 = ν applies.

A binned extended maximum likelihood fit is performed using the ROOFIT pack-

age [125]. The resulting normalizations Nfit
i

(i ∈ {(γ+)jets, V(+γ)}) are used to deter-

mine the MC scale factors

SFi = Nfit
i
/N init

i

with the initial number N init
i

of events contained in template i and the number Nfit
i

determined by the fit. The results of the fit are

SF(γ+)jets = 1.46± 0.13, 4.1a

SFV(+γ) = 0.69± 0.17, 4.1b

which are shown in the post-fit distribution in Fig. 4.1. The uncertainties of the fit

are of statistical origin and the corresponding correlation is ρ = −0.64. In contrast to

that, the usage of a simple maximum likelihood fit would imply a correlation of exactly

−100%. For the LO (γ+)jets template a scale factor larger than unity is expected owing

to missing higher order corrections in αs that would increase the cross section. The

V(+γ) template is already corrected with QCD NNLO k-factors. Additional electroweak

corrections are expected to decrease the cross section, which explains a scale factor

lower than unity. The total post-fit distribution shows a good agreement with the data,

also reflected in the pulls shown in the lower part of the same plot.

The obtained scale factors are applied to the corresponding simulated samples to

predict the (γ+)jets and V(+γ) backgrounds in the signal region.

All main uncertainties of the simulation that would express in a normalization un-

certainty are eliminated by this MC normalization method. The remaining uncertainties

are the statistical uncertainties of the fit result, which enter as systematic uncertainties

in the following. For the final interpretation, the anti-correlation of these is taken into

account.
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Figure 4.1: Template fit result: The post-fit distributions for (γ+)jets and V(+γ) to-

gether with the total fit distribution stacked onto the fixed backgrounds. Events con-

taining zero jets are counted in the last shown bin. The values in the legend are the

resulting scale factors [1].

Stability of the fit method

To check that possible shape uncertainties do not have an influence beyond the quoted

uncertainties and to verify the stability of the fit, different systematic variations are

performed:

• The binning is varied, using approximately half and twice the number of bins.

• Different template variables are used, e.g. the angle between Emiss
T

and the nearest

jet and between Emiss
T

and the leading photon.

• The control region definition is altered, shifting the lower or upper bounds. Also

one-dimensional definitions are used, the b-tag veto is removed, and different

b-tagging working points are checked.

• The JES is varied within its uncertainties, which can change which jet is selected.

• The JES is varied within its uncertainties and the differences are propagated to

Emiss
T

.
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The fit results obtained using a subset of these variations are illustrated in Fig. 4.2.

Selection strings used in this figure and following ones are to be read like this:

Xx means X > x ,

Xlx means X < x ,

v means “or”.

The additions 0bT, 0bM, and 0bL indicate a 0-b-tag requirement for tight, medium,

and loose working points. The deviations from the nominal result are largely within

the uncertainty margin and the observed fluctuations are expected when considering

1σ errors. Since both scale factors are correlated, the results of the fit variations are

also shown in two dimenions in Fig. 4.3. It should be noted that the results are strongly

correlated among each other. For example, fits using the same selection but different

distributions are expected to be shifted roughly in the same way. Based on these studies,

the uncertainties given in Eq. (4.1) are assumed to cover the systematic effects listed

above and are taken as the total uncertainties for V(+γ) and (γ+)jets.

The influence of the renormalization and factorization scale, and variations of the

parton density functions (PDFs) are also found to be negligible for the V(+γ) SF. For the

(γ+)jets SF, the variation reached maximum deviations of −0.18 and+0.19 for changes

of the scales by factors of 0.5 and 2. Therefore, an additional systematic uncertainty of

13% is assigned to SF(γ+)jets.

A possible contribution of signal in the fit region is not expected to influence the fit,

as long as it is not too large. Figure 4.4 shows the pre-fit distributions of the templates

together with data and the example GGM signal point. The bin with the highest possible

signal contribution would still have a sub-percent share of the total data. A possible

contamination of signal in the CR can become important for low NLSP masses, because

the MT criterion for the SR definition might not be met. The treatment of the signal

contamination in mass regions in which it is no longer negligible is described in the

context of the final interpretation in Section 5.3.
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Figure 4.2: Top: Fit results using different numbers of bins. Bottom: Fit results for

different selections and variables, grouped by selection. The shown lines and error

bands correspond to the nominal fit result given in Eq. (4.1).
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Figure 4.3: The same fit results as shown in Fig. 4.2 (bottom) in two dimensions. The

nominal value is shown with its 1σ uncertainty ellipse. The same points are shown on

both sides. Left: The same marker indicates one template variable. Right: The same

marker indicates one selection used for the fits.
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Figure 4.4: The pre-fit distributions of both templates shown with data and the GGM

signal point using linear (left) and logarithmic (right) scales. A possible presence of

signal is not expected to influence the fit result.

47



CHAPTER 4. BACKGROUND ESTIMATION

Robustness with respect to higher order corrections

To estimate possible effects of higher order corrections on the method, the whole pre-

diction is repeated without applying the NNLO k-factors for V(+γ) described in Sec-

tion 3.3. This affects the templates in the CR and thus the fit results, as well as the

V(+γ) shape in the SR due to the pT-dependent corrections. Of the higher order effects,

only the part influencing shapes can alter the results, because normalization variations

are compensated by the fit.

Of the nominal fit result (4.1), only the V(+γ) is influenced within the uncertainty

while the (γ+)jets scale factor is completely stable. This implies that the (γ+)jets pre-

diction in the SR is not altered. The changed V(+γ) yields in the SR are compared to

the original ones for all SR bins, defined in Section 5.1, showing a relative change of

1− 4% which is not significant compared to the statistical uncertainty.

Since the higher order corrections may affect the photon pT and therefore the se-

lection efficiencies of the CR and SR, the ratio ǫCR/ǫSR of those efficiencies is compared

with and without the corrections. Without applying the NNLO corrections the variation

is in the sub-percent range.

The same has been tested with the renormalization and factorization scales in-

creased and decreased by a factor of two, yielding variations of at most 4% for the

V(+γ) scale factor. The scale variations change the nominal value for (γ+)jets in the

order of 1− 2%. PDF variations are found to have the strongest influence on ǫCR/ǫSR

for (γ+)jets. The deviations are below 5%.

These effects are small with respect to the fit uncertainties and therefore considered

to be covered already.

The tests have also been performed separately for each SR bin, i.e. ǫCR/ǫSRi
has

been calculated. The observed fluctuations partially reached multiples of 10%, but

were found to not be significant with respect to the statistical errors of the values.

Test of the method on simulation

The MC normalization method can be tested on simulation. For this purpose, toy data

is generated using MC simulation, where single components of the background can be

scaled by desired factors. The fit can be performed using the generated data and it is

checked that the fitted scale factors (SFi) reflect the true scale factors ( fi). The fitted

scale factors can be applied in the signal region to check if the obtained prediction

describes the toy data.

The toy data in the CR is generated with the following procedure.

1. Add up all simulated backgrounds to a histogram Htrue, possibly scaling the com-

ponents with factors fV(+γ) and f(γ+)jets.

2. For each bin i of Htrue with the bin content t i, draw a random number ri from a

Poisson distribution with a mean equal to t i.

3. Set the content of bin i of the toy data histogram Htoy to ri with an error of
p

ri.
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Now, the fit is performed using this toy data. An example fit with the backgrounds

scaled with fV(+γ) = 0.5, f(γ+)jets = 1.5 yields SFV(+γ) = 0.61 ± 0.18 and SF(γ+)jets =

1.66±0.14, reasonably reproducing the input within the expected statistical fluctuation.

The determined scale factors are applied in the SR to obtain the prediction. Here,

also the part with S
γ
T < 600 GeV, normally used as the VR, is included as a fourth bin,

because the background prediction has to be valid in this region, too. Again, toy data is

generated as described for the CR and compared to the prediction, as illustrated for the

chosen example in Fig. 4.5. The systematic uncertainty shown stems from the errors

of the fit result. Reasonable agreement can be observed. To further quantify this, the

χ2/Ndf is calculated, which is 1.2 in the shown case.
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Figure 4.5: Closure test of the extrapolation of the fitted scale factors to the signal

region for fV(+γ) = 0.5, f(γ+)jets = 1.5. The dashed line is the sum of all background

processes scaled with the fi, the open circles are the toy data generated from this true

distribution. The prediction obtained from the fitted SFi is shown in blue and the sys-

tematic error is originating from the fit errors.

One can repeat this procedure using different random seeds. In this case, it is re-

peated for different choices of fi to also ensure that the method does not show a bias

for specific scalings. One factor is fixed to unity ( fi = 1), while the other one is scanned

( f j ∈ [0.5, 2.0]). Figure 4.6 shows the scans for both fV(+γ) and f(γ+)jets. The lines show

the input scale values fi and the markers represent the fitted values SFi with their un-

certainties, which show the expected statistical fluctuation around the true value. The

χ2/Ndf values calculated in the SR are of the order of 1, indicating a good description of

the signal region distribution. Furthermore, the total prediction in the SR is compared

to the true value in Fig. 4.7, also showing good agreement.

The whole procedure can be repeated taking into account possible presence of signal

to check the performance of the method in the case of signal contamination. For this

purpose, toy data is generated as described above, but also adding up the signal in

addition to the background samples. In this case, the example GGM point is used. The

fit is repeated, yielding SFV(+γ) = 0.62±0.18 and SF(γ+)jets = 1.66±0.14 for fV(+γ) = 0.5
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Figure 4.6: Closure test of the fit procedure vs. fi. The lines show the input values

fi and the markers represent the fitted SFi with their errors. The χ2/Ndf values are

calculated for the SR distributions.

and f(γ+)jets = 1.5. The extrapolation to the signal region is shown in Fig. 4.8, showing a

good agreement with the true sum of backgrounds, while maintaining signal sensitivity.

Since the toy data is sampled from the distribution containing signal, a disagreement

of the prediction in the SR is desired and can be observed. This disagreement is also

reflected in the χ2/Ndf of 2.6.

Figure 4.9 shows these tests for different fi. The fitted scale factors SFi still re-

produce the input values in the case of signal presence. The χ2/Ndf are significantly

increased with respect to the background-only closure test, indicating the preservation

of signal sensitivity. In Fig. 4.10 one can see that the total background yield in the SR

is still described well.
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Figure 4.7: Closure test of the total SR prediction vs. fi. The lines show the expectation,

the prediction with its systematic uncertainties is shown as markers.
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Figure 4.8: Closure test of the extrapolation of the fitted scale factors to the signal

region for fV(+γ) = 0.5, f(γ+)jets = 1.5 in the presence of signal in both the SR and CR.

The black dashed line is the sum of all background processes scaled with the fi and the

red dashed line also includes the signal. The open circles are the toy data generated

from the true distribution containing the signal. The prediction obtained from the SFi

is shown in blue and the systematic error is originating from the fit errors.
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Figure 4.9: Closure test of the fit procedure in the presence of signal in both, the CR and

SR, vs. fi. The lines show the input values fi and the markers represent the fitted SFi

with their errors. The χ2/Ndf values are calculated for the SR distributions including

the signal component.
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Figure 4.10: Closure test of the total SR prediction in the presence of signal vs. fi. The

lines show the background expectation, the prediction with its systematic uncertainties

is shown as markers.
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4.2 Background from electrons misidentified
as photons

To estimate the background contribution from electrons misidentified as photons, a

data-driven tag-and-probe approach is used. The fraction of real electrons that are

reconstructed as photons, i.e. that do not have a pixel seed, is determined in data,

which is used together with the number of reconstructed electrons to infer the e→ γ
background. The values have been determined in the context of a separate Master

thesis [126], where the details of this procedure are described. The results are also

documented in a corresponding CMS analysis note [127].

The tag object is a well reconstructed electron, defined like a photon (cf. Sec-

tion 3.1) but requiring a pixel seed (γpix). The probe is an object fulfilling the photon

identification criteria, but which is not checked for a pixel seed. To get a large fraction of

real electrons in the probe sample, Z→ ee events are selected by requiring an invariant

mass of the tag and probe objects between 60 GeV and 120 GeV. After the subtraction of

non-Z backgrounds, the number of events in which the probe object does pass the pixel

seed veto is used to determine the misidentification rate f . It is determined separately

for data and simulation as

fdata = 1.94%,

fMC = 1.08%.

An uncertainty of 30% is assigned to these values, which is estimated based on the

variations observed as a function of the photon pT and η [126,127].

To determine the e → γ background, the whole event selection is repeated, but

instead of selecting photons, γpix are used. The resulting distribution is finally scaled

by the transfer factor

R=
f

1− f
,

which takes into account the fact that not all real electrons are counted but only the

reconstructed ones, i.e. γpix. This procedure is tested using simulated tt, WW, WZ, and

ZZ events in the preselection. Figure 4.11 shows the closure test for the photon pT,

Emiss
T

and S distributions. The prediction using the described method is compared to

the events, in which the reconstructed photon can be matched to a generated electron

within ∆R < 0.1 and a relative pT deviation of less than 0.5. Good agreement is ob-

served between the predicted and generator-matched distributions within the statistical

precision.

To avoid double counting of e→ γ events, all events in simulated samples in which

the reconstructed leading photon can be matched to a generated electron (∆R < 0.1

and a relative pT deviation of < 0.5) are rejected. The remaining diboson and tt events

may still pass the selection criteria due to jets misidentified as photons. Since the con-

tribution is very small, they are completely determined from simulation, as mentioned

above.
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Figure 4.11: Closure tests for the electron misidentification background estimation us-

ing simulated tt, WW, WZ and ZZ events. Only statistical uncertainties are shown.

The overflow is contained in the last bin and the bin contents are divided by the bin

widths [1].
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4.3 Systematic uncertainties

The relative systematic uncertainties are listed in Table 4.1. For the main backgrounds,

V(+γ) and (γ+)jets, the fit uncertainties are considered with the corresponding corre-

lation. The influence of the renormalization and factorization scales on the (γ+)jets

background is considered separately. The e → γ uncertainty has been discussed in

Section 4.2. For the other less important backgrounds that are taken from simula-

tion, sources of systematic uncertainty are cross section, PDF and scale uncertainties.

For tt(+γ), 30% are assumed, covering the uncertainty of the latest CMS measure-

ment [128]. Diboson cross section measurements for 13 TeV [129–131] yield uncer-

tainties between 9% and 13%. Here, an uncertainty of 20% is assigned to account for

the fact that only a special phase space is considered. For the backgrounds and signals

that are taken from simulation, the uncertainties of the trigger efficiency (1%) and the

luminosity (2.3%) are considered. The ratio of the photon identification efficiency in

data and simulation has been studied by the e/gamma POG and found to be consistent

with unity. An uncertainty of 1% is derived from these studies. The uncertainty arising

from limited sizes of generated MC samples varies for the different bins. Approximate

ranges are given in the table for the signal region bins.

Table 4.1: Systematic uncertainties of the individual backgrounds. The uncertainties

are relative to the respective backgrounds [1].

V(+γ) (γ+)jets e→ γ tt(+γ) Diboson Signal

Fit uncert. of statistical origin 25% 9% - - - -

Scale uncert. influence on fit - 13% - - - -

Tag-and-Probe fit - - 30% - - -

MC statistical precision 1− 3% 21− 27% - 14− 25% 47− 66% 2− 10%

Cross section, PDF, scale - - - 30% 20% -

Luminosity - - - 2.3% 2.3% 2.3%

Trigger efficiency - - - 1% 1% 1%

Photon identification - - - 1% 1% 1%

Since the V(+γ) background is the largest one in the signal region, its uncertainty

has the largest contribution to the total systematic uncertainty. This can also be explic-

itly seen in the results presented in Chapter 5.

For the statistical interpretation the anti-correlation of the uncertainties of V(+γ)

and (γ+)jets (cf. Section 4.1) have to be considered, as described in Section 5.3. The

luminosity, trigger efficiency, and photon identification uncertainties are treated as fully

correlated among all bins and backgrounds.

Theoretical uncertainties affecting the signal cross sections, such as variations of

renormalization and factorization scales, and PDF uncertainties are considered sep-

arately from the experimental uncertainties listed above and the shifted results are

explicitly shown in the interpretations presented in Section 5.3. A possible influence

of the theory uncertainties on the signal acceptance, which would be considered an

experimental uncertainty, has been found to be negligible compared to the statistical

uncertainty of the signal samples.
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4.4 Validation of the background prediction

To verify that the total background prediction describes the data in different distribu-

tions, the total estimate is compared to the data in the CR. This is done for the CR region

with the requirement of 0 b-tags, i.e. the region where the fit is performed. These com-

parisons are shown in Fig. 4.12 for the leading photon pT, Emiss
T

, S, MT, S
γ
T, and HT.

Additionally, Figures 4.13 and 4.14 show comparisons for the inclusive CR, i.e. without

a requirement concerning b-tags, also showing |∆φ| between the photon and Emiss
T

, the

numbers Njets and Nγ of jets and photons, and the shower width σiηiη of the leading

photon. An overall good agreement is observed, especially for the observables used for

the event selection in this search. Since the main backgrounds are determined with the

fit in the CR, the overall normalization in these distributions agrees almost perfectly.

The Nγ distribution shows that the majority of the SM events does not contain more

than one photon. Consequently, the normalization can be compared easily in the one-

photon bin. The description of the shower width is the least precise one and it shows

small deviations, but the exact modeling of the shower in the ECAL is very complicated

and the resulting agreement can be considered reasonable.

Additionally, the V(+γ) scale factor determined in the fit can be further validated by

checking a W enriched region. This is the most important scale factor, since the V(+γ)

background dominates in the SR. For this purpose, exactly one lepton is required in

the CR, considering only electrons and muons, as described in Section 3.1. Figure 4.15

shows that good agreement is achieved for the Emiss
T

and S distributions.

The VR, which is embedded in the signal region with the requirement S
γ
T < 600 GeV,

can be used to verify the background prediction outside of the CR. The validation is

shown in Fig. 4.16, again for the pT, Emiss
T

, S, MT, S
γ
T, and HT distributions, and reason-

able agreement is observed, showing that the extrapolation of the scale factors derived

in the CR still provides a good description of the data.
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Figure 4.12: Comparison of the total background prediction to data in the control region

with a b-tag veto. The overflow is contained in the last bin. The bin contents are divided

by the bin widths.
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Figure 4.13: Comparison of the total background prediction to data in the control region

without a b-tag veto. The overflow is contained in the last bin. The bin contents are

divided by the bin widths. Partially published in [1].
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Figure 4.14: Comparison of the total background prediction to data in the control region

without a b-tag veto. The overflow is contained in the last bin. The bin contents are

divided by the bin widths.

59



CHAPTER 4. BACKGROUND ESTIMATION
〉

E
v
e
n
ts

 /
 G

e
V

〈

2−10

1−10

1 data +)jetsγ(
)γV(+ )γ(+tt

γ→e diboson

CR, 1 lepton

 (13 TeV)-12.30 fb preliminaryCMS

 [GeV]
miss

TE
100 200 300 400 500

ra
ti
o

0

0.5
1

1.5

statσ systσ

〉
E

v
e
n
ts

 /
 u

n
it

〈

1−10

1

10

210 data +)jetsγ(
)γV(+ )γ(+tt

γ→e diboson

CR, 1 lepton

 (13 TeV)-12.30 fb preliminaryCMS

S

20 40 60 80

ra
ti
o

0
0.5

1
1.5

2

statσ systσ

Figure 4.15: Comparison of the total background prediction to data in the CR requiring

one lepton. The overflow is contained in the last bin. The bin contents are divided by

the bin widths [1].
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Figure 4.16: Validation of the background prediction in the validation region (VR). The

overflow is contained in the last bin. The bin contents are divided by the bin widths.

Partially published in [1].
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4.5 Study of non-collision backgrounds

A possible contribution of non-collision backgrounds that could enter the selection is

checked, namely:

Beam halo: A beam halo muon may radiate a photon, which is reconstructed in the

ECAL. Since its momentum is mainly parallel to the beam axis and only photons

reconstructed in the barrel are used, the ECAL shower is expected to be spread

mainly in η, resutling in a large value ofσiηiη. The photons still passing the upper

σiηiη threshold included in the photon identification would be reconstructed at

large |η|. Due to the momentum imbalance caused by such an object, the missing

transverse energy would be back-to-back with the photon (|∆φ| ≈ π).

ECAL spikes: Spontaneous discharges in the avalanche photodiodes of the ECAL barrel

cause unphyiscal energy entries. Events passing the standard filtering vetoing

such occurances typically contain a reconstructed photon with a shower width

close to zero (σiηiη ≈ 0). These events also cause a back-to-back topology of

Emiss
T

and the photon.

To check for both effects, the |∆φ|(Emiss
T

,γ) and σiηiη distributions are investigated.

For this purpose, the lower thresholds for σiηiη and σiφiφ described in Section 3.1 are

omitted. Figure 4.17 shows the distributions for |η|(γ)> 1.0 in the CR (left) as well as

in the SR (right). No indication of non-collision background contribution is observed.

To further check for ECAL spike events, the σiηiη distribution is shown without the

|η|(γ)> 1.0 requriement in Fig. 4.18, again separately for the CR (left) and SR (right).

While the control region does not show any suspicious behaviour, the signal region con-

tains three events with σiηiη ≈ 0, assumed to be ECAL spikes. All three events exhibit

the typical back-to-back topology:

1) pT(γ1) = 290 GeV σiηiη = 0.000031 Emiss
T
= 288 GeV ∆φ(Emiss

T
,γ1) = 3.12

2) pT(γ1) = 308 GeV σiηiη = 0.000011 Emiss
T
= 310 GeV ∆φ(Emiss

T
,γ1) = 3.11

3) pT(γ1) = 397 GeV σiηiη = 0.000009 Emiss
T
= 421 GeV ∆φ(Emiss

T
,γ1) = −3.14

To reject this type of events, the requirements σiηiη > 0.001 and σiφiφ > 0.001 already

listed in Section 3.1 are applied, because the expected signature of a real photon in-

cludes a finite shower width.
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Figure 4.17: Non-collision background check using the |∆φ|(Emiss
T

,γ) and σiηiη distri-

butions for |η|(γ)> 1.0 in the CR (left) and SR (right).
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Figure 4.18: Check for ECAL-spike events using the σiηiη distribution without the

|η|(γ)> 1.0 requirement in the CR (left) and SR (right).
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The background estimation has been validated and found to be stable. It can be applied

in the signal region, S > 80, MT > 300 GeV, and S
γ
T > 600 GeV, to check if it agrees with

the data or if an excess of events is observed, indicating the presence of BSM physics.

5.1 Signal region binning

In order to be sensitive to the possible production of SUSY particles, a distribution has to

be chosen that has discriminative power, meaning that it separates the SM background

from the SUSY signal searched for. The simplest approach then is to find a selection

threshold (cut) for the chosen variable such that the impact of possible signal above

(or below) the threshold would be as significant as possible. The background and

data event yields passing the cut can be compared to evaluate their compatibility. To

further increase the sensitivity, one can increase the number of regions where yields

are counted. Instead of a single cut, several bins are constructed, in each of which the

data yield is compared to the background prediction.

Candidate distributions for this binning are photon pT, Emiss
T

, S, and S
γ
T, which are

shown in Fig. 5.1 for the background and the three example signal points. Signal and

background are stacked to see the impact of the signal. No data is shown yet, since

the data distribution is not supposed to influence the choice of the binning. In all these

cases the signal would be best visible at large values, while the regions at lower values

are dominated by background, making a possible signal contribution undetectable. The

variables investigated further in the following are S and S
γ
T.

To quantify the potential sensitivity, different simulation-based measures can be

utilized. A common observable used to estimate the expected significance is

sp
s+ b

,

where s is the number of signal events and b the number of background events. The

denominator
p

s+ b approximates the expected uncertainty of data composed of back-
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Figure 5.1: Distributions of photon pT, Emiss
T

, S, and S
γ
T in the signal region (including the

part with S
γ
T < 600 GeV). No data is shown, but the relative background uncertainty

can be seen in the ratio plots. The signals are stacked onto the background and the

overflow is contained in the last bin [1].

ground and signal. In the case of a non-negligible statistical background uncertainty

σb,stat, one can consider its impact using

sq
s+ b+σ2

b,stat

.

The systematic uncertainty is not considered, since the relative systematic background

uncertainty is mostly independent of the cut value and the absolute value of the signifi-

cance estimate is not of interest here. For the case of data consisting of SM background

only,
p

b approximates the expected data uncertainty. Thus,

sp
b
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can be used to optimize the “exclusion sensitivity”, while the former two measures are

more suited to compare the “discovery sensitivity” of different distributions and cuts.

All three measures are calculated as a function of a cut c, i.e. for events fulfilling

X > c, with X ∈ {S, S
γ
T}. They are shown in Fig. 5.2 for the three example signals. It

should be noted that all sensitivity measures also depend on the masses used in any

of the models. No real optimization with respect to a specific model or mass range is

performed, in order to avoid being too targeted at a specific scenario, but these studies

are performed to get an idea of a sensible range to define bin boundaries. Additionally,

the maximal values reached with the different distributions can be compared. The main

focus is on the GGM signal point, especially on s/(s+ b)1/2.
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Figure 5.2: The different sensitivity measures for the three example signals. The x-axes

label the cut of the variable used.

In all cases, S
γ
T reaches a slightly better maximal sensitivity than S, which is why it

is chosen for the cut. The value is not set exactly such that one sensitivity measure is

maximal, because this is only valid for the studied mass point. A cut of S
γ
T = 1000 GeV

is chosen. To further make use of the region with S
γ
T < 1000 GeV, the procedure is

repeated iteratively to define three exclusive bins in S
γ
T [GeV], with the boundaries

[600, 800, 1000,∞] .

The part with S
γ
T < 600 GeV is not signal sensitive and therefore excluded from the SR

(cf. Section 3.4), and used as a validation region to test the background prediction, as

described in Section 4.4.

A two-dimensional binning of the SR, as used in the
p

s = 8 TeV analysis, has

also been studied. No significance gain could be observed with respect to the one-

dimensional binning and therefore the latter is used for the search.
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5.2 Event yields

The background distribution in the signal region using the final binning in S
γ
T is shown

in Fig. 5.3. To see the expected impact of signal presence, the three example signal

points are stacked onto the total background prediction. The shown data yields are

in good agreement with the SM background prediction and no evidence for SUSY is

observed.
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Figure 5.3: Background and data distributions in the signal region using the final bin-

ning in S
γ
T. The last bin contains the overflow. The background and signal histograms

are stacked [1].

Additionally, the yields for the individual bins can be found in Table 5.1. The sys-

tematic uncertainties of the single background components are combined, taking the

correlation term for V(+γ) and (γ+)jets into account. The contributions of the indi-

vidual background components are listed in Table 5.2 together with the corresponding

uncertainties.
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Table 5.1: Yields for the individual SR bins. For the total systematic uncertainties the

correlation term for the systematic uncertainties of V(+γ) and (γ+)jets has been con-

sidered [1].

S
γ
T [GeV] prediction σstat σsyst data

600− 800 28.4 ±1.5 ±4.1 34

800−1000 9.7 ±0.7 ±1.3 12

1000− ∞ 6.0 ±0.6 ±0.7 5

Table 5.2: Individual background yields for the separate signal region bins. The statisti-

cal uncertainty of the e→ γ background is due to the limited size of the collected data

sample. All other statistical uncertainties are due to the limited number of simulated

events [1].

S
γ
T bin 600− 800 GeV

yield σstat σsyst

V(+γ) 16.90 0.27 4.16

(γ+)jets 6.57 1.40 1.03

tt(+γ) 2.96 0.41 0.89

e→ γ 1.62 0.18 0.49

diboson 0.33 0.16 0.07

800− 1000 GeV

yield σstat σsyst

5.23 0.12 1.29

2.29 0.56 0.36

1.61 0.34 0.48

0.36 0.08 0.11

0.23 0.15 0.05

1000−∞GeV

yield σstat σsyst

3.00 0.09 0.74

1.74 0.47 0.27

0.39 0.09 0.12

0.32 0.08 0.09

0.55 0.26 0.11

5.3 Statistical interpretations

No evidence for physics beyond the standard model is found, but limits can be calcu-

lated to constrain the still allowed parameter space of different GMSB SUSY models.

The focus is on models of electroweak production. Additionally, two strong production

models with gluino pair production are considered.

Signal acceptance and signal contamination

The signal acceptances for all four models are shown in Fig. 5.4 as functions of the mass

parameters of the individual models, i.e. the bino and wino masses (meB, m eW) for GGM,

the single NLSP mass parameter for TChiWg, and the gluino and neutralino/chargino

masses for T5gg/T5Wg. In all cases, the signal acceptances are larger for high NLSP

masses, due to the resulting large values of photon pT and Emiss
T

, and consequently

large S and MT. Accordingly, the acceptance drops significantly towards low NLSP

masses, especially when the photon from the NLSP decay can no longer pass the trigger

threshold.

Signal events not passing the SR selection criteria may contribute to the data in the

CR. An increased data yield would result in an overprediction of the scale factors for

the main backgrounds, which are determined in the CR as described in Section 4.1.

Consequently, the backgrounds in the SR would be overestimated, reducing the sensi-

tivity for a possible signal. It has been verified that this form of signal contamination

does not influence the fit results significantly for low signal contributions in the CR (cf.

Section 4.1).
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Figure 5.4: The signal acceptances of the SR selection depending on the mass(es) of the

models [1].

For low masses of the initially produced sparticles, the signal cross section can be

large enough that the possible signal contribution to the data in the CR can reach mul-

tiples of 10%. This is the case if the NLSP mass is low and thus many events do not

pass the criterion MT > 300 GeV of the SR.

To be able to correct for signal contamination in a simple way, only signal points

with a low contamination are considered for the statistical interpretation. Since the

background uncertainty exceeds 10% in all SR bins, a maximum hypothetical signal

contribution κ of 5% to the CR event yield is accepted. As long as the contribution is

this small, the relative normalization distortion in the CR is assumed to directly translate

into the SR, resulting in a relative background overprediction of κ. Only mass points

meeting this requirement are shown in the acceptance and limit plots.

The remaining effect for the considered mass points is corrected by subtracting the

overprediction from the background yield b. The technical implementation allows only
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to specify a single background yield b and a single signal yield s, from which both, the

signal-only and the signal+background hypothesis (described below), are constructed.

By definition signal contamination can only have an effect for the signal+background

and not for background-only hypothesis. Therefore, the overprediction is subtracted

from the signal yield instead of the background yield, because it has the same effect on

s+ b, while b remains unaffected.

Upper cross section limit calculation

Upper limits on the production cross section are calculated for the different models at

95% confidence level (CL) using a frequentist CLs approach [132–134] with a profile

likelihood test statistic and asymptotic formulae [135]. The background-only hypoth-

esis b is compared to the signal+background hypothesis s + b. A multiplicative signal

strength modifier µ for the signal contribution is introduced, such that both hypotheses

can be expressed in a unified form, µs + b. All systematic uncertainties are treated as

nuisance parameters, collectively denoted θ . The test statistic q̃µ for a tested signal

strength µ is constructed using a likelihood ratio,

q̃µ = −2 ln
L(data | µ, θ̂µ)

L(data | µ̂, θ̂ )
,

with the likelihood L being the product of all search channels’ Poisson probabilities for

the observed yields, additionally incorporating probability density functions for the sys-

tematic uncertainties. The likelihood in the denominator is evaluated given µ̂ and θ̂ ,

that globally maximize L, with the constraint µ̂ ∈ [0,µ], while θ̂µ is the maximum likeli-

hood estimator for θ given µ. The observation of q̃µ made in the experiment is denoted

q̃obs
µ

. Using the probability CLs+b to observe q̃µ ≥ q̃obs
µ

given the signal+background

hypothesis and the probability CLb to observe q̃µ ≥ q̃obs
µ

given the background-only

hypothesis, the measure

CLs =
CLs+b

CLb

is calculated. The (1 − α) CL upper limit on µ is found by varying µ until CLs = α is

reached [134]. Conventionally, 1− α = 95% is used. In the following, the limits on µ

for different models are directly translated to upper cross section limits.

The calculation is done in the framework developed by the LHC Higgs Combination

Group [134], in which the systematic uncertainties are treated as nuisance parameters

that are either uncorrelated or 100% (anti-)correlated. Most of the uncertainties can

be directly assigned to one of those two categories, as described in Section 4.3. The

correlation of the fit uncertainty for the main backgrounds of −64%, determined in

Section 4.1, is considered by decomposing the uncertainties into a fully correlated and

an uncorrelated part, as described in detail in Appendix C.

Cross section limits and exclusion contours

Based on the upper cross section limit for a specific mass point, it is decided if it can be

excluded. If the theoretical cross section exceeds the limit, the point can be excluded
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at the quoted CL. In the two-dimensional mass planes, contours around the excluded

regions are determined. Expected limits and contours can be determined, reflecting the

expectation for hypothetical data distributed according to the SM prediction.

The observed upper cross section limits are shown in Fig. 5.5 for the GGM model

together with the observed and expected exclusion contours in the bino-wino (meB−m eW)

mass plane. The observed limit contour is weaker than the expected at lower bino

masses, because these correspond to lower photon pT and Emiss
T

. Therefore, the first

two signal region bins, which show slight overfluctuations, have a larger influence. For

larger NLSP masses, the last SR bin is more important. Here, a small underfluctuation

is observed, resulting in a stronger observed limit. Near the mass diagonal, bino masses

of up to ≈ 675 GeV can be excluded. Bino masses below 300 GeV cannot be excluded,

since the low Emiss
T

and photon pT lead to a signal acceptance loss, as described above.
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Figure 5.5: The 95% CL limits for the GGM model in the bino-wino mass plane. The

color scale encodes the observed upper cross section limit for each point. The lines

represent the observed (black) and expected (red) exclusion contours and their uncer-

tainties [1].

Figure 5.6 shows observed and expected upper cross section limits as a function of

the single NLSP mass parameter for the TChiWg simplified model. Masses below the

intersection with the theoretical cross section at approximately 450 GeV can be excluded

at 95% CL.

For the GGM and TChiWg models of electroweak production, the exclusion lim-

its cannot be improved with respect to the predecessor analysis, due to the strongly

increased trigger threshold and the low integrated luminosity of less than a third com-

pared to the search at
p

s = 8 TeV [57], which are not compensated by the increased

production cross section at
p

s = 13 TeV. With the large dataset recorded in 2016, a

large sensitivity gain is expected, though.
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5.3. STATISTICAL INTERPRETATIONS
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Figure 5.6: Observed and expected upper cross section limits as a function of the NLSP

mass for the TChiWg model together with the theoretical cross section [1].

The cross section increase with respect to
p

s = 8 TeV for the gluino pair production

models is much larger and therefore a large sensitivity is expected. No interpretations

for strong production scenarios have been published by the
p

s = 8 TeV analysis, making

a direct comparison impossible. The cross section limits and exclusion contours in the

gluino-neutralino/chargino mass plane for the T5gg and T5Wg models are shown in

Figs. 5.7 and 5.8. For both, the acceptance loss at low NLSP masses causes the same

sensitivity drop as for the electroweak models. The currently strongest limit set by CMS

for the T5gg model is provided by the search requiring two photons in the final state

(using the same dataset as this search), excluding gluino masses below approximately

1550 GeV for meχ0
1
> 200 GeV [60]. Here, meg ® 1740 GeV can be excluded near the

mass diagonal, improving the limit in this region. The sensitivity for the T5Wg model

is slightly worse than for the T5gg model, because only one photon contributes to S
γ
T.

Near the mass diagonal, meg ® 1690 GeV can be excluded, improving the limits set inp
s = 8 TeV searches [48].
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Figure 5.7: The 95% CL limits for the T5gg model in the gluino-neutralino mass plane.

The color scale encodes the observed upper cross section limit for each point. The

lines represent the observed (black) and expected (red) exclusion contours and their

uncertainties [1].
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Figure 5.8: The 95% CL limits for the T5Wg model in the gluino-neutralino mass plane.

The color scale encodes the observed upper cross section limit for each point. The

lines represent the observed (black) and expected (red) exclusion contours and their

uncertainties [1].

74



5.4. SUMMARY

5.4 Summary

In this thesis a search for the production of supersymmetric particles decaying to pho-

tons is presented, with a focus on electroweak gaugino production. Proton-proton col-

lisions recorded with the CMS detector at the Large Hadron Collider in its Run II are in-

vestigated. The recorded data sample corresponds an integrated luminosity of 2.3 fb−1,

recorded in 2015 at
p

s = 13 TeV.

A cut-and-count experiment is performed in three exclusive search bins. The main

backgrounds are W and Z boson production in association with a photon and QCD mul-

tijet events with photon radiation. They are estimated simultaneously using a template

fit of simulated samples to data in a signal-depleted control region. The resulting scale

factors are applied to the simulated samples in the search region. Background from

electrons misidentified as photons are determined using a data-driven tag-and-probe

method. Further backgrounds are estimated completely from simulation. The observed

event counts are in agreement with the standard model prediction and no evidence for

physics beyond the standard model is observed.

Exclusion limits at the 95% confidence level are set for a general gauge mediation

model of electroweak production and the simplified model TChiWg. The limits for the

electroweak production models cannot be improved with respect to the predecessor

search carried out using 7.4 fb−1 recorded at
p

s = 8 TeV. A much larger sensitivity is

expected with more integrated luminosity collected at
p

s = 13 TeV in the 2016 data

taking.

Additionally, limits are set for two simplified models of gluino pair production with

final states with two photons (T5gg) or one photon and a W boson (T5Wg). The cur-

rently best limits set by CMS are improved in regions with large NLSP masses.
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Appendix

A
Technical details of the GGM signal

generation

The GGM signal is produced privately, using the SLHA files of the Spectra_WB grid provided

by [43]. These have also been used for the predecessor search at
p

s = 8TeV. For a given mass

point of the grid, all masses of the sparticles, their decay widths, and their branching ratios are

encoded in a single SLHA file, except the decay of the NLSP, i.e. eχ0
1
→ eGγ and eχ0

1
→ eGZ. Thep

s = 8TeV GGM signal was generated with PYTHIA 6, which has an option

’IMSS(11) = 1 ! Set gravitino as LSP’,

that automatically handles the NLSP decay.

The GGM signal for this search is simulated with PYTHIA 8, in which this option is not

present. Accordingly, it has been added manually to the SLHA files, with the branching ratios

calculated according to Eq. (1.2) on page 7. For meχ0
1
< mZ the branching ratios are set to 0%

and 100%, respectively, as shown in Fig. 1.2. The gravitino mass and decay width are both

set to 1GeV. Example additions for the point m eW = 640 GeV, meB = 630GeV can be found in

Listing A.1.

Listing A.1: Example additions (diff) to the SLHA file for the point m eW = 640 GeV,

meB = 630 GeV.

−−− M2_640_M1_630.slha 2015−11−20 09:56:08.158502456 +0100

+++ M2_640_M1_630_chi01decays.slha 2015−11−25 09:20:20.355879898 +0100

@@ −113,6 +113,7 @@

1000035 2.00417784E+03 # ~chi_40

1000024 6.37545019E+02 # ~chi_1+

1000037 2.00391687E+03 # ~chi_2+

+ 1000039 1.00000000E+00 # ~G
#

BLOCK NMIX # Neutralino Mixing Matrix

1 1 9.86867903E−01 # N_11

@@ −521,3 +522,9 @@

2.99309464E−01 2 −1000024 24 # BR(~chi_40 −> ~chi_1− W+)

1.37775091E−01 2 1000022 25 # BR(~chi_40 −> ~chi_10 h )

2.20478260E−01 2 1000023 25 # BR(~chi_40 −> ~chi_20 h )

+#
+# PDG Width
+DECAY 1000022 1.00000000E+00 # neutralino1 decays
+# BR NDA ID1 ID2
+ 7.83493292E−01 2 1000039 22 # BR(~chi_10 −> ~G gamma)
+ 2.16506708E−01 2 1000039 23 # BR(~chi_10 −> ~G Z )

A template CMSSW configuration for the signal generation is generated using the cmsDriver
command shown in Listing A.2. It is modified to run PYTHIA 8 with the corresponding GGM

SLHA file as input. The important fragments that have been added can be seen in Listing A.3.

The final configuration is run with the cmsRun command to generate the events for a single

mass point. To generate the whole signal scan, the procedure described above is repeated for

each mass point.
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APPENDIX A. TECHNICAL DETAILS OF THE GGM SIGNAL
GENERATION

Listing A.2: cmsDriver command to create a template CMSSW configuration for the

signal generation.

cmsDriver.py Configuration/GenProduction/python/SUS−RunIISpring15FSPremix−00077−
fragment.py −−filein dbs:/SMS−T1tttt_mGluino−1050_mLSP−50
to775_TuneCUETP8M1_13TeV−madgraphMLM−pythia8/RunIIWinter15pLHE−MCRUN2_71_V1−v2/
LHE −−fileout file:SUS−RunIISpring15FSPremix−00077_step1.root −−pileup_input
dbs:/Neutrino_E−10_gun/RunIISpring15PrePremix−MCRUN2_74_V9−v1/GEN−SIM−DIGI−RAW
−−mc −−eventcontent AODSIM −−fast −−customise SLHCUpgradeSimulations/

Configuration/postLS1CustomsPreMixing.customisePostLS1,Configuration/

DataProcessing/Utils.addMonitoring −−datatier AODSIM −−conditions MCRUN2_74_V9

−−beamspot NominalCollision2015 −−step GEN,SIM,RECOBEFMIX,DIGIPREMIX_S2:

pdigi_valid,DATAMIX,L1,L1Reco,RECO,HLT:@frozen25ns −−magField 38T_PostLS1 −−
datamix PreMix −−python_filename AODSIM_cfg.py −−no_exec −n −1

Listing A.3: Configuration fragments added to the configuration template for the GGM

signal generation.

from Configuration.AlCa.GlobalTag_condDBv2 import GlobalTag

process.GlobalTag = GlobalTag(process.GlobalTag, ’MCRUN2_74_V9’, ’’)

from Configuration.Generator.Pythia8CommonSettings_cfi import *
from Configuration.Generator.Pythia8CUEP8M1Settings_cfi import *
with open("M2_640_M1_630_chi01decays.slha") as f:

SLHA_TABLE=f.read()

process.generator = cms.EDFilter("Pythia8GeneratorFilter",

pythiaPylistVerbosity = cms.untracked.int32(0),

filterEfficiency = cms.untracked.double(1.0),

pythiaHepMCVerbosity = cms.untracked.bool(False),
comEnergy = cms.double(13000),

SLHATableForPythia8 = cms.string(SLHA_TABLE),

maxEventsToPrint = cms.untracked.int32(0),

PythiaParameters = cms.PSet(

pythia8CommonSettingsBlock,

pythia8CUEP8M1SettingsBlock,

processParameters = cms.vstring(

’SUSY:all = on’,

),

parameterSets = cms.vstring(

’pythia8CommonSettings’,

’pythia8CUEP8M1Settings’,

’processParameters’

)

)

)

process.ProductionFilterSequence = cms.Sequence(process.generator)

# ...

for path in process.paths:

getattr(process,path)._seq = process.ProductionFilterSequence * getattr(process
,path)._seq
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Appendix

B
Alternative trigger choices

The trigger used in the analysis has not been the first choice. Triggers requiring a photon and

missing transverse energy are more suited for the search, owing to the expected signal signa-

ture, and generally allow lower energy thresholds. Two photon+Emiss
T

triggers were considered

initially, but found not to be usable for this analysis, as described below.

HLT_Photon36_R9Id90_HE10_Iso40_EBOnly_PFMET40

The photon+Emiss
T

HLT path

HLT_Photon36_R9Id90_HE10_Iso40_EBOnly_PFMET40
for the 13 TeV data taking in 2015 comes closest to the parked trigger used in Run I and would

be a good choice due to the low Emiss
T

and photon pT thresholds. Unfortunately, an inefficiency

is observed for large photon pT. The measurement of the trigger efficiency in data does not

provide enough statistical precision to clearly observe this issue, but the simulation of the trigger

can be used to investigate the problem with more precision. The efficiency of the simulated

trigger is shown in Fig. B.1 as a function of Emiss
T

and photon pT. The efficiency is measured

as described in Section 3.4, but separately for both, the photon and the Emiss
T

part. For the

measurement of the Emiss
T

part,

HLT_Photon36_R9Id90_HE10_IsoM
is used as the base trigger and

HLT_PFMET170
is used for the photon part. Since HLT_PFMET170 is not simulated, a simple Emiss

T
cut is applied

as a base selection to measure the photon pT part. A clear drop of the efficiency is observed for

large values of pT. The efficiency drop cannot be seen this clearly in data, because the number

of events with high energetic photons is too low.

The photon isolation part Iso40 included in the trigger consists of the three components

EcalPFClusterIso, HcalPFClusterIso, and hollowTrackIso. For each one, a pT depen-

dent threshold is required,

• EcalIsoFilter: EcalPFClusterIso < 4.0GeV+ 0.012 · pT

• HcalIsoFilter: HcalPFClusterIso < 4.0GeV+ 0.005 · pT

• TrackIsoFilter: hollowTrackIso < 4.0 GeV+ 0.002 · pT.

The distributions of these components are shown for photons fulfilling the offline loose identi-

fication as a function of pT in Fig. B.2 and the lines indicate the thresholds. The offline iden-

tification employs PF isolation variables that are not available to the trigger and one can see

that photons passing the loose identification do not necessarily fulfill the trigger requirements.

Especially for the HCAL part, a substantial fraction of events at large pT is not accepted by the

trigger.
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Figure B.1: Efficiency of HLT_Photon36_R9Id90_HE10_Iso40_EBOnly_PFMET40

(simulated) as a function of Emiss
T

and photon pT, measured in γ+jets simulation.

This is also shown in Fig. B.3, where the efficiency of all three components is displayed

separately. One can see that the HCAL part of the trigger requirement is causing the overall

inefficiency of the trigger.

This inefficiency does not allow the usage of the trigger. Also the usage of a tighter offline

photon identification does not solve this issue.

The problem was presented to the CMS Trigger Studies Group1 and a data quality moni-

toring (DQM) module was implemented2. During the development of the DQM module it was

discovered that efficiency plots for many SUSY/BSM HLT paths were not created correctly. Ac-

cordingly, the efficiency calculation for the other HLT paths was also fixed3. The changes were

included in the CMSSW_8_0_X development branch.

1https://indico.cern.ch/event/475239/ [CMS interal]
2https://github.com/cms-sw/cmssw/pull/13148
3https://github.com/cms-sw/cmssw/pull/13150
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Figure B.2: The distribution of the three trigger isolation components as a function

of pT. All photons have passed the offline loose identification. The lines indicate the

thresholds required by the trigger.

 [GeV]
T

p
0 500 1000 1500 2000

E
ff
c
ie

n
c
y

0

0.2

0.4

0.6

0.8

1
Iso40ec (GJets)

(v
0

4
 c

b
2

a
9

d
4

)

 (13 TeV)-12.14 fb private work• simulation CMS

 [GeV]
T

p
0 500 1000 1500 2000

E
ff
c
ie

n
c
y

0

0.2

0.4

0.6

0.8

1
Iso40hc (GJets)

(v
0

4
 c

b
2

a
9

d
4

)

 (13 TeV)-12.14 fb private work• simulation CMS

 [GeV]
T

p
0 500 1000 1500 2000

E
ff
c
ie

n
c
y

0

0.2

0.4

0.6

0.8

1
Iso40tr (GJets)

(v
0

4
 c

b
2

a
9

d
4

)

 (13 TeV)-12.14 fb private work• simulation CMS

Figure B.3: The efficiencies of the single trigger isolation requirements as a function of

pT. Left: EcalPFClusterIso. Middle: HcalPFClusterIso. Right: hollowTrackIso.
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APPENDIX B. ALTERNATIVE TRIGGER CHOICES

HLT_Photon135_PFMET100

The problem described above can be solved by loosening the isolation requirements of the

trigger. To counter the resulting rate increase, the photon pT and/or Emiss
T

thresholds have to

be increased, though. Due to the difference of the isolations used on trigger level and in the

offline identification, one cannot reach an efficiency close to 100% in all pT ranges. Thus, a

trigger not using isolations is a preferrable choice, on the other hand implying high thresholds.

The photon+Emiss
T

trigger without isolation requirements and with the lowest thresholds

is HLT_Photon135_PFMET100. The photon pT, Emiss
T

, and S distributions in the efficiency

plateau (pT > 140 GeV, Emiss
T

> 260GeV) are shown in Fig. B.4. The number of events passing

these requirements is too low to allow for a satisfying control region definition to perform the

main background estimation described in Section 4.1.

Consequently, the single photon trigger HLT_Photon165_HE10 is used for the analysis of

the 2015 data. The photon+Emiss
T

trigger is considered a good option for the full 2016 dataset,

though.
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Figure B.4: Photon pT (top left), Emiss
T

(top right), and S (bottom) distributions after the

preselection for HLT_Photon135_PFMET100 (pT > 140 GeV, Emiss
T

> 260 GeV). Steps

in the distributions are due to varying bin widths. The overflow is contained in the last

bin.
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Appendix

C
Decomposition of correlated

uncertainties

Consider two random variables following normal distributions with different means and stan-

dard deviations,

X ∼N (X̄ ;σX )

Y ∼N (Ȳ ;σY )

with a correlation coefficient ̺ = Cov (X , Y )/(σXσY ) ∈ [0, 1]. The aim is to decompose the

uncertainties such that the remaining components are either 0% or ±100% correlated.

Since the means do not influence the uncertainties, one can assume X̄ = Ȳ = 0. In addition

the variables X̂ , Ŷ are normalized to the standard deviations (X̂ = X/σX , Ŷ = Y /σY ), such that

X̂ ∼N (0;σX̂ = 1)

Ŷ ∼N (0;σŶ = 1) .

Assume that the variance of Ŷ can be decomposed into two independent parts, one origi-

nating from the variation of X̂ and one part that is uncorrelated and thus independent of X̂ ,

σ2

Ŷ
= σ2

X̂→Ŷ
+σunc

Ŷ

2 . C.1

The part that is originating from the correlation with X̂ is determined by considering the

variance of X̂ ,

Var
�
X̂
�
=

1

N

N∑

i=1

( x̂ i − X̄ )2 =
1

N

N∑

i=1

∆ x̂2
i

,

where ∆ x̂ i = x̂ i − X̄ . A measurement x̂ = X̄ + ∆ x̂ drawn from X̂ leads to a shift of ŷ of

∆ x̂ ŷ = ̺∆ x̂ . Now, the variance of Ŷ resulting from the variance of X̂ can be calculated

σ2

X̂→Ŷ
= VarX̂

�
Ŷ
�
=

1

N

N∑

i=1

(∆ x̂ ŷi)
2 = ̺2 1

N

N∑

i=1

(∆ x̂ i)
2 = ̺2 Var
�
X̂
�

= ̺2σ2

X̂
= ̺2 .

This part is fully correlated with X̂ . The remaining uncorrelated component of the variance can

be evaluated using Eq. (C.1) and the known total value σ2

Ŷ
= 1,

σunc

Ŷ

2
= σ2

Ŷ
−σ2

X̂→Ŷ
= 1−̺2 .
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APPENDIX C. DECOMPOSITION OF CORRELATED
UNCERTAINTIES

These results are translated to the uncertainties of the original random variables X and Y ,

σX→Y = σX̂→Ŷ ·σY = ̺ ·σY

σunc
Y
= σunc

Ŷ
·σY =
Æ

1−̺2 ·σY .

For the limit calculation σX and σX→Y are considered with 100% correlation, while σunc
Y

is

treated as uncorrelated. For each component, all bins are fully correlated.
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