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1 SUMMARY

This final report documents the work completed by researchers and students in the Colorado

Center for Astrodynamics Research (CCAR) and Smead Aerospace Engineering Sciences at

the University of Colorado Boulder, to model and develop technologies and algorithms to

advance small space platform positioning, navigation, and timing, with a primary emphasis

on timing systems. The report is presented in three volumes. Volume 1 presents a software

defined radio (SDR) based testbed for measurement and ensembling of low size, weight,

and power (SWaP) atomic clocks. Volume 2 describes the development of a CSAC flight

experiment to be flown on the MAXWELL UNP-9 CubeSat, expected to be launched in

2023. Volume 3 focuses on modeling and analysis of distributed optical time and frequency

transfer across small satellites in a large-scale low Earth orbit (LEO) constellation.

We present here an analysis of potential time and frequency transfer methods among satel-

lites in a low Earth orbit (LEO) constellation, based on optical inter-satellite links (OISL)

typically used for communication. The simulation considers an expanded functionality of

the optical terminals to support dual one-way time transfer, with the goal of achieving clock

synchronization across the constellation at the 5-100ps level. The capability for synchroniza-

tion over an optical communications channel at this level was demonstrated for ground-based

links [1]. This report provides an overview of proposed proliferated low Earth orbit (P-LEO)

satellite constellations, range measurement models to simulate inter-satellite links, and esti-

mation architectures to support clock estimation and orbit determination.
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2 INTRODUCTION

In recent years, ground-based optical systems have been used for satellite ranging to support 
orbit determination [2], ground-to-space communication [3], and time transfer [4]. Conven-
tional methods of satellite telemetry, tracking, and control (TTC) require one-to-one contact 
with specific ground stations, limiting satellite updates to periods when it is in view of a par-
ticular ground station. This model has historically worked well, with the onus of TTC spread 
across a number of independent spacecraft operators, and relatively small satellite constel-
lation sizes (100). Over the past 5 years this paradigm has changed, as mega-constellations 
of small satellites (Starlink, Kuiper, OneWeb, Telesat) are currently being populated [5] to 
support worldwide broadband access, Earth observation, and various commercial and sci-
ence goals. At the same time, research and development of space-qualified optical hardware 
has resulted in the deployment of large optical communication terminals [6] serving as the 
backbone of ESA’s space data highway and other high data rate applications. Miniature 
versions of these optical terminals [7] have the capability to enable communication, ranging, 
and time transfer between small satellites in a constellation. The exponential growth   
in constellation size and the increase in technology readiness level of optical terminals 
present an opportunity for analysis of the impact of inter-satellite links on increased 
constellation autonomy.

Sections 3.1 - 3.2 below discuss commonly used time transfer and ranging systems along 
with their limitations. The satellite constellations, inter-satellite links, and inter-satellite 
range model are presented in Sections 3.5 - 3.7. The theory for using inter-satellite range 
measurements for clock state estimation and orbit determination is shown in Sections 3.8 
and 3.9. We briefly d iscuss t he i mpact o f o rbit e rrors a nd r elativistic e ffects on  time and 
frequency transfer in Sections 3.10 and 3.11.

Most theory is outlined in Section 3 with corresponding results in Section 4. All simulated 
clock profiles, i nter-satellite r ange m easurements, a nd e stimation r esults a re c ontained in 
Section 4. The report conclusions are presented in Section 5 followed by the references.

3 METHODS, ASSUMPTIONS, AND PROCEDURES

3.1 Existing Time Transfer Methods

Within the past 10 years a significant amount o f progress has b een made regarding optical 
atomic clocks [8]. A primary issue with most advanced clocks is that traditional time and 
frequency transfer methods are much noisier than the oscillators themselves - as such, these 
timescales that exist at national metrology institutes do not serve a purpose outside of the

2
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laboratory environment.

There are many different ways t o t ransfer t ime with varying degrees o f a ccuracy. A  few 
of these methods, along with the frequency regime and corresponding TDEV values at 100 
seconds, are listed in Table 1. Methods such as GPS common view and Two-Way Satellite 
Time and Frequency Transfer (TWSTFT) are routinely used to compare extremely stable 
clocks at inter-continental baselines. Other methods, such as White Rabbit and Optical 
Two-Way Time and Frequency Transfer (TWTFT), have significant t echnical b arriers to 
becoming global time transfer methods. A brief description of each time transfer method is 
provided in the sections below.

Table 1. Time Transfer Methods

Method Frequency TDEV, 100s
GPS One-Way [9] RF 10 ns
GPS Common View [10] RF 300 ps
LASSO [11] Optical <100 ps
GPS Carrier Phase [12],[13] RF <10 ps
TWSTFT [14] RF 10 ps
Optical Comm [15] Optical 10 ps
T2L2 [16] Optical 2 ps
Optical Comm, PRBS [1] Optical 1 ps
White Rabbit [17] Optical 1 ps
Optical TWTFT [18] Optical 1 fs

3.1.1 GPS One-Way

GPS receivers solve for the offset between the local clock and GPS Time when computing a

position solution. The time transfer error from a satellite to receiver can be accomplished

at the 10-15 ns level using coarse acquisition (C/A) codes [9]. This method is useful for

clock synchronization across distributed devices, such as fault monitoring in electrical power

systems [19], but is not used to compare highly stable clocks.

3.1.2 GPS Common View

In the GPS common view method two ground receivers simultaneously observe the same GPS

satellite. Both ground stations compute their local clock offset with respect to GPS time

and communicate results between stations. The measured values are subtracted, causing any

common errors to drop out. The clock synchronization between two ground stations using

GPS common view can be achieved at the nanosecond level [9] and can be averaged down

to 300 picoseconds [10].

3
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3.1.3 Laser Synchronization from Stationary Orbit (LASSO)

The LASSO system was a payload hosted on a GEO satellite in 1988 for clock comparison.

The system operates at an optical frequency of 563.5 THz, and thus requires different hard-

ware than RF methods at both the ground stations and the satellite. Satellite laser ranging

(SLR) stations transmit laser pulses to the target satellite and measure the round trip time.

Each ground station uses a highly stable clock, time tagging hardware, and detectors to

precisely measure the departure and return times of the light pulses. The target satellite is

equipped with retroreflectors that send the pulse back towards the transmitting ground sta-

tion and detection / time tagging hardware to measure the pulse arrival time. Due to large

distance to the satellite target, very few SLR stations were able to participate in LASSO

clock comparison experiments [11].

The pulse departure time, arrival time at the satellite, and return time form a measurement

referred to as a triplet. The offset between the satellite clock and the ground station clock

is computed from these triplets. When two ground stations compare their clocks, they both

lase the satellite, use the triplets to compute the satellite clock offset, and then exchange

values to find the offset between ground station clocks. The uncertainty in the measurement

is on the order of 100 picoseconds [11].

3.1.4 GPS Carrier Phase

Carrier phase GPS solutions use GPS signal phase as the observable as opposed to the

C/A code. The benefit of using carrier phase measurements is that they can be up to

100 times more precise than code measurements [20]. One of the drawbacks is that carrier

phase measurements provide ambiguous range, where the integer cycle ambiguity must be

estimated to produce pseudorange measurements. Time transfer using GPS carrier phase

solutions have been demonstrated at the 10 picosecond level [12], [13].

3.1.5 Two-Way Satellite Time and Frequency Transfer

Two-way satellite time and frequency transfer (TWSTFT) uses communication satellites in

geostationary orbit (GEO) to compare clocks on the Earth separated by large distances. The

carrier frequency is in the Ku band (10.7-14.5 GHz) with chipping rates of 1 MHz [21]. The

maximum baseline for clock comparison is larger than in GPS common view as the common

view satellite is up to 15,000 kilometers higher in altitude.

TWSTFT ground stations transmit ranging codes to the GEO satellite, which acts as a

repeater, relaying the codes to the other ground station. A 1 pulse-per-second (PPS) signal

is synthesized based on the transmitted signal at each station. A second 1 PPS signal is

4
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generated from the received signal at each station; each of these PPS signals are used to start

and stop a time interval counter (TIC) located at each ground station. The TIC output is

a history of time intervals which is used to compute the offset between clocks [21]. Time

transfer performance using this method has TDEV of 100 picoseconds at 1 second averaging

intervals and 10 picoseconds for averaging intervals of 100 seconds [14].

3.1.6 Optical Communication

Communication between devices requires some level of synchronization to properly interpret

transmitted information. The receiver clock may be stable over short intervals, but is almost

guaranteed to drift out of synch if left uncorrected. Modern communication systems account

for this by embedding timing information in the data stream for the receiving device to use

in correcting its clock, a process known as clock recovery [22].

Clock recovery is an integral part of any communication system as accurate interpretation

of modulated information depends on synchronized clocks. The synchronization requirements

from the communications sector are not as strict as those in the navigation sector - most

computer networks today use Network Time Protocol (NTP) for clock synchronization, which

guarantees millisecond level synchronization. Methods developed at the Swedish National

Laboratory in 2008 used an existing optical communication channel to transfer time at much

higher precision than NTP. The design resulted in a time deviation of 30 picoseconds after

100 seconds of averaging [15].

The time transfer architecture was implemented on top of a 10-Gb/s fiber optic commu-

nication channel. Both outbound and inbound data streams are connected to custom built

hardware that generates a pulse every time a certain data frame is identified. The pulses are

used in a similar manner to TWSTFT where the pulse from the transmitted signal starts a

time interval counter and the pulse from the received signal stops the TIC. The history of

time intervals is used to compute the clock offset.

3.1.7 Time Transfer via Laser Link (T2L2)

Time transfer via laser link (T2L2) is a follow on to LASSO launched in 2008 as a payload on

the Jason-2 satellite. The closer range of LEO satellites provides the opportunity for many

more laser ranging stations to participate in time transfer experiments as compared to with

LASSO. The principle of clock comparison is the same, with improvements in the space and

ground segment hardware [23].

T2L2 requires ground laser stations and a satellite equipped with a retroreflector, time

tagging equipment, and a stable on-board oscillator. A ground station transmits laser pulses

to the satellite, recording the departure and return times. The satellite records the time of

5
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pulse arrival. These three time values are used to compute the offset between the ground

station and satellite clocks. A second ground station can simultaneously perform the same

process. The clock offsets of each ground station with respect to the satellite are processed

to produce the clock offset between ground stations. The time transfer stability between

two ground stations was experimentally demonstrated to be a few picoseconds at 100 second

averaging intervals [16].

3.1.8 Spread Spectrum Optical Communication

Experiments conducted by NIST [1] in 2018 demonstrated picosecond level time transfer

using COTS free-space optical communication hardware. A communication link was estab-

lished between co-located ground clocks with effectively 4 kilometers of separation. Each

site modulates psuedorandom binary sequences (PRBS) on continuous wave laser light using

binary phase-shift keyed (BPSK) modulation. The link operates in half-duplex configuration.

When data are transmitted from Site A to Site B, the time of signal departure and arrival

is computed from the PRBS. After signal reception, Site B transmits a PRBS back to Site

B and an additional pair of departure and arrival timestamps are created. These four values

are used to compute the clock offset according to Equation 1, plus a calibration term ∆Tcal.

∆TAB =
TA
RX − TB

TX

2
− TB

RX − TA
TX

2
+ ∆Tcal (1)

3.1.9 White Rabbit

White Rabbit is a network protocol using specialized hardware to achieve picosecond level

synchronization between nodes. It was initially developed in 2008 at the European Or-

ganization for Nuclear Research (CERN) to synchronize the multitude of instruments and

detectors involved in the Large Hadron Collider (LHC) [24]. White Rabbit has since evolved

into a method used by national metrology institutes to compare clocks connected by fiber

and separated by small baselines [17].

A White Rabbit architecture was implemented at NIST to evaluate the feasibility of using

it to distribute UTC(NIST) across the campus. Loopback tests were conducted to evaluate

the noise in the system and found time stability below 20 picoseconds at all averaging

intervals [17].
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3.1.10 Optical TWTFT

Recent work by NIST in 2016 has enabled comparison of optical time scales at the fem-

tosecond level [18]. Optical time scales produce optical frequencies, which are translated to

RF using a frequency comb locked to the the cavity-stabilized laser. The frequency comb

outputs a pulse train at radio frequencies and is used as a traditional oscillator with the

stability benefits of the underlying optical time scale.

In this experiment two time scales transmit optical pulses across a 4 kilometer free-space

link. An initial coarse time transfer, based on methods in Section 3.1.8, is used to calibrate

the link prior to achieving sub-femtosecond results. The pulse departure and arrival times

in the respective time scales, as determined by Linear Optical Sampling (LOS) techniques

[18], are used to compute the relative time offset. An optical communication channel is used

for real time feedback between sites to synchronize the two time scales.

The NIST system demonstrates state-of-the-art time transfer between two optical time

scales. Laboratory grade, high SWaP-C hardware is required to achieve this level of pre-

cision, restricting this method primarily to ground experiments for now. Current research

is underway with respect to lower SWaP-C flight experiments with optical oscillators and

frequency combs.

3.2 Existing Inter-satellite Ranging

Inter-satellite ranging between small satellites on orbit does not currently occur at large

scales; with the proposed constellations in Section 3.5 that may soon change. One-way

ranging from GPS in support of navigation is currently the most common type of one-way,

satellite-to-satellite ranging. In the sections below we discuss two satellite missions that use

RF ranging and optical inter-satellite interferometry in support of measuring variations in

Earth and Lunar gravity fields.

3.2.1 GRACE & GRACE-FO

The Gravity Recovery and Climate Experiment (GRACE) [25] launched in 2002 and oper-

ated until end of life in 2017. GRACE consisted of two identical satellites that acted as a

single instrument designed to measure variations in Earth’s gravity field. The satellites were

placed on the same orbit approximately 200 kilometers apart and measured the changes in

inter-satellite range using a K-band ranging system. The measured fluctuations in range

are used to compute monthly estimates of Earth’s gravity field. The K/Ka band rang-

ing (KBR) system on GRACE makes carrier phase measurements to determine variations

in inter-satellite separation. Two frequencies are used to remove the frequency-dependent

7
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ionospheric effects on signal propagation. The precision of the KBR system is better  
than 10µm.

The GRACE-FO mission was designed to be functionally identical to GRACE and shares 
much of the same design heritage. One of the key technological additions is a laser ranging 
interferometer (LRI) which measures inter-satellite range to a much higher precision as a 
result of fewer uncertainties and much smaller wavelength at optical frequencies. One satellite 
acts as the frequency reference to which the other satellite will phase lock. In Figure 1 the 
left satellite is the optical frequency reference and the right satellite will phase lock its laser 
to this incoming beam. The secondary satellite transmits a beam back to the primary 
satellite with a fixed 1 0 MHz o ffset. Ea ch sa tellite mi xes th e in coming si gnal ag ainst its 
local oscillator, generating a 10 MHz beat note. Relative motion between the two satellites 
will change the exact frequency of the beat note, which contains information regarding the 
gravity signal of interest. This interferometric method of measurement is fundamentally

different than the KBR system and yields an improved noise figure of 0.3 nm /
√
Hz [26].

Figure 1. GRACE-FO LRI from [26], FIG. 1

3.2.2 GRAIL

GRACE was such a success that it inspired a similar mission mapping the Moon’s gravity 
field, the Gravity Recovery and Interior Laboratory (GRAIL) [27]. The inter-satellite ranging 
system on GRAIL is the lunar gravity ranging system (LGRS) [28]. The mission architecture 
is quite similar to GRACE in that two satellites act as a single instrument to measure 
variations in the gravity field. The LGRS makes c arrier phase r ange measurements a t Ka 
band and performs two-way time transfer in S band. The demonstrated sensitivity of the

8
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inter-satellite range measurement is 0.6 µm /
√
Hz.

Figure 2 below shows the types of signals going between satellites and from the satellites 
back to Earth. Figure 3 is a more detailed view of the measurement system onboard  
each spacecraft.

Figure 2. GRAIL Satellites from [28], Fig. 1

9
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Figure 3. GRAIL Measurement System from [28], Fig. 2

3.3 Clock Profiles

In this research we are modeling atomic clocks onboard spacecraft in a satellite constellation. 
The clock profiles a re g iven by t he phase and f requency t ime s eries f or a ll s imulated oscil-
lators. We use a simple two state dynamic clock model, with the process noise covariance 
matrix based on oscillator specific stability p arameters. The discrete time model used in the 
project is shown in the equations below [29].

xk+1 = ϕ(τ)xk + wk , (2)

where the state transition matrix is defined by:

ϕ(τ) =

[
1 τ

0 1

]
, (3)

and process noise vector with covariance:

wk ∼ N (0, Q(τ)) (4)

Q(τ) =

[
q1τ + q2τ3

3
q2τ2

2
q2τ2

2
q2τ

]
(5)

The process noise is assumed to be Gaussian and zero mean with covariance Q(τ) described
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by white and random walk frequency noise parameters, q1 and q2. These noise parameters 
are specific t o e ach c lock. Realizations o f t his n oise a re r epresented by t he n oise v ector -
Equation 4 - and are incorporated into the propagation according to Equation 2. Simulated 
phase and frequency data representing clocks in a satellite constellation are shown in  
Section 4.1.

3.4 Clock Stability

A variety of statistical quantities are used to describe underlying noise properties that de-
termine frequency stability for an oscillator. Each of these tools can reveal different types 
of underlying noise processes in the clock that appear at different averaging i ntervals. In 
this work we use overlapping Allan deviation (OADEV) for quantifying frequency stability 
and time deviation (TDEV) to quantify how long a timing requirement can be met. The 
subsections below are based on a significant amount o f i nformation f rom Riley’s Handbook 
of Frequency Analysis [30].

3.4.1 Allan Variance

The Allan variance is the most common value used to represent frequency stability. It was 
introduced by David Allan in 1966 as a method to distinguish flicker f requency noise from 
white noise [31]. The original two-sample Allan variance can be computed from phase data 
using Equation 6. The square root of the variance, the Allan deviation, is usually used 
instead of the variance. The uncertainty of a computed ADEV value is often approximated

as ±σy(τ)/
√
N .

σ2
y(τ) =

1

2(N − 2)τ 2

N−2∑
i=1

[xi+2 − 2xi+1 + xi]
2 (6)

3.4.2 Overlapping Allan Variance

The overlapping Allan variance is based on the Allan variance, but uses overlapping samples

to reduce the uncertainty in computed variance values. Overlapping the samples to reduce

the variance comes at the cost of additional computing time. A comparison of the traditional

Allan variance and overlapping Allan variance is shown in Figure 4.
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τ

Figure 4. Comparison of Non-Overlapping and Overlapping Allan Deviation [30]

The formula for computing overlapping Allan variance is shown in Equation 7. It has 
the same general form as Equation 6 with the addition of an averaging factor, m. The 
averaging factor is defined as m = τ

0 
with τ0 the time interval between two adjacent 

phase measurements.

σ2
y(τ) =

1

2(N − 2m)τ 2

N−2m∑
i=1

[xi+2m − 2xi+m + xi]
2 (7)

3.4.3 Modified Allan Variance

The modified Allan variance uses additional averaging to distinguish between white and

flicker noise, as these two noise processes are indistinguishable in an overlapping Allan vari-

ance plot. The formula for computing modified Allan variance is given in Equation 8.

Mod σ2
y(τ) =

1

2m2τ 2(N − 3m) + 1

N−3m+1∑
j=1

[ j+m−1∑
i=j

xi+2m − 2xi+m + xi

]2
(8)

3.4.4 Time Variance

Time variance represents the time stability of an oscillator and is computed from the modified

Allan variance. The time deviation can be used to predict how long a clock deviation stays

below a time error threshold based on the underlying frequency stability. This time domain

metric can be used to determine the required update rate of a system and better inform

design decisions regarding the clock stability required for a mission.
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σ2
x(τ) =

τ 2

3
Mod σ2

y(τ) (9)

The time deviation for five atomic oscillators is shown in Figure 5. A reasonably easy

clock synchronization requirement is one nanosecond. After an ideal clock update, the fre-

quency stability of a Microsemi CSAC predicts that time uncertainty under one nanosecond

can be maintained for 100 seconds. Much larger and more expensive clocks can keep the

time uncertainty within a nanosecond for all time intervals shown on the graph. A much

more challenging time uncertainty threshold is one picosecond. Following an ideal clock

synchronization, the frequency instability in the CSAC is so large that it cannot maintain a

picosecond time uncertainty for any averaging interval listed here. The RAFS oscillator can

maintain it for a few seconds, ORAFS and ACES for 100 seconds, and the hydroden maser

for 1000 seconds.

Figure 5. TDEV of Clocks

The time deviation equation can be used to solve for when the averaging interval, τ , results 
in a specified t ime e rror. Four t ime error requirements are l isted in Table 2  a long with the 
averaging intervals corresponding to that time error for the five c locks. Information from this 
table can be used to design a minimum system update rate to resynchronize the oscillator
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in order to keep time error below a desired threshold.

Table 2. Clock Update Interval Based on Time Error Requirement

Clock / Time Requirement 1ps 10ps 100ps 1ns
CSAC N/A N/A 1s 30s
RAFS 3s 400s 20,000s >100,000s

DARPA ACES 30s 4,000s 30,000s >100,000s
ORAFS 30s 4,000s >100,000s >100,000s
H-Maser 1,000s 20,000s >100,000s >100,000s

3.5 Satellite Constellations

Over the past 10 years the satellite design paradigm has largely shifted from building expen-

sive, highly redundant, state-of-the-art single satellites to building large numbers of lower

cost, moderately capable, small satellites with room for some level of attrition [5]. One of

the significant factors behind this push is the increased frequency and decreased cost to put

objects in orbit, primarily due reuseable launch vehicle capabilities developed by SpaceX.

An additional benefit is a more agile approach to satellite design and deployment which can

take advantage of new technologies that become available from launch to launch.

The plans for next generation mega-constellations contain tens of thousands of satellites

in their final versions. The primary motivation from the private sector is to provide a global

broadband service without the monumental cost of installing cable infrastructure across

continents. In contrast to the private sector, the scale of proposed constellations from the

public sector is much smaller with priorities focused on advanced communication for military

users; navigation systems to augment or replace GPS in GNSS denied environments, and

Earth observation goals.

The two proposed constellations studied in our project are DARPA Blackjack [32] and SDA

Transport Layer [33]. A single GEO satellite is modeled along with each LEO constellation.

The position, velocity, and clock states of the GEO spacecraft are treated as perfectly known,

replacing the traditional role of ground station support.

These constellations are designed using NASA’s open source mission design software [34],

the General Mission Analysis Tool (GMAT). GMAT enables the use of high-fidelity orbit

dynamics, such as Earth’s gravity field and point mass influence from third bodies, as well as

suite of propagation methods to choose from. GMAT can be used through the graphical user

interface (GUI) or the application programming interface (API) for integration into languages

such as MATLAB, Python, or Java - this project uses the GMAT API in MATLAB.
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3.5.1 DARPA Blackjack Pit Boss

The Blackjack Pit Boss program is designed to create a P-LEO system that delivers relevant 
data to subscribers in a timely manner, without direction from ground operators or data 
processing on the ground. Initial versions of the constellation consists of two circular, polar 
orbit planes with 10 satellites in each at 1,000 kilometers in altitude [32]. The representation 
of this constellation used for our studies is presented in Section 4.2.2. The constellation has 
orbit planes separated by 10◦ in right ascension with satellites in adjacent planes offset by 
18◦ with respect to the primary plane.

3.5.2 SDA Transport Layer

The Space Development Agency (SDA) is constructing a Transport Layer in LEO comprised 
as a constellation of 300-500 satellites at altitudes of 750-1200 kilometers. The Transport 
Layer and Blackjack Pit Boss have similar technological goals with the long term vision of 
the Transport Layer being an operational system. Satellites within the constellation will 
communicate via optical inter-satellite links (OISL) and use RF for ground support. The 
constellation design ensures that 99% of locations on the Earth will have at least one satellite 
in view at all times. The constellation configuration used for our studies is shown in Section 
4.2.1; it has 18 orbit planes separated by 10◦ in right ascension with 10 satellites in each 
plane. Satellites in adjacent planes are offset by 2 ◦ in argument o f l atitude with respect to 
the previous plane.

3.6 Optical Inter-Satellite Links

Optical links for small satellites are an emerging technology for inter-satellite communica-

tion. Both the Blackjack Pit Boss, Transport Layer, and other space missions are looking 
to incorporate optical terminals into spacecraft design due to potential for improved  
data rates, lower loss, higher signal-to-noise ratio, and communication channel security. 
Various companies are currently developing low SWaP optical terminals for use on small 
satellites [7].

In the satellite simulations, optical inter-satellite links are modeled along the three primary 
spacecraft axes, enabling full constellation inter-connectivity. In order to effectively range 
or communicate using OISLs, the linked satellites need to be able to direct energy from a 
transmitting laser terminal to a target laser terminal. The locations of the sensors on the 
spacecraft and the sensor field of view will l imit the portions of the trajectory when sensors 
can reliably communicate with each other. In our study we assume all spacecraft are nadir 
pointing throughout their orbits, neglecting any complications of attitude control for now.
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The off-boresight field of view, shown by θ in Figure 6, for each terminal is limited to a

20◦cone for a link to be established.

c
to order 1

c2

Figure 6. Optical Sensor Field of View

3.7 Two-Way Inter-satellite Range Model

Small satellites that use GPS for navigation rely on one-way radiometric measurements. The 
error in one-way ranging systems have a 1

c correlation with clock error at both the receiver 
and the transmitter. Using range to solve for receiver location or clock offset i s therefore 
related to knowledge of transmitter location and clock error contributions. In a two-way 
system, the path reciprocity significantly r educes the e rrors f rom uncertainty i n knowledge 
of location and clock effects. With s tationary p articipants i n a n i nertial f rame, t he signal 
path is completely reciprocal. In the case of relative motion with respect to the inertial 
frame, as is the case with inter-satellite links, the signal path is only partially reciprocal.
This reduces the correlation between clock and position knowledge from 1 

and higher.

3.7.1 Dual One Way

In this work we model inter-satellite range as a set of dual one-way measurements as discussed 
in Section 3.2. One difference here is that instead of making carrier phase or interferometric 
measurements, pseudorandom binary sequences are assumed to generate an unambiguous 
range measurement between satellites. The range between satellites A and B is modeled 
using Equation 10. The components of the model include the coordinate time of signal 
transmission and reception, the clock offset of each satellite, and measurement noise.

The signal time-of-flight i s r epresented b y t he d ifference be tween th e co ordinate time 
of transmission and reception. This is generated in simulation by accounting for receiver 
platform motion during the signal time-of-flight. T he e ffects of  tr ansmitter an d receiver 
clock errors are included on the range measurement, represented by bB(TRX) as the clock 
offset o f t he r eceiver a t t he t ime o f s ignal r eception and bA(TTX) a s t he c lock offset of  the 
transmitter at the time of signal transmission.
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ρAB = c · (TRX − TTX + bB(TRX)− bA(TTX)) + σnoise (10)

The magnitude of the measurement noise in Equation 10 has a significant impact on

the ability to estimate the clock states and transfer time. A small measurement noise will

result in a better clock estimate, but may not be a realistic representation of noise figures

in existing optical systems. Current literature [35] suggests that optical measurement noise

is 30 – 100ps. The lower value is from the Atomic Clock Ensemble in Space (ACES) optical

time transfer system [36] and the upper end of the range is based on reported values of

the Time Transfer by Laser Link (T2L2) system [37]. This information is used to establish

realistic bounds on the levels of measurement noise that should be considered.

Examples of range between satellites are presented in Section 4.3.

3.8 Clock State Estimation

Time transfer between satellite platforms is performed via estimation techniques using inter-

satellite ranging measurements. The time error of both clocks, frequency error of the trans-

mitting clock, and measurement noise all impact the range measurement. A conventional

Kalman filter estimates the clock states for all satellites using the range observable as well

as models for dynamics and measurements.

3.8.1 Clock Model

The clock states and state transition matrix for two satellites, A and B, are shown below.

The full system model incorporates 180 clocks resulting in a global state vector with 360

total elements. The full state transition matrix is square with dimension 360 and block

diagonal with ϕ(τ) along the diagonal. A subset of the full constellation state is shown here

for compactness.

xAB =


bA
fA
bB
fB

 , ϕk(τ) =


1 τ 0 0

0 1 0 0

0 0 1 τ

0 0 0 1

 (11)

3.8.2 Measurement Model

The inputs to the system are inter-satellite range measurements between satellites in the 
constellation. 
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The range model for a pair of inter-satellite range measurements is shown below in 
Equation 12 and 13.

ρAB = c · τAB + bB(TRX)− bA(TRX) + τABfA + σnoise (12)

ρBA = c · τBA + bA(TRX)− bB(TRX) + τBAfB + σnoise (13)

For this analysis we consider the signal time of flight, τ , to be perfectly known. When

this is the case, there is a linear relationship between the measurement and estimated state.

The measurement sensitivity matrix, H, is written below in Equation 15.

zAB = HxAB + vAB (14)

H =

[
−1 τAB 1 0

1 0 −1 τBA

]
(15)

3.8.3 Estimation Implementation

The truth position and velocity ephemerides were generated by propagating each satellite 
state with GMAT at a 1 second time step. The clock signatures were created in parallel 
using a two-state clock model and process noise generated from the noise statistics of the 
RAFS clock. Inter-satellite range measurements were also generated at 1 second measure-

ment intervals between valid satellite combinations. The measurements are processed in  
a conventional Kalman Filter to estimate the offset and frequency of the clocks in the 
satellite constellation.

Centralized Estimation The standard application of a CKF to this problem is to have 
one state estimate of all the clocks, a single state prediction step, and a single measurement 
update which uses all the measurements at once. This is easy to do in simulation and yields 
good estimation results, but implies the following operational requirements: 1) transmission 
of all measurements to a central location, 2) back propagation of the measurement updated 
state to each member of the constellation, and 3) a processing latency of the filter t hat is 
faster than the measurement rate. As constellations grow in size, this centralized approach 
does not scale well.

Decentralized Estimation An alternative is a decentralized estimation approach which 
fuses data using covariance intersection methods [38]. In this architecture each member of 
the constellation maintains a local copy of the entire constellation state and the time update
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remains the same as in the centralized case. The local measurement update consists of

three steps: 1) perform the measurement update with range measurements made locally, 2)

broadcast your measurement updated state to all directly linked satellites, 3) fuse your pre-

measurement updated covariance and state with the post-measurement updated covariance

and states received from neighboring satellites, and 4) use the measurements made locally

for a final measurement update with the fused state estimate. This process ensures that

information is not reused and that correlations between state estimates in the constellation

are correctly captured. Equation 16 shows the process for fusing two covariance matrices

by adding the information matrices, P−1
XX scaled by individual weights, ω. Once the fused

covariance is computed, Equation 17 can be used to solve for the fused state variable, c. We

extend these equations to N estimates and use equal weights for the clock state fusion.

P−1
cc = ωP−1

aa + (1− ω)P−1
bb (16)

P−1
cc c = ωP−1

aa a+ (1− ω)P−1
bb b (17)

3.9 Orbit Determination and Clock State Estimation

The orbital states of the satellites can be estimated using the range measurements in an 
Extended Kalman Filter (EKF). A single, centralized filter is used which assumes that  
all measurements are transmitted to a central location and a global estimate for all 
satellite states is produced. The communication channels required for this data relay are not 
currently modelled and we assume that the latency in communication is smaller than the 
EKF update frequency.

3.9.1 Dynamics Model

The state vector for a single satellite is shown below along with the nonlinear dynamics. 
The inclusion of the position and velocity components in addition to clock states results in 
a total of 8 states per simulated spacecraft. The equations of motion are used to propagate 
the position and velocity of each spacecraft forward in time.

NASA’s General Mission Analysis Tool [34] software is used for high fidelity modeling 
of spacecraft dynamics, including Earth’s gravity field, t hird-body i nfluences, an d non-
gravitational forces. The clock state propagation remains linear and is handled independently 
of spacecraft position and velocity.
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xA =



xA

yA
zA
ẋA

ẏA
żA
bA
fA


, ẋA =



fx(x, t)

fy(x, t)

fz(x, t)

fẋ(x, t)

fẏ(x, t)

fż(x, t)

fb(x, t)

ff (x, t)


(18)

3.9.2 Measurement Model

The inclusion of the satellite state as estimated parameters results in a non-linear measure-

ment sensitivity matrix. Equation 19 shows the general form of the inter-satellite range

measurement remains the same, however we are now estimating variables comprised within

the geometric range, shown in Equation 20. The partial derivative of the measurement with

respect to the state is then used to generate H.

ρAB = RAB + bB(TRX)− bA(TRX) + τABfA + σnoise (19)

RAB =
√
(xB(TRX)− xA(TTX))2 + (yB(TRX)− yA(TTX))2 + (zB(TRX)− zA(TTX))2 (20)

H =
[
∂ρAB

∂xA
· · · ∂ρAB

∂fA

∂ρAB

∂xB
· · · ∂ρAB

∂fB

]
(21)

3.9.3 Estimation Implementation

The truth position and velocity ephemerides were generated by propagating each satellite 
state with GMAT at a 10 second time step. The clock signatures were created in parallel 
using a two-state clock model and process noise generated from the noise statistics of the 
RAFS clock. Inter-satellite range measurements were also generated at 10 second measure-

ment intervals between valid satellite combinations. The measurements are processed in  
a Extended Kalman filter to estimate the position, velocity, and clock states in the 
satellite constellation.

3.10 Effect o f Orbit Errors on Time Transfer

Errors in orbit knowledge will affect t ime t ransfer a ccuracy -  t his i s p erhaps m ost easily 
demonstrated in GPS time transfer between a single satellite and a ground station with 
perfect knowledge of position. The modeled geometric range between the satellite at the
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time of transmission and ground station at the time of reception is based on orbit param-

eters broadcast by the GPS satellite. Computing the satellite position based on the orbit

parameters will not result in a perfect solution - any errors in the computed position along

the range direction will manifest in the computed clock offset to the order 1
c
. Time transfer

with picosecond accuracy thus implies orbit knowledge on the order of ≈300µm - a stringent

requirement that few satellites, if any, meet.

All one-way ranging and time transfer systems suffer from the same 1
c
dependence on

positional knowledge. In two-way systems, path reciprocity reduces the impact of state error

from 1
c
to 1

c2
and higher order. A relativistic derivation of time and frequency transfer in the

context of the Atomic Clock Ensemble in Space (ACES) [39] computes orbit error limits for

ISS to achieve the mission goals. The mission plan is to fly two atomic clocks on the ISS with

frequency stability in the range of 10−16. In order to compare the space clock performance

with clocks on the ground a time transfer system similar to T2L2 will be placed on station.

The analysis determined that ISS orbit errors of 10 meters would still satisfy the ACES

frequency comparison requirement - being able to compare clocks at the 10−16 level after 10

days of averaging.

Another group [40] performed a similar relativistic analysis for a theoretical navigation

constellation in MEO. The models for potential and velocity induced effects on oscillator

frequency are similar, but the approach for studying the influence of orbit errors on frequency

transfer is slightly different. The orbit error impact on second order Doppler and potential

are treated separately, resulting in stricter error requirements than previously discussed. We

assume the results discussed in the two aforementioned papers define lower and upper bounds

on the range of tolerable orbit errors for clock comparison.

3.11 Relativistic Effects on Time & Frequency Transfer

The special and general theories of relativity describes how oscillator frequency is observer

dependent. Two commonly modelled components are the impact of relative motion and

differences in gravitational potential on apparent frequency. The relationship between proper

time and coordinate time was derived in [39] and is shown below.

dτ

dt
= 1−

(
U(t,x)

c2
+

v2(t)

2c2

)
+O(c−4) (22)

The frequency stability of many existing commercial clocks is better than relativity induced

perturbations, implying that any time and frequency transfer framework must be approached

in a relativistic sense. The sections below discuss the velocity and potential based effects

that impact proper time as measured on satellite clocks.
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3.11.1 Relative Velocity

The classic thought experiment from Albert Einstein demonstrating the observer dependence

implied by special relativity involves a light source at the center of a train car moving with

constant velocity [41]. As soon as the light is turned on, a passenger on the train will observe

the light hitting the far end of the train car walls at the same instant. From the perspective

of an observer watching the train pass, the light will hit the rear end of the train before

hitting the front of the train. Both observations are valid, yet yield different results.

The apparent paradox presented above is extensible to a moving oscillator, demonstrating

the effects of relative motion on observed frequency. Imagine an oscillator that consists of a

light pulse bouncing back and forth between two mirrors, as shown in Figure 7. Assuming

that L does not change, the mirrors are perfectly reflective, and the constancy of the speed of

light, the light pulsing back and forth can be used as a clock with period given by Equation

23. Now assume that a second identical clock is moving relative to the first clock with

constant velocity, v, as shown in Figure 8. With relative motion between the two clocks, the

light path appears to travel a longer distance between mirror reflections. Since the speed of

light is constant in all reference frames [42], the period of this clock is larger than the period

of the stationary clock and is given by Equation 24. Over time, the moving clock will lose

time when compared to the stationary clock.

StationaryFigure 7. 
Clock from [43] Figure 8. Clock in Relative Motion from [43]

∆t =
2L

c
(23)
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∆t′ =
∆t√
1− v2

c2

(24)

The effect o f r elative velocity on the observed f requency o f o scillators i s particularly im-

portant to account for with oscillators on-board satellites. With stable atomic clocks, the 
velocity of satellites in orbit, and the desired levels of clock synchronization accuracy, the 
time dilation cannot be ignored. The effect o f r elative v elocity o n o bserved f requency is 
shown in Section 4.6.1.

3.11.2 Gravitational Potential

Differences i n g ravitational p otential a lso impact e lapsed t ime measurements f or observers 
at separate locations. The principles were derived in 1907 [44] as an outcome of accelerated 
frames in the framework of special relativity and the Einstein equivalence principle. Ac-

cording to the theory, clocks farther from gravitational sources will tick faster than a clock 
closer to the gravitational source. There are two sources of potential that affect spacecraft 
in orbit: the non-uniform gravitational field of the Earth and the third body potential from 
the Moon, Sun, and other planets.

Earth’s Geopotential The gravity field o f t he E arth i s q uite n on-uniform, d ue t o the 
rotation and uneven mass distribution. The rotation of the Earth about its spin axis causes 
a flattening which results in a larger radius at the equator than at the north pole by approx-
imately 21 kilometers. Satellite missions specifically d esigned t o map Earth’s g ravity field 
have resulted in high resolution maps of Earth’s mass. The most detailed measurements of 
Earth’s gravity field to date were provided by satellite missions such as GRACE [45], GOCE 
[46], and GRACE-FO [47].

Earth’s gravity field i s most c ommonly r epresented by s pherical h armonics a nd a  s et of 
coefficients that scale each co ntribution. Equation 25 shows the calculation used to represent 
gravitational potential as a function of latitude, longitude, and radius. P̄nm are Legendre 
polynomials and C̄nm, S̄nm are time dependent coefficients provided by NASA. The 
trajectory of a spacecraft must be represented in an Earth fixed frame to compute 
geopotential contributions.

The size of the frequency shift is used to determine the model precision required. Using 
a trajectory generated with the highest model fidelity, the maximum absolute contribution 
of each degree can be computed and evaluated. If the maximum frequency shift is smaller 
than the frequency accuracy of the oscillator onboard the spacecraft, all degrees larger need 
not be modeled. Results from this analysis are presented in Section 4.6.2.
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VE =
GM

r

∞∑
n=0

(
rE
r
)n

n∑
m=0

P̄nm(sinϕ)[C̄nm cosmλ+ S̄nm cosmλ] (25)

Celestial Bodies All celestial bodies will contribute to the potential field of the space-

craft, affecting both the trajectory and observed frequency of the onboard oscillator. A

diagram showing the geometry between the Earth (E), spacecraft (S), and celestial body (C)

is presented in Figure 9. For most Earth orbiting spacecraft the largest contributions come

from the Sun, due to its mass, and the Moon as a result of its proximity to the Earth. Third

body effects of inner and outer planets are often not modeled due to their small contributions

to the trajectory.

Figure 9. Third Body Diagram

The effect of planets on the potential experienced by the satellite will vary over t ime due 
to relative motion between Earth’s orbit and the planet’s orbit. This results in high and 
low frequency oscillations in the computed potential. Equation 26 is used to compute  
the potential contribution from third bodies. Results from this computation are shown in 
Section 4.6.3

V3B =
∑
C≠E

GMC [
1

rSC
− 1

rEC

+
rEC · rSE

r3EC

] (26)
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4 RESULTS AND DISCUSSION

4.1 Clock Profiles

Simulated Allan deviation curves for four oscillators are presented in Figure 10. The CSAC

and RAFS clocks are both commercially available whereas the ACES and ORAFS clocks are

still experimental. This plot is used as a guideline for selecting an oscillator for the simulated

constellation as well as to understand what type of time and frequency transfer requirements

may be required for next generation space clocks.

Figure 10. OADEVs of Various Simulated Clocks

Here we choose a rubidium atomic frequency standard (RAFS) as the simulated oscillator 
on each spacecraft. This clock has years of spaceflight h eritage on GPS s atellites [ 48] and 
recent trends [49] in atomic clock development suggest a low-SWaP clock with RAFS-like 
performance could fly on a  small satellite in the next f ew y ears. The s imulated behavior of 
20 RAFS oscillators is shown in Figure 11. After this 24 hour simulation all of the clocks are 
within ±4 nanoseconds of true time. The corresponding Allan deviation curves are shown 
in Figure 12, along with the RAFS stability specifications.
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Figure 11. Simulated RAFS Time 
Series

ADEV of SimulatedFigure 12. 
RAFS

4.2 Satellite Constellations

The constellations described in Section 3.5 are each used in a separate estimation scenario.

The Transport Layer constellation is used for just clock state estimation whereas the smaller,

Blackjack Pit Boss constellation is used for clock state estimation and orbit determination.

Visualizations of each constellation in GMAT are shown in Figure 13 and 14 below.
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4.2.1 Transport Layer

Figure 13. Simulated Transport Layer Constellation
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4.2.2 Blackjack Pit Boss

Figure 14. Simulated Blackjack Constellation

4.3 Two-Way Inter-satellite Range Models

The inter-satellite range between two satellites is computed using the methods described in 
Section 3.7. This section shows examples of inter-satellite range in the 20 satellite constel-
lation from Section 4.2.2. In this configuration there are three categories of inter-satellite 
links: 1) links to the GEO satellite, 2) links to in-plane satellites, and 3) links to  
satellites in the adjacent plane. The measurements are computed with and without 
boresight angle restrictions to demonstrate the impact of sensor visibility on the number of 
available measurements.

4.3.1 Range to GEO

As a result of the geometry between the LEO and GEO satellites, all simulated optical 
terminals can produce range measurements. Examples of range measurements are shown 
in Figure 15. The magnitude of the range measurements can vary by as much as 10,000 
kilometers depending on the orbit geometry.

The impact of implementing off-boresight r estrictions on t he LEO-GEO l inks i s demon-

strated by the red curves overlaid on top of the blue. With the restriction in place, the
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number of measurement opportunities decreases significantly, which will ultimately affect

estimation performance.

Figure 15. Simulated Inter-satellite Range from LEO to GEO

4.3.2 Range to LEO

Range measurements between LEO satellites in the same plane are shown in Figure 16. 
Referring back to the constellation geometry in Figure 4.2.2, we expect all LEO satellites to 
have a continuous, low dynamic link with the satellite ahead and behind in the same plane. 
We can see in the figure below that the distance between satellites in the same plane has a 
strong constant trend with superimposed oscillations due to the non-uniformity of Earth’s 
geopotential. There is no change in the number of measurements when implementing off-
boresight angle restrictions.
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Figure 16. Simulated Inter-satellite Range from LEO to LEO - In-Plane

Figure 17 shows range measurements between satellites in adjacent planes. With no bore-
sight restriction, the range between satellites has a strong sinusoidal trend due to planar 
crossings near the poles. An off-boresight restriction significantly reduces the number of 
available measurements to the planar crossings when the in-track sensors are closely aligned.

Figure 17. Simulated Inter-satellite Range from LEO to LEO - Cross-Plane
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4.4 Clock State Estimation

We consider 12 unique scenarios with the possible measurement rates (1, 10, and 60 seconds),

measurement noise values (30 and 100 picoseconds), and estimation methods (centralized and

decentralized). Examples of the clock offset error results are shown in Figure 18 and Figure

19 for a single satellite.

4.4.1 Centralized

Figure 18 shows the clock offset error for a single satellite with a centralized estimation archi-

tecture with different measurement rates and measurement noise values. As the measurement

noise and time between measurements increases, the clock offset error and uncertainty grow

larger. The change from (a) to (b) is small due to the short measurement interval of 1 second.

In (c) and (d) the clock offset uncertainty grows between measurements and creates a “saw

tooth” pattern. The effect of the increase in measurement noise from Fig. (c) to (d) is more

pronounced as a result of the longer measurement interval of one observation per minute.

Figure 18. Time transfer error for a single satellite using a centralized estimation 
architecture. From left to right: a) 1s measurement rate, 30ps noise b) 1s 
measurement rate, 100ps noise, c) 60s measurement rate, 30ps noise, d) 60s 
measurement rate, 100ps noise

4.4.2 Decentralized

In the decentralized estimation architecture each satellite has an estimated clock state history 
for the entire constellation; however, only the measurements made by the satellite are used 
directly and all other clock information converges through fusion of the shared estimates.
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Figure 19 shows the clock offset error for the same satellite in Figure 18, but using decen-

tralized estimation methods. As the measurement noise and time between measurements

increase, the clock estimation quality decreases.

s

Figure 19: Time transfer error for a single satellite using a decentralized esti-
mation architecture. From left to right: a) 1s measurement rate, 30ps noise b) 
1s measurement rate, 100ps noise, c) 60s measurement rate, 30ps noise, d) 60s 
measurement rate, 100ps noise

4.5 Orbit Determination & Clock State Estimation

Orbit determination was performed with and without off-boresight angle restrictions and for 
two measurement noise levels. The relationship between satellite geometry and estimation 
error is apparent in the position and velocity components, but not so much in the clock 
states. In all estimation results the state uncertainty is at a minimum when range to the 
GEO satellite is primarily along that axis. The estimation results yield position errors of 5 
meters, velocity errors of 0.25 m , and clock offset errors of 50 picoseconds.

4.5.1 Hemispherical FOV: 90◦ Off-Boresight

Without restrictions on sensor visibility there are a large number of measurements, resulting

in optimistic estimation errors. The increase in measurement noise from Figure 20 to Figure

21 has minimal impact on state error due to the number of available measurements.
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Figure 20. Orbit Determination Results with 30ps Measurement Noise

Figure 21. Orbit Determination Results with 100ps Measurement Noise
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4.5.2 FOV Limited to 20◦ Off-Boresight

With off-boresight a ngle r estrictions i n p lace, t he n umber o f v iable m easurements i s sig-
nificantly reduced. There is now a clear degradation in the results shown in Figure 20,21 
as compared to 22,23. All uncertainties are larger and the clock offset uncertainty has  
a sawtooth pattern, indicating periods of time where measurements to the GEO satellite 
are unavailable.

Figure 22. Orbit Determination Results with 30ps Measurement Noise, Limited 
Boresight
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Figure 23. Orbit Determination Results with 100ps Measurement Noise, Limited 
Boresight

4.6 Relativistic Effects on Time & Frequency Transfer

4.6.1 Relative Velocity

The velocity induced frequency shift as measured in an inertial reference frame is shown in

Figure 24. The magnitude of the effect is comparable to the frequency shift from Earth’s

center of mass, represented by the data point at spherical harmonic degree 1 in Figure 25.
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Figure 24. Second Order Doppler for LEO Satellite

4.6.2 Earth’s Geopotential

The maximum absolute contribution for each degree of the Earth’s gravity field i s shown 
in Figure 25. The largest contributions are from the Earth’s center of mass and J2, after 
which the next largest frequency shift is 10−15. This plot can be used to determine how high 
fidelity o f a  g eopotential i s r equired t o a chieve a  c ertain f requency t ransfer a ccuracy. The 
most stable clock in Figure 10 has a minimum frequency stability of 10−15 corresponding 
to a modelling requirement of Earth’s gravity field up t o degree 3 . Next generation clocks 
may have frequency stability on the order of 10−18, which would require modeling of Earth’s 
gravity field up to around degree 30.
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Figure 25. Frequency Shift due to Earth Geopotential

4.6.3 Celestial Bodies

The gravitational potential from third bodies in the solar system results in small, but non-
negligible effects on observed oscillator f requency. Figure 26 shows the frequency shift of an 
oscillator in LEO due to various third bodies. None of the contributions are at the 10−15 

level, but clocks with frequency stability below 10−17 will need to at least consider the Sun 
and Moon. The magnitude of the frequency shift is orbit dependent and would need to be 
reevaluated for higher orbits or orbits around the Moon.
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Figure 26. Third Body Effects on Oscillator in LEO

5 CONCLUSIONS

In this work we presented an analysis of two-way ranging measurements as the basis for a 
time transfer architecture between satellites in LEO constellations. Research into precise, 
low-SWaP, space-qualified t ime t ransfer t echniques i s m otivated b y c urrent l imitations in 
comparing next-generation clocks due to noisy time transfer methods. We showed in simu-

lation that based on an assumption of constellation connectivity, compact optical terminals 
being developed for inter-satellite communication could be used to make ranging measure-

ments in support of both time transfer and orbit determination. Key performance limitations 
are a small terminal field o f v iew l imiting t he number o f measurements, magnitude o f the 
measurement noise, and the measurement rate.

Two estimation architectures were presented in Section 4.4, centralized and decentralized. 
Centralized estimation methods provide the smallest clock offset e rror, but impose poten-
tially significant communication requirements that scale poorly with increasing constellation 
size. The decentralized estimation method results in increased clock errors, but is a more 
practical method to implement that scales better with a growing number of participants. 
Section 4.5 used inter-satellite range measurements for orbit determination in addition to 
clock state estimation, as applied to a similar satellite constellation. There is a strong corre-
lation between the GEO satellite geometry and estimated position / velocity of the satellite, 
whereas the clock estimates are not correlated to the geometry.
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With high-stability clocks the effects of relativity are non-negligible. A brief analysis of

Earth’s geopotential, potential contribution of third bodies, and spacecraft velocity showed

the magnitude of the effects with respect to an inertial coordinate frame. The stability of

a RAFS clock in LEO would require modeling of the geopotential up to degree 3 and the

second order Doppler contribution. Clocks with better stability or in higher orbits may need

to consider the effect of the Sun and Moon. The frequency shifts and corresponding impact

on the clock state estimation were not modeled here but will be incorporated in future work.

To date, simulation of inter-satellite ranging and time transfer has been primarily based on

models from existing literature. Future work will include collaborating with other labs in the

area, primarily NIST, to generate data with optical hardware. Additionally, the relativistic

analysis presented in [39] and [40] will be applied to the LEO constellations presented here to

determine the orbit knowledge requirements for inter-satellite two-way time and frequency

transfer. The relativistic analysis could extend to other orbit regimes, such as in GEO or in

cis-lunar space.
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