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Plenary Session 

Assessment of Aeronautical Science for the 21st Century 

J.S. Shang * 
Center of Excellence for Computing Simulation 

U.S. Air Force Research Laboratory 
Wright-Patterson Air Force Base, OH 45433-7912 

1 Abstract 

An assessment of scientific issues for aircraft tech- 
nology has been accomplished. By addressing the limita- 
tions of aircraft performance, the critical and basic top- 
ics for improvement have been identified as turbulence, 
aerodynamic bifurcation, and vortex interaction. Specific 
areas of future emphasis are also highlighted. 

2 Introduction 

The U.S. National Research Council performed an 
invaluable study of the aeronautical technology require- 
ment for the future (1). In the analysis, the technologi- 
cal challenge to aeronautics has been meticulously articu- 
lated. Seven key aerodynamics technological needs were 
also identified as in the following; Low speed and high 
lift for subsonic configurations, Subsonic aircraft propul- 
sion/airframe integration, Aerodynamic cruise perfor- 
mance, Low speed and high lift for supersonic configu- 
rations, Supersonic aircraft propulsion/airframe integra- 
tion, Aerodynamics of rotorcraft, and Simulation capabil- 
ity. It is immediately obvious that these needs are com- 
plex, interdisciplinary, and most can only be addressed 
through modeling and simulation. 

A meaningful assessment of the required aeronauti- 
cal technologies may best be achieved by breaking down 
the technology into its genus in science (2). Then one can 
conduct analysis for its progress to become an interdis- 
ciplinary technology. For an example, the most critical 
concern of propulsion/airframe integration is the surge 
and rotating stall of axial flow compressors which is fre- 
quently attributed to inlet distortion (3,4). In fact, this 
observed flowfield is affected by turbulence, transition, 
and flow separation, but is only manifested by the vor- 
tex generated from the inlet. The ability to eliminate 
this performance limiting phenomenon must be derived 
from our basic knowledge of aerodynamics. Therefore, it 
is logical to focus on the scientific issue for an accurate 
assessment of aeronautical technology. 

Turbulence, bifurcation, and vortex interactions are 
present in nearly all practical aeronautical applications. 
All these fluid dynamic phenomena are nonlinear and 
have a strong element of time dependency associated with 
them. Therefore, they remain as the unresolved and least 
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understood areas in fluid dynamics. It is well-known, that 
the vortex breakdown over the wing may result from the 
interaction of a streamwise vortex generated by a strake 
or a leading edge extension (LEX) and an adverse ax- 
ial pressure gradient. The net effect leads to loss of lift 
toward the trailing edge of the wing resulting in a pitch- 
up motion, and finally induces severe aircraft buffeting. 
The prospect of using simulation techniques via either a 
ground facility or computer to duplicate the aircraft in 
flight is rather daunting. Nevertheless, attempts will be 
made to assess the current status in simulation technolo- 
gies and to identify the need for future improvements. 

3    Turbulence 

There is little doubt that turbulence is the most 
difficult subject in fluid dynamics, and is also unfortu- 
nately the most common form of fluid motion (5). Di- 
rect numerical simulation (DNS) of transition and turbu- 
lence has been demonstrated recently (6). The key point 
brought out for the first time is that indeed the turbulent 
phenomenon can be recovered from the time-dependent 
Navier-Stokes equations. Equally important, these DNS 
results now can achieve a spatial resolution comparable 
to that of the micro-instrument in experimental simula- 
tions (5). The complementary activities in turbulence re- 
search among the two simulation techniques is now truly 
possible. 

Application of DNS to engineering needs is imprac- 
tical for now; therefore, the development of alternatives 
such as the large-scale eddy simulation (LES) and turbu- 
lence modeling becomes necessary. The LES is built on 
the premise that small-scale turbulence is nearly isotropic 
and has universal characteristics that may be success- 
fully modeled. The most recent large-scale simulations 
are based on the dynamic subgrid-scale models of Ger- 
mano et al (7). This LES approach is able to describe 
the laminar wall layer and the backscatter of turbulent 
energy correctly. Although the original model has been 
extended to compressible transition flow (8), LES is still 
not cost effective for engineering applications. 

For the aforementioned reasons, a better phe- 
nomenological turbulence model is repeatedly identified 
as the pacing item for CFD (9,10). These engineering 
tools (11) are crucial for applications but always have a 
limited range of validity. These phenomenological turbu- 
lence models fared poorly in predicting flow separation, 
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turbulence amplification through shock waves, and vor- 
tex interactions (2,5). Flow phenomena such as these 
are complex, but experimental efforts can be designed to 
isolate dominant effects. In fact, the decay and growth 
of turbulent kinetic energy and shear stress have been 
measured within a three-dimensional turbulent boundary 
layer when interacting with a longitudinal vortex (12). 
Experimental data of these types will provide a solid 
point of reference before the quantification of turbulence 
modeling can begin. 

Finally, complex turbulent flowfield measurements 
should be encouraged which is the only exception to the 
axiom of returning to basics. The cornerstone of the phe- 
nomenological turbulence model is built on the process 
of calibration. The less the user needs to extrapolate the 
range of validity the more likely the model will be used. 
Therefore, preparation of the turbulence model for a class 
of particular applications in aircraft aerodynamic perfor- 
mance will be much more productive than stopping short 
with only classic and simple benchmarks. 

4    Aerodynamic Bifurcation 

The bifurcation of a dynamic system is best de- 
scribed to be a transition between different dynamic 
states; it always involves the change of at least one con- 
trolling parameter in the junction of stability bound- 
aries (13). Thus bifurcation has its roots in the stability 
of both temporal and spatial flowfield structure. Aero- 
dynamic bifurcation becomes a concern to flight because 
sudden changes in dynamic characteristics of the flow- 
field around an aircraft induces drastic responses from 
the flying vehicle. The nonlinear phenomenon is almost 
a common occurrence at the outer performance limits 
of aircraft which frequently coincide with the stability 
boundaries of aircraft motion (14). 

Bifurcations encountered in flight include flow sep- 
aration, compressor surge and rotating stall, static and 
dynamic stall of a wing, vortex breakdown, aileron buzz, 
wing rock, buffeting, flutter, as well as laminar-turbulent 
transition. The most difficult issue in bifurcation research 
lies in the identification of the control parameters, the 
tedious search for the critical point, and finally the de- 
termination of the subcritical or the supercritical behav- 
ior (13). 

Vortex breakdown has attracted an enormous 
amount of research attention (2). A favorable compari- 
son between data and computations was obtained for the 
laminar transient vortex breakdown over a delta wing at 
high incidence by a pitch-and-hold motion (15). It would 
be a singular accomplishment in aerodynamic research, 
should the same level of understanding be extended to 
turbulent flows. 

Experimental data on compressor surge and rotat- 

ing stall seem to indicate that the bifurcation has a clearly 
defined limit in the pressure rise characteristic of a com- 
pressor (4,16). The research on initial emergence and 
the ensuing growth of the stall cells of short length scale 
appears to be most promising (4). 

Buffet, buffeting, and flutter result from the selec- 
tive response of structural modes excited by the pressure 
fluctuations. Mabey (14) has carefully defined the differ- 
ence among these bifurcations. Since the aircraft struc- 
ture acts as a selective filter for the excited frequency 
spectra, the scaling issue in testing is even more demand- 
ing. Data measurement accuracy for dynamic simula- 
tion also needs substantial improvement. Simulation of 
these phenomena requires a sustained effort to nurture 
the highly complex interdisciplinary endeavor. 

The laminar-turbulent transition process is the 
most important bifurcation phenomenon in fluid mechan- 
ics. The difficulty of its simulation arises from the fact 
that the initial disturbances from the environment are 
nearly indiscernible. Depending on the nature and spec- 
trum of the disturbance environment, the perturbations 
will selectively and linearly amplify the normal modes of 
a receptive shear flow. The process is completed by the 
ensuing nonlinear wave interaction (17). In experimen- 
tal simulation, disturbances from the test environment 
that meet the criterion of receptivity are numerous, but 
the mechanisms through which these disturbances enter 
and excite the shear layer are still not completely under- 
stood. On the concerns of flight vehicle and environmen- 
tal factors to transition, one must echo Reshotko's artic- 
ulation for needed research on surface roughness, partic- 
ulate effect, and flight testing. Additional insight regard- 
ing flight experiments for transition is deferred to works 
of Reshotko (17). 

5    Vortex Interactions 

Vortex interactions span the entire range of aircraft 
operation. At the microscopic scale, vortices and their 
random interactions with the large scale motion consti- 
tute turbulence. In macroscopic dimensions, the interac- 
tion of vortices generated from a hybrid wing contributes 
significantly to lift capability and it may also enhance or 
degrade the resistance of aircraft to departure in rapid 
maneuvers. The impingement by wake vortices has been 
known to create hazards to trailing aircraft in take-off and 
landing operations. Since the vortex is "a finite volume 
of rotational fluid bounded by irrotational fluid or solid 
wall" (18), steep gradients around the kinematic struc- 
ture always exist. The numerical resolution requirement 
for a vortically dominant flow field is very stringent, and 
for three-dimensional computation is often beyond cur- 
rent computational capability (2). A formulation based 
on vorticity dynamic equations in the Lagrangian frame 
may be very promising. 
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In aircraft applications, the vortex interaction with 
solid surfaces overshadows other forms of interference 
(18,19). This is particularly evident when the vortical 
impingement has produced catastrophic structural failure 
via either the fatigue process or the over-stressed condi- 
tion at a dynamic loading (20). At present, there is no 
sufficient data to provide either an unambiguous charac- 
terization of vortex breakdown induced empennage buffet 
or the compressor blade row environment for high cycle 
fatigue analysis. The need of experimental investigation 
on the vortex-solid-surface interacting phenomenon is ur- 
gent; this knowledge will be invaluable to focus future 
research in aerodynamics. 

6    Experimental Simulation Technologies 

For flight vehicles, the two most frequently used 
tools for design and analysis are experimental and com- 
putational simulation of aerodynamic performance. The 
validity of experimental simulation technology in aero- 
nautics is built on the principle of dynamic similarity. 
The concept of similitude can reduce the degrees of free- 
dom of the studied phenomena through the similarity 
rule. However, if the flowfields under study are strongly 
influenced by fine scale turbulence and laminar-turbulent 
transition, the accuracy of simulations to flow physics will 
be uncertain (2,14). In dynamic testing for the buffeting 
and flutter envelopes, the duplication of modes and nat- 
ural frequencies of two structures will pose a formidable 
challenge, if possible (14). The most valuable experimen- 
tal data for understanding the flow physics are detailed 
flowfield structure measurements. These data should be 
obtained by either micro- or non-intrusive techniques. 

In spite of past successes in product development, 
experimental or computational simulation technology 
alone still cannot meet the accuracy requirements for air- 
craft design. From now on, an even more efficient design 
process is demanded to fit a shrinking research and devel- 
opment environment, and also to create future opportu- 
nity for science. In order to meet this challenge, we need 
to improve the design process. A more efficient design 
process needs better tools and fewer iterative cycles by 
integrating the required engineering at the onset. How- 
ever, integrating the pertaining air vehicle technologies 
requires continuous investment to meet realizable expec- 
tation. A way to achieve the objective is to focus scien- 
tific resources into areas crucial to aeronautical technol- 

ogy (1). 

Instead of addressing the database development for 
engineering needs, the requirement will be highlighted on 
the issues of the unresolved or the least understood areas 
in aerodynamics. In order to retain the widest range of 
impact to engineering applications, research in aerody- 
namics needs to return to the basics. 

7    Interdisciplinary Computational Simulation 

In a short span of the last decade, the predictive 
capability for aerodynamic performance by CFD has pro- 
gressed from components of air vehicles to entire config- 
urations (2). Despite these successes, there is clear evi- 
dence that aircraft designers still do not have the confi- 
dence to use CFD as the primary tool. Part of the reason 
is that the aircraft design process is iterative, starting 
from conceptual generation, preliminary development, 
and finally to the detailed design (21). At each stage, 
the accuracy requirement is progressively more demand- 
ing. The overall performance of the aircraft is also an 
interdisciplinary endeavor. Currently, the coupled com- 
putational capability of aerodynamics, flight dynamics, 
structural mechanics, and chemical kinetics is extremely 
limited. Finally, the two most critical shortfalls in CFD, 
the description of turbulence and the low numerical pro- 
cessing rate, have reduced most CFD simulations only to 
steady state asymptotes. 

The first issue in simulating high speed flows is the 
description of turbulence. The Kolmogorov scales of tur- 
bulent motion are unresolvable using the existing numer- 
ical procedures on state-of-the-art distributed memory 
multicomputers. At flight conditions, the number of mesh 
points and the data processing rate for an aircraft sim- 
ulation determined by directly solving the Navier-Stokes 
equations are more than a quadrillion and hundreds of 
teraflops respectively. In practical applications, engineer- 
ing judgment and approximations become unavoidable 
(2,5,8). In general, LES is expected to be more reliable 
in reproducing the flow structures of shear layer, sepa- 
rated and vortical flows than the turbulent models of the 
Reynolds-averaged Navier-Stokes equations. A fertile re- 
search area for LES resides in wall-layer modeling. 

Numerical accuracy and efficiency is closely in- 
terlocked in any aircraft performance simulation. Any 
realistic aircraft simulation requires not only to inte- 
grate multiple scientific disciplines but also to accom- 
modate complex configurations. Recent progress in high 
performance, scalable parallel computing and compact- 
differencing based algorithms have offered some excellent 
opportunities to develop an interdisciplinary computing 
simulation capability (22,23). The spectral-like numer- 
ical algorithm (24), in principle, can reduce the grid- 
point density need of three-dimensional simulations by a 
thousand-fold. Scalable massively parallel computing has 
also demonstrated the ability to reduce the calendar time 
of a simulation by two orders of magnitude and permitted 
problem sizes unattainable just a few years ago. The out- 
look is promising, at least, the simulation technique can 
be applied to evaluate the engineering feasibility for risk 
reduction. The challenge in science issues alone warrants 
a redoubled effort, the impact to aeronautical technology 
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is just too enormous to ignore. 

8 Concluding Remarks 

The current aerodynamic simulation technology is 
still unable to meet all the challenges of advanced air 
vehicle design. 

In order to accelerate the maturation of simulation 
techniques for aircraft design and analysis, available re- 
source should be concentrated on selected topics basic 
to aerodynamics. Only basic knowledge can attain the 
widest range of applications. 

The areas of future emphasis which impact air ve- 
hicle design are identified as turbulent, aerodynamic bi- 
furcation, and vortex interaction. 
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ABSTRACT 

Using the exact nonlinear equations of motion in the plane, 
a new optimal guidance law (OPG) for short-range homing 
missiles, based on minimizing the interception time, is 
presented. It is assumed that a precise knowledge of the target's 
motion is available to the missile. Unlike the conventional 
optimal guidance approach where the commanded lateral 
acceleration of the missile is considered the control variable, 
the study directly exploits the flight-path angle as the control 
one to derive analytically the optimal missile trajectory for 
intercepting the target. Numerical simulation is used to 
evaluate the performance of the proposed guidance law and to 
make a comparison with that of the true proportional 
nayigation(TPN) and augmented proportional navigation 
law(APN). It is verified that the performance of the proposed 
guidance law. in terms of the interception time and miss 
distance has a superiority over that of the two schemes. The 
APN necessitates the least control energy expenditure among 
the three schemes. 

1. INTRODUCTION 

Over the past four decades, the proportional navigation 
law (PN) has been widely employed in the air-to-air missile 
guidance design for its simplicity and ease of implementation. 
It is known that the proportional navigation law gives better 
performance against a nonmaneuvering target. However, 
dealing with the highly maneuverable targets, the performance 
of the PN degrades sharply. Hence, there are increasing 
demands for the development of new guidance laws to replace 
thePN. 

The optimal control theory'- based on linearizing the relative 
equations of motion, was used to derive the guidance laws that 
better treat the maneuvering targets[l-4]. Many of them take 
the target maneuver into account to cope with the highly 
maneuverable targets and also demonstrate the advantage. 
However, the optimal guidance laws are only valid for small 
line of sight angles. 

An optimal solution to the guidance problem for a 
maneuvering target, using the exact nonlinear equations of 
motion, was derived by Guelman and Shinar[5]. The work 
assumed a perfect knowledge of the target behavior, and 
minimized a performance index that is a linear combination of 
the interception time and control energy cost. We recall the 
performance index as 

J' = t.+kfc irdt 

where k is the weighting factor and u is the lateral acceleration 
command of the missile. The choice of k value depends on the 
different engagement conditions. In general, for short ranges, 

where time is paramount, k -+ 0 :for longer ranges, when 
maximum energy should be saved, a large k can be chosen. In 
the time optimal problem(that is, k -»0), the lateral 
acceleration command derived by Guleman and Shinar is 
infinity. Assuming the capability of the lateral acceleration is 
limited, they found without any mathematical proof that the 
missile employed the strategy of a hard turn followed by a 
straight-line path to attack the target. In addition, the direction 
of the hard turn must be determined by the final angular values 
of the engagement. Unfortunately, the mm direction is not clear 
in advance. Hence, they defined the sign of the control as a 
positive direction in order to solve the optimal guidance 
problem. However, the definition limited the scope of the 
guidance law application. 

In order to handle the time optimal guidance problem, the 
study directly exploits the flight-path angle, instead of the 
lateral acceleration, as the control variable to formulate the 
problem. The capture criterion is to minimize the interception 
time duration for a given miss distance. The optimal trajectory 
intercepting the evasive target with minimum time is solved in 
a closed form. The approach, as far as the authors can 
determine, has not been considered in the open literature 
before. 

The rest of the paper is organized as follows. In Section II, 
the optimal guidance control problem is formulated in the exact 
nonlinear relative equations of motion. The optimization 
problem is then solved in Section III. The implementation of 
the resulting optimal guidance scheme is analyzed In Section 
IV. In Section V. the results of the simulation study conducted 
to evaluate the OPG performance and a comparison with the 
performance of the TPN and APN schemes are presented. 
Discussions based on the simulation results^are also included. 
Finally, the conclusions are drawn in Section VI. 

2. PROBLEM FORMULATION 

In order to formulate the guidance problem, we shall make 
the following assumptions: , 
1 .The missile-target engagement is two-dimensional   motion. 
2.The missile and target are considered as constant-velocity 

mass points. 
3.The time lag in the missile guidance system is neglected. 
4.A coniplete knowledge of the target's motion is available to 

themissile. 
Consider  a  two-dimensional   engagement  geometry  as 

shown in Fig. 1. Therefore, the engagement model can be 
represented by the following differential equations: 

0 = [V«sm(0-yv)-Vrsir\(0-r~Wr, 0(0) = i (1) 

r= -Vvcos(0-y.\:)+VTCos(0-yr), r(0) = ro (2). 
where  r is relative range.  6 is the line of sight angle, y.\i is 

♦Ph.D. Candidate, Dep. Of System Engineering 

** Associate Professor. Dep. Of System Engineering 

*** Instructor. Dep. Of Electronics Engineering 

'99   M37ia^T«v>*v'5A   ©B*ffi^^ffi^# 

-575- 



the flight-path angle of the missile, and VT and Vs: are the 
velocities of the missile and target, respectively. And. the 
flight-path angle of the target >r = yr(t) is a given continuous 
function of time. The optimal guidance problem which needs to 
be solved is to find the optimal missile trajectory y.\:{ r) such 
that the capture condition defined by 

r(r,)<R (3) 
is assured while the performance index / 

/ = r. =£'!<* 

(5) 

(4) 

is minimized, which means that the total time for the 
interception is minimized because the interception time is 
regarded as a prime factor for the homing missile against a near 
target. 

3.    OPTIMAL GUIDANCE CONTROL 
SOLUTION 

The nonlinear optimization problem proposed above can be 
solved analytically by applying the maximum principle [6]. Let 
us now write the Hamiltonian  H for the problem. 

H = \ + k[-V>:cvi{d-yu)+VTCO'i{e-rr)] 
+ AD[VMsm{0-yx')+VTsm(0-Jr)Vr 

The governing equations of the adjoint variables can be derived 
via the following relations. 

i = MVusm(0-yu)-Vrsm(0-yr)]/r = Ao0l r. 

x-U.) free (6) 

An = -Ae[V\r cos( 0-y.u)- VT COS( 0-yr)]l r 

- h [ V.u sin((5»- yy:)- VT sin( 0-yr)] = -At 0+ An rl r 

Mly)-0 (7) 

By solving Eqs.(6) and Eqs.(7) of differential equations in 
terms of r and  0, we get 

Ar = c]sm(0+c2) (8) 

A^c.rcoiiO+c.) (9) 

where c, and c, are constants of integration. Eqs. (9) has to 

satisfy the boundary condition at  t = t.- ■ thus we get 

c:=7tl2-0:+n7T (10) 
Due to the fact that we are dealing with a free end time problem, 
thus the Hamiltonian satisfies 

H,=0 (11) 
After some calculation, we obtain 

<r, =+!//■ (12) 

Taking C. is positive and substituting Eqs.(12) and (10) into 

Eqs.(8) and (9). we get 

Ar = cos( 0,-0)1 rf (13) 

A0 = rsm0:--0)/r:- (14) 
where 

rf = -VMCOS(.0:- - pif)+Vrcos{0.- - yr:)    (15) 
The control function dH I cyv. = 0 gives 

yu = 0+i3.n~> (Ae/rAr) (16) 
Substituting Eqs.(13) and (14) into Eqs. (16). we derive the 
surprising result as 

ys: = 0, (17) 
The resulting control law means that the missile heading is 
steered into the final line of sight of the missile and target. 
However, because of the presence of the heading error defined 
the difference between the current missile heading and the final 
line of sight the missile must make a hard turn at the initial 
phase of the engagement and then go straight to hit the target. 
The fact also verifies Guleman"s study on the time optimal 
guidance problem. 

4.CONTROL LAW APPLICATION 

For implementation of the resulting control law obtained 
in the previous section, we have to find the exact value of 0,. 

This requires the solution of the entire system of Eqs.(l) and (2) 
when the control law is applied by Eqs.( 17). However, it is too 
difficult to derive the exact value of 0.   by solving the 

nonlinear differential equations. Fortunately, the final 
engagement geometry throws a new light on this problem. 
From the final engagement geometry at t = t. as shown in Fig 

1., we have 
VMt'f=[(XT:-XM^): + (YTf-Yu^)l]m-R      (18) 

0:-=Vm-\YT:-Yv:IXT:-XMf) (19) 

In order to compute the value of 0,. we have to obtain the 

positions of the missile and target at t = t,, respectively. 
Firstly, the equations of the missile's motion is expressed by 

Xu = Vx-cosyM (20) 

Kl/=.l-.Vsin/x, (21) 
Using Eqs.(17) into Eqs.(20) and (21) and integrating both 
equations from t = 0,X\:(0) = 0,and Xi/(0) = 0 to 

t = (,■.XM(t.-) = X.V.-.and   Y.\: (t.-) = Y.w .we obtain 

Xw = t:Vvcos0, (22) 

Yu:=!Mrsm0,    . ■■■ .    (23) 

Secondly, since it is assumed that the target's motion yT is 
known as a function of time, thus we can get the position of the 
target at  t = /yas 

Xrr = AJO + J-y VT COS yrdt (24) 

YTi^Yiv + frVTsmyrdr (25) 

By using Eqs.(22). (23). (24) and (25) into Eqs.(18) and 
Eqs.(19). the values of 0, and  t, can be solved. Now, we 

start to calculate the value of t -. It is clear to see that Eqs.(18) 
is a nonlinear equation. The nonlinear nature means that it 
cannot be solved explicitly and a numerical method must be 
applied. Arranging Eqs.( 18) in the form 

tt = {[(XTf-X:~iuy- + (Yr.-Y:,*,)2f2/Vx- R/VM) = /(/,) 

(26) 
and applying the quädratically convergent Newton-Raphson 
method [7], yield the approximate value of t,-. Then, by 

substituting   tf   into Eqs. (19). the exact value of 0f   is 

determined. And. since the flight-path angle command of the 
missile is given, the required acceleration command for the 
missile is also derived. As a result, the optimal control law can 
be carried out without any difficulty. 
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5. SIMULATION RESULTS 

1.Simulation conditions 
A highly difficult engagement scenario is chosen to 

evaluate the performance of the OPG. Besides, a comparison of 
the performance is also made with the true proportional 
guidance law (TPN) and augmented proportional guidance law 
(APN) where 

■■-Nr6 

= -Nr6+ 
.V 

(28) 

(29) 

and navigation constant  A" is set 3 here. And. we assume that 
the lateral acceleration limit of the missile is 30G 
(G = 9.81 m I sec:) and the final relative range R of the OPG 
is set 10": in this simulation study. In the engagement scenario, 
the missile has a constant velocity of 600ms. and is fired in the 
direction 50 degree away from the reference line. The target 
executes a 9G maneuver in the initial direction 120 degree 
away from the reference line with a constant velocity of 400m/s. 
The initial relative range is 3 km. 
2. Simulation results 

Simulation results for the three guidance laws are listed in 
Table 1. The missile-target trajectory of the engagement is 
shown in Fig. 2. The time histories of the missile lateral 
acceleration are shown in Fig. 3. 

The simulation results show that the OPG gives best 
performance in terms of the miss distance and interception time 
among the three schemes. And. the APN requires far less 
energy cost than the other two schemes. The energy cost is 
defined by integrating the square of the lateral acceleration 
command with respect to time. 
3.Discussions 

There is no surprise that the TPN has a performance 
inferior to those of the OPG and APN guidance laws. Since the 
rate of the line of sight is smaller at far range, the TPN drives 
the missile heading slightly towards the collision course at the 
beginning of the/engagement and then saturates at the final 
phase of the engagement. Fig.3 demonstrates the fact. This is 
because the TPN responds to the change rate of line of sight 
only, and is unaware of the existence of target maneuver. 
Hence, it induces large miss distances. This also indicates that 
the TPN can not intercept the target with highly evasive 
maneuver. In contrast, the APN. with an extra term to account 
for target maneuver, enables the missile to maneuver in a more 
efficient manner. At the early phase of the engagement, the 
APN commands the missile heading quickly towards the 
collision course and then the missile lateral acceleration 
command is decreasing until the hit. Accordingly, it yields less 
miss distances, interception time and control energy- 
expenditure than the TPN. On the other hand, the missile 
guided by the OPG makes a hard turn with full energy- toward 
the collision course at the early phase of the engagement and 
then goes straight until the impact. As a result, coping with the 
highly maneuverable target, the OPG yields the least 
interception time and miss distance among the three schemes. 
In addition, the simulation results also verifies Guelman's 
study on the time optimal problem. 

6. CONCLUSION 

The problem of finding a nonlinear optimal guidance law 
for the missile to capture a maneuvering target, while 
minimizing the interception time, has been solved successfully 

in a closed form. Different from the conventional approach 
which the lateral acceleration is used as the control variable, we 
directly employs the flight-path angle as the control one. The 
proposed optimal guidance law is to steer the missile heading 
into the final line of sight of the missile and target, which can 
be obtained by using the final engagement geometry. The 
performance of the OPG is evaluated and compared with the 
TPN and APN by a highly difficult engagement scenario. 
Simulation results show that the proposed optimal guidance 
law achieves the best performance in terms of the miss distance 
and interception time among the three missile guidance laws. 
And. the APN requires the least energy cost among the three 
missile guidance laws. 

In order to implement the OPG , the future trajectory of 
the target must be known in advance: however, it is impossible 
to do that in a realistic environment. Hence, the realization of 
the OPG has to be carried out step by step, based on the real 
time estimation of the target's current state and acceleration 
and the prediction of its future trajectory. 
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Table 1. Simulation results 
scenario item TPN APN OPG 

1 interception 
time 
miss distance 
energy cost 

(m2 /sec) 

3.70sec 

60.61m 
160890 

3.62sec 

0.08m 
88803 

3.52sec 

0.02m 
95796 
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ABSTRACT 

Missile trajectory optimization is performed to obtain 
the optimal intercept trajectories against a descending 
target. The missile is assumed to be a point mass 
moving in three dimensional space, and thrust, gravity 
and aerodynamic forces are assumed to dominate the 
forces acting on it. Burnout velocity is considered as the 
performance index, inequality constraints on the control 
variables are considered, and inequality constraints on 
the dynamic pressure multiplied by the angle of attack 
is also considered to guarantee structural safety. The 
direct method is used to solve this problem, and only 
the control variables are parameterized. When the pre- 
computed optimal input is implemented, the missile may 
deviate from the pre-computed optimal trajectory due 
to external disturbances as well as internal uncertainties. 
To compensate for these effects, a real time trajectory 
optimization algorithm is proposed. 

1. Introduction 

The purpose of trajectory optimization is to obtain 
the optimal control histories and the state histories that 
minimize the specified performance index subject to the 
dynamic equations while satisfying several equality and 
inequality type constraint equations. The missile intercept 
problem can be formulated as a trajectory optimization 
problem searching for an optimal input for a specific 
objective function and constraints. There are many 
different approaches for solving this problem, and the 
direct method is one of the most widely used methods 
for solving the trajectory optimization problem. [1-4] In 
the direct method, control and/or state histories are 
parameterized, and the trajectory optimization problem is 
converted into the parameter optimization problem. This 
method is popular since it is relatively easy to guess the 
initial control/state trajectories, and the method has good 
convergence properties. When the pre-computed optimal 
input is implemented in a real situation, the missile may 
deviate from the pre-computed optimal trajectory due 
to external disturbances as well as internal uncertainties. 
Therefore, a real-time algorithm is required to compensate 
for this error to perform the intercept mission effectively. 
This is a 'real-time trajectory optimization process' and 
also requires a fast computation algorithm for real-time 
execution. 

In this paper, a trajectory optimization problem for 
intercepting a descending target is formulated and solved 
by using the parameter optimization method. Burn- 
out velocity of the missile is considered as the objective 
function, and several constraints are also considered to 
guarantee structural safety. A real-time algorithm to 
compensate the trajectory deviation during real flight is 
also proposed, and is verified by numerical simulation. 

2. Problem Formulation 

The mission of a missile is to intercept a non- 
maneuvered descending target. [5] The launch geometry 
of the intercept problem is shown in Fig. 1. To obtain 
the equations of motion, it is assumed that the intercept 
missile is modeled as a point mass moving in a three 
dimensional space that contains the center of a spherical, 
rotating Earth with an inverse-square gravitational field. 
The obtained equations of motion of the missile are [6] 

=Vsin7 (1) 

(2) 

(3) 

dr 

~di 
dO     V cos 7 cos ip 

dt r cos <p 
d(j)     Vcos7sin^> 
~dt ~ r 
dV      ! J? 
dt     m 

+w2r cos <^>(sin 7 cos <p — cos 7 sin ip sin (f>) (4) 

di     1 
V— =—Fff cos a — g cos 7 

dt     m 
V2 

-\ cos 7 + 2(J V cos ip cos <p 
r 

+oj2r cos <p{cos 7 cos <j> + sin 7 sin ip sin <p) (5) 

Trdip     1 FNsma     V2 , 
V— = cos 7 cos ip tan(p 

dt     m   cos 7 r 
+2w V(tan 7 sin ip cos <p — sin <p) 

cos 7 
■ cos ip sin <p cos c (6) 
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where FT and Fff denotes the tangential force and normal 
force to the missile velocity, respectively, and can be 
expressed as 

FT = Tcosa-D (7) 
FN-Tsina + L (8) 
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with thrust T, drag force D and lift L.[6] Note that the 
dynamic equations of the missile are composed of 6 state 
variables and two input variables as follows: 

T t   = 

„T — 
[r   9   cj>   V   7   V>] (9) 

[a   a] (10) 

Fig. 2 shows the coordinate system used in this paper. 
The mission of the missile is to intercept the 

descending target, and the burn-out velocity is taken as 
the performance index as follows: 

J = 
V(t BO 

(11) 

where V(tso) is burn-out velocity, and c is a positive 
constant. To intercept the target, the following boundary 
condition is imposed at the final time. 

\\xM(tf) - xr(tf)\\ = 0 (12) 

where XM(tf) and xr{tf) denote the missile and target 
positions at final time tf, respectively. 

Inequality constraints are imposed on the input angles 
as 

-5° <a < 5° 
-90° <cr < 90° 

max 

(13) 
(14) 

and the following inequality constraint is also considered 
to avoid structural destruction due to lateral loading. 

{I^MWaMl} < Qo, 0 < r < tj   (15) 

where Qo is a positive constant determined to guarantee 
structural safety. 

To solve the problem stated above, the parameter 
optimization technique is used. Input variables are 
parameterized, and state variables are obtained by direct 
integration of the equations of motion. The initial heading 
angle and final time are also included in the parameter 
vector. In this study, the SQP (Sequential Quadratic 
Programming) Algorithm is chosen to solve the parameter 
optimization problem. [7-9] 

3. Numerical Example 
The aerodynamic data of the intercept missile were 

obtained from Ref. [10]. The initial state values of the 
intercept missile are: ro = 6370 km, (fo = 36.4°, 
0O = 127.3°, Vb = 27 m/sec, and 70 = 90°. The vehicle 
is assumed to have the following characteristics 

Initial mass = 907.2 kg 
Diameter(D) = 0.41 m 

Reference Area(Sref) = 0.132 m2 

Length = 5.3 m 
Specific Impulse(ISp) = 270 sec 

( 27.06 Kg/s,   0 < t < 10 
Mass Flow Rate(rh)   = \   9.02 Kg/s,    10 < t < 57 

I OKg/s, t>57 

The descending target is assumed to be a 1000 Kg point 
mass without maneuvering, and the reference area of the 

target is assumed to be 0.2827 m2. The initial values of 
short range targets are as follows: height /ir(0)=87 km, 
velocity Vr(0)=1123 m/s, and flight path angle 7T(0) = 
—12.1 deg. The initial values of long range targets are as 
follows: height hT(0)=222 km, velocity VT(0)=2194 m/s, 
and flight path angle 7x(0) = —30.0 deg. Sample target 
trajectories are shown in Fig. 3. Qo m *ne inequality 
constraint is set as 8000 Pa-rad. The total number of 
parameters is 26: 12 for the angle of attack, 12 for the bank 
angle, 1 for the initial heading angle, and 1 for the final 
time. The i-th angle of attack (bank angle) parameter 
represents the angle of attack value (bank angle) at time 
tj_i. The control values a(t) and a(t) are expressed 
by interpolating these values. Time tjS, where the input 
parameters are located, are defined as follows: 

to = 0, *i = 7, tfc+i = tfc + 5,        (k = 1,2,..., 11) 

Tolerance for convergence is set as 1 m. Fig. 4 and Fig. 5 
show one of the numerical results of the short range case, 
and Table 1 summarizes the performances of numerical 
examples. 

4. Real-time Trajectory Optimization 

In this section, an algorithm is proposed to correct 
trajectory deviation errors during flight by a real-time 
process. When missile states are measured after a specific 
interval from launching, the states become different from 
the pre-computed values because of external disturbances 
and uncertainties. To perform the intercept mission 
successfully, the control input should be modified during 
the flight. If the control input is corrected by using 
the optimization process with the measured states, then 
the modified control input may not be applied to the 
missile due to the computational burden. To avoid this 
difficulty, the proposed algorithm divides the phases into 
computation and implementation. At the current phase, 
the optimal input computed at the previous phase is used, 
while the optimization is performed to compute the next 
phase's control input. The missile states at the beginning 
of the next phase are predicted by using the measurement 
data at the current phase, and the predicted values are 
used as the initial values in the optimization process. 
Fig. 6 shows the overview of the real-time algorithm, and 
the method of real-time trajectory optimization algorithm 
is summarized as follows: 

[Step 1]    Solve optimal trajectory problem to obtain 
u(t). to < t < tßO- 
[Step 2]    After launching, measure real states x(ti) at 
time t\, and predict the states £(£2) using x{t\). 
[Step 3]    During *i   <  t  < t2, using x(t2) as the 
initial value, solve optimal trajectory problem to obtain 
the corrected input u(t). t2 <t < tßO- 
[Step 4]    Computed u(t) is used for [t2, t3}. Measure 
the real states x(t2) at time t2, and during t2 < t < £3 
solve optimal trajectory problem to obtain £3 < t < tßO- 
[Step 5]    Repeat Step 4. 
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For the real-time optimization algorithm stated above, 
the partition of time interval should be determined 
previously. The time points *i, £2, • • •> *n's are defined as 
the points where the parameters are located. The interval 
for the first step calculation is [ii,^]) an<i the input 
calculated in this interval is used in [£2, ta\- Successively, 
the k-th step calculation is performed in [£fc,£fc+i]> and 
the calculated input is used in [ifc+i, tfc+2]- 

To reduce the computation time, the objective 
function and the inequality constraints are not considered, 
and only the intercept condition (missile and target 
position at the final time) is considered as the equality 
constraint. Compared with the initially optimized result, 
this method does not deteriorate burn-out velocity to a 
significant degree. The initial input of each step was 
selected using the previous step input. To guarantee the 
continuity of the input, the first parameter is fixed and the 
other parameters are used for optimization. Fig. 7 shows 
the initial input selection of each step. 

For the realization of the proposed algorithm, the 
computation time used for each step must be shorter than 
the time interval. Therefore, the 'maximum iteration 
number (imax)' is introduced, and the optimization 
process is stopped if the iteration is executed more than 
imax times, even though the position error at the final time 
is larger than the error tolerance. The maximum iteration 
number is determined by the following equation. 

(Nv+Nc - 1 - 2k)x{tBO - tfe+i) x i| 

= Constant 

k 
max 

the  maximum  iteration  number  of each  step 
2max 

_4      \&     _c      id      _7     \i     —a 
~ *>     'max-"'     'max-1'     'max    ai 

'8     =68, and imax=228. 

Then, 
is   as   follows:     1* 

Real-time algorithm simulation was executed for a 
short-range target. For environmental error, 10% random 
noise was added to the drag force. We used the CFSQP 
solver[11] and IBM Pentium 266MHz computer for 
simulation. Table 2 summarizes the real-time simulation 
results. Error before real-time calculation (3rd column) 
could be reduced much(4th column) by the proposed 
algorithm. For the first five steps, iteration was stopped 
because of the iteration number limit even though the 
position error after calculation (4th column) was larger 
than 1 m. However, after the 5th step, the iteration was 
terminated by position error convergence. According to 
this table, the maximum elapsed time among steps is 7.41 
sec. For real application, it should be shorter than the 
step interval (5 sec). However, faster CPUs will be able to 
execute this process within the time interval. Fig. 8 shows 
corrected inputs by the real-time algorithm. 

5. Concluding Remarks 

Missile trajectory optimization is performed for the 
missile intercept problem. Burn-out velocity is taken as 
the performance index, and several inequality constraints 
are considered. The parameter optimization technique, 
a kind of the direct method, is used to solve the 
optimization problem, and only the control variables are 
parameterized. A real-time algorithm is also proposed to 
compensate for the trajectory deviation resulting from the 
external disturbances. The proposed method is verified by 
numerical simulation. 
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(Table 11 Trajectory Optimization Performances 

Case 
(sec) 

Miss Dist. 
(m) 

WBO) 
(m/sec) 

max    I Oar I 
(Pa-rad) 

Short 
Range 

1 58.31 0.89 3142.5 8000 

2 66.49 0.68 3141.2 8000 

Long 
Range 

1 80.81 0.32 3134.8 7130 

2 80.34 0.38 3132.0 8000 

Table 2) Result of Real-time Simulation 

Step Interval 
(sec) 

Error1 

(m) 
Error2 

(m) 
Com p. 

Time (s) 
No. of 

Iteration 
1 12-17 57.5 26.4 7.41 4* 
2 17-22 104.5 24.6 6.59 5* 
3 22-27 72.4 40.4 6.92 7* 
4 27-32 56.8 32.3 7.41 9* 
5 32-37 42.9 16.3 7.25 13' 
6 37-42 30.5 0.17 6.54 15 
7 42-47 15.6 0.91 5.99 25 
8 47-52 8.14 0.41 3.74 27 
9 52-57 5.19 0.25 2.26 31 

1) and 2): Before1' and after2 real-time optimization 
*) iterated fmwt times 
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ABSTRACT 
A method to obtain a game solution in 
a practical complex problem is 
proposed, and an example in an 
aircombat game is presented. The 
principle of the method is, at first to 
obtain a feedback form suboptimal 
solution for both players. Next, by 
solving the one-sided optimal control 
problems for both players, and by 
improving the feedback form solution, 
we can get the approximate saddle 
point solution. An application for a 
minimum time pursuit-evasion air- 
combat game is presented, and the 
accuracy achieved by the method is 
shown to be very good. 

l.BACKGROUND 
Many aerospace tasks belong to the 
class of pursuit-evasion problems and 
can be addressed either in an optimal 
control or in a zero-sum differential 
game formulation. The advantage of 
the differential game formulation is 
that it is robust with respect to the 
disturbances created by an adversary 
controlling agent. Because of the 
inherently complex nonlinear mathe- 
matical models used for representing 
aerospace problems, no closed form 
solutions are available and iterative 
numerical methods have to be used. 

*   Professor, Dept. of Mechanical 
Systems Engineering 

** Professor, Faculty of Aerospace 
Engineering 

Such methods solve, for each set of 
initial conditions, a nonlinear two- 
point boundary-value problem of high 
dimensions and yield the control 
functions in a feedback representation. 
There exist several algorithms that 
solve successfully the optimal control 
version of such problems, requiring 
the minimization (or maximization) of 
a cost function, denoted by J. The 
solution of a zero sum differential 
game, that requires the simultaneous 
minimization and maximization of the 
same cost function, i.e. a simultaneous 
mini-max convergence, is much more 
difficult. For this reason many 
scientists refrain to address problems 
in a game formulation. 

2.MATHEMATICAL MODEL 
Figure 1 shows the pursuit-evasion 
geometry of two aircraft, where "P" 
and "E" denote a pursuer and an 
evader, respectively. R is the relative 
distance, Vp and Ve are velocities of 
the pursuer and evader, and  <l>p and 
<i>e   shows their directions,  and   <j) 
shows the evader's direction. System 
equations are given as follows, 

R = -Vp cos(<I>p -<1))+Ve cos(<l>e -<l>) (1) 

yr = [-Vp sin(<l>p -$)+Ve sm{<i>e -0) \lR 

(2) 

VP = Up(.Tmp)-D0p-np
2D!p\/mp(3) 

K = \rte(Tme)- D0e - ne
2DIe\me    (4) 

■99 %3mm'nm.'>>#i>oi± ©B^M^S üZp&tegfc^Z 
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!i>P = g{np
2-\)^IVp (5) 

4>e = g{ne
2-vfilVe (6) 

Where Tm is the maximum available 
thrust, D0 is the zero-lift drag, D, is the 

induced drag, m is the aircraft mass , 
and n is the normal load factor. The 
following relations exist between drag 
and lift coefficients, 

D = ^pv2s]pD0 + k(CL-CL())
2\(7) 

L = ±pv2s(CL-CLQ)
2 (8) 

D = D0+n2D,       (9) 

D0=\pv2sCDO       (10) 

DL=2k(mg)2Kpv2s) (11) 
The control variables are the thrust T 
and lift . coefficient CL . The stopping 
condition is when the range between the 
pursuer and the evader becomes equal to 
the capture range Re. 

Q. = R-RC (12) 

The performance index of the game is 
the time of capture. 

J = tf (13) 

A feedback form of the approximation of 
the optimal control for both players are 
expressed as follows.1* 

i = P,e   (14) 
Where g is the optimal required turning 

rate, related to the aerodynamic load 
factor « by 

5 = f(»2-l)^ (15) 

<l>s is the sustained turning rate with 

full thrust, 

and K'is the reference speed obtained 
from the reduced-order game solution. 
Originally the value of V is assumed to 
be the aircraft maximum speed. 

3.IMPLEMENTATION 
Table     1     shows     initial     conditions 
employed.   Both   aircraft   are   YF16, 

however the CD0 of the evader is 

intentionary increased than the actual 
one. The computation is performed 
through the following process. 
a) Simulations are conducted by 
employing suboptimal law (eq.14) for 
both players, for several parameters of 

V,r. The histories of CL's; CLP and Cu 

are stored, and the interception time 
tj is registered. 

b) Solve the minimum time optimal 
control of the pursuer, while the evader 
employs the suboptimal law (eq. 14). The 
solution is obtained by steepest ascent 
method2), and the time history of CLP 

obtained in step a) is employed as the 
nominal control. The solutions are 
obtained for several value of the evader's 
Vr;  Vre, and the interception times are 

registered. 
c) Solve the maximum time optimal 
control of the evader, while the pursuer 
employs the suboptimal law (eq.14) in 
the same way as step b). The time 
history of Cu  obtained in step a) is 

employed as the nominal control, and 
the interception times for several value 
of the pursuer's Vr; V^ are registered. 

Let us denote the performance indices in 
step a); J(u,v), Step b); J(u°,v)and 

step c); J(M*,V°), where superfixes "*" 

and "0" mean suboptimal and optimal, 
respectively. It is clear that the following 
relation exists, 

J(W
0
,V*)<J(M*,V*)<J(«*,V

0
)   (17) 

If the difference between J(u°,v*) and 

J(u,v°) is small enough, then, we can 

consider J(u,v*) as the approximate 

solution of this mini-max problem. 

4. RESULTS 
As mentioned in section 2, the cost 

function of the game is the final time. In 
Fig.2, the thin and bold lines show 
J(u,v*) and J(u°,v*) respectively, for 

several values of Ve
r. In Fig.3, the thin 
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and bold lines show J(u,v) and 
J(u,v°) respectively, for several values 

of V/. These  J(u°,v) and J(u,v°) are 

shown together in Fig.4. The optimal 
values of these are 52.9475sec and 
53.0450sec, yielding AJ=0.0975sec; 
which is less than 0.2% of the 
interception time. The corresponding 
J(u,v*), obtained by simulation, turned 
out to be 52.9614sec, which is within the 
expected range. Figures 5 through 7 
show some variable's histories corre- 
sponding to J(«\v*), where the solid 
lines and dotted lines show those of the 
pursuer and evader, respectively. Figure 
5 shows velocity histories, Fig.6 shows 
control histories, and Fig.7 shows the 
trajectories of the pursuer and the 
evader. 

5.CONCLUSIONS 
The above given results demonstrate 

the feasibility to solve with a satisfactory 

accuracy pursuit-evasion game of 
interest by using the above outlined 
method. However, the accuracy that can 
be achieved in this way depends strongly 
on the validity of the functional form 
selected for the approximate strategies. 
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Table 1.    Initial condition 

R 3000m 
<l> 1.0472 

vP 
240 m/s 

ve 260 m/s 

*P    - 0 

<!>* 0 

K 2500 m 
X 

Fig.l Horizontal interception 
geometry 
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ABSTRACT 

An optimal evasion problem against the proportional 
navigation ground-to-air missiles in 2-dimensional ver- 
tical plane has been considered. For a ground-to-air 
missile, dynamic pressure is so low during initial phase 
after launch that the angle of attack of missile could be 
very large. Maximum angle of attack of ground-to-air 
missile has been considered in the generation of lat- 
eral acceleration command to keep the angle of attack 
within the operation range. Realistic models for both 
aircraft and missile have been used in the optimal eva- 
sion problem. Pull-up maneuvers have been shown to 
be optimal evasive maneuvers of target aircraft flying at 
low altitude against a missile fired at an aircraft head- 
ing toward missile while push-over maneuver against a 
missile fired to chase aircraft tail. A neural network has 
been trained on the optimal evasive maneuvers gener- 
ated off-line to implement real-time evasion policy. 

1    Introduction 

Nonlinear differential game approach could be used to 
obtain optimal evasive aircraft maneuvers against mis- 
siles [1]. In differential game, a missile tries to min- 
imize miss distance while an aircraft maximizes miss 
distance. The resulting aircraft maneuver is optimal 
against all missile maneuvers. However, missile and 
aircraft models are usually simplified to solve nonlin- 
ear differential game problems. By fixing the missile 
guidance strategy, the missile evasion problem becomes 
a one-sided optimal control problem. Since an opti- 
mal control problem generally is less complicated than 
a differential game, more realistic models for both mis- 

*Associate Professor, Department of Mechenical Engineering, Ko- 
rea University of Technology and Education 

'Graduate student, Dept. of Aerospace Engineering, Korea Ad- 
vanced Institute of Science and Technology 
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sile and aircraft could be used for the missile evasion 
problem. Ref. [2] investigates evasive maneuvers by 
assuming linearlized kinematics with constant speeds. 
Because of drag force, speeds of missile and aircraft are 
no longer constant in real world. Ref. [3] and [4] take 
account of drag force including induced drag term in 
missile and aircraft model. 

Unlike previous works that considered an air-to-air 
missile, we study optimal evasive maneuvers against a 
PNG ground-to-air missile. Since ground-to-air mis- 
siles move from ground to the altitude of aircraft and 
air density have an effect on missile and aircraft perfor- 
mance, the altitude variation should be considered in 
missile and aircraft models. Hence, an aircraft evasion 
problem in the vertical plane is analyzed in this pa- 
per. Another characteristic of a ground-to-air missile 
is that it starts with zero initial speed. Therefore the 
maneuverability of the ground-air-missile is degraded 
by low dynamic pressure of the missile in initial phase. 
The missile model used here takes account into the ma- 
neuverability degradation in initial phase. The optimal 
evasion problem is discretized to construct a parame- 
ter optimization problem. A neural network is trained 
on optimal trajectory derived numerically to implement 
real-time suboptimal evasion policy. 

2    System Models 

Figure 1 shows the relative geometry between the mis- 
sile and the target aircraft. The origin of XZ axis lo- 
cates on the missile launcher. The subscripts m and t 
are used to denote the missile and the target aircraft, 
respectively. 

By assuming that the target aircraft maneuvers with 
maximum thrust during evasion, the point-mass air- 
craft model is described by following equations: 

Vt = (T(Cosat - Dt)/mt - gsmjt (la) 

7t = (T(sinQ( + Lt)/mtVt - gcos-ft/Vt     (lb) 

£( = 14008 7^ (lc) 

'99 ISTISI^TSVV^V^A 
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ht = Vising 
rht - -Tt/cg 

(Id) 

(le) 

where g is the gravitational acceleration, Vt, fu xu fk 
and mt denote the velocity, flight path angle, ground 
distance, altitude and mass of aircraft, respectively. 
The specific fuel consumption, 1/cg, is assumed to be 
constant and the maximum thrust, Tt, is specified as 
a function of altitude and Mach number. The aerody- 
namic forces, lift Lt and drag Dt, can be represented 
by [5] 

Lt = qtStCL = qtStCLuat 

Dt = qtStCD = qtSt{CDaat + r)CLaa
2

t) 

where qt and St denote the dynamic pressure and wing 
area of the aircraft, respectively. The aerodynamic co- 
efficients of aircraft CL0 , CD„ and rj are given as func- 
tions of Mach number. The angle of attack, at, is the 
control variable and is limited so that the aircraft may 
not stall. The load factor also should be limited within 
the maximum value : 

I &t | _ Ot-max 

\Lt/mtg\ < Umax 

(2) 

(3) 

where amax is the maximum angle of attack of the air- 
craft and nmax is the maximum load factor. Since the 
lift is produced by at, equation (3) also constrain the 
range of the angle of attack. 

In a ground-to-air missile model adopted, missile 
launcher and autopilot system are taken into account. 
The point mass model of a ground-to-air missile is de- 
scribed by 

Vm = (Tm - Dm) /mm - g sin jm (4a) 
0 : on luncher 

(4b) 7m      \ -(am + gcosjm)/Vm    : otherwise 
Xm = VmCOSJm (4c) 

(4d) 

(4e) 

hm = Kisin7„ 

■    - / ° am ~ \ (ac - a, 
: 0 < t < ts 

■m)/Tm     '• t > ts 

where Vm, 7m, xm, hm, mm and Tm denote the velocity, 
flight path angle, ground distance, altitude, mass and 
thrust of missile respectively. The missile autopilot de- 
scribed by equation (4e) is modeled as a first order lag 
system. am, ac and rm denote the lateral acceleration, 
lateral acceleration command and autopilot time con- 
stant of missile. Just after launch, the dynamic pres- 
sure of missile is so low that it is difficult to control the 
missile with aerodynamic force. Therefore missile guid- 
ance is started ts after launch. The thrust and mass are 
given by 

Tm(t) = 0, 
mm(t) = -rf + mm„ 
mm(t) = -££;, + mmo 

0 < t < tb 

t> h 

where tb and mmo denote the propellant burnout time 
and the initial mass respectively and it is assumed that 

the thrust Tmax and the rate of mass change c are con- 
stant while the propellant is burning. 

Aerodynamic forces acting on missile are usually 
measured with respect to the body axis instead of the 
stability axis. Figure 2 shows the body and the stability 
axes of missile. XbZh is the body axis and XSZS is the 
stability axis. X and Z represent the body axis com- 
ponents of the aerodynamic force. For a small angle of 
attack, the drag Dm and the lift Lm can be represented 
as 

Dm = - Z sin am — X cos am « -Zam - X    (5) 
Lm = - Z cos am + X sin am « —Z + Xam    (6) 

where am is the angle of attack of missile. Since Cia — 
CZo = 0 for a symmetric missile, from equations (5) and 
(6) the aerodynamic coefficients of missile with respect 
to the stability axis can be obtainted by 

CD = -Cx - CZaam 

Cha = - CZa + Cx 

(7) 

(8) 

Since the lateral acceleration is produced by the lift 

am = Lm/mm = qmSmCLaam/mm (9) 

where qm and Sm are the dynamic pressure and the ref- 
erence area of the missile respectively. From equations 
(5) and (7), the drag force of the missile is described by 
a function of the lateral acceleration : 

Dm = q-mSmCo = h + foal (10) 

where 

h = -qmSmCx,     k2 = 
-mmCza 

qm&ml^ T. 

Since a ground-to-air missile does not have enough 
dynamic pressure at initial phase to produce sufficient 
lateral acceleration, it can be observed from equation 
(9) that even small acceleration command to missile 
autopilot could make the angle of attack very large at 
the initial phase of engagement. Hence, the acceleration 
command should be applied for the missile not to stall 
as well as not to exceed the maximum acceleration. Let 
Q"max oe 

O-max — mm((2max, qm^m^'Lu
cx-m.,mxlfnm) 

where amaI and am,mr are the maximum acceleration 
and the maximum angle of attack of the missile, re- 
spectively. The lateral acceleration command for the 
proportional navigation guidance(PNG) missile is given 
by 

/ A 

\ a. 
N&Vm- 5 cos 7m 

sign(ac) ^ Q>max 
(11) 

where N is the navigation constant and a is the line-of- 
sight angle. The missile velocity is used to generate the 
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guidance command as in [6].  The rate of line-of-sight 
is given as 

& = (Ah Ax - Ah Ax)/r2 (12) 

where Ax = xt - xm , Ah = ht - hm and r2 = Ax2 + 
Ah2. 

3    Optimal Evasive Maneuver 

The objective of evasive maneuver is to maximize the 
relative distance r(tf) at the time of closest approach 
tf. Hence, the missile evasion problem can be stated as 
follows. 

Find the aircraft control history at(t) such that 

max r (tf) 
ai 

(13) 

subject to aircraft and missile state equations (1), (4) 
, (5), (11) and (12), and control variable inequality 
constraint equations (2) and (3). Equation (13) is a 
terminal time free optimization problem. The evasive 
maneuver ends when the missile comes closest to the 
aircraft, that is, the relative distance vector r is nor- 
mal to the relative velocity vector f. Therefore, the 
terminal time tf is determined from following terminal 
condition. 

r • r 
\t=tj 

Id 
2dt t=tj 

(r2) 

=  - (AXAX + AhAh) = 0    (14) 
t=tr 

Above terminal condition also holds for the case that 
the relative distance or the relative velocity is zero. 

A constraint optimal control problem is converted to 
a finite dimensional nonlinear program by discretizing 
state and control variables. The numerical solver used 
here is DIRCOL package [7] where discretization is done 
based on Hermite-Simpson collocation method[8] [9] [10]. 
The resulting nonlinear program is solved by sequential 
quadratic programming(SQP)[ll]. 

4    Suboptimal Evasive Maneuver 
Using Neural Networks 

The great potential of feedforward artificial neural net- 
works has long been recognized in pattern recognition, 
identification, estimation, and control of dynamical sys- 
tem [12]. Most of the application of feedforward net- 
works are based on their approximating abilities. If it 
consists of two layers and they have sufficient numbers 
of neurons, it can approximate any arbitrary function 
between input and output [13]. This basic result means 
that a network should be able, at least in principle, to 
learn any nonlinear mapping. 

Based on this fact, it was proposed to train a neu- 
ral network on optimal trajectories derived numerically 
[14]. The network learns to associate a current state 
vector with a proper control signal. 

u*(t) = u(x(t)) (15) 

While many numerical techniques exist to compute 
open-loop optimal controls, the computation time is too 
long for real-time implementation and the design of op- 
timal feedback controller is often not feasible. Numeri- 
cally obtained optimal trajectories contain information 
on how the state variables have an effect on the control 
signal. A neural network then extracts this information 
from off-line generated trajectories and uses them in a 
feedback scheme to generate a suboptimal policy. 

In this study, the optimal evasive maneuver is as- 
sumed to be a function of the relative position and rel- 
ative velocity : 

a*t=at(K?) (16) 

Then the training patterns, each of which is a com- 
bination   Of  Xm — Xt,   hm — fit,   Um COS7m  - VtCOS'Jt, 

umsin7m - Vtsmjt, and at, are obtained by sampling 
several optimal trajectories in time. The neural net- 
work accepts xm — Xt, hm — ht, i>mcos7m — Vtcosjt, 
i>msin7m — iJ(Sin7t, as input variables and is trained 
to output the value of at specified by the training 
set. Using the error backpropagation algorithm with 
Levenberg-Marqurdt learning rule, the neural network 
controller is trained (see Figure 3). 

Then the trained weights and biases contain informa- 
tion from which near-optimal trajectories can be gen- 
erated in a feedback fashion. Since the training data 
is composed of optimal trajectories for various scenar- 
ios, the target can adapt to changes, both in missile 
states and its own trajectory. The structure of the neu- 
ral network is determined as 2 hidden layers, and there 
are 6 and 4 units in each layer. Sigmoidal functions 
are used in activation functions of hidden layers and 
a linear function in the output layer. Figure 4 shows 
the implementation details of the new evasive maneu- 
ver described above. The missile and target information 
input to the neural-network block, which outputs the 
near-optimal evasive maneuver. 

5    Numerical Examples 

Time interval of the missile avoidance problem consists 
of four phases in general. The first phase is from the ini- 
tial time to the time when the missile departs from the 
launcher, the second phase is from the end of the first 
phase to the guidance start time ts, the third phase 
is from ts to the propellant burnout time £& and the 
fourth phase is from tb to tf. The first phase is di- 
vided into 2 equal intervals, the second into 2 equal 
intervals, the third into 9 equal intervals and fourth 
phase into 4 equal intervals for the discretization of the 
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continuous time optimal control problem. By the way, 
the missile-target engagement sometimes ends before 
the propellant burns out and hence the third phase de- 
scribed above ends at tj. In that case, the final third 
phase is divided into 15 equal intervals. 

The F-4C fighter aircraft considered in [5] is used as 
a target aircraft. The aerodynamic data are given as 
a function of Mach number in tabular form and the 
maximum thrust data are given as a function of Mach 
number and altitude in tabular form. For optimiza- 
tion, both data are represented by continuous curve. 
The aerodynamic data are interpolated by cubic spline. 
The maximum thrust data at each altitude shown in ta- 
ble are first fitted by a fourth order polynomial which 
is a function of Mach number. The maximum thrust 
at an altitude is obtained by interpolating linearly the 
data calculated from the polynomial representation of 
the maximum thrust. The maximum angle of attack 
and the maximum load factor are assumed to be 15 deg 
and lg, respectively. The fighter aircraft is assumed 
to weigh 15870Kgf and fly in level with 280m/sec from 
right to left in Figure 1 initially. 

The aerodynamic coefficients and parameters of the 
ground-to-air missile considered here are shown in Fig- 
ure 5 and Table 1. The aerodynamic coefficient Cx 

consists of Cxa and Cx,, '■ 

Cx Cx» 
Cx„ + Cx,, 

before burnout 
after burnout 

The standard atmosphere model [15] is used to compute 
the density and the speed of sound at a given altitude. 
It is assumed that the missile is fired at sea level along 
the initial line-of-sight to the target aircraft. 

Evasive maneuvers are studied on various initial posi- 
tions of target aircraft. Figure 6 illustrates the optimal 
evasive maneuvers of target flying at 1000m altitude, 
i.e, /it(0) = 1000m. For the cases xt(0) = 0m and 
xt(0) = 1000m the engagement ends before propellant 
burns out. Pull-up maneuvers are shown to be opti- 
mal against a missile fired at in aircraft heading toward 
missile. However, push-over maneuvers with which the 
target turns toward missile are optimal against a mis- 
sile fired to chase aircraft tail. Similar maneuvers are 
observed as optimal maneuvers for ht(0) = 1500m and 
1800m. 

Table 2 shows miss distances by the optimal evasive 
maneuvers. Symbol 'o' in figure 7 denotes miss dis- 
tance shown in Table 2. In initial phase of engagement, 
the dynamic pressure of the missile is so low that the 
acceleration produced by missile control surface is very 
limited. It can be observed from figure 7 that the degra- 
dation of the missile maneuverability in initial phase 
makes the evasive maneuver of the target very effective 
for a close initial relative distance between the missile 
and the target. As the initial ground distance is getting 
farther, the miss distance reduces dramatically. 

A neural network described in section 4 is trained on 
the optimal evasive maneuvers obtained above.  Lines 

in figure 7 denote the miss distances generated by the 
target aircraft maneuvered by the neural network con- 
troller. Figure 7 shows that the neural network con- 
troller produces near-optimal evasive maneuver. 

6    Conclusions 

In this paper, we considered optimal evasive maneuvers 
in 2-dimensional vertical plane against a proportion- 
ally guided ground-to-air missile. For a ground-to-air 
missile, dynamic pressure is so low during initial phase 
after launch that missile control surface could not pro- 
duce enough lateral acceleration. This characteristic 
of a ground-to-air missile was embedded in the missile 
model by limiting the acceleration command to the mis- 
sile autopilot in order that the missile may not stall. It 
was shown that the degradation of missile maneuver- 
ability in initial phase makes the miss distance very 
large for the target very close to the missile at initial 
time. For the aircraft flying at low altitude, pull-up ma- 
neuvers were shown to be optimal evasive maneuvers of 
target aircraft flying at low altitude against a missile 
fired at an aircraft heading toward missile while push- 
over maneuver against a missile fired to chase aircraft 
tail. 

A neural network was trained on the optimal eva- 
sive maneuvers generated off-line. It was shown that 
the resulting neural network controller produced near- 
optimal evasive maneuver. 

Acknowledgments 

This work was supported by Agency for Defense and 
Development (ADD) and Automatic Control Research 
Center(ACRC) at Seoul Nation University. Authors 
thank to Professor von Stryk for allowing us to use 
DIRCOL. 

References 

[1] Guelman, M., Shinar, J. and Green, A., "Qualita- 
tive Study of a Planr Pursuit Evasion Game in the 
Atmosphere", Journal of Guidance, Control and 
Dynamics, Vol. 13, No. 6, 1990, pp. 1136-1142. 

[2] Ben-Asher, J. and Cliff, E. M., "Optimal Evasion 
Against a Proportionally Guided Pursuer," Jour- 
nal of Guidance, Control and Dynamics, Vol. 12, 
No. 4, 1989, pp. 598-601. 

[3] Imado, F. and Miwa, S., "Fighter Evasive Ma- 
neuvers Against Proportional Navigation Missile," 
Journal of Aircraft, Vol. 23, No. 11, 1986, pp. 825- 
830. 

[4] Ong, S. Y. and Pierson, B. L., "Optimal Planar 
Evasive Aircraft Maneuvers Against Proportional 
Navigation Missiles," Journal of Guidance, Con- 

590- 



trol and Dynamics, Vol. 19, No. 6, 1996, pp. 1210- 
1215. 

[5] Bryson, A. E. Jr., Desai, M.'N., and Hoffman, W. 
C, "Energy-State Approximation in Performance 
Optimization of Supersonic Aircraft," Journal of 
Aircraft, Vol. 6, No. 6, 1969, pp. 481-488. 

[6] Blacklock, J. H., Automatic Control of Aircraft and 
Missiles", 2nd Ed. John Wiley & Sons Inc., 1991. 

[7] von Stryk, O., User's Guide for DIRCOL ver. 1.2, 
Technische Univ. München, Aug., 1997. 

[8] von Stryk, O., "Numerical Solution of Optimal 
Control Problems by Direct Collocation", in Op- 
timal Control - Calculus of Variations, Optimal 
Control Theory and Numerical Methods, Interna- 
tional Series of Numerical Mathematics III, pp. 
129-143. 

[9] Hargraves, C. R. and Paris, S. W., "Direct Trajec- 
tory Optimization Using Nonlinear Programming 
and Collocation," Journal of Guidance and Con- 
trol, Vol. 10, No. 4, 1987, pp. 338-342. 

[10] Enright, P. J. and Conway, B. A., "Discrete Ap- 
proximation to Optimal Trajectories Using Direct 
Transcription and Nonlinear Programming," Jour- 
nal of Guidance, Control and Dynamics, Vol. 15, 
No. 4, 1992, pp. 994-1002. 

[11] Gill, P. E.,  Murray, W.,  Saunders, M. A. and 
Wright, M. H., User's Guide for NPSOL (Version 
4-0), Report SOL 86-2, Department of Operations 
Research, Stanford University, 1986. 

[12] Haykin, S.,  Neural Networks,  A  Comprehensive 
Foundation, 2nd Edition, Prentice-Hall, New Jer- 
sey, 1999. 

[13] Hornik,  K.,   Stinchcombe,  M.,  and White,  H., 
"Multilayer feedforward networks are universal ap- 
proximators," Neural Networks, Vol. 2, pp 359-366, 
1990. 

[14] Song, E. J., Lee, H., and Tahk, M. J., "On-line 
suboptimal midcourse guidance using neural net- 
works," Proc. of the 35th SICE Annual Conference, 
Tottori Univ., Japan, pp 1313-1318, 1996. 

[15] Houghton, E. L. and Brock, A. E., Aerodynam- 
ics for Engineering Students, 2nd Edition, Edward 
Arnold Ltd., 1970. 

i\z = h 

gravity 

nissileN 

(Jt.,*.)*-", 

Figure 2: Axes of missile 

xm - JC, 

K - A, 

vm cosym - v, cosY 

vK sin^m - v, sinym 

Figure 3: Training of neural network controller 

missile 
informatio 

Figure 4: Guidance loop using neural network 

sh > Neural 
Network 

Target 
Dynamics w w 

Figure 1: Relative geometry Figure 5: Aerodynamic coefficients of missile 

-591 - 



Trajectory Control History 

400       800    1200    1600 
distance(m) 

0   0.5     1     1.5    2    2.5     3   3.5 
time(sec) 

(a)   x,(0)= 1800m 

1200 .    W^''    .... 

1000 J*****««^ 
„ 800 
6, 
S600 / miss = 314.6m 

B 400 

200 

Control History 

200   400      600    800   1000 
distance(m) 

0.5     1      1.5     2      2.5     3 
time(sec) 

(b)  x,(0)= 1000m 

Trajectory Control History 

0 200      400 
distance(m) 

0     0.5 

(c)   ;c,(0)=500m 

1.5      2      2.5 
time(sec) 

Trajectory Control History 

-600       -400     -200 
distance(m) 

1000 

800 

Trajectory 

£600 ^->. 
a 
• 400 \> 

200 

0 
-15 

miss =77.15m              \ 

DO -1000         -500             0 
distance{m) 

(Ö)   jc,(0)=-600m 

Figure 6: Evasive maneuvers 

0    0.5   1      1.5   2    2.5    3    3.5 
time(sec) 

mm„ = 77.4Kg JV = 4 
5 = 9.5Kg/sec Tm = 0.1 sec 
Tmax = 22174N Umax — **Ug 
tb — 2.8 sec ts = 0.5 sec 
«nw =20deg St = 0.1296m2 

laucher length = lm 

Table 1: Missile parameters 

MO) = = 1000m M0) = = 1500m MO) = = 1800m 
xt{0) miss Mo) miss MO) miss 
(m) (m) (m) (m) (m) (m) 
-678 1.39 
-670 9.44 
-650 29.29 
-600 77.15 -445 2.49 -30 2.62 
-500 164.30 -400 28.00 -20 5.28 

0 408.10 0 184.70 0 10.42 
500 420.10 500 229.50 500 66.79 

1000 314.60 1000 156.10 800 44.65 
1500 137.70 1200 101.20 900 29.23 
1600 95.78 1400 34.75 1000 10.11 
1700 51.63 1490 1.25 1020 5.86 
1800 5.38 1040 1.48 

Table 2: Miss distances 
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ABSTRACT 

In this paper, an effective filter structure is suggested for 
filtering of target glint in active homing engagements of a ship 
to ship missile. The proposed filter has decoupled range and 
angle channels so that it has a sound mathematical basis as 
well as computational efficiency as applied to the IMM 
algorithm. The proposed algorithm in conjunction with an 
impact angle control law is tested by a series of simulation runs 
and it is shown to have superior performance compared with 
the other filter structures. 

I. INTRODUCTION 

It is known that when tracking large targets at short ranges, 
tracking accuracy may be affected severely without proper 
filtering of target glint in active radar homing engagements. 
Glint noise is generated by changes in the target aspect angle 
relative to the radar beam, and it produces target angle 
fluctuations due to the random wandering of the center of the 
radar reflecting beam which degrade tracking accuracy.. 

Mathematical modeling of glint noise has been studied by 
several researchers. Among them, [1] suggests that glint noise 
is non-Gaussian and it is the mixture of two normal 
distributions, each with zero-mean and fixed variance. The 
occurrence probabilities of two normal noises are different. 
Glint noise as the mixture of a Gaussian noise and heavy-tailed 
Laplacian outliers is proposed in [2] and a minimum variance 
filter using the Masreliez's algorithm is used for the non- 
Gaussian glint noise. Nonlinear radar measurement equations 
are linearized to represent the measurements as the sum of 
Gaussian state variables and glint noises. The interacting 
multiple model (IMM) algorithm [4] with two extended 
Kaiman filters (EKF) is proposed for glint noise filtering in [3]. 
The first EKF is matched to the mode of Gaussian measurement 
noise and the second EKF is matched to the mode of Laplacian 
measurement noise. Linear system dynamics are established in 
Cartesian coordinates where the measurements are nonlinear 
functions of state variables. Besides using the EKF, [3] uses 
pseudomeasurements obtained by converting the original 
nonlinear spherical measurements into linear measurements [5]. 
The pseudomeasurements used in the mode probability update 
of the IMM algorithm are corrupted by biased and correlated 
state   dependent noises.   The   state   dependent noises have 

* Associate Professor 
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statistical characteristics different from the original 
measurement noises. Therefore, it is not justified in [3] to use 
the assumptions in the mode probability calculation that the 
state dependent noises are uncorrelated and independent of 
Gaussian prior, and that the nature of the state dependent noises 
is not changed by the conversion. 

II. SYSTEM DESCRIPTIONS 

A. Glint Model 

From the empirical approach, [1] shows that the glint nois is 
non-Gaussian and heavy-tailed, and that the glint can be 
modeled as the mixture of a Gaussian noise with moderate 
variance and a Gaussian noise with large variance. It is 
proposed in [2] that the heavy-tailed behavior of the glint noise 
is more suitably modeled as the mixture of a Gaussian noise 
with high occurrence probablity and a Laplacian noise with low 
occurrence probability. The probability density function of the 
glint noise can be written as 

f{o)=(\-e)fg(v) + eMo) (1) 

where e is the occurrence probability of the Laplacian noise 
and the subscripts of the function/, gand / stand for 
Gaussian and Laplacian, respectively, i.e., 

-exp(- 
la% fhto. 

1 H -Lexp(-Li) 
It} r\ 

(2) 

Laplacian parameter TJ is related to the Laplacian noise 
variance sigma as 2^2 = erf ■ The IMM algorithm using two 
EKFs is proposed in [3] to filter the glint noise with the above 
characteristics. 

B. Proposed Filter Structure 

A modified version of the channel-decoupled filter of [6] is 
used in the IMM algorithm. The state variables defined in the 
polar coordinates are separated into range and angle channel 
variables. The missile-target engagement configuration is 
depicted in Fig. 1 where the target is tracked continuously by 

•99 m3mmim->>#i>02± ©B^M^S
1
^ 
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an active seeker on board the missile. 

missile 

■*   X 

Fig. 1 Missile-target engagement configuration 

In Fig. 1, r denotes the missile-to-target relative range and 
6 denotes the missile-to-target line-of-sight (LOS) angle 
formed by the seeker. 

The state vector of the range channel xr under the 
assumption of a zero-lag autopilot is composed of r, r, and 
AT , target acceleration in the relative range direction. The 
continuous dynamics employing the Singer model [8] for target 
acceleration are represented as 

(3) 

where Am is missile acceleration in the relative range 
direction and ar is a white Gaussian process noise with zero- 
mean and power spectral density of 2TIT

AT ■ Note that "^ is 
the assumed variance of the target acceleration and t is the 
correlation time-constant of target maneuver. Similarly, the 
angle channel dynamics can de described by 

(               \ 
0     1     0 

e2 o   l 

o   o-I 

xr + 

■ <f 

-1 4n, + 

•   - 
0 

0 

1 

X0- 

0 
I 
r 

0 -I 
TJ 

1 

r 
X0 + 

r 
0 

r  \ 
0 
0 
\ 

\r) 

6)0 (4) 

where xe=(0,0,ATfi) t Am and AT represent missile and 

target accelerations perpendicular to the relative range 
direction respectively, and o)g is a white Gaussian noise with 
zero-mean and power spectral density of 2ro^.. 

The  measurements from the  active  seeker are noise- 
corrupted relative range and angle information such as 

and 
zr =H xr+or 

Zg=H Xg+Og 

(5) 

(6) 

where    H = (1,0,0)    and    urand    oe    are   independent 
measurement noises and each noise can be     modeled as the 

mixture of a Gaussian noise and Laplacian noise satisfying the 
probability density function of (1). 

For glint noise filtering, the IMM algorithm [4] is applied to 
each channel so that each channel requires two filters based on 
two modes of operation: one with a Gaussian measurement 
noise (Mx) and the other with a Laplacian measurement noise 
(M2). The Kaiman filter based on M2 is considered to be a 
minimum mean square error (MMSE) estimator rather than a 
minimum variance estimator since the estimates are not 
conditional means [9]. 

Probability of MJ, j' = l, 2 at i = k can be obtained from the 
Bayesian formula [4,9] as 

Pr(M/|Zjt) = 
2 

f(zk | M/_,, Zt_, )£ Kj, Pr(A/|_, | Zt_,) 

;=i /=i 

(7) 

where «jvis the transition probability from M'at/ = ft.-l to 
MJ at t = k. With the above definition, the mode transition 
probability matrix composed of «y/s becomes the transpose 
of the mode transition probability matrix defined in [3]. The 
probability density functions of the measurements zr of (5) 
and zg of (6) conditioned on Mx and the prior observations 
zk-\ ={zl> z2."-'zA-l} needed in the mode probability update 
step can be obtained as 

'N(zr;Hxf\HP^HT + a2
r) 'f{zr\M

x,Zr) 

J{zg\M\ze)/ N(ze;Hxgl),HPe
mHT+cT2 ) 

(8) 

where the subscript k and k-\ indicating the time step are 
omitted, and o] ,°l are variances of the measurement noises 
ur and ue under the assumption of M', respectively. Note 
that 3c(1) and H PmHT for the range and the angle channels 
represent mean and variance of the Gaussian prior under M]. 
The convolution of the Gaussian prior and the Laplacian 
measurement noise is required to obtain the probability density 
functions of the measurements zr and ze based on M . 
After some work, one obtains for both zr and zg, 

f{z\Ml,Z) 

-.±e2"2 

It, 

(9) 

z-x, 

G(- 

_      <72 

z-*i Z-Xi+ — 

•)+«  '   G(- 

where \ and a2 are defined as //jc(2) and HP(1)HT 

representing mean and variance of the Gaussian prior calculated 
under M2 . The standard normal distribution function G in (9) 

can be obtained from 

G(a)= f -?!=exp(-4r)<fr (10) 
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The above result can be used for the both range and angle 
channels with proper parameters. 

C. EKF Approach 

If linear system dynamics and nonlinear measurement 
equations are used to formulate target tracking as [3], an EKF 
could be a practical candidate used to estimate the target states. 
Unlike the friendly target tracking example of [3] where the 
target accelerations are assumed to be known to the tracker, 
active homing engagements treated in this paper do not allow 
this situation. The six-element state vector x under the 
assumption of a zero-lag autopilot is composed of missile-to- 
target relative position, relative velocity, and target 
acceleration vectors in Cartesian coordinates. The continuous 
system dynamics including the Singer model for target 
accelerations are represented by 

x=Ax+BAm + Ga> (11) 

A = 

where 

0    0 

0    0 -!/, 

f      \ 

f ° ] 0 

, 5= -h ',   G = 0 

{ o J 

x = (X, Y, x, Y, ATy, ATr )
T, Am = (Amx, Am, )T    and    the 

process noise  CO = {COX,(OY)'   is a white Gaussian noise 
vector with zero-mean and power spectral density of 2(T2 /,. 
Nonlinear   measurements 

represented as 

\?0 

from   the   active   seeker   are 

2 + Y2 + vr 

tan    — + ua 
X       9. 

(12) 

where ur and ue are independent measurement noises and 
each noise can be modeled as the mixture of a Gaussian noise 
and a Laplacian noise as (1). Detailed explanation of the EKF 
as applied to the IMM algorithm is omitted for brevity. 

III. SIMULATION RESULTS 

A series of Monte Carlo simulation runs is carried out to 
analyze performance of glint noise filtering in radar homing 
engagements of a ship to ship missile. Performance of the 
IMM algorithm using the proposed filter structure is compared 
with those of the IMM algorithm using the EKFs and single 
channel-decoupled filters based on  M1 and M . 
The missile dynamics used in this planar engagement study is 

expressed by 

(13) 

where Vm, Xm,Ym,ym and f„ represent missile speed, X- 
position, Y -position, flight path angle and lateral acceleration 
respectively as depicted in Fig. 1. The simulation scenario 

(v  1 ym (   -XV    \ 

Xm ym COSJOM 

Y„ ym 
sinrm 

Jm , k.    Jnl'm  , 

used in this study is the same as [1] and is omitted for brevity. 
Initial probabilities for Ml and M2 for the IMM algorithm 

are  0.8   and   0.2, respectively while the mode transition 
probability matrix satisfies 

0.8   0.8 
0.2   0.2 

(14) 

The variances of the Gaussian measurement noises are 

ai =(5w)2 and ai =(0.oo25ra</)2> respectively while the variances 
of1 the Laplacian noises are calculated from 

°>, ~Car    •  Get =c°e. (15) 

where Cis chosen among {710,6.7,10} depending on the 
scenario. The occurrence probability of the glint noise e is 
0.2. 
Figs. 2 shows the combined estimates of the target X - 

position and calculated from the both algorithms, and the 
proposed filter structure shows better performance. In this case 
C = 6.7 is used for the glint noise variances. The combined 
estimates of the target X -acceleration in Fig. 3 indicate that 
the proposed filter has superior performance in estimating 
target acceleration. Similar results can be seen from the 
estimates of the Y -axis target state variables. Table I is a 
summary of 25 runs of Monte Carlo simulation carried out to 
evaluate the performance of the impact-angle-controlled 
missile at the final engagement phase. The IMM algorithm 
with the channel-decoupled filter structure, a single filter 
matched to the Gaussian measurement noises, a single filter 
matched to the Laplacian noises, and the IMM algorithm with 
the EKF structure are employed for target state estimation. It 
can be seen that the IMM algorithms give superior guidance 
performance in miss distance and impact angle at the final 
engagement phase over the single filters in the presence of 
target glint. The IMM algorithms show similar performance 
for different glint noise variances while the single filters show 
deteriorated performance in both miss distance and impact 
angle as the glint noise variance increases. Comparing the two 
IMM algorithms, the IMM algorithm with the proposed filter 
structure shows better performance in estimating the target 
state variables whereas it shows similar guidance performance 
at the final phase. However, the proposed filter requires less 
memories and computational burden in the filtering algorithm 
as shown in the previous section. Moreover, the mode 
probability update step of the IMM algorithm is much simpler 
due to the decoupled range and angle channels indicating that 
the proposed algorithm shows excellent performance and 
computational efficiency. 

IV. CONCLUSIONS 

The results of this study indicate that the IMM algorithms 
give superior guidance performance over the single filters at 
the final engagement phase. The IMM algorithm using the 
proposed filter structure shows superior performance 
compared with the IMM algorithm using the EKFs. 
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Table I. 

Results of simulation at the final phase 
^vFilter structure 

glint noise^^ 
variance          \ 

IMM 
(proposed) 

IMM 
(EKF) 

Single 
filter with 

Single 
filter with 

<Te=JT0crg 

Miss 
distance 

3.142557 3.301063 3.269154 3.419639 

Impact 
angle 

44.48786 46.60895 44.60991 44.08031 

at =6.7crg 

Miss 
distance 

2.853402 3.164966 4.98823 4.309562 

Impact 
angle 

44.51585 46.57057 44.03856 41.90776 

<T[ = 1 Ocrg 

Miss 
distance 

3.112393 3.1279 8.753103 5.557068 

Impact 
angle 

44.56748 46.67002 42.32366 40.53528 

Moreover, the proposed filter structure is more efficient in 
computational procedures of the filtering algorithm and of the 
mode probability update step of the IMM algorithm due to the 
decoupled range and angle channels. It is also shown that the 
proposed filter has a firm and sound mathematical basis for the 
mode probability update step of the IMM algorithm whereas 
the EKF needs excessive assumptions lacking justification. 

2 - 
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EKF 

true 
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:,AJ^ 
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Fig. 3 True and estimated target X -acceleration 

proposed filter structure 

EKF 

true 

2180 - 

2140 

time 
Fig. 2 True and estimated target X -position 
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Abstract 

To increase the performance of maneuvering target tracking, 
IE/MM algorithm is suggested in this paper. Modeling the 
unexpected target maneuver as hypothesized multiple models 
and incorporating test statistics to detect the maneuver onset 
time into design of an adaptive input estimator produce an 
estimation scheme that greatly reduces the large tracking errors 
commonly induced by an unexpected target maneuver. 

1. Introduction 

Accurate tracking of target states is very important in modern 
missile guidance systems and tactical weapons, so that 
maneuvering target tracking has been an issue for a long time. 
Many researchers have studied to get the best maneuvering target 
modeling, since estimation of target states requires appropriate 
modeling for unknown target dynamics. In [1], target 
acceleration is assumed as a first order semi-Markov process 
called the Singer model. In [2], Magill proposes a bank of N 
parallel Kaiman filters which utilize different target maneuver 
models. This multiple modeling technique has evolved to the 
Interacting Multiple Model(IMM) algorithm [3], in which the 
change of the system dynamics is modeled as a Markovian 
parameter having a transition probability. 

Input estimation is another estimation technique which detects 
whether there exists target maneuver, and if exists, directly 
estimates the magnitude of the target maneuver. Therefore, in 
tracking with an input estimation algorithm, it is important to 
find out the maneuver onset time when the target initiated 
maneuver though it may be impossible to find out the exact time. 
Bogler proposes an input estimation algorithm to derive a 
recursive least square solution based on multiple-model filtering 
to calculate the input magnitude in [4]. In addition, a hypothesis 
test to detect the maneuver onset time is proposed to enhance the 
estimation performance. However, if the estimated maneuver 
onset time is far from the true one, the algorithm employing a 
finite window length produces large tracking errors. This 
motivates the proposed input estimation algorithm of this paper 
for obtaining the consistent tracking performance even in such a 
case. The proposed algorithm estimates target states with a 
noninteracting multiple model approach called the multiple 
model adaptive estimation (MMAE) method [8,9] that utilizes a 
bank of Kaiman filters based on switching maneuver models. 
The maneuver detection and estimation performance is evaluated 
using computer simulations. 

* Graduate student 
** Associate Professor 

2. Input Estimation with Multiple Model 

In this section, an efficient filter algorithm is established based 
on the multiple model estimation with two independent mode 
sets. One mode set is related to the magnitude of target 
acceleration as is used in the MMAE algorithm[8], the other set 
is related to the starting time of the maneuver as is used in the 
input estimation algorithm of [4]. Computational complexity of 
the MMAE algorithm to estimate the target acceleration is 
greatly reduced by introducing a recursion rule for the relation 
between the output of the i th hypothesized filter and that of a 
nominal filter assuming no unknown maneuver. The maneuver 
onset time is detected by evaluating the test statistics.developed 
from a modified version of the generalized likelihood ratio 
(GLR) test for finding the most likely onset time within a finite 
window length. The test statistic is a function of the assumed 
onset time and it utilizes the combined state estimates developed 
under the assumption that the target maneuver starts at the 
assumed onset time. The average delay of the proposed detection 
scheme is also obtained by a numerical analysis. 

2.1   Efficient Computation of the MMAE 
In the MMAE algorithm, it is assumed that the system obeys 

one of a finite number of possible maneuver-related modes or 
hypotheses. Each filter of a bank of N Kaiman filters utilizes 
a different mode of target acceleration, and each filter operates 
on the same measurement sequence. Fig. 1 illustrates a 
schematic diagram of the MMAE. 

Consider the one dimensional range tracking problem in 
which the state variables are composed of position and velocity 
of a target. Discrete-time system dynamics with sampling 
interval  At are described as 

xt«=Axk+wk   , E[w4w,]-|0*  'k^j f (') 

where A is the state transition matrix, and wk is a process 
noise vector. If the target initiates the maneuver with a constant 
acceleration ut, then the target dynamics are changed to 

*»♦. = Axi + Buk + w*   ■ (2) 

The measurement zk is related to the state vector xk by 

\Rt ,k = j 
0,k*j . 

The propagation step of the   »th Kaiman filter based on the 

/th   mode   H1    implying   that   the   magnitude   of target 

acceleration is «' satisfies 

zk=Hxk+vk , £[utuy] = (3) 

•99   %3mWffWt->>#WA   ©BA^ffi^ 
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Fig. 1. Schematic diagram of the MMAE 

xJ=Ax„' + Bu' (4) 

Pj=APk'A
r
+Qt (5) 

where  3t'**i  and  P't*,  are the predicted estimate and the 

predicted covariance, respectively and where x'k and P\ are 
the updated estimate and the updated covariance. 
The measurement update step of the i th Kaiman filter requires 

xk'=xk'+Kk'(zk-Hxk') (6) 

Kk'=Pk'H
T(HPk'H

T +Rky (7) 

Pk'=(I-Kk'H)Pk'. (8) 
In order to estimate the target state, the total probability 

theorem [5] can be used to combine the estimated values, xtJ 's, 

1=1,2,~;N from the Kaiman filter bank. Then the combined 
target state estimate is expressed as 

x^=txJ?rob(Hj\ZM), (9) 

where    Pr ob(HkJ \ZkH) is probability mass function based 

on the hypothesis   H',   Zktl   is the previous observations 

■{z„z„-,zt,zM}.   Pr ob(Hj\Zktl)   is obtained from the 
Bayesian formula [5] as 

?voKHj\ZtJ = 

p(zM \Httt', Z„ )£ Pr ob(i\j) Pr ob{Hk'\Zk) 
(10) 

£ />(*.., #*♦,"> 2k )£ Pr ob{m\n) Pr ob(Hk
n\Zk) 

where  Pr ob(i\j)   is the transition probability[8,9] from the 

mode H> at t = k to the mode H' at t = k + \. The 
combined error covariance for xktx is obtained as 

L =£(pJ+*JZJThob(Hj\ZkJ-xkJJ. (11) 
When the measurement z, is available, the residuals 

vk ,vk',---,vk" are generated as shown in (6), and used to 

calculate the probabilities of Hk ,Hk',--,Hk" via (10). 
Since all the filters of Fig. 1 use the same measurement at 

every sampling instant, and the process noise representing the 
model uncertainty is thought to be identical in all   N filters, 

the gains of N filters are identical. With this in mind, the 
filtering algorithm for the i th Kaiman filter can be simplified 
by utilizing the nominal filter algorithm. The measurement 
update step of the nominal Kaiman filter satisfies 

xk"=xk"+Kk"(zk-Hx;) (12) 

Kk"=Pk"HT(HPk"HT+Rky (13) 

p;=(i-Kk"H)p;, (14) 

whereas the propagation step consists of 

Pkt;=APk"AT
+Qk. (16) 

Let ek denote the difference between 3?4'and xt",then 

eJ=A(l-Kk"H)ek'+Bu', (17) 

where Kk'=Kk", and ej =0, i = l,2,---,N. For a recursive 

algorithm, £/'*' and F/*1 are introduced as 

U?=AV^+B,   F0°=0 (18) 

vr={i-Kkt;H)jk;\ (19) 
then the state estimates of the i th filter can be obtained from 

*/=*/+£/.*«' (20) 

xk'=xk"+v:u'. (21) 
Substituting the result of (21) into (9), we can obtain the 

-combined estimates as well as the combined covariance of 

xk as 

Pk=PkH"+itWTProb(Hk%)-xkxk
T. (22) 

The estimated acceleration and its covariance are obtained by 
using the total probability theorem as 

uk=£u'Pr ob(Hk'\Zk) 

P.k=£u'u'TProb{Hk'\Zk)-üür. 
(23) 

With the above algorithm, the amount of computation is 
reduced drastically since the estimates of every hypothesized 
filter can be calculated from the nominal filter so that the 
filtering steps of N filters are replaced by (18)~(21). 

2.2 Maneuver Detection 
So far, we have developed a computationally efficient 

multiple model algorithm to estimate the target acceleration 
under the assumption that the maneuver onset time is 
known. The algorithm is applied to determine the maneuver 
onset time by imposing the hypothesis on the possible 
maneuver events in a finite window length. A modified 
version of the generalized likelihood ratio test of [6] is 
established for detecting the onset time. By varying the 
assumed maneuver time consecutively within the window 
length, score functions called the test statistics are 
evaluated with the residuals calculated from the combined 
estimates of the MMAE algorithm. The maximum value of 
the test statistics is required to exceed the threshold 
determined from a predetermined PFA before maneuver is 
declared and corrected by the estimates of the MMAE 
algorithm. 

After the target maneuver «  at t = k„, the residual of 
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the nominal filter at t = k becomes 
■vt^HUiu + vt, (24) 

where vk is zero-mean white noise sequence. In order to 
find the maneuver onset time, a modified version of the 
GLR test is used with the hypotheses imposed on the 
maneuver instants. Let 0 denote the hypothesized 
maneuver onset time varying within the window length, the 
score statistic to be maximized can be written as 

max   p(v\&, Zt) 
t-t+isgs* r   i      * (25") 

P(v\fi\zk)   , 

where     L    is    the    window    length    ,     p(v\0,Zk) 

=£p(v|/T',0,Zk)Prob(H'' \0,Z„), and the estimates of 

IE/MM proposed in the previous section are used instead of 
the least squares estimates used in [4] and [6]. By using the 
monotonic character of the natural logarithm function, (25) 
becomes 

■/(*)= 

4l(". -HUiEfu, | Z„0))TSk-\vk -HUk
eE[u, \ Z„0])T 

2 k.6 

mkmtl=ElU]=-£        *■'  u (29) 

(26) 

where S„=HPkH
T +Rk, and E[u,\Z„0] is the estimate of 

target acceleration at / = / assuming that the target 
initiated the maneuver at t = 0. To find the threshold 
satisfying the predetermined PFA with the index of (26) is 
statistically equivalent to find the threshold y f°r &J(ß) 
expressed as 

me)=±HU°E^Z-%k 
k-e St 

(27) 

As the statistical property of AJ(0) is Gaussian, we can 
obtain threshold y from a normalized form of AJ(0), 

denoted here as A7(0) , by using the error function [7] with 
a proper PFA. After some mathematical arrangements, we 
obtain a criterion for maneuver detection with the test 
statistic as 

max AJ(0) > y, (28) 

where  A/(0) = -^, d(0) = Jj?(HU'ey/Sk, 

n(0) = fj(HU,
e/Sk)vk,    PFA=\N{0,\)dr. 

k-6 y 

From (28), we know not only the existence of target 
maneuver but also the maneuver onset time. 

2.3 Average Delay and Window Length 
To obtain a proper window length, we need to look up 

how much time it takes to detect target maneuver - delay 
time or average delay [10]. 

Recall that the test statistic  AJ(0)  in equation (27) is 

Gaussian with zero-mean under the hypothesis  H°. If there 
exists target maneuver at  t = km, mean and variance of test 

statistic  aJ{0) become 

_ /y (M/,*. )' 
•t,mik   sk ■ ' 

(30) 

where km is target maneuver onset time. Let pKtl denote 

the detection probability of target maneuver at k = k„+l, 

then pKtl satisfies 

^ P^=\f[Q-P*>J)PK-' 

where  ykmtl is related with  PFA , 

PFA=~\N(0,crkJ)dT. (31) 
r,m.i 

After the calculation of pt_+,, / = 1,2,-••, we can obtain 

the average delay  Nd and delay time  td such as 

Average delay :   Nd = lim ]£ i • pkm„        (32) 

Delay time :  td = Nd ■ At. (33) 

Because of highly nonlinear terms in calculating the 
average delay, a numerical analysis is recommended. In Fig. 
2, the average delay is depicted. Measurement and process 
noise variances used in the numerical analysis are 
Q = 2*,R = 8', respectively, and PFA =0.0001 is used to 
set up the threshold y , and sampling frequency is 20 Hz . 
From Fig. 2, we can establish the relations between the 
window length and the target acceleration. 

3.  Simulation Results 

The proposed algorithm is applied to a one-dimensional 
tracking problem to verify the performance through a series 
of simulation runs. Initially the target with velocity 
200m/sec is located at 2100m apart from the tracker. 
Measurement and process noise variances used in the 
simulation study are the same as the one in the previous 
section. PFA =0.0001 is used. The window length L with 
an assumption that target maneuver would be smaller than 
0.5g (g = 9.8m/sec2) is selected as 40 from Fig. 2 which 
depicts the average delay expected in the proposed 
algorithm. The hypotheses of maneuver magnitude are 
dispersed from -4g to 4g with 1 g interval. If the target 
executes a constant 2g maneuver at / = lOsec, Figs. 3 and 
4 show the estimates of target acceleration evaluated from 
the proposed algorithm, Bogler's method [4] and a single 
filter of which states are composed of position, velocity and 
acceleration with the Singer model [1]. Input estimation 
methods such as IE/MM and Bogler's method have superior 
tracking performance over the single filter. However, as 
shown in Fig. 4, if estimated maneuver onset time is far 
from true maneuver onset time, the tracking performance of 
the Bogler's input estimation becomes degraded. However, 
even    in this case    the IE/MM algorithm    compared with 
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Bogler' method is less sensitive in the transient phase, and 
produces reliable estimates. 

4. Conclusions 

This paper proposes an input estimatiön(IE) algorithm based 
on multiple model adaptive estimation(MMAE). A major 
difference between the proposed algorithm and the IE algorithm 
suggested by Bogler lies on the fact that this method utilizes N 
Kaiman filters based on switching maneuver models to estimate 
target accelerations while Bogler's IE uses the least squares 
error(LSE) estimates. A method using a nominal Kaiman filter is 
suggested to simplify the state estimation algorithm of the 
existing MMAE as it is applied to the target acceleration 
estimation problem. Similar to the Bogler's algorithm, the 
proposed algorithm consists of a test statistic with a finite 
window length derived from the generalized probability ratio test 
suggested by Wilsky. The resulting test statistic is a Gaussian- 
sum type rather than the chi-square distributed form of Bogler's. 
Average time delay of maneuver detection in the proposed test 
statistic is analyzed to determine the window length. Simulation 
studies indicate that the proposed algorithm always produces 
reliable estimates of target accelerations as well as target 
maneuver onset time while the Bogler's IE produces large errors 
when the estimated maneuver onset time is far from the true one 
such that there is not enough accumulated information, in 
particular. Ways to shorten computation time for the proposed 
algorithm are for future studies. 
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ABSTRACT 

It has been suggested that pilot-induced oscillations (PIO) 
be classified into three categories: 1) Linear pilot-vehicle 
system oscillations, 2) Quasi-linear pilot-vehicle system 
oscillations with actuator rate and/or position saturation, and 
3) Nonlinear pilot-vehicle system oscillations with 
transitions. For most modern recorded PIOs (e.g., YF-22) the 
PIO records show that actuator rate limiting occurred and 
therefore are of the Quasi-linear Type 2. This paper 
demonstrates through simulations the root causes of the Type 
2 PIO and then shows how a newly developed nonlinear rate 
limiter pre-filter (RLPF) and a software rate limit (SWRL) 
filter are useful in preventing the Type 2 PIO. Lastly motion 
base simulator and flight test results show that the 
RLPF/SWRL filter is successful in preventing departure 
and/or PIO. 

1.   INTRODUCTION 

PIOs have been noted in airplanes since the Wright 
Brothers. Sometimes these events have led to loss of aircraft, 
or worse, life. PIOs are often sudden or unexpected. PIOs 
often occur during high gain events requiring tight control by 
the pilot; such as landing, air refueling, and target tracking. 
Predicting PIO is difficult due to the adaptive nature of the 
pilot. With the advent of highly augmented digital fly-by- 
wire aircraft, the potential for PIO has increased. There are a 
variety of reasons (both linear and nonlinear) that cause 
PIOs. One of the more common factors in PIOs is the 
presence of actuator rate limiting. The purpose of this study 
was to develop nonlinear pre-filters that reduce the effects of 
actuator rate limiting on longitudinal PIO and/or departure. 

2.   PIO CAUSES 

A recent study has suggested that PIOs be classified into 
three categories: 1) Linear pilot-vehicle system oscillations, 
2) Quasi-linear pilot-vehicle system oscillations with actuator 
rate and/or position saturation, and 3) Nonlinear pilot-vehicle 
system oscillations with transitions [1]. 

In Type 1 PIOs the causal factors can be explained by 
linear theory; the most common factors being excessively 
high stick gain and excessive lag in the system. The assorted 
sources of lag include: actuators, digital system time delays, 
mechanical control and feel systems, and pilot lag. Type 1 
PIO is responsible for many older aircraft PIO.   A prime 

* Professor and Head, Dept. of Aeronautics & Astronautics 
Email: Bradley.Liebst@afit.af.mil 

example is the maiden flight of the YF-16 where a PIO 
occurred and after which significant stick gain reductions 
were made. 

Type 3 PIOs fundamentally depend upon nonlinear 
transitions in either the pilot or the effective aircraft 
dynamics. This most commonly occurs whenever the 
aircraft's flight control system switches modes resulting in a 
significant change in the vehicle dynamics triggering a PIO 
response from the pilot. An example of this is the YF-22 
accident. The aircraft at low altitude with the afterburners 
on, immediately after retracting the landing gear, had 
significantly higher stick gains than intended due to the fact 
that during the flight test this mode was an unanticipated 
flight configuration. As is common in PIO accidents, the 
pilot afterward stated that he did not know he was in a PIO 
and thought that the oscillations were caused by a system 
failure of some kind. Figure 1 shows the YF-22 accident 
time histories for the pilot pitch stick command and the pitch 
control surface deflection.[l] What is interesting to note is 
that while the original trigger for the PIO was the mode 
switching, the PIO actually develops as a Type 2 PIO which 
is reflected in the sawtooth pattern of rate limiting by the 
pitch control surface. 

The focus of this study was on the Type 2 PIO because 
almost all modern recorded severe PIOs have shown rate 
limiting. These include the Space Shuttle, YF-22, C-17, and 
JAS-39 Grippen. Most large aircraft control surface 
actuators are hydraulically driven. Of course because of size 
and weight constraints the hydraulic pumps have a limit to 
how fast they can drive the actuators. In the F-16, for 
example, the elevator rate limit is ±60 deg/sec. Rate limiting 
has been identified with PIO for two primary reasons. First, 
it introduces additional phase lag, or delay, between the 
commanded (dec) and actual (de) control surface actuator 
position. As is the case in most control systems, this 
additional phase lag tends to de-stabilize the closed-loop 
system. The second reason rate limiting has been identified 
in PIO is the effective reduction in gain. The pilot sees this 
as a reduction in control effectiveness, so he may compensate 
with larger inputs making the problem worse. These two rate 
limiting concepts are shown in figure 2. Figure 2 is the 
response of a rate limited actuator depicted in figure 4 with 
the actuator rate saturation set at ±10 deg/sec and the actuator 
displacement saturation set at ±35 deg. The features of rate 
limiting are clearly: 1) a sawtooth output pattern, 2) the 
peaks of the sawtooth are phase delayed behind the peaks of 
the input sine wave, and 3) the peak amplitude of the 
sawtooth is reduced compared to the input sine wave. It 
should be noted that Type 2 PIO is considered quasi-linear 
because the nonlinearity introduces a dominant lag resulting 
in basically a Type 1 PIO. 

■99 m3mm'rt%&'>>#vo/* ©B^M^S^ 
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Table 1 - Aircraft Configurations 
Case Bare Airframe 

Poles 
Kq Ka A/C Poles With 

Stability Augmentation 
Target 

Amplitude 

A 
-.017 ±j .074 
-2.20 ±j 2.22 0 0 

-.017 ±j .074 
-2.20 ± j 2.22 50 

B 
-.016 ±j .079 
-1.42 ±j 1.86 .14 .21 as above 50 

C 
-.009 ±j .097 
-.86±j.084 .24 .51 as above 20 

D 
-.017 ±j .033 

1.07, -1.67 .34 .61 as above 20 

One might ask why older aircraft PIOs were of the Type 1 
PIO and more recent aircraft PIOs are of the Type 2. The 
reason is that many modern aircraft are designed with 
automatic feedback control stabilizing a marginally stable (or 
even unstable) bare airframe. This design concept goes by 
many names, one of the more common being relaxed static 
stability (RSS). RSS is a two edged sword. On the one hand 
it enables reductions in tail size which reduces weight and 
enhances low-observability, but on the other hand the 
feedback control required to stabilize the system takes up a 
significant portion of the available rate and position capacity 
of the control surfaces leaving little for the pilot which 
exacerbates the PIO tendency. This concept is easily 
demonstrated with simulation. 

Consider a SIMULINK model of the longitudinal 
dynamics of an aircraft shown in figure 3. The model 
consists of: bare airframe dynamics, actuator dynamics 
including displacement and rate saturation (see figure 4), 
stability augmentation consisting of angle of attack (a) and 
pitch rate (q) feedback, and a pilot model in which the pilot 
closes an outer pitch attitude (0) loop while attempting to 
track a target which is a square pulse input. The pilot is 
modeled as a gain and a pure delay. While this is a very 
simple model for a pilot it will be adequate to demonstrate 
Type 2 PIO. Regardless of pilot model chosen, it is still a 
model and cannot define a human being in all circumstances 
at all times and is therefore a limitation. The interested 
reader is referred to reference 2 for a detailed examination of 
mathematical pilot models. Four different aircraft 
configurations were examined with progressively increasing 
amounts of stability augmentation. Case A is an aircraft 
which has no stability augmentation and whose bare airframe 
has level 1 handling qualities. This is confirmed in figure 5 
which shows that Case A short period dynamics are clearly 
in the center of the "Good" handling qualities region of the 
figure which was taken from reference 3. For purposes of 
the remaining discussion the "Good" region of figure 5 will 
be considered as level 1 handling qualities, the "Acceptable" 
region as level 2 handling qualities and the combined "Poor" 
and "Unacceptable" regions as level 3 handling qualities. 
Case B is an aircraft whose bare airframe has only level 2 
(nearly level 1) but with a small amount of stability 
augmentation is moved to the exact same pole locations of 
that of Case A and hence the pilot sees a level 1 aircraft. 
Case C again presents the pilot with the same level 1 
dynamics as Case A but does so with increased feedback 
gains and the bare airframe while stable has degraded to level 
3 handling qualities. Case D is an aircraft whose bare 
airframe is unstable and requires significant stability 
augmentation to bring it to the level 1 dynamics of Case A. 
Table 1 lists the aircraft poles with and without stability 

augmentation, the feedback gains, and 
the amplitude of the target pulse in 
degrees for the simulations presented 
in figures 6-9. In all the simulations 
presented in figures 6-9: the target 
pulse width was fixed at 0.5 sees, the 
pilot gain was fixed at 0.17, the pilot 
delay was fixed at 0.25 seconds, the 
pilot stick and actuator displacement 
saturations were fixed at ±35 degrees, 
the actuator rate saturation was fixed 
at ±60 deg/sec. Since all four cases 
present the pilot with the same level 1 

dynamics (assuming no saturations) all four give nearly 
identical good results when a small amplitude target pulse of 
5 degrees is applied and no significant displacement or rate 
saturations have occurred. However, for large target 
amplitudes saturations will occur. Of course, in systems 
involving a displacement saturation nonlinearity in the 
forward loop, when the saturation occurs the closed loop 
system effectively becomes open loop. In our example here 
open loop would correspond to the bare airframe dynamics 
which in Cases B and C are significantly different than that 
of the closed loop system and in Case D drastically different 
in that it goes from level 1 highly stable dynamics to highly 
unstable dynamics. This fact along with the fact that rate 
limiting will add delay and amplitude attenuation even if the 
displacement limits aren't reached are recipes for potential 
PIOs. 

Let's examine figure 1 again to discuss how Type 2 PIOs 
quite typically develop. The PIO begins as a small to 
medium amplitude pilot stick command without 
displacement saturation but with rate limiting. Then within 
two or three stick cycles the pilot develops into a bang-bang 
type input cycling between the stick displacement limits. 
While in the bang-bang mode the fact that rate limiting is of 
less importance does not detract from the fact that the PIO 
onset was clearly triggered by rate limiting. 

Let's now turn to the simulation results in figures 6-9 to 
see if our math model correctly reproduces the measured 
behavior of figure 1. The Case A results provided in figure 6 
show that as expected if the bare airframe is level 1 and no 
stability augmentation is required that the pilot doesn't PIO 
and the response is similar to the small amplitude response. 
Case B results are provided in figure 7. We see that for Case 
B the pilot still provides good control with no PIO, however, 
the response is somewhat worse in terms of track error 
because of the fact that the bare airframe dynamics are 
degraded compared to that of Case A. As an aside since the 
equations of motion are nonlinear when saturations are 
included it is possible to drive Cases A and B unstable given 
a large (but unrealistic) enough target pulse. Case C results 
are provided in figure 8. We see that the pilot develops into 
the full blown PIO in the same manner as measured in the 
flight of figure 1. That is a few cycles of progressively larger 
rate limited pilot inputs followed by a stage in which the 
pilot is providing full authority stick in a bang-bang limit 
cycle. Case D of figure 9 shows what happens when the bare 
airframe is highly unstable after the rate limiting has been 
instigated by the pilot. In this case the pilot does not 
transition into a bang-bang limit cycle but rather the aircraft 
completely departs. This situation described in Case D has 
been measured in flight and will be further discussed in 
Section 3 below. [4] It is clear in Cases C and D that much 
of the capacity of the actuator is taken up by the feedback 
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control. This can be verified in figures 8 and 9 by comparing 
the pilot stick command (dp) with the command being sent to 
the actuator (dec) (which would be the sum of the pilot and 
the feedback) where it is evident that those two signals are 
substantially different. 

The key to Type 2 PIO prevention appears to be in 
making sure the onset is never triggered by significantly 
reducing or eliminating the amount of phase delay and 
amplitude attenuation introduced by the actuator becoming 
rate limited. A proposed method to accomplish this is 
discussed in the next Section. 

3.   PIO CORRECTIONS 

One obvious solution to rate limit driven PIO is to raise 
the rate limit of the actuator. This is easily demonstrated 
with our simulation model where all four cases remained 
stable when the actuator rate saturation was raised to 200 
deg/sec. But, raising the actuator rate limit requires bigger 
and heavier actuators which means a reduction in weight 
available for payload and hence a reduction in performance. 
Another obvious solution is to design the bare airframe to 
have level 1 handling qualities so that only small amounts of 
feedback are required decreasing the probability that the 
actuators will saturate. The down side to this fix is that the 
benefits of RSS are lost. The solution discussed in the 
remainder of this Section is to develop a controller that 
reduces or eliminates the added phase delay and amplitude 
attenuation introduced by the actuator rate limiting. 

Even though amplitude attenuation is unavoidable, 
previous analyses have shown that installing a nonlinear pre- 
filter before the actuator in an attempt to keep the actuator 
output closer in phase to the commanded input produced 
desirable results. [5, 6, 7] If an input signal to an actuator is 
filtered by taking its derivative, limiting the rate, and then 
integrating, the output will reverse in phase with the 
commanded input. However, this process can result in a bias 
that must be removed. This logic is shown in figure 10. 
Typical bias development caused by the filter described in 
figure 10 is shown in figure 11. Various schemes have been 
tested by previous researchers with little success for bias 
removal. [4] In addition, when digital differencing is used to 
accomplish differentiation, noise entering the pre-filter may 
frequently cause improper logic switching. Again, all 
previous research in this area was unsuccessful in handling 
noise. [4] The nonlinear rate limiter pre-filter (RLPF) 
presented here improves on previous concepts in two ways: 
1) removes bias quickly at the rate limit by incorporating a 
reset integrator, and 2) noise filtering is incorporated for the 
switching decision. The RLPF switches between the 
commanded input and the rate limited input, instead of 
continuously filtering the input. The RLPF attempts to send 
the commanded input through cleanly whenever possible. In 
order, to reverse closely in phase, the RLPF looks at not only 
the first derivative, but also the second derivative to 
determine if the command is reversing. Although filtering 
high frequency noise prevents improper switching, the 
switching decision is delayed due to the noise filter lag. This 
is counter-productive, but is unavoidable, and is recovered 
somewhat by using the second derivative information. The 
RLPF logic is shown in figure 12. In addition to the RLPF 
another software rate limit filter (SWRL) placed directly 
after the RLPF in the pilot command path as additional 
saturation protection. The software rate limit is set below the 

actuator rate limit allowing the feedbacks to achieve a greater 
percentage of the actuator capacity. 

Reference 4 gives a detailed report on the test results of 
the proposed filter for SIMULINK models, tests in the Large 
Amplitude Multimode Aerospace Simulator (LAMARS), and 
flight tests in the NF-16D Variable Stability In-flight 
Simulator Test Aircraft (VISTA) by a USAF Test Pilot 
School test team. Because space is limited here only one of 
the over 30 test configurations flown on the LAMARS 
simulator and only one of the over 30 test configurations 
flown on the VISTA will be presented. The interested reader 
is encouraged to examine reference 4 for the remaining 
SIMULINK, LAMARS, and VISTA results. All 
configurations were flown by USAF Test Pilot School 
students, each with over 1300 hours of cockpit time. Steps 
were always taken to assure the pilots were blind to the 
configurations flown. For both the LAMARS and VISTA 
results to be discussed next the aircraft flight tested were 
similar to that of case D presented in Section 2. For the 
LAMARS tests, the bare airframe dynamics were unstable 
with short period poles at -1.34, 2.27; and the short period 
poles with stability augmentation move to -3.52± J4.81. 
Figure 13 shows the results of a LAMARS flight in which 
the RLPF only is incorporated. The results show that when 
the RLPF is added to the pilot command path it prevents him 
from departing. In part b of figure 13 we see the classic 
sawtooth rate saturation Type 2 PIO without the RLPF in 
place and in part c we see that the RLPF does an excellent 
job of reversing in phase with the pilot resulting in the 
prevention of the PIO. Figure 13 was for an actuator rate 
limit of 60 deg/sec, however, rate limits as low as 30 deg/sec 
were tested with RLPF preventing PIO in all cases. Figure 
14 shows the results of a VISTA flight in which the RLPF 
and SWRL are incorporated. For the VISTA tests, the bare 
airframe dynamics were unstable with short period poles at 
-1.34, 2.27; and the short period poles with stability 
augmentation move to -3.25+ J3.31. For the flight 
configuration shown the pilots always PlO'd or departed 
without the filters and PIO and/or departure was always 
prevented with the filter. Again it can be seen in figure 14 
that the filters command in-phase reversals and bias removal 
as designed resulting in PIO prevention. In all of the 
LAMARS testing and in all but a few of the VISTA tests the 
RLPF/SWRL filter was able to prevent departure and/or PIO 
in configurations that were susceptible to departure and/or 
PIO without the filter. 

4.   CONCLUSIONS 

Three categories of PIO were discussed: 1) Linear pilot- 
vehicle system oscillations, 2) Quasi-linear pilot-vehicle 
system oscillations with actuator rate and/or position 
saturation, and 3) Nonlinear pilot-vehicle system oscillations 
with transitions. With the advent of highly augmented RSS 
aircraft, the potential for PIO has increased due to the 
increased demand placed upon the actuator to accommodate 
the stability augmentation. This is evident in the fact that 
most modern recorded PIOs show that actuator rate limiting 
occurred and therefore are of the Quasi-linear Type 2. To 
prevent Type 2 PIO a nonlinear rate limiter pre-filter (RLPF) 
and a software rate limit (SWRL) filter were developed to 
protect aircraft from closed loop instability caused by excess 
phase lag induced by actuator rate limiting. The filters 
provide nonlinear logic that reverses closely in phase with an 
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input which in turn reduces the phase lag induced by actuator 
rate limiting and thereby preventing the onset of a PIO. The 
proposed method improves on previous designs in two ways: 
1) effectively removes bias provided the rate limit is not set 
extremely low, and 2) handles noise effectively. Computer 
simulation, motion based piloted simulation, and flight tests 
in the VISTA NF-16D incorporating the RLPF/SWRL filter 
were accomplished. The RLPF/SWRL filter was able to 
prevent departure and/or PIO in the vast majority of flight 
configurations that were susceptible to departure and/or PIO 
without the filter. 
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Figure 4 - Simulink Model of Actuator. 
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ABSTRACT 

In this paper, inaccurate elements of the system dynamics 
matrix are considered as uncertainties factor for robust control 
design problems. This factor will be modeled as a structured 
matrix so that its elements represent the model perturbations 
associated with system's state variables. The closed-loop 
system is designed as a robust control system, where dynamic 
response of the closed-loop system will be still in its 
convergence although it gets perturbations as uncertainties 
factor of the system dynamics matrix. 

This paper uses pole assignment or eigenstructure 
assignment approach for the design of robust control. The 
feedback gain is computed by using a solution of Sylvester 
equation, where the optimum of criterion index is used to 
estimate the maximum tolerance of uncertainties values such 
that the characteristic of closed-loop system remains in the 
design criterion area. 

The proposed method is applied to design of flight 
control system of the N250 aircraft for longitudinal dynamics. 

1. INTRODUCTION 

To represent the motion of aircraft when controlled by 
flight control system and to design the automatics control 
systems, equation of aircraft motions is derived as a linear 
differential equation, called linear state space equation. In the 
derivation process many assumptions and linear modeling are 
taken i.e. the aircraft is considered as a rigid body, hits small 
disturbances, and there is no cross effect between longitudinal 
and or lateral/directional when the series of state variables are 
formed. It may cause differences in dynamic responses between 
the real flight (which has a nonlinear model) and the linear 
model. Although the differences are quiet small, they can 
influence the dynamics and performance,   and can degrade the 

* Graduate Student 
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*** Lecture, Assistant Prof. Department of Aerospace engineering 
"""♦Research Associate, Department of Aerospace engineering 
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stability of aircraft extremely. 
In this paper, inaccuracies in linear model are modeled as 
structured uncertainties of state matrix of nominal system. Then 
in order to build a robust system the maximum tolerance values 
of structured uncertainties are determined. 

An aircraft's dynamics model on longitudinal modes is 
explained firstly, and then in next chapter, the robust control 
model is derived by the solution of Sylvester equation and the 
optimum solution such that the closed loop system has a 
maximum tolerance of uncertainties factors is determined. The 
robust control design is used to determine the maximum 
tolerance of uncertainties of the dynamic matrix for the N250 
aircraft flight control system on longitudinal dynamic. The 
characteristics values of the robust system are dedicated to 
Military Flying Quality Specifications. 

2. AIRCRAFT'S EQUATION OF MOTION ON 
LONGITUDINAL MODE 

Linear dynamics model of aircraft's longitudinal modes is 
derived from the equilibrium of kinematics and forces 
equations, where some assumptions and a linearization for 
expanding the derivatives by Taylor series are taken [2]. The 
simplified linear system model of aircraft longitudinal 
dynamics is as follows 

=    Ax+ Bu (1) 

Where x = [ Au w q A0]T   is state variable and 
[ 8E ] is input control and A e 9t4x4 is state matrix: 

A = 

*u xw u -gcosö 
* * 

Zw 
* 

-gjSinB 

m* mw m« - g2 sinB 
0 0 1 0 

(2) 

and Be 9t4"1 is input matrix: 
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B = 
m8E 

0 

(3) 

This equation represents a nominal linear system. 

3. ROBUST CONTROL DESIGN 

To analyze the relation between nominal system and 
desired system, Sylvester equation (also called Lyapunov 
equation) is presented as follows [4] 

Sylvester equation: 
Given (A, B) controllable and (G, Ad) observable and if 
desired eigenvalues A.(A<i) = Ad are distinct, then 
3S € ST™ (non singular) such that 

AS-SAi = -BG (4) 

In this control system problem, it is assumed that closed loop 
system has state feedback model. So, the control law and 
closed loop system can be written as follows 

u 
x 

=   Fx 
=    (A + BF)x 

(5) 
(6) 

From equation (4), the characteristic values of closed loop 
system and desired system have a relationship as bellow 

X(A+BGS-1) = X,(Ad) (7) 

In order to make the characteristic of closed loop system and 
desired system are same, closed-loop state matrix should be 

AC = A+BGS1 (8) 

Where the feedback gain of the closed loop system (6) is given 
as 

F = GS1 (9) 

In this paper robust control system is modeled by a 
system that has state matrix as combination between its 
nominal system and inaccuracies tolerance so called structured 
uncertainties (AA). 
Therefore, the state matrix of uncertainties system is 

Au   =A + AA (10) 

And the structured uncertainties is defined as: 

AA = J.A <«) 
i=i 

where Ei is instrumental matrix, a square matrix with elements 
' 1' or '0', and e, is magnitude of matrix Ej. 

Then to analyze how the structured uncertainties AA can 

influence performance of desired system, we assume that 
uncertainties of desired system also has term like in equation 
(8). Using the Sylvester equation for system with structured 
uncertainties in equation (10) 

( r \ 

A + XeiEi S-S(Ad + AAd)=-BG (12) 

where AAd is structured uncertainties of desired system due to 
AA. Then, to eliminate appropriate variables using equation (2) 
results 

AAd = 5>iS"'EiS (13) 
i=l 

Taking the norm-2 of both sides of equation above and using 
triangular inequality 

X«?* KE (14) 

i=l IN 
From equation above, we can define a performance index (cost 
function) such that the robust control design will result an 
optimum design. 

The aim of this designing is to evaluate the maximum 
magnitude   of  structured   uncertainties   value   e(   when 

tolerance of desired performance IIAAdll2 is given. Thus, we 
introduce the performance index of robust control problem as 
follows 

J = max  Vef G    £ 
J = min Xls-'EiSJ; 

=i (15) 

i 
If we take norm-2 value as a maximum singular value, then 
performance index above becomes 

r 

J =min YöftS-'EjS) 
G    w 

Let define Jc as follows 

Je =iä?(S%S) 
i=i 

(16) 

(17) 

To approach the minimum value of J we should find G such 
that derivative of Jc due to G is equal or close to zero. 
In order to find this derivative analytically equation (17) is 
partitioned by its matrix decomposition and after some 
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algebraic tricks have been taken this derivative becomes 

^c =2BTYT 08) 
3G 

of AÖ has been formed as follows [2]: 

A8 = q cos <|> - r sin <)) 

♦ =p+q(sin<j)+rcos<t))tan6 
(22) 

where Y is solution of Sylvester equation 

A„Y-YA   = -Jz 

and matrix Jz is represented as follows: 

h 

(19) 

= ^^(S-'EiSJ^UjVEi - S-'EjS VjufS'1] 

(20) 

i=l 

where u;, vi are decomposition matrix of matrix S_1EiS. 

Finally, we use a numerical algorithm iteratively to find 

G such that equation (18) is close to zero, and second 

derivative of Jc due to G is positive. [4] 

4. APPLICATION TO N250 AIRCRAFT 

The proposed method is applied to find the maximum 

tolerance of uncertainties of longitudinal dynamics of N250 

aircraft. The N250 is commuter aircraft for 50-70 passengers 
powered by two turboprop engines, and it has been built by 

Indonesian Aircraft Industries. 
The nominal system of longitudinal dynamic at trim 

condition of 160 Knots airspeed, 10000 Feet altitude and 0 
degree flaps setting (cruise condition) has a state matrix and 

input matrix as follows: 

A = 

B = 

-0.0248    0.0894 0 -9.7222 

-0.5963   -0.8057   79.5544   -1.2243 

0.0005    -0.0342   -1.3713    0.0041 

0 0 10 

0.0063 

-0.1478 

-0.0756 

0 

(21) 

In longitudinal dynamics, there are two modes to be 

considered: 

(i) phugoid mode 

(ii) short period mode 

For the reason that short period mode has 'strong' stable 
characteristics and phugoid mode has 'almost' unstable 

characteristics, only in phugoid mode the robustness of 

longitudinal dynamic system is analyzed. 
In phugoid mode,   parameters q and a are constant, thus 

only u and A0 have dynamic motions. The nonlinear equations 

For small <|> equation (22) can be approximated by a linear 

model: 

AÖ = qq +c29 (22) 

There is a difference between the model above and the model 

in nominal linear system (19) that takes ci = 1 and c2 = 0. 

From this reality, we can build an instrumental matrix as 

follows^ 

E = 

0 0 0 0' 
0 0 0 0 
0 0 0 0 
0 0 1 1 

(24) 

To generate the desired system Military Flying Qualities 

Specifications for longitudinal dynamic responses are needed as 

a design criterion. From this regulation, we can choose a proper 

requirement as follows [3]: 

(i) For short period mode, damping ratio (£) equals to 0.7 and 

natural frequency (ü)n) equals to 2 rad/s. 
(ii) For phugoid mode, damping ratio (£) equals to 0.09 and 

natural frequency (00n) equals to 0.2 rad/s. 

According to the design criterion above, the desired system can 

be built to have characteristic values shown in Table 1. 
From characteristic values of desired system we can 

define a boundary of stability i.e. choose the real part of 

phugoid's characteristic values, thus 

IIAAdll ■d»2 =   0.018 

The proposed algorithm has been applied to find the optimal G 

iteratively. After 23 iterations the performance index is 

decreased as, (see Fig. 1) 

J   =1.2314 

The feedback gain is obtained as 

F= [0.0381    -0.0652   8.5210    1.7135] 

Table 1 Characteristic values of desired system 

short period phugoid 

-1.4000+1.4283 i 
-1.4000-1.4283 i 

-0.0180 + 0.19921 
-0.0180-0.1992 i 
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Using equation (12) the maximum tolerance is given as 

e = 0.0162 

Figure 2 displays deviations of the characteristic values of 
closed-loop system due to the structured uncertainty (0-e , 

with increment of 0.1 e ). 

5. CONCLUSIONS 

The proposed method using a simple algorithm to find 
the minimum performance index can determine successfully 
the maximum tolerance of structured uncertainties of robust 
system. Result of a numerical example shows that the system 
with uncertainties factor remains in stable area. 

A 
B 
A» 
Ad 

Ac 

Ei 

Si 
AA«, 
ffCA) 

MA) 
a 
0 

q 
r 

c 
(On 

Nomenclature 

state matrix of nominal system 
input matrix 
state matrix of uncertainties system 
state matrix of desired system 
state matrix of closed loop system 
instrumental matrix 
magnitude of matrix Ei 

uncertainties of desired system 
largest singular value of matrix A 

characteristic value of matrix A 
angle of attack 
angular angle in pitch 
angular angle in roll 
angular velocity in pitch 
angular velocity in yaw 
damping ratio 
natural frequency 
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ABSTRACT 
This paper describes a design method of a flight control system for 

propulsion controlled aircraft, which are controlled using thrust 

only. Particularly, design of a flight control system for ILS- 

coupled approach and landing is considered, because it is one of 

the most critical phases in flight control. The H-infinity state 

feedback control is applied to the design to synthesize the 

guidance and control system at a time, unlike the classical control 

that synthesizes it separately, closing the feedback loops one by 

one. Thereby the design procedure becomes straightforward and 

the entire control system can be optimal. The effectiveness of 

the flight control system is illustrated through computer 

simulation using a linear model of the Boeing 747 in a gust 

disturbance environment. 

1. INTRODUCTION 
Propulsion controlled aircraft (PCA) are controlled using 

thrust only. Such a situation can occur, when the whole 

hydraulic systems completely fail as in the accidents of the Boeing 

747 of Japan Airlines in 1985 and the DC-10 of United Airlines in 

1989. As the accidents show, it is difficult for human pilots to 

control the aircraft using thrust only, especially in approach and 

landing. Those accidents motivated NASA Dryden Flight 

Research Center (DFRC) to challenge the problem of automatic 

control of PCA. They designed flight control systems for PCA 

and successfully conducted simulations and flight tests on the F- 

15 fighter and the MD-11 jet transport.1|2 NASA Ames Research 

Center also conducted piloted simulation tests on the Boeing 747- 

400 jet transport.3 

Although the details of the controller design in those 

researches are not revealed, the control systems are designed 

basically based on the classical control and gain adjustment. 

Most autopilots currently used are designed by the classical 
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control. However, the approach synthesizes a feedback control 

system by one-by-one loop closure, so that it takes time to design 

and besides it is difficult to optimize the whole control system. 

The optimization is important for aircraft with small control power 

such as PCA. 

In our study the state-space method is applied to design of the 

control system for ILS (instrument landing system)-coupled 

approach and landing; that is, the H-infinity state feedback control 

is employed. Since the approach and landing is one of the most 

critical phases in flight, automatic control is particularly necessary 

for precise control of PCA. Usually the ILS-coupled approach 

and landing system consists of a guidance system and a flight 

control system. However, using the state-space design method, the 

guidance and control systems can be designed as a single control 

system at a time. The effectiveness of the control system is 

illustrated through computer simulation using longitudinal and 

lateral-directional linear models of the Boeing 747 jet transport in 

an approach configuration. It will be shown the gust 

disturbances affect the performance of the control system. 

2. GLIDE SLOPE AND FLARE CONTROLS 
2.1 Geometry of the glide slope problem 

In the longitudinal control for the ILS-coupled approach the 

aircraft is guided to the runway by tracking the beam emitted from 

the glide slope transmitter located near the end of the runway. 

Figure 1 shows the geometry of the glide slope centerline (GSC) 

and the aircraft.4 

GSC. 

Glide Slope Transmitter (Station) 

Fig. 1    Geometry of the glide slope problem 
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The aircraft is guided so that the tracking error angle r   where h is the altitude and T is a time constant given appropriately. 

becomes zero.   From Fig. 1, Tis approximately expressed as The control system that achieves the control objective is designed 
in the same way as the glide slope control system. Figure 3 

shows a block diagram of the flare control system for the 

where the variables are defined in Fig. 1. generalized plant. 

r=fvc(y + rref)dr/Rn (1) 

2.2 Controller Design 3. LATERAL-DIRECTIONAL CONTROL 

Since all the sates of aircraft motion are often measurable, 3.1 Geometry of the lateral-directional guidance 

we apply the H„ state-feedback control to the glide-slope-tracking Lateral-directional guidance to the runway is performed by 

problem.   The aircraft and engine dynamics are described by the capturing the beam from the Omni or localizer.   Figure 4 shows 

following linear time-invariant state equation with the output the geometry of the lateral beam guidance." The control 

equation: 

xp=Apxp+Bpup 

yp=Cpxp + Dpup 

(2) 

(3) 

objective is to guide the aircraft to the centerline of the beam and 

make the heading angle iFagree with the reference angle Wnf In 

the same way as F, the angle X between the beam centerline and 

the line drawn from the station to the aircraft is given as 

where the state variables are x=[u w q 0 Slhf and control 

variable is u=5lhc; u is forward speed(m/s), w downward 

speed(m/s), q pitch rate(rad/s), 0 pitch angle(rad), 8th 

engine thrust (N), and 8lhc thrust command. It is assumed 

that the engine dynamics is represented by a first-order 

delay system. Defining yp asy=[u -y\1=[u -0+af, Cf and 

D. are given as 

C,= vun 

0    0 

0   -1 

b
 

■a
 II 

0" 

0 

Station 

ß+^-^ref 

where U0 is the nominal trim air speed and c^wlU^ 

Figure 2 shows a block diagram of the glide slope 

control system for the generalized plant that includes weighting 

functions.   The criterion outputs are the speed error z, multiplied 

by a,/(7>+l), the integrated tracking error z2, and the weighted 

Fig. 4   Geometry of lateral beam guidance 

A=jfVc(ß + V-%ef)dT (5) 

3.2 Controller Design 

The aircraft dynamics are described by the linear lateral- 
collective thrust command *,. The external inputs are the directionalequationsofmotion. The state variables are x=[ßpr 

reference speed u„ß the reference flight path angle y„ß and the ^ y^j r where ß is sidesiip angle (rad), p roll rate (rad/s), r yaw 
reference tracking angle /> The feedback control gain matrices ^ ^^ ^ ^ roU ^ (rad/s) ^ control input is ^ 

Kx and K2 are determined so that the infinity norm of the closed- differential ^^ hetmea ^ left md right engines U=A5^ 

loop transfer function from the external inputs to the criterion ^ control systm .g !izaameä ^ ^ ^g my as me glide siope 

outputs can be small.   Note that the geometric relation, Eq. (1) is    control ^Mm^ 

embedded in Fig. 2 and that the output of the integrator is a state Vi 

of the controller.   For details of the design, the reader is referred 

to Ref. 5. 

In flare control, the sink rate as well as the forward speed 

must be decreased to make a safe landing. Hence the sink rate 

dh/dt is controlled to follow the reference model given by 

**~7* (4) 

4. SIMULATION 
The flight condition is that the altitude is the sea level and 

the airspeed is 84.7 m/s (278 ft/s). The engine dynamics is 

modeled as a first order delay system with a time constant of 1.5 s. 

Assuming that the trim thrust is 50% of the maximum cruise thrust 

at the flight condition, the available thrust is given by 

|£,Js2.5xl05N.   In lateral-directional control, we assume that the 
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left and right engines produce the thrust (ölh+A8lh)l2 and 

(8lh-A5lh)/2, respectively. The derivatives with respect to the 

differential thrust are estimated from the thrust derivatives of the 

longitudinal model. In the simulation nonlinearities of kinematic 

and geometric relations in the guidance systems are taken into 

account, /"and X are computed using actual aircraft location 

instead of using Eqs. (1) and (5). 

The simulation is conducted in a wind disturbance 

environment. The stochastic wind models in Ref. 6 are used. 

The forward gust, vertical gust, side gust, and roll gust are 

considered. The root-mean-square value of the translational 

gusts is 0.701m/s and that of the roll gust is 0.0129rad/s. 

The glide slope control is engaged at the initial time when 

the aircraft in level flight captures the GSC at a horizontal distance 

of 18520m from the station and an altitude of 971m. Figure 5 

shows the flight path in the vertical plane. The dotted lines 

indicate beam bounds of ±0.5deg from the GSC. The aircraft is 

guided to the GSC without going out of the beam capture zone. 

Figure 6 shows the flight path in flare control. The time 

history of the sink rate is shown in Fig. 7. The flare control takes 

over the glide slope control when the aircraft descends to 75m 

above ground level. By the flare control the aircraft pitches up, 

while decreasing the flight path angle and the airspeed. Thus, a 

moderate sink rate at the touchdown of 1.3m/s is achieved. 

In the lateral-directional control, the aircraft captures the 

guidance beam at a distance of 22520m from the localizer in the 

runway direction and an offset of 912m to the right of the runway 

(^=2.3deg). Figure 8 shows the flight path in the horizontal 

plane. The dotted lines indicate beam bounds of ±2.5deg. 

Although the flight path a little oscillates near the runway, it is 

within the runway; hence the aircraft touches down on the runway. 

The time histories of the state variables are shown in Fig. 9. As 

seen from these figures, the aircraft makes an 'S-tum' to line up the 

runway.    The time histories of the thrust commands are shown in 

Fig. 10, which indicates that the control is carried out using the 

thrust within the limits. 

5. CONCLUSIONS 
As the simulation results show, the flight path and state 

variables fluctuate due the disturbances. The fluctuation affects 

the control performance, especially when the aircraft approaches 

the station, because the loop gain increases near the station and it 

destabilizes the control system. For this reason, the flare control 

is engaged at a higher altitude than in the case of no disturbances. 

Besides, the sink rate at touchdown varies with the disturbances 

and the initial altitude of the flare control. In order to make the 

control system robust against the disturbances and the altitude, the 

uncertainties must be explicitly taken into account in the design. 
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Fig. 2   Glide slope control system 
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ABSTRACT 

This paper presents a practical design method on mul- 
tivariable feedback control problems. The method is 
primarily based on the co-evolution approach developed 
for solving saddle-point problems. In this paper, the 
proposed method is applied to the multivariable flight 
control design of a drone aircraft and for the sake of 
the comparison, the design result of mixed H^IE-aa de- 
sign with pole assignment which is based on the LMI 
approach is also presented. 

I. INTRODUCTION 

A number of methods have been proposed to solve 
multivariable control problems. The familiar meth- 
ods for the multivariable control designs are perhaps 
LQG/LTR and Hex, design methods which are state feed- 
back/observer control system [1] [2]. Since they only in- 
volve solving two Ricatti equations, their control de- 
sign procedures are relatively simple and by using a 
frequency-domain loop shaping procedure, they can ad- 
dress some important stability robustness specifications. 
However, these design methods mostly depend on the 
frequency-domain aspects and they can not consider the 
various design requirements such as time domain speci- 
fications simultaneously. 

It is noted that H2 and if,» synthesis can be ex- 
pressed in terms of linear matrix inequalities(LMIs) and 
they can be solved efficiently by convex optimization al- 
gorithms^]. For the multivariable control design, the 
LMI approach is so attractive that it can address multi- 
objective design problems such as mixed H2/Hoo synthe- 
sis with regional pole placement. By placing closed loop 
poles into a suitable LMI regions, the time-domain spec- 
ifications can also be considered. But in some cases, as- 
signing the regions of closed-loop poles for time-domain 
specifications can be ineffective and their designs are also 
iterative to obtain a desirable result. 

In this paper, we introduces a more practical control 
design method to consider the various design require- 
ments directly and simultaneously. In this method, the 
controller design problem is posed as a parameter op- 
timization problem subjected to inequality constraints 
and it is solved by using a co-evolution algorithm re- 
cently developed to solve saddle-point problems[4][5]. 
This method also utilizes the augmented Lagrangian ap- 
proach to reformulate a constrained optimization prob- 
lem as a saddle-point problem and to convexify noncon- 
vex parameter optimization problems.   The main ad- 
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vantage of this method is its applicability to a broad 
spectrum of the controller design problems since it can 
address the various design requirements directly by se- 
lecting the cost and the constraints freely to meet them. 
Also, since the method is primarily based on the conven- 
tional evolutionary algorithms in its evolution process, 
either derivatives or initial guesses are not required as 
in the nonlinear programming techniques. For conve- 
nience, the method is referred to as a Co-Evolutionary 
Augmented Lagrangian Method(CEALM). 

This paper introduces the CEALM briefly in section 
2. In section 3, a lateral/directional flight control design 
is performed by using this method and, for the sake of 
comparison, the mixed i^/i^oo synthesis with pole dis- 
placement. In section 4, concluding remarks are given. 

2. CO-EVOLUTIONARY AUGMENTED 
LAGRANGIAN METHOD (CEALM) 

In this section, a co-evolutionary algorithm for solving 
constrained optimization problem is briefly described. 
Detail description for this algorithm is given at [5]. 

Consider a general inequality-constraint parameter 
optimization problem of the form. 

min/(a;) 
sen 

subject to 

9k(x) < 0 * = !,-■ ,m 

(1) 

(2) 

where ti is the set of all x € Rn with xl < xt < xu, 
i = 1," ■ ,n. 

For this primal problem, we have the following La- 
grangian dual problem. 

maxL(A)        subject to      A* > 0 (3) 

where A denotes a m x 1 Lagrangian multiplier. Then, 
if we define (a;*, A*) as the optimum of the Lagrangian 
which satisfies the Kuhn-Tucker necessary conditions, it 
is known that L(x*, A*) is a saddle point representing a 
minimum with respect to x and a maximum with respect 
to A[6]. 

minL(z,A*) = maxI(x*,A)=£(a;*,A*)        (4) 
x A 

for any x £ fi and A* > 0, k = 1, • • • , m. 
However, if the primal problem is nonconvex over fi, 

the minimum of the Lagrangian doesn't provide the true 
minimum of the primal problem. To avoid this difficulty, 
we use the augmented Lagrangian function(ALF) which 
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Fig. 1.   LQG control structure 

can convexify the primal problem with quadratic penalty 
terms. 

m 

LA(x,\,p) = f(x) + ^2pk(x,\k,p) (5) 

where the penalty term pk is given as 

■) + P9k{*) .    .      N      f h9k(x) 
pk(x,Xk,p) = <   _^2 

if 9k(x) > -% 

2p if gk(x) < 

(6) 

It is known that the minimum of the ALF provides 
the solution to the original primal problem for some 
finite value of the penalty parameter p, and the opti- 
mum parameter x* becomes an unconstrained minimum 
of LA(X, A*) if A* is given. In practice, A* is not known 
in advance, but obtained by means of iterative scheme 
beginning with an arbitrary A. Using this concept, the 
saddle point of the ALF can be obtained by using the 
co-evolutionary algorithm proposed in Ref. [4]-[5]. In 
this algorithm, the saddle point problem is viewed as a 
static zero-sum game[7] between two players X and Y, 
where X and Y represent the parameter vector x and 
the multiplier A, respectively. The fitness of an option 
of each player is determined according to the security 
strategy of the player. 

3. FLIGHT CONTROL DESIGN EXAMPLE 

A. DESIGN PLANT MODEL 

Consider a problem of designing a lateral/directional 
flight control system for a drone aircraft [8]. The lin- 
earized plant model is given by 

xp(t) = ApXp(t) + BpUp(t) 

yp(t) = CpXp(t) 
(7) 
(8) 

This model consists of six states, two control inputs 
and outputs. The plant states are sideslip angle, roll 
rate, yaw rate, roll angle, elevon and rudder surface de- 
flections. The control inputs Sec and 8Tc consist of elevon 
and rudder servo command. Sideslip angle and roll angle 
are defined as outputs. The open-loop eigenvalues asso- 
ciated with roll subsidence, spiral and dutch roll mode 
are -3.0771, 0.0075 and 0.0801 ± 0.726i, respectively. 
It is noted that the original plant have lightly-damped 
unstable spiral and dutch roll poles in the RHP. 

B. CLEAM DESIGN 

In designing the controller using the CEALM, any 
controller structures can be used. Here, the LQG struc- 
ture, which is the full state feedback/observer system, is 

used for the purpose of illustrating the design method 
and for the comparison with mixed Ä2/H00 synthesis. 
A LQG control structure is shown in Fig.l and the open 
loop transfer function matrix of the compensated sys- 
tem, G(s)K(s), are defined as 

G(s) = C(sl - A)~lB = Gp{s)I/s (9) 

K(s) = Kc{sl -A + BKC + KfCyiRf (10) 

where Kf and Kc denote 8x2 filter gain matrix and 
2x8 controller gain matrix. 

Then, the design objective is to obtain the gain pa- 
rameters of Kj and Kc in order that the closed-loop 
system may satisfy 1) nominal stability, 2) frequency- 
domain performance and stability robustness require- 
ments, 4) time-domain performance requirements such 
as overshoot, settling time, zero steady-state error and 
control input magnitude restrictions. Specifically, the 
design is performed to allow the aircraft to track a 30 deg 
step roll angle command without steady-state sideslip. 

To apply the CEALM, we must select the cost and 
the constraints that properly represent the design re- 
quirements. For the primal-dual formulation, the cost, 
f(x), is chosen to minimize the settling times and the 
time integrated norm of the response errors. 

rtf 
f = i»f[t.ß+t.+ ]+       [\ß\ + t\<t>-4>com\]dt    (11) 

Jto 

The settling time is weighted by Wf — 10 in the sense of 
normalization while the roll angle error is weighted by 
time to penalize steady-state roll angle error. The value 
of to is chosen as 2 sec, which is the desired settling time. 

Additionally, the constraints, gi(x), to be met are se- 
lected as follows by considering the design requirements: 

3i = cj • Max(Re[Aj]) < 0 

g2 = 60 (dB) - ffmlB|G(M)tf Cto)l < 0 
g3 = 20 (dB) - amin\G(JLj2)K(ju2)\ < 0 

9i,g5 = Max(\5e\k\Sr\) - 20 (deg) < 0 

<76 = Max(|/?|)-4.5(deg)<0 

g7 = Max(0) - \.\5<t>com < 0 

Here, A» denotes the closed-loop poles of the compen- 
sated system and uj\ and u>2 are 0.001 and 0.1 rad/s, 
respectively. 51 is the nominal stability constraint with 
a large weighting factor c\ = 106 since it should be sat- 
isfied at first. </2 and #3 indicate the low-frequency per- 
formance constraints as shown graphically in Fig.4 with 
shaded regions. But, high-frequency constraints are not 
included since they are easily satisfied due to the high 
frequency fast roll-off. For the time-domain constraints, 

Table 1 Parameter values for CEALM 

No. of minimizing variable   (X) 32 
No. of maximizing variable (Y) 7 
No. of parent population      (p) 10 
No. of offspring population  (A) 50 
No. of matching 50 
No. of maximum generation 6000 
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Fig. 2.   Mixed EijUoo control structure Fig. 3.   LMI region 

the control input magnitude and the roll response over- 
shoot are limited within ±20 deg and 15 %, respectively. 
Sideslip transient response is also restricted within ±4.5 
deg. 

For the above constraints and cost function, the aug- 
mented Lagrangian, a function of the gain parameters 
and Lagrangian multiplier can be established with the 
penalty parameter /0=1000. Now the co-evolutionary al- 
gorithm is applied by defining the minimizing parameter 
X as the gain parameters of Kf and Kc, and the max- 
imizing vector Y as the Lagrangian multipliers. The 
search space of X is restricted to ±5 for Kf and ±500 
for Kc. After generating the parent population and off- 
spring population, a conventional evolution strategy is 
used for recombination, mutation, and selection with 
(fj,, A)-selection method described in [9]. Parameter val- 
ues for numerical calculation are shown in Table 1. 

C. MIXED H2/Hoo DESIGN 
In this section, the mixed H2/Hoo design method 

is applied to the same problem to compare the result. 
Since H<x> control design is mainly concerned with the 
frequency domain performance and does not guarantee 
the time-domain transient behaviors, it is necessary to 
include both specifications and solve a mixed üf2/-ffoo 
with pole assignment using LMI approach. 

Fig.2 shows the mixed #2/Hoc control structure. In 
this design, the output Zoo is consists of the weighted er- 
ror e and weighted output response y to compromise low 
and high frequency-domain specifications. The selected 
weights are as follows: 

We = 
0.35s + 0.7 

(s + 0.0001)(s/1000+l) 
'2x2 

„,      986s + 4805 
Wv =   s +14823 /2x2 

(12) 

(13) 

The output Z2 is considered as the control input to be 
regulated. To improve the transient behavior, we add 
a pole-assignment constraint such that the closed-loop 
poles should be located in the LMI region shown in Fig. 
3. Then, the mixed i?2/-ffoo control may be described 
as to find a controller K(s) which minimizes ||T2||2 sub- 
jected to ||Too||oo < 7 and the pole placement constraint. 

D. RESULTS AND COMPARISONS 

For the CEALM, several runs are performed with ran- 
domly chosen initial populations. The evolution of 4000 

iterations produces consistent results satisfying all the 
constraints. The best fitness value is obtained with 
/ = 116.5606 and the gain matrices are obtained as 

3.849 1.294 1 [  364.961 -470.001 
1.120 -0.156 86.203 -10.859 
2.932 4.869 458.811 372.513 
5.000 -4.870 

Kc = 
-84.908 426.571 

4.577 -4.596 -363.833 268.858 
4.796 4.569 -5.453 -100.125 
5.000 4.970 499.846 -33.912 
4.129 -1.992 416.377 358.541 

1 T 

Kf 

For the above gain matrices, the resulting singular val- 
ues of G{s)K(s) and output time responses are shown in 
Figs.4 and 5, respectively. Fig.6 illustrates the required 
control surface deflections. 

As can be seen from these figures, the results of the 
CEALM satisfy all of the design requirements with rea- 
sonable singular values and output time responses. The 
singular values exhibit an integral action decreasing with 
a slope of -20 dB/dec in the low-frequency region along 
the boundary of the performance requirements. The re- 
sult shows that the maximum sideslip response is 2.85 
deg and the roll response overshoot is 15%. The settling 
times of the roll angle and sideslip response are 1.92 and 
2.41 sec, respectively. Also, it is evident that the control 
surface deflections and its rates are acceptable. 

The mixed JJ2/-ffoo design is performed with the pre- 
viously selected weighting functions using LMI control 
toolbox of MATLAB[10], for which 7 is selected as 1 
by a trade-off concerning the requirements. The opti- 
mal i?2 performance is obtained as 8.18. The results 
of the mixed #2/-Hoo design are also shown in Figs. 4 
and 5. As shown in these figures, the mixed H^/Hoo de- 
sign produces the similar results with the CEALM, espe- 
cially in the frequency-domain singular values. But the 
time-domain results show that it gives larger roll angle 
overshoot and sideslip than does the CEALM. Further- 
more, Fig. 6 shows that it also requires larger control 
surface deflections and rates. For the mixed H^jB.^ 
design, the difficulties may arise in some cases because 
it can not assign the time-domain specifications directly 
rather than giving the regions of the closed loop poles 
and minimizing the control input. On the other hand, 
for the CEALM, the design requirements can be stated 
in both frequency- and time-domain directly and simul- 
taneously by including them in the cost and constraints 
of the ALF, and hence, it has a much more degrees of 
freedom in designing the gain parameters to satisfy the 
various design requirements. 

619 



4. CONCLUSION 

In this paper, multivariable flight control design us- 
ing the co-evolutionary algorithm is introduced and de- 
scribed with a design example. The design problem is 
reformulated as an unconstrained saddle-point problem 
by introducing the augmented Lagrangian function and 
solved by the co-evolutionary algorithm. The design ex- 
ample shows that the CEALM can address not only 
frequency-domain design requirements but also time- 
domain ones directly and simultaneously by including 
them into the cost and the constraints, and is widely 
applicable for the multivariable control design problems. 
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ABSTRACT 

A nonlinear optimal method, which based 
upon the geometry theory, has been presented 
in the paper. The method utilizes the concept of 
infinite hierarchical optimal control and the 
vector fields theory on manifold to simplified 
the solution processing in control law design. 

It has been shown that the control law 
satisfied the system of first order, quasi-linear, 
partial differential equations. It could be 
obtained that highly precision in helicopter 
flight control. The method could avoid solving 
the Riccati equation, which is very complicated 
in solution processing. The significant of the 
paper method is to looking for a global solution 
in convex function. 

1 Introduction 
Many progresses have been made by 

geometry nonlinear control in some fields. 
There have been more and more applications in 
engineering. The reason is based upon both 
research forward and much nonlinear precision 
control problem need to be solved. A lot of 
analysis and simulation have been done such as 
in reference [l]-[3]. As one of the application, 

* Engineer of Beijing University of Aeronautics & 
Astronautics 
" Professor of Beijing University of Aeronautics & 
Astronautics 

we have presented the nonlinear optimal 
hierarchy method for helicopter positioning 
control in Reference [4]. In this paper, we'll 
present another example in control system 
tracing a moving target. The general describing 
as following. 

To the nonlinear control system, 

dx/dt = F(x) + g(x)u 

y = h(x) 

Assume satisfy the square condition, the 
system Hamilton equation can be written in 
following equation: 

H= EpF 

In which, p is the cooperator. Also we have 
proved the equations in ref.[4] that the 
nonlinear hierarchy optimal control expression 
as following: 

u = -Eky(i)-L[v- VWg/2] 

dv/dt = -2R-'g(x)TQ[z(t)-h(x)] 

in which, that R and Q are weighting 
operator, W is the Lyapunov function, z is the 

'99 wmm'nm~>>^^0A JBsfcföS^ffi^Ä 
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traced signal, i is the character number. 

2 Return to target maneuver 
Computer has simulated the example 

helicopter Return to Target maneuver. The 
maneuver processing has been presented here. 

A rather complex indication of the 
maneuverability of a helicopter is the return to 
target maneuver. In this maneuver, the 
helicopter passes over a spot (target) in forward 
flight and then tries to turn to the same spot in 
the shortest possible time. The most critical 
ground rule is that the whole maneuver must be 
done at constant altitude. This simulates a nap- 
of-the-earth maneuver in which the target 
might be hostile and capable of destroying the 
helicopter if given the opportunity. Shorter 
times could be achieved if the maneuver were 
done with a zoom and dive. 

The optimum return-to-target maneuver at 
constant altitude consists of a combined 
deceleration and banked turn until the flight 
path is pointed back at the target followed by a 
level flight acceleration. A discussion of the 
maneuver in ref.[5] pointed out that the 
deceleration could be increased by sideswiping 
to increase the parasite drag, but that flight tests 
using this technique revealed the danger of the 
pilot becoming disoriented and losing the target. 
For this reason, calculations should be done 
assuming a zero sideslip turn during the banked 
deceleration phrase. 

3 The Helicopter Model 
The helicopter model as following: 

dU/dt = Fx/m + VR - WQ - gsin 9 

dV/dt = Fy/m + WP-UR-gsincj>cose   - 

dW/dt = Fz/m + UQ - VP - gcos 4> cos 9 

IxdP/dt = L-(Iz-Iy)RQ 

IydQ/dt = M - (Ix - Iz)PR 

IzdR/dt = N-(Iy-Iz)PQ 

and motion equations in general. 
The target we choose moving objects at 

velocity 1 m/sec constant along a straight line. 
The graphics of the simulation results show 

in the appendix. 

4 Conclusion 
The simulation results are smooth and exact 

in the helicopter motion. It is characteristics of 
the control law. Because the control signal are 
solved in first order differential equation, so the 
algorithm is not need to solve the Riccati 
equation. 

More simulation shows that shorter response 
time can be obtained. 

The method also can be applied whether the 
target moving or stopped. 
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Abstract 

This paper describes an approach for designing an 
autonomous flight control system of an unmanned he- 
licopter by use of a neural network. Because only a 
nonlinear flight simulator in which information about 
the dynamics of the helicopter is not available, can be 
used in designing controller, an efficient method to de- 
sign a controller is not found so that trial-and-error is 
inevitable in conventional design methods. Therefore 
we use a neural network and train it to be a controller 
without the knowledge about the dynamics of the heli- 
copter. But conventional training algorithm based on 
gradients needs an exact model of the plant because the 
Jacobian of the plant is necessary. To overcome this 
difficulty to train a neural network, we propose to use 
Powell's conjugate direction algorithm for training, and 
any information about the dynamics of the helicopter 
is not necessary to design controllers. Numerical sim- 
ulations show the effectiveness of our method. 

1    Introduction 

Classical methods are often used in designing an au- 
tonomous flight controller of an unmanned helicopter, 
so that linear controllers are usually used. But the 
dynamics of the helicopter is highly nonlinear, so the 
controller cannot use the capacity enough. Nonlinear 
controllers of the helicopter are investigated in [1], and 
it is based on feedback linearization technique. But it 
is assumed that the dynamics of the helicopter is fully 
known. In conventional methods, the exact dynamics 
must be known so that exact aerodynamic coefficients 
are necessary to design controllers. But it is hard to 
obtain exact aerodynamic coefficients. In many cases, 
parameters of the plant are very important, so that 
they are hardly opened to the public. 

One of attractive ability of neural networks is that 
they can approximate complex nonlinear functions[2, 

* Research Associate, Department of Aeronautics and Astro- 
nautics, Graduate School of Engineering, Kyoto University 

tYAMAHA Motor CO., LTD. 
^Professor, Department of Aeronautics and Astronautics, 

Graduate School of Engineering, Kyoto University 

Figure 1. YAMAHA RMAX 

3], and the neural network becomes a desirable function 
by training. The most famous training algorithm is the 
Error Back-Propagation algorithm, which is based on 
the gradient method. Many researchers used the abil- 
ity of neural networks to design control systems [4, 5]. 
There are two approaches to design controllers by use 
of a neural network. One is to use the neural network as 
adaptive controller (on-line training approach), and the 
other is designing a controller by training a neural net- 
work (off-line training approach). In [6], on-line train- 
ing is investigated, but off-line training is still needed 
to design an approximated controller by a neural net- 
work and a known mathematical model is necessary 
in the off-line training. Most methods to design con- 
trollers by off-line training a neural network are based 
on the gradient method, so that calculating exact gra- 
dient is necessary, that is, the Jacobian of the system is 
needed to calculate it. Therefore the exact mathemati- 
cal model of the plant is needed to train by conventional 
methods. 

In this paper, a design method of autonomous flight 
controllers of the unmanned helicopter, YAMAHA 
RMAX shown in Figure 1, is investigated. Aerody- 
namic coefficients are not public and the mathematical 
model of RMAX cannot be obtained, but a flight sim- 
ulator of RMAX is offered by YAMAHA Motor CO., 

'99   M37IH1^TS->>^V^A   ©B*f[£;f!S'^# 
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LTD.. The flight simulator is developed for checking 
controllers before flight experiments, and any informa- 
tion about the dynamics of RMAX is masked. In con- 
ventional methods, there is no way except for trial- 
and-error, to design controllers using only the flight 
simulator. But trial-and-error needs great efforts and 
costs time. To overcome these difficulty, we use a neu- 
ral network to design flight controllers, and propose 
to use the Powell's conjugate direction algorithm[7] for 
training the neural network, so that any information 
about the dynamics of the helicopter is not necessary 
to train controllers. Our method is easily to be built 
into the flight simulator to design an autonomous flight 
controller automatically. In this paper, two typical con- 
troller, nonlinear feedback controller and gain schedul- 
ing controller, are treated, and the effectiveness of our 
method is shown by some numerical simulations. 

2    Neural Network and Training Algo- 
rithm 

A neural network can emulate any continuous func- 
tion to any desired accuracy[3] so that many re- 
searchers attempt to apply the neural network to con- 
trol engineering. Figure 2 shows the structure of a 
multi-layered neural network, and three layered neural 
networks are used in this paper. Among training algo- 
rithms, the Back-Propagation is the most famous. In 
the Back-Propagation algorithm, the desired response, 
which is called the teacher signal, is necessary, and the 
gradient toward the desirable response is calculated. 
Because the gradient is necessary in training a neural 
network, an exact mathematical model of the plant is 
necessary. It is hard to obtain the exact mathemati- 
cal model of the plant, and some important parameters 
of the plant are often not open to public. Especially, 
aerodynamic coefficients and other parameters of the 
unmanned helicopter, YAMAHA RMAX, are not pub- 
lic, so that training methods based on gradients are not 
available. 

We had proposed a training method based on Pow- 
ell's conjugate direction algorithm[8], which can be ap- 
plied to problems which include not-differentiable func- 
tions. In the Powell's conjugate direction algorithm, 
conjugate directions of the cost function are computed 
without calculating its derivatives, and we can compute 
minimum or maximum of the cost function. The basic 
algorithm is as following. The function to be minimized 
is f(x) and x is a vector of Rn, and «j, s2,..., sn are 
linearly independent directions of Rn. 

1. Determine x0 as start point. 

2. For i = 1,2,..., n, calculate A; so that 
f(xi-i + AjSi) is a minimum, and define 
Xi = Xi-i + AjS;. 

3. Find the integer TO(1 < m < n), so that 

{f(xm-i) - f{xm)} is a maximum, and define 
A = {/(scm_i) - f(xm)} . 

4. Calculate /3 = /(2a:n-cco), and define /i = f{x0) 
and /2 = /(sei). 

5. If ether f3 > /i or 
2(/i-2/2 + /3)-(/i 
old directions Si,s2). 

h ~ A)2 > (/i - h)\ use 
., s„ for the next iteration 

and use xn for the next xo, otherwise 

6. defining s = xn — Xo, calculate A 
so that f{xn + As) is a minimum, use 
xi,s2,..., sm-i,s, sm+i,. .., sn as new directions 
and use xn + Xs as the starting point for the next 
iteration. 

7. Repeat from 2. 

Details of the algorithm are shown in [7], and the 
method to design an optimal control system by use of 
neural network is shown in [8]. In this method, only 
I/O data is required to design controllers and the Ja- 
cobian of the plant is not necessary, so that it can be 
applied to if I/O data can be available. Therefore, the 
training method can be used to design an autonomous 
flight controller even if information about the dynamics 
are masked. If the state of the helicopter is available 
in a flight simulator, our training algorithm is easily 
built into it so that a flight controller is automatically 
designed by the neural network. 

Hidden layer 

Input layer 
Output layer 

Figure 2. Multilayered Neural Network 

3    Designing Autonomous Flight Con- 
troller 

In this section, the flight simulator which is offered 
from YAMAHA Motor CO., LTD. is explained briefly. 
Figure 3 shows an outlook of the simulator, and it is 
developed on Microsoft Windows system, and is a 6- 
DOF simulator including nonlinear effects. In the pro- 
gram of the simulator, any value which describes the 
state of the helicopter is public and available, but the 
dynamics is not. Because it is developed for the final 
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Figure 3. Console window of the flight sim- 
ulator 

the developing controller before on-board testing, not 
for designing controllers, the purpose of the simulator 
is achievable without information about the dynam- 
ics of the helicopter. But the knowledge is required 
in designing controllers, and sophisticated controllers 
cannot be designed efficiently without it. If a simula- 
tor in which the dynamics is not open to public is only 
available and any other information cannot be used, 
then only trial-and-error by use of the simulator seems 
to be the solution to design controllers. But trial-and- 
error costs much time and computations, it may be 
hard to carry out and is not very efficient. Therefore 
an efficient method to design controllers in which any 
information except for the state of the helicopter is not 
used is desired. The method explained in the previous 
section is suitable for this purpose, and it enables to 
design sophisticated controllers even if important pa- 
rameters are masked in designing. In this paper, it is 
assumed that the simulator can emulate the real heli- 
copter RMAX perfectly. 

4    Simulations 

In this paper, positioning control of the helicopter is 
considered. Two typical controllers are trained by neu- 
ral networks. For simplification, there are some control 
surfaces (elevator, aileron, rudder and collective) but 
each controller is designed independently. In our sim- 
ulations, controllers of rudder and collective are fixed, 
and PID controllers which are originally built in are 
used. Therefore only the movement of the helicopter 
in a horizontal plane is considered and controlled by 
neural networks, [x, y, z] denotes the helicopter posi- 
tion in the local ground frame, x,y axes points forward 
and right respectively. 

4.1    Nonlinear Feedback Controller 

In this simulation, a neural network acts as a non- 
linear feedback controller and outputs the control sig- 

nal. The block diagram is shown in Figure 4. At first, 
the controller of aileron is also a fixed PID controller 
and x-positioning controller is trained by a neural net- 
work. The network has 7 hidden units, and inputs of 
the neural network are positioning error d — x, velocity 
vx, pitch angle 6, and pitch rate q. The output of the 
neural network is the signal to the elevator. In training, 
the performance index described as 

r 
J = £ (*(*) - d{t)f+v2

x(t) + ioe2(t) + ioV« (i) 
t=0 

is used and it is minimized by the training. The posi- 
tion controlled by the neural network is shown in Figure 
5. In this simulation, the desired position d is switched 
stepwise at t = 0.5(d = 3) and t = 30(d = 0), and the 
figure shows that the neural network can learn to be a 
x-positioning controller properly. 

d e Neural 
Network 

u 
Plant 

X 

+ 

Figure 4. Nonlinear feedback controller 

Figure 5. Step response (x) 

4.2    Gain Scheduling Controller 

Gain scheduling is very powerful method, but it is 
not easy to design. Our method is easily applied to de- 
sign gain scheduling controller, and the block diagram 
is shown in Figure 6. In this simulation, y-positioning 
controller is designed to training a neural network. Po- 
sitioning error d — y, velocity vy, roll angle <j> and roll 
rate p are inputs to the network, and it outputs gains 
of the controller, and the controller outputs the control 
signal to aileron. In training the network, other con- 
trollers are fixed, the performance index described as 
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(2) is minimized by training. Figure 7 shows the step 
response. 

T 

J = £ 10 (y(t) - d{i)f + v2
y(t) + <j>2{t) + p2(t)    (2) 

t=o 

Moreover, Figure 8 shows the flight path controlled 
by x and y positioning controllers which are trained 
grain scheduling controllers, and the desired flight path 
is described as 

2 cos(3cr) cos(cr) - 2 
2 cos(3<r) sin(<r) 

a e [0 : 2TT]   (3) 

From Figure 8, it is shown that controllers using neural 
networks have good performance. 

Controller 

Neural 
Network 

Plant 

P ; Parameters 

Figure 6. Gain scheduling controller 
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Figure 7. Step response (y) 

5    Conclusions 

In this paper, a method to design autonomous flight 
controllers by use of a neural network is proposed. Al- 
though any information about the dynamics of the he- 
licopter is not available, controllers can be designed 
efficiently by the method. Our design method is easily 
built in simulators of any other plants, so that effec- 
tive controllers can be designed without being open to 
public. Simulation results shown in this paper are still 
not enough, but it is expected that flight controllers of 
the autonomous helicopter will much improved by our 
method. 
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Figure 8. Flilght path controlled by neural 
networks 
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ABSTRACT 

Recently, accidents of small aircraft, especially that 
of helicopters, have been increased in Japan. The 
various reasons for that are supported. One of the most 
attractive and most important causes is an operation in 
bad weather (poor visibility). The cause can be 
divided into two cases, one is the loss of 
communications and his/her position during the 
unexpected rapid weather change, and the other one is 
the excessive workloads by the loss of visual cue (ex. 
Vertigo). 

Under the above circumstances, the drastic 
improvement of the helicopter operations safety in bad 
weather has been researched and developed from 1994 
to 2000 by ATIC (Advanced Technology Institute of 
Commuter helicopter Ltd.). Our goals are; 

1. To improve the ability of instrument flight of 
helicopters. 

2. To improve the ability of the IFR operations 
based on the future navigation systems with 
the Global Positioning System (GPS). 

After introducing the outline of whole "Flight Safety 
study", this paper mainly describes the Automatic 
Flight Control System with DGPS helicopter precision 
terminal procedures to enable near zero-zero 
approaches to a hovering at heliports, including the 
recent result of flight simulation. 

1. INTRODUCTION 

1.1 Technical problem for helicopter IFR operation 

Recently, safety and dispatch reliability of the 
helicopter are taken seriously, the operation by the 
instrument flight is required in order to realize safety 
and reliability in which the helicopter is equivalent to 
the fixed wing aircraft. However, there is a CNS 
problem in present helicopter IFR system and 
especially, the technical problem have been left for the 
safe operation in bad weather. 

1. It is difficult to operate IFR using the ATC 
from the ground in low altitude because 
communication and radar system does not 
work at this region. 

2. Present IFR systems and standards are for 

*     Guidance Research Engineer 
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fixed wing aircraft, so they're not suitable 
for the IFR operation of the helicopter. 

3.     The IFR operation to a low altitude at the 
heliport is very difficult in present IFR 
system. 

From such circumstances, the accidents also occur 
frequently because of sudden weather change in VFR 
operation (14 times for 12 years from 1985). Not only 
foregoing problem but also other problems such as 
noise and low dispatch reliability have been left in 
technical problem to be solved. 

HeBpart/Airport Airport 

Fig. 1 Present helicopter IFR operation 

1.2 Outline of ATIC 

The Advanced Technology Institute of Commuter 
helicopter (ATIC) was established in March 1994 with 
investments from the Japan Key Technology Center 
(organization of the Ministry of International Trade 
and Industry and the Ministry of Posts and 
Telecommunications) to address these technical 
aspects of helicopter flight. 
There are two research themes in the ATIC - noise 

reduction and flight safety improvement. ATIC 
Research Dept. No. 1 is undertaking research into 
external noise-reducing technology, while research into 
helicopter flight safety technology is being conducted 
by ATIC Research Dept. No. 2. 
For flight safety, many researches have been executed 

and future air navigation system (FANS) using the 
GPS has been constructed in the world. The helicopter 
IFR operation using infrastructures such as GPS 
system has been also considered in Japan and it will be 
operated in early 21" centuries. 

For the above circumstances, the ATIC research 
Dept. No.2 has studied the helicopter which can 
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ensure safety and operation reliability under IMC by 
dividing the goal into two of "simplification of the 
navigation" and "simplification of the flight". In this 
paper, we describe mainly the simplification of the 
navigation. 

We have studied the following technologies to reduce 
the pilot workload. 

1. technology which accurately navigates the fixed 
flight path from the takeoff to the landing by manual 
operation and automatic operation. 

2. technology that the pilot can intuitively recognize 
that the operation is rightly carried out. 

3. technology which can display information effectively 
for pilot. 

Research progress of the ATIC research Dept. No.2 is 
shown at table 1. The concept study was carried out in 
1994, and the flight simulations were performed 8 
times from 1995 to 1998. The ground test was carried 
out from 1998 to 1999 using hardware and software 
that will be actually used in flight test. 

Table 1 ATIC schedule 

u94l 

2onoe^t 
Study 

$5    $6    97 

Design and 
Development 

wm 
3roua| 
Test 

ww»w ***** 
$9   2000 

Flight Test 

We briefly introduce the flight verification system, then 
describe the development of flight management system 
for civil helicopters, which reduce the pilot workload, 
including the results of the evaluations obtained using 
the latest flight simulations. 

Fig. 2 The Flight Experiment Helicopter 

2.DESIGN OF THE APPROACH PROFILE 

It is necessary to develop IFR operation ability by 

utilizing capabilities of the helicopter in order to 
improve the flight safety and dispatch reliability under 
IMC, and there are some problems to be solved for the 
IFR operation in approach and landing. These elements 
are concretely required. 

It shouldn't interfere with the operation of fixed 
wing commercial aircraft around the airport, and 
it should be operated simultaneously. 
The operation in the pinnacle heliport should be 
enabled. 
Noise problem in the building roof operation in 
urban   area  or  heliport   operation   should  be 

2. 

3. 

overcome. 

In this study, the course which combined a steep angle 
profile of 12 degrees considering low noise with the TA 
vertical take-off and landing approach profile was 
designed (Fig. 3). 

SÖktjL 

Fig. 3 Approach Profile 

By flying at 50kt and -lOOOfpm, the region that is easy 
to generate slap noise is avoided under low-noise 
profile approach. The transition segment for connecting 
with the conventional TA profile is set after the low- 
noise profile end, and the speed is decelerated from 
50kt to 40kt, and the height is also descended from 
500ft to 200ft. It is similar to the TA profile after the 
transition segment end. This profile has been 
confirmed that it is available for the practical use by 
using actual helicopter (BK117). 

Fig. 4 shows the comparison the above-mentioned 
flight path with the course in the ILS approach used in 
the conventional helicopter IFR operation. We see from 
fig. 4 that it is not necessary to operate in low altitude 
for long time if we use the new course, then it's possible 
to solve the noise problem very easily. And, it is also 
possible to prevent the interference of the fixed wing 
aircraft because the conventional ILS approach course 
can be avoided by flying this course. In addition, it is 
also possible to land on heliport and building roof in 
urban area where ILS has not been provided. 

LDf- |<*JV^ec'5'0A p»'^ 
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Fig. 4 Comparison with New App. and ILS 

3. DESIGN REQUIREMENT 

The design requirement of the guidance function for 
automatic flight is shown in table 2. These values are 
designed, as the error for automatic flights, without 
including the error of GPS and the accuracy of 
hardware. The flight path for the automatic flight is 
divided into three of en-route, approach and hovering. 
And requirements for height error, lateral deviation, 
speed error are set for each segment. En-route is 
defined as the segment from SID to STAR and 
approach as the segment to the hovering after the 
STAR. 

Table 2 The Design Requirements 
For Automatic Flight 

"-—^ En-route Approach Hovering 
Herrtft] ±30.0 ±30.0 ±5.0 
Dev[ft] ±50.0 ±50.0 ±20.0 

Verr[kt] ±10.0 ±10.0 — 

4. RESULTS OF FLIGHT SIMULATION 

A simulated cockpit for the simulation was prepared 
and used in this study connected to a dome-type flight 
simulator of Kawasaki Heavy Industries, Ltd. (KHI). 
Our primary evaluation results thus far are described 

below, based on the latest simulation. The wind 
conditions were checked around the Gifu Air Base used 
by flight test carried out from the middle in 1999, we 
set wind direction 315°, steady wind of 20kt and gust. 
The automatic flights were carried out from en-route 

to hovering in AEO (All Engine Operative) and BLD 
(Balked LanDing) /OLD (Continued LanDing) in OEI 
(One Engine Inoperative). By performing sufficient 
flight simulations prior to a flight demonstration, 
satisfactory performance, reliability, and safety can be 
established before starting the flight tests. 

4.1 Results of the evaluation on en-route 
Fig. 5 shows the time histories of the velocity error on 

en-route. We see from the graph (a) of fig. 5 that 
velocity error was within ±3 knots in no wind condition. 
It   is   satisfied   with   the   design   requirement   for 

automatic flight that we established. On the other hand, 
the graph (b) of the velocity error in wind condition is 
not smoother than the result of the above. It is 
considered that it is based on the effect of the gust. 
There is a part that exceeds the design requirement in 
wind condition. But the design requirement has been 
established under no wind condition and the helicopter 
is controllable in this case, of course there is no 
tendency to diverge by gust. 

1 Deceleration segment from 120kta to 60kts   | 

3 _| 180 degs turn segment |. 

i° ' \ 

■J 

30 100 time[iec] 
(i) no wind condition 

A » i \»A \  . ■A/W  / > ' r\ \/ »Ml ^ f ■>/» 

\ V V 
V 

so 

(b) wind condition 

100        tim«{t<c] 

Fig. 5 V error (En-route) 

Fig. 6 shows the graph of the deviation and height 
error on en-route. The frame in bold bine in the graph 
shows the design requirement of the automatic flight 
setinATIC. 
In case of there being no wind, there is a part in which 
the height error deviates from the design requirement 
a little. It is occurred in the leg that decelerates from 
120kt to 80kt. This cause is because the rate-of-climb 
arises in order to do the pitch-up in the deceleration. 
And, it is equal on the height error in case of the no 
wind condition and wind condition. On lateral 
deviation, there is a part that deviates from the design 
requirement. It is occurred near the changeover from 
the turning descent leg to the level straight-line leg. 
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Fig.6 Results of Evaluation (En-route) 
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4.2 Results of the evaluation on approach 
Fig. 7 shows the time histories of the velocity error on 

approach. We see from the graph (a) of fig. 7 that the 
velocity error was within ±3 knots in no wind condition 
and it was satisfied with the designed requirement. 
Attitudes of the helicopter were changed so frequently 
by deceleration and descent that the velocity error 
fluctuated frequently in comparison with the case of 
en-route. The graph (b) of fig. 7 shows the velocity error 
in the case of wind condition. We see from the graph (b) 
of fig. 7 that the motion of the velocity error calmed 
down from about 120 seconds. The wind condition 
causes this result. At the beginning of the evaluation, 
though the helicopter was under the influence of gust 
because airspeed was used for reference speed, 
reference speed was changed to the ground speed by 
height of helicopter (about 500 ft), then the helicopter 
was out of influence of gust. It is clear that the velocity 
error was satisfied with the design requirement 
because it was within ± 5 knots in both cases. 

1 Deceleration segment from SOkts to 60kts   j 

Low noise profile 
«-  » ——-T!"-^— 1 

)• 
^q *__ 

_ TA profile 

-5 

SO 100 ISO 
(a) no wind condition 

M0   Ume[»c] 

100 

(b) wind condition 
200 time[wc] 

Fig. 7 V error (Approach) 
Fig. 8 shows the graph of the deviation and height 

error on approach. We can see from fig. 8 that both 
deviation and height error were satisfied with the 
design requirements. The accuracy on the approach is 
better than that on en-route, because by using the gain 
scheduling by the airspeed, it becomes higher gain as 
lower speed. 
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5. CONCLUSIONS 

In this paper, the development of a flight 
management system especially automatic flight for 
civil helicopters being undertaken by ATIC to reduce 
pilot workloads has been described. The design 
requirements are established, considering the 
operation of civil helicopters, designed a guidance 
function based on those requirements, and evaluated 
the results of our design through flight simulations. 
The following results were obtained: 

1. We designed the approach profile that could 
solve both of "noise problems at heliport or 
building roof in urban area" and "interference 
with the fixed wing aircraft operation in the 
airport" and we examined the profile for 
automatic flight. 

2. The guidance function in the engine failure was 
examined. And two logic of go around mode and 
continued landing mode were established. 

3. Then, we confirmed through the flight 
simulation that the guidance function was 
satisfied with our design requirements. 

The  results  of override  function  were  omitted by 
circumstances of the space this time, 

4. We also examined the override function by flight 
simulation, and we confirmed that the function 
was very useful to the automatic flight. 

We established the automatic flight, the flight 
simulation test for FD flight will be carried out at least 
3 times in future, and pursue to establish the logic for 
FD flight. 

The flight test is also started from September 1999, 
and about 100 flights have been scheduled including 
the evaluation of the automatic flight and FD flight. 
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ABSTRACT 

With the advent of the globalization era, interest has 
been growing in the operation of Global Navigation 
Satellite System (GNSS). Three systems are currently 
under development; the WAAS in the United States, the 
EGNOS in Europe, and the MSAS in Japan. In particular, 
the WAAS is being developed by the FAA and the Phase 
1 WAAS is now scheduled for September 2000. Japan 
will use its own satellites (MTSAT-1 and MTSAT-2) as 
an interface to the civil user community. International 
Civil Aviation Organization (ICAO) has named this 
generic WAAS-type system a Satellite-Based 
Augmentation System (SBAS). The SBAS will be a 
supplementary navigation aid for all phases of flight 
down to category I precision approach. While reducing 
cost and complexity, it will eventually be a primary 
means of navigation for en-route travel and non-precision 
approaches air navigation. 

Considering the above situations, it is imperative that we 
establish Wide Area Differential GPS (WADGPS) 
covering East Asia to complete the aforementioned 
GNSS. The GNSS then allows international aviation 
users to fly worldwide with a single avionics system. 
Indeed, it is urgent to discuss the Asian WADGPS 
Network Construction Plan with all the Asian countries 
concerned. Under these imminent circumstances, this 
paper proposes a totally new, "revolutionary" Asian 
version of WADGPS, which has decentralized parallel 
processing capabilities. As a result, each Asian country 
will gain the advantages of control from decentralized 
WADGPS that breaks from existing architecture. 

Assistant Professor, Department of Aerospace Engineering 
** Graduate Student, Department of Aerospace Engineering 

1. INTRODUCTION 

WADGPS is based on station-network, which usually 
comprises Wide-area Reference Stations (WRSs) and 
Wide-area Master Station (WMS). Multiple WRSs 
observe all GPS satellites in view and collect GPS signals 
received from all of them. The WRSs send their raw 
measurement data to central processing site referred to as 
WMS. The WMS processes the raw data to generate 
WADGPS vector corrections; satellite ephemeris & clock 
correction and ionospheric correction [1]. Taken together, 
the estimated WADGPS corrections are transmitted to 
users via geosynchronous satellite. Using the broadcast 
corrections, users calculate their positions with a desired 
accuracy. In short, a standard WADGPS basically turns to 
centralized architecture, in which all the raw 
measurements observed at local sensors, namely WRSs, 
are converged into one central processor, WMS to yield a 
vector of WADGPS corrections and its covariance matrix. 
While producing the optimal estimate, this framework 
may experience an overwhelming concentration of raw 
measurements and a high computational load of central 
processor. In fact, the WMS has such predominant power 
over the whole network that the sovereignty of WMS will 
be a critical issue among interested parties. 

Yet, a standard centralized WADGPS hardly seems to be 
a natural solution for the East Asian region. In an attempt 
to ultimately achieve the real-time implementation of 
WADGPS in East Asia, international collaboration among 
the interested Asian countries is essential. But the 
region's countries are of a deep-rooted heterogeneity with 
respect to historical and political background. We still 
find a significant level of international tensions between 
democracy and communism. It is related to our and many 
of our neighbors' questions as to whether a nation with 
WMS's sovereignty can be trusted as a security partner. 

'99 mmmfim->>#viL. ©s^M^ffi^ 
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On the grounds of an excessive concentration of raw 
measurements and a lack of mutual confidence, each 
country might hesitate to participate in Asian WADGPS 
Network Construction Campaign. Some subtle matters 
could undermine the goals of Asian WADGPS Network 
Construction. 

To mitigate these impediments, this paper develops a 
totally new, "revolutionary" WADGPS version with 
decentralized parallel processing capabilities. 
Decentralized hierarchical architecture would provide 
augmentation to overcome the structural deficiencies of 
existing architecture and would also solve the control 
issue of the network by distributing an exorbitant mission 
of central processor into several local processors and 
guaranteeing operational independence within a 
homogeneous local area. Therefore it could more easily 
induce "constructive engagement" in the Asian WADGPS 
project and eventually promote the feasibility of this 
project. 

2. DECENTRALIZED WADGPS ARCHI 

TECTURE 

The WADGPS network could be regarded as a kind of 
large-scale multisensor system, which basically includes 
scores of widely dispersed sensors and a few data 
processors. This paper suggests a more neutral 
formulation for "extended interoperability", which is also 
applicable to the interoperation and integration of 
distributed SBASs [2]. This formulation allocates an 
inordinate mission of central processor into several local 
processors and places the autonomy of their operation on 
each homogeneous local area. Each local processor at 
each step generates its associated error covariance as well 
as its own estimate, based solely on its own available 
local information. Meanwhile, global fusion filter is 
newly introduced in a higher level of the hierarchy. All 
such decentralized structures assume some amount of 
local processing at local processors, the results of which 
are communicated to a global fusion filter further up in 
the hierarchy. The global fusion filter then combines all 
the local estimates and their corresponding error 
covariances to generate the global estimate and error 
covariance. The concept of decentralized WADGPS is 
depicted in Figure 1. 

First of all, in the next section, we design fundamental 
infrastructure of WADGPS network in the conceptual 

GPS Satellite 
Oeosynch Satellite 

Global Estimate and 
;its Error Covafliuirr 

lpRm,bJm)ex. 
JW£f(x-i^(*-£»)r] 

3. INFRASTRUCTURE 

The following subsections describe the detailed function 
of fundamental infrastructure in the proposed 
"Decentralized WADGPS." 

3.1 Sub-area Master Station (Local Processor) 

The primary function of local processor is to take the 
atmospherically corrected pseudoranges and the 
ionospheric measurements from local sensors, to compute 
its associated error covariance as well as local estimate, 
and to transmit those local correction information to 
global fusion filter further up in the hierarchy. Another 
major function of master station is to monitor the 
integrity of the signal. Figure 2 shows a schematic 
diagram of local processor. 
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Fig. 2. Schematic Diagram of Local Processor 

As suggested by this figure, each master station is 
dedicated to an individual subsystem. It is also in direct 
contact with sub-area tracking sites. Each local processor 

-634 



plays a crucial role as "prefilter" in compressing the local 
sensor data and reducing the fusion filter processing rate. 
The independent operation of prefilter allows such a 
concurrent or parallel processing at the local nodes that it 
can achieve substantial gains in computation speed. 

3.2 Information Fusion Center (Global Fusion 
Filter) 

The primary function of global fusion filter is to 
combine the information from the separate local 
processors, to generate the global estimate and error 
covariance, and to broadcast those global correction 
information to geosynchronous satellite through GEO 
Uplink System (GUS). Figure 3 shows a schematic 
diagram of global fusion filter. 
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Fig. 3. Schematic Diagram of Global Fusion Filter 

On the other hand, the information fusion center (IFC) 
has much more restrictive power than current wide-area 
master station (WMS). The IFC is very limited in 
responsibility to collect a high level of distributed 
information and then to construct its optimal combination 
through information sharing approach. It only provides 
complementary and cooperative data while retaining 
specific levels of independence. Realistically, this paper 
recommends that each subsystem have its own IFC for an 
autonomous operation. 

Vector Correction Fusion 

Dr. Carlson already developed the federated Kaiman 
filter (FKF) amenable to a parallel processing 
environment in 1990 [3]. The information sharing 
approach implemented by the FKF can be summarized by 
the following additive equation. 

= [P1-
,+.P2-

, + . 

xm=pm[p;1 xx+p2-\x2 

+ p. -V (i) 

■ + PN'xN]     (2) 

where   p.'1 (i = 1,.-. , N)    and   *, (f = 1,—, JV) 

are local information matrices and local estimates, 
respectively. 
In the structure of the above fusion filter, a globally 

optimal estimate and its error covariance are only 
obtained by the optimal combination of those local 
processor solutions. This conclusion suggests that the IFC 
can achieve global optimality by sharing only a minimum 
amount of high level information. 

Satellite ephemeris & clock corrections are generated at 
each local nodes through single-point least square 
solution. Thus they are typical vector corrections with 
error covariance in matrix form. Note that there exist 
cross-correlations between all the GPS satellites 
observable at each local subsystem. At the core of fusion 
process, it is an indispensable procedure to search for the 
combination of GPS satellites commonly observable at 
two or more separate subsystems. 

Ionospheric correction fusion of neighboring networks 
can be conducted in a similar way. The IFC equivalently 
applies a scalar version of information sharing approach 
to all the IGPs commonly predefined at two or more 
separate subsystems. 

4. WADGPS SIMULATIONS 

In this research, we conducted the conceptual design of 
the Asian WADGPS network and evaluated the 
performance of the overall system. Coverage area is set to 
be the region between 5° ~ 55° N and 100° - 150° E 
as shown in Figure 4. A total of 28 tracking sites were 
selected as reference station candidates of the Asian 
WADGPS network. Here we devise two specific 
alternatives for the East Asian region. A full range of 
performance analysis for each case is discussed and 
synthesized. 

< Alternative I > 

First of all, we divide the whole East Asian region into 4 
separate sub-areas. One is Korea & Japan in Sub-Area #1, 
another Russia in Sub-Area #2, a third China & 
Mongolian in Sub-Area #3, and the fourth is the South 
East Asian countries in Sub-Area #4 — for example, 
Taiwan, Philippines, Thailand, Vietnam, Cambodia, 
Singapore, Brunei, and so forth. The profile of each 
independent subsystem is depicted in Figure 4. We call 
this decomposition style "alternative I" in this paper. For 
the relative performance comparison, the station location 
of "alternative I" is set to be exactly the same as that of 
"alternative II". 
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Fig. 4. Coverage Area & Decomposition of the 
Asian WADGPS Network (Alternative I) 

Centralized vs. Decentralized 

To begin with, on alternative I proposal, we performed 
simulations of the current centralized WADGPS and 
proposed decentralized WADGPS algorithms for 24 
hours. Figure 5 & 6 show the contour plots of vertical 
positioning RMS error for centralized WADGPS and 
decentralized WADGPS, respectively. According to the 
figures, it can be revealed that the performance of 
centralized WADGPS is somewhat better than that of 
decentralized WADGPS. The former guarantees the 
optimality of vector correction, while the latter produces 
estimates that are globally optimal, or conservatively 
suboptimal. Therefore, the proposed decentralized 
architecture results in the degradation of WADGPS 
accuracy to some extent. However, the result of 
decentralized architecture is also acceptable with a 
sufficient accuracy. 

Isolation vs. Exchange/Fusion 

If a national emergency occurs in the East Asian region, 
each independent subsystem may stop transmitting high 
level information into IFC due to national security. The 
IFC may sometimes get out of order unexpectedly. Even 
in such cases, however, each local performance is still 
available. For such data isolation mode, the contour plot 
of vertical positioning RMS error is depicted in Figure 7. 

Comparing data isolation mode with data 
exchange/fusion mode given in Figure 6, we can find that 
the degradation of positioning accuracy occurs 
conspicuously in the boundaries of the individual 
subsystems. Through the complementary and cooperative 
data processing, the overall system performance gets to 
exceed the union of the individual subsystem 
performances. 

< Alternative II > 

Secondly, in a more elaborate manner, we partition the 
whole East Asian region into 8 separate subsystems. It is 
called "alternative II" in this paper. 

Alternative I vs. II 

We also performed simulations of the alternative II 
formation for 24 hours. As clearly mentioned before, 
alternative II is practically decomposed on the basis of 
independent nation. Considering political circumstances 
and international relationships in East Asia, it seems 
more realistic than aforementioned alternative I. But a 
detailed decomposition leads inevitably to far more 
complicated fusion process. 
Figure 8 & 9 show the simulation results of alternative 

II for data exchange/fusion mode and data isolation mode 
respectively. From the Figure 6 & 8, we can find that 
alternative I & II provide a virtually equal quality of 
navigation service throughout the whole coverage area. It 
is evident that the new fusion filter design has much more 
powerful capacity than we thought before trials. 

As clearly exposed in Figure 9, there are severe 
coverage deficiencies at each of the individual subsystem 
boundaries. By sharing only a high level of distributed 
information with each other, individual subsystems can 
overcome the deterioration on the borders and expand 
their service area into the entire East Asian region. The 
direct reason of this compensation is that the increased 
visibility of satellites and the intersections of ionospheric 
sub-grids lessen a degree of uncertainties in local vector 
corrections and thus enable the IFC to compute more 
accurate estimates with the assistance of external 
information. 
Table 1 summarizes the positioning performance of 

several different configurations over the whole coverage 
area. 

Table 1. Performance Comparison of Some Different 
Configurations (vertical error, rms value) 

Type Up (m) Type Up (m) 

Stand-alone 63.75 CVmrali/ed 2.01 

Fusion (1) 2.62 Isolation (11 3.19 

Fusion (ll.i 2.62 Isolation (11) 5.13 

5. CONCLUSIONS 

In this study, we tried to suggest a substantial alternative 
to implement WADGPS in East Asia. A solution of 
natural way is so called "Decentralized WADGPS." It is a 
more neutral framework including the considerations of 
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political environment and international relationships. The 
full operational capability of the proposed Asian 
WADGPS network will drastically increase the safety of 
flight for all users by providing three-dimensional 
guidance for all non-precision and precision landings at 
virtually all qualified airports within the coverage area. 
After all, in an attempt to successfully install the Asian 

WADGPS network, it is prerequisite to consolidate the 
international collaboration based on mutual benefit. 
Interdependence is a higher value than independence. Our 
challenge is to apply the principles of creative 
cooperation toward a synergistic effect of the Asian 
WADGPS project. Joint Research & Development (R&D) 
among the interested Asian countries will be the first step 
of a thorny way to final real-time WADGPS operation. 
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ABSTRACT 

In this paper, a study on designing a thick supercritical airfoil by 
utilizing the Takanashi's inverse design method is discussed. 
One of the problems to design a thick supercritical airfoil by 
Takanashi's method is that an oscillation of the geometry may 
occur during the iteration process. To reduce the oscillation, an 
airfoil parameterization method is utilized as the smoothing 
procedure. A guideline to determine the target pressure 
distribution to realize the thick airfoil is also discussed. 

Nomenclatures 

c, = lift coefficient 
cD = drag coefficient 
c, = pressure coefficient 
c = airfoil chord lenght 
M = Mach number 
M„ = freestream Mach number 
i = estimated maximum thickness ratio 
t = maximum airfoil thickness 
x, z = Cartesian coordinate in the chordwise and 

normal direction taking from the origin at 
the leading edge 

Az = geometry correction in z direction 

Introduction 

The current trend in the aircraft industries is a development 
of transonic aircraft. Supercritical airfoil'" is one of the 

airfoil candidate for such application. The name supercritical is 
given to such airfoil based on fact that the flow on an extensive 
region of the upper surface is supersonic flow. The purpose of 
supercritical airfoil is to increase the value of drag-divergence 
Mach number Mdd. Supercritical airfoil is characterized by the 
flatness of the upper surface, while on the lower surface there is 
cusplike shape near the trailing edge to produce lift. Especially 
thick supercritical airfoil forms an interesting subject to be 
studied. Thick airfoil will create more space for equipment, fiiel 
etc. The other possibility is to create passenger cabin inside the 
wing section. The application of such airfoil may be found such 
as in the Blended-Wing-Body Commercial Transport'2'. To 
design such airfoil is really a challenge task. At high subsonic or 

transonic speed, there is a high possibility that strong shocks 
will appear both on the upper and lower surfaces. Especially the 
presence of the shock on the lower surface could make it more 
difficult to design the thick airfoil. 

Input: 
initial geometry 

[    grid gtneratlon 

Solution ol Navlnr Stokes 
aquations 

|    Target pressure   |  
^      distribution     J       ' 

1. solution of inverse equation 
2. smoothing algorithms 

Output: 
t. design geometry 
2. Ilowfield solution 

Figure 1. Flowchart of Inverse design procedure 

The problem of airfoil design has been existed since the 
time when man started thinking about 'flying' until the present 
time. The solution of this problem is by applying the direct 
method or the inverse method. In direct method the airfoil 
design engineer working directly with the airfoil geometry. The 
geometry is modified and calculated and/or tested to obtain the 
aerodynamics performance. The process is repeated until the 
desired results are obtained. 

In the inverse approach the solution begins with designing a 
target pressure distribution based on the required aerodynamic 
performances. Figure 1 shows the general illustration of the 
inverse design process. One of the available inverse method 
algorithms is the one developed by Takanashi'3', which used the 
inverse formulated of transonic small perturbation equation to 
reduce the difference between the target pressure distribution 
and the computed pressure distribution of a given airfoil. 

The first step of the inverse design procedure is to design 
the target pressure distribution based on the required 
aerodynamic performance. The pressure difference between the 
initial and the target forms an input of the inverse formulated 
transonic small perturbation equations. The solutions of the 

Graduate Student, Department of Aeronautics and Space Engineering 
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equations provide the geometry's correction Az, which are 
used to modify the initial geometry to form a new geometry. 
The flow solutions of this new shape may be obtained by 
applying the Navier-Stokes equations. If, after having checked 
the convergence, the design requirement are not satisfied, the 
design cycle is repeated with the new geometry as the new 
initial geometry. The process is repeated until the pressure 
different is minimized. 

In this study Takanashi's inverse method is applied to 
design thick supercritical airfoils, with the objective to design 
airfoil with the maximum thickness ratio around 18% at design 
Mach number of around 0.75. The potential problem of 
designing thick supercritical airfoil is that there is a possibility 
that small distortion or oscillation will occurs on the surface 
during design cycle(4) due to shock waves. To prevent this from 
happening, a smoothing scheme is added t the process. The 
other problem is the determination of the target pressure 
distribution. In this paper, some guidelines to achieve the thick 
supercritical airfoil are discussed. 

Smoothing Scheme 

To add the stability of the inverse design process by means 
of preventing the occurring of distortion on the surfaces, a 
smoothing algorithm is added to the inverse design scheme. 
There are many smoothing algorithms available, such as 
polynomial fit, Bezier curve etc. In this study a possibility of 
applying airfoil parameterization to reduce the distortion on the 
airfoil surface is studied. 

£=* + iy 

Figure 2. Illustration of transforming a circle 
into an airfoil shape 

It is well known that a circle can be transformed into a 
curve which represents an airfoil shape(5,6). Figure 2 gives the 
illustration of transformation process of a circle into wing 
section. 

The circle in the z-Plane is transformed into a near circle 
shape in the z-Plane, then this shape is transformed into a wing 
shape. In this study the latter transformation is utilized. 

The transformation, 
„2 

r        '  ,   a 

C = * + — 

transforms a circle in z' plane into a curve resembling a wing 

section. The coordinate of z' and C, are defined by: 

Combines all these equations yield: 

x = 2acosycos0 
y = 2asinysin0 

cosy: 

siny = 

2acos0 

y 
2 a sinö 

(1) 

(2) 

The necessary calculations to obtain smooth airfoil from a 
given airfoil are as follows: 
• The coordinates of a given airfoil are determined with 

respect to line joining point midways between the nose of 
the section and its center of curvature and its trailing edge. 
The coordinate of this point are taken as (-2a,0) and (2a,0) 
respectively. The value of a can be chosen simply as 
unity. 

• From the given airfoil shape computes the function \|/(9) 
using eq. 1 and 2. 

• Construct Fourier Series y{9) which represents the 
function yr(6) 

• Computes the smoothed airfoil coordinate by using this 
Fourier Series. 

Figure 3. Results of smoothing by parametric 
representation 

Figure 3 gives an example of the smoothing results. For a 
study purpose some points on the original airfoil's surface are 
shifted to give distortion in the airfoil shape. On the upper 
surface the distortion is added at the location between 30% and 
50% chord, while on the lower surface between 60% and 80% 
chord. Looking at this figure, it shows that the smoothing 
process is working quite well. 

The smoothing algorithms should suppress the distortion, 
while still resembles the originally shape. By using above 
algorithms the accuracy of the smoothing process depend on the 
number of parameter in the Fourier series. If the number of 
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parameter is not enough the accuracy of the resembling airfoil 
shape will not be good enough. The required number of 
parameter depends on the airfoil shape. To allow the smoothing 
process runs automatically a simple logic to determine the 
required parameters is used in the smoothing algorithms. At 
some chosen points the different between the Fourier Series 
yfß) and the target function y(0) in equation 2 are calculated. If 
the absolute value of those different are higher than a small 
value £, the number of parameter is increased. 

Target pressure distribution 

The main problem of utilizing inverse method as a design 
tool is the determination of achievable target pressure 
distribution. Although every airfoil shape has its corresponding 
pressure distribution, it does not mean that the prescribed 
pressure distribution will be achieved by the inverse design 
process. Especially for thick airfoil there is a high possibility 
that shock wave will appear on the lower surface which could 
make more difficult to design the target pressure distribution. At 
high value of Mach number the presence of the shock wave will 
be unavoidable. In designing the target pressure distribution the 
shock wave strength is minimized instead of eliminating. The 
typical characteristic of the supercritical airfoil (figure 4) will be 
used as a reference for the designing of the target pressure 
distribution. 

distribution is defined by"': 

( sonic plateau ) 

Cp  0 

Figure 4. Typical characteristic of supercritical airfoil 

The supercritical airfoil is recognized by the presence of the 
sonic plateau0'. On the upper surface the sonic plateau extends 
from near leading edge to the start of the aft pressure recovery 
and on the lower surface from near the leading edge to the 
recompression region entering into the cusp. The rearward 
extent of the upper surface plateau depends on the thickness of 
the airfoil. The thicker the airfoil, the forward the aft pressure 
recovery must begin. It is required that the gradient of the aft 
pressure recovery be gradual enough to avoid local separation 
problems near the trailing edge. The pressure plateau behind the 
shock wave is also necessary to stabilize the boundary layer. 

Another problem is how to design target pressure 
distribution which could lead to desired properties, that is in this 
study, how to achieve the target thickness ratio. The constraint 
needed to estimate the thickness ratio based on pressure 

t=JtK\ (Cn+Cn) dx 
(3) 

where subscripts / and « indicate lower surface and upper 
surface respectively. The lift coefficient is estimated by using a 
relation: 

(4) -j(Cpr Cpu )dx 

From the relation in equations 3 and 4 it is understandable that a 
combination of high CL and t at high Mach number will 
results in high pressure jump in the shock wave where in turn 
produces high drag value. This means that for thick airfoil at 
high Mach number the lift coefficient is limited to prevent high 
drag value. The pressure jump could be estimated by a 
relation*7*: 

AQ> = 0.6 Q».+ 
1 

0.7 Mi 
I{MI-\) 

6 

where us denotes upstream of the shock. The shock wave is 
getting stronger when the speed ahead of the shock is becoming 
high. The sonic plateau encourage a region of supersonic flow 
with lower local Mach number. 

By making comparison the value of f for two different 
airfoil with different CL at the same Mach number, apparantly 
the values of f were different and not the same with its 
physicall value. 

Based on this observation the following additional guidlines 
to achieve the target thickness ratio is applied: 

• Starting with a known airfoil having desired thickness ratio 
at design Mach number chosen as a reference airfoil, 
compute t andQ 

• Design target pressure distribution where the value of i 
and CL are same with the ones of the reference airfoil. 

The above-mentioned guidelines still will not guaranty that the 
resulted target pressure distribution is achievable. The 
prescribed target pressure distribution may still need to be 
adjusted until an acceptable airfoil shape is obtained. 

Design result 

In the evaluation of the aerodynamic performance of the 
airfoil, the full Navier-Stokes equations were solved using C- 
type mesh contains 129x91 grid points in the flow and normal 
to the surface direction respectively. The boundary layer on the 
airfoil was assumed to be fully turbulent and the Baldwin- 
Lomax turbulence was used. 

Case 1. 

In first case, the reference airfoil is 18% thickness ratio 
supercritical airfoil NASA sc(2)_0518(2). The original airfoil has 
blunt trailing edge, but for the purposed of this study the airfoil 
is modified to form sharp trailing edge. The flow conditions 
were freestreäm Mach number of 0.74 and Reynolds number of 
1.5xl07. The angle of attack was set at 0. The NACA 0014 was 
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chosen as the initial geometry. At design flow conditions the 
reference airfoil NASA sc(2)_0518 shows a strong shock on the 
upper surface, while on the lower surface shows a relatively 
weak shock. Those shocks result in high value of the drag. The 
objective of target pressure distribution is to improve the 
performance of the reference airfoil, by reducing the shock 
wave strength to reduce the drag value, meanwhile the value of 
lift coefficient and estimated maximum thickness ratio are kept 
same with the ones of the reference airfoil. 

Figure 5 shows the design result, target and performance 
comparison with the reference airfoil. The inverse design 
process was ended after 15 cycles, because there was no change 
when the process was continued. 

t/c Q cD 
Design 
NASAsc(2)_0518 

17.7% 
18% 

0.408 
0.404 

0.012 
0.020 

Figure 5. Design wing geometry and corresponding 
performances in comparison with supercritical airfoil 
NASA sc(2)_0518 at M=0.74 

Although there is some discrepancy, especially near the shock 
location and on the lower surface, in general the target pressure 
could be achieved quite well. As a result the design airfoil has 
lower drag, while the lift coefficient and maximum thickness 
ratio corresponding to the ones of the reference airfoil. 

Case 2. 

As in the first case, NASA sc(2)-0518 was chosen as the 
reference airfoil. The flow condition remains the same except 
that the Mach number is increased to 0.76. Based on the results 
of case 1, different approach of designing the target pressure 
distribution was applied. The target pressure in case 1 was 
designed to try to eliminate the shock wave on the lower surface, 
which were not completely successful. In case 2 shock wave 
was also generated on the lower surface. To reduce the drag, the 
lift coefficient was designed to be lower than the reference 
airfoil. In compensation the value of t became higher than the 
one of the reference airfoil. This was done to ensure that the 
thickness ratio of the design airfoil reached the target which was 
18%. 

Figure 6 shows the design result, target and performance 
comparison with the reference airfoil. The prescribed target 
pressure distribution could be achieved. The design result has 
lower lift coefficient than the reference airfoil, on other hand the 
drag is quite less than the one of the reference airfoil. The 

maximum thickness ratio of the design airfoil is a fraction lower 
than the desired thickness ratio. 

Concluding Remark 

Takanashi's inverse method forms a powerful design tool for 
designing airfoil shape. This study shows the possibility of 
utilizing Takanashi's inverse method to design thick airfoil at 
high subsonic speed. The main problem of utilizing inverse 
method is designing the achievable target pressure design. 
Although the exact relation between the value of / and CL in 
their relation with the thikness ratio of an airfoil is not known, it 
has been shown that the target thickness ratio could be achieved 
by designing target pressure distribution in such way that the 
values of t and CL are comparable with the one of the 
reference airfoil. This study also shows the possibility of using 
airfoil parameterization as a smoothing algorithm. 
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0.030 

Figure 6. Design wing geometry and corresponding 
performances in comparison with supercritical airfoil 
NASA sc(2)_0518 at M=0.76 
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ABSTRACT 

Unsteady supersonic flow over cavity of length-to-depth 
ratio 3 at 2.5 is simulated using mass-averaged Navier- 
Stokes equations and Menter's k- w SST turbulence model 
with cell-centered finite volume method in a two-block 
grid system. The numerical algorithm is based on the 
Roe's finite-difference-splitting scheme for the invicsid 
flux and central difference for the viscous flux. The 
equation is advanced in time with Jameson's 4-step 
Runge-Kutta method. The computed narrow-band tones 
are compared with experiment. 

1. INTRODUCTION 

Compressible flow oscillations over cavity-like geometry 
such as grooves, wheel wells, bomb bays, and cutouts 
occur widely in aerospace vehicles. The existence of a 
number of complex flow phenomena in the flow field and 
their potential hazardous effects on the performance, 
integrity and stability of the vehicles have stimulated 
extensive experimental, theoretical and computational 
researches over the years. The flow field features 
boundary layer separation, shear layer instability, vortex 
flow, acoustics radiation, shock/expansion wave 
interaction and self-sustained pressure oscillation. 

After decades of experimental and theoretical works, it is 
widely believed that the discrete acoustic tones associated 
with the cavity flows are a result of the instability of the 
separating shear layer that spans the cavity, enhanced by 
the acoustic feedback. 

The upstream boundary layer separates at the leading 
edge of the cavity. A shear layer is formed. The flow 
instability waves of the shear layer are excited and grow 
as they propagate downstream. The fluctuating motion of 
the shear layer induces a periodic mass injection and 
ejection at the trailing end of the cavity. This mass inflow 
and outflow act as the source of acoustic radiation. The 
acoustic disturbances propagate upstream and interact 
with the shear layer, thereby close the feedback loop. 

The frequencies at which these tones occur can be 
predicted with a semi-empirical equation known as the 
modified Rossiter equation151 

fmL. 

Ux     Maa/<]l + [<r-ty2W«>2+Ukc 
(1) 

where fm is the frequency of a given lengthwise 

acoustic mode; L, the cavity length; Um , the free-stream 

velocity; Moo, the free-stream Mach number; m, the 

longitudinal mode number; a, the phase shift between 
the vortices and the acoustic pulses, and kc, the ratio of 
convection velocity of vortices to free-stream velocity. 
The two empirical parameters a and kc are given values 

of 0.25 and 0.57. 

With the development of the computational fluid 
dynamics and the increase of the power of the computer, 
numerical simulation has been becoming a viable 
alternative to experimental investigation of complex flow. 
Over the years, many efforts have been taken to simulate 
the cavity flow field numerically. As the cavity flows of 
practical interest are highly turbulent, the effects of 
turbulent mixing have to be properly addressed if accurate 
prediction of the pressure field is to be achieved. Up to 
now, several types of turbulence models, such as 
Baldwin-Lomax algebraic model, k- £ two-equation 
model, k- a> two-equation model have been used in the 
numerical simulation of the cavity flow, with different 
level of success. Menter's k- w SST model is a recently 
proposed two-equation eddy-viscosity turbulence model, 
and is found to perform well in a variety of complex flow 
involving separation, even under strong adverse pressure 
gradient. The primary purpose of this paper is to assess 
the performance of this model in predicting the unsteady 
cavity flow field and the associated discrete acoustic 
tones. 

2. NUMERICAL METHOD 

A. Governing Equations and Solution Algorithm 

Mass-averaged Navier-Stokes equations, casted in a 
Cartesian coordinate system read: 
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(2) 

Normalized variables are used in Eq.(2). Length is 
normalized by cavity depth D, density by p«,, velocity 

by a«,, temperature by Tm, pressure and total energy 

by/Joofloo2, time by D/ax, and viscosity by 

///«, .Normalized state equation is p = pT/y. Total 

T 
energy per unit mass   e = 

stress terms are 

y(y-\) 
+ i^-.The 

the power spectrum. In such a way, the simulation can 
proceed much more efficiently. 

B. Code Validation 

Two simple test cases are chosen to evaluate the 
temporal and spatial accuracy of the authors' code. 
The first case is the propagation of an inviscid normal 
shock wave in a shock tube. The shock wave has a 
Mach number of 2 and is initially placed at-0.4. Fig. 1 
shows the density variation along the shock tube at 
time 0.283. Computed position of the shock wave 
agrees well with the theoretical value, which is 
represented by the straight line. 

The second test case is turbulent compressible 
boundary layer over a flat plate at Reynolds number 
5X106 and external Mach number 2.0. As is evident 
in Fig. 2, the compressible law of wall is accurately 
reproduced by the k- w SST model of Menter. 

C. Cavity Configuration and Flow Conditions 

2(pi+pt)Ma 

ReQ dx    dy 

_ (Ml+MtWx (8u dv_ 
T*y ~        Re«,        > dx' 

2 (Ml + Mt)M«> dv    du 
Tyy~3        Re«        K dy    dx} 

And heat flux terms are 

Mm Mi | Pt.dT 
q*    (y-l)Reoo

lPr    Pr/a* 

My Ml , Mt)dT 
qy    (y-l)Re„   Pr    Pr,   dy 

(3) 

(4) 

The    molecular    viscosity    is    calculated    using 
Sutherland's law: 

,5   1,110.4/7- 
m T + 110.4/7«, 

(5) 

A k- co SST model due to Menter111 is used to 

calculate the turbulent eddy viscosity pt. 

The governing equations are solved in the framework 
of cell-centered finite volume method. The inviscid 
fluxes are evaluated with Roe's finite-difference- 
splitting(FDS) scheme121, while central-difference-like 
scheme is used for the viscous fluxes. To preserve 
monotonicity the mini-mod flux limiter is used. The 
equations are advanced in time with Jameson's 4-step 
Runge-Kutta method'31, which is of second order 
accurate in time. Rather than fixing the size of the time 
step throughout the computation, each update 
determines its own time step that is allowed by the 
current flow field. The unevenly sampled data is 
processed with a special form of discrete Fourior 
transformation141 to extract the narrow-band tones in 

The cavity flow to be simulated is chosen from the test 
cases in ref[6]. The depth of the cavity is 15mm and 
the length is 45mm. The Mach number of external 
flow is 2.5. The free-stream air temperature is 128.9k 
and static pressure is 12390.7 psi. The oncoming 
boundary layer has a thickness of 5mm, a 
displacement thickness of 0.328mm and a momentum 
thickness of 0.129mm.The skin friction coefficient is 
1.79 X10"3. 

In the numerical simulation below, one-seventh power 
distribution of the tangent velocity is imposed at the 
inlet. The distribution of the temperature at the inlet is 
deduced from the Crocco-Busemann integral with 
adiabatic walls. Pressure is held constant, and normal 
velocity is assumed zero across the inlet. Inflow 
turbulent kinetic energy k and turbulent specific 
dissipation rate co is taken the same as that in ref[6], 
namely 1.258m2/s2, and 2.567 X 104/s respectively. 

D. Grid System 

Two grid blocks are employed to discretize the solution 
field, one inside the cavity, and the other outside the 
cavity(Fig.3). Due to limited computer resources, 
rather coarse grids are used(30*30,70*40). The 
interface between these two blocks shares the same set 
of edges. The unknowns at the buffer cells of the 
interface are interpolated from the solutions of the 
other block. To ensure the conservation of the invicsid 
fluxes, the conserved variables to the right and left of 
the edges on the interface, necessary for the evaluation 
of the flux with Roe's scheme, is set to the same for 
both blocks after an update. 

For the block outside the cavity, the viscous effects are 
confined to a thin layer near the lower boundary. 
Solution gradients normal to this boundary dominate 
that in the tangent direction. Therefore, simplified thin- 
layer Navier-Stokes equations can be employed. On the 
other hand, the flow inside the cavity is characterized 
by a number of recirculating vortices. The full Navier- 
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Stokes equations have to be used. 

3. RESULTS AND DISCUSSIONS 

Solutions are developed till the initial transient flow 
passed away and the self-sustained oscillation of the flow 
field is achieved. As explicit integration method is 
employed in the current simulation and the grid is 
intended for turbulent calculation, time-step is severely 
limited by the CFL stability constraint. Tens of thousands 
of time step is required to reach a stable self-sustained 
oscillation, which is monitored by the pressure history on 
several sampling points along the cavity wall. 

After the flow field reached the stable self-sustained 
oscillation, the computation was carried on for some 
additional cycles, during which snapshots of the flow 
field were taken and pressures along the cavity wall were 
recorded for further analysis. 

Fig. 4 and Fig. 5 show the density and pressure contours 
at one moment of a oscillation cycle. From the density 
contours, it is evident that the boundary layer separate at 
the upstream lip of the cavity. A shear layer is formed that 
spans the open end of the cavity. The shear layer flows 
downstream, deflecting up and down and striking the 
trailing edge of the cavity. From the pressure contours, it 
is evident that a strong pressure discontinuity is formed 
just in front of the trailing edge of the cavity. The pressure 
waves propagate upstream. The net propagating velocity 
of the accoustic waves should be the sum of the sound 
speed and the fluid velocity. The flow outside the cavity is 
supersonic, inside is subsonic. Therefore, the pressure 
waves propagate upstream faster inside the cavity than 
outside. While the pressure waves inside the cavity is 
roughly parallel to the vertical cavity wall, those outside 
the cavity take the typical angle of a Mach cone at the 
same free-stream Mach number. 

Fig. 6 and Fig. 7 reveal the strong and complex vortex 
flow inside the cavity. Fig. 6 shows the velocity vector 
field. While the magnitude of the velocity in the left part 
of the cavity is small, that at the right part is quite large. 
Actually, the Mach number of the flow at the right part is 
at high subsonic regime. Fig. 7 depicts the instantaneous 
streamlines at the same moment of Fig. 6. Clearly, there is 
a strong and big vortex at the right part of the cavity, with 
a size of the depth of the cavity. There is one small vortex 
at the right-bottom corner of the cavity, another one below 
the shear layer near the leading edge of the cavity. The 
lower part of the shear layer deviate deeply into the cavity, 
though at small velocity. These figures are just snapshots 
of the flow field at one moment. Actually, vortices inside 
the cavity undergo violent oscillations as the flow field 
evolves. They might exert significant influence on the 
whole dynamics process. However, in all of the 
theoretical models that so far have been proposed, no 
flow inside the cavity is assumed, and the effect of these 

/ 

strong vortices on the feedback and the shear layer is 
neglected. 

Fig. 8 records the pressure history over several oscillation 
cycles on the mid-point on the front, rear, and bottom 
walls of the cavity. Lomb's method of discrete Fourier 
transformation for unevenly sampled data'41 is employed 
to extract narrow-banded tones in the power spectrum. 
The measured tones frequencies for the first three modes 
are 3467Hz, 6787Hz, and 10010Hz. The corresponding 
values predicted with modified Rossiter's formula are 
2777Hz, 6479Hz and 10182Hz. Those predicted with the 
current numerical simulation are 4120Hz,8533Hz and 
14021Hz. There exists large discrepancy. Inappropraite 
inflow boundary conditions and/or relatively coarse grids 
may be the reasons to blame. Further works are needed to 
improve the numerical prediction. 

4. CONCLUSION 

Salient features in cavity flows, such as the deflecting 
shear layer, the radiating sound waves, the oscillating 
pressure field, and the complex vortex flow inside the 
cavity, had been captured. However, the predicted discrete 
tones did not compare well with that obtained from the 
experiment. This does not mean that the k- <o SST 
turbulence is deficient for this case. Instead, the boundary 
conditions at the inlet should be refined and the grid 
resolution should be further increased. To cope with the 
increased overhead from the increased grid dimensions, 
efficient implicit time-accurate algorithm needs to be 
developed and implemented. Efforts are being undertaken 
to improve the numerical prediction. 
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Abstract 

Numerical simulation is performed to investigate high tem- 
perature effects in shock-wave/boundary-layer interacting 
flow fields. Shock-wave/boundary-layer interacting flow 
fields near a compression corner are numerically simulated 
by solving the two-dimensional full Navier-Stokes equa- 
tions. Surface pressure, heat flux and shear stress are in- 
tensively investigated and relations among those physical 
properties are discussed. Moreover, effects of wall cataly- 
sis and freestream pressure to shock-wave/boundary-layer 
interaction flow fields are also discussed. 

1. Introduction 

Development of hypersonic transport has been strongly 
conducted. Hypersonic transport vehicles consist of many 
modules. So their body shape is complicated. Then, shock 
wave interference problems become very important [6]. It 
is significant problem for structural design to predict higher 
local peak of surface heat flux and pressure generated in 
interaction regions for those interference problems. More- 
over, those problems are very complicated including high 
temperature effects for vehicles flying higher Mach number. 
Many researches have been conducted on those problems, 
researches including high temperature effects are quite in- 
sufficient. High temperature effects drastically affects flow 
field. Especially, dissociation and surface recombination 
play very important roles in a shock-wave/boundary-layer 
interaction flow field. 

Schematics of shock-wave/boundary-layer interaction 
region at a two-dimensioned compression corner is shown 
in Fig. 1. A strong normal shock wave impinges on a ramp 

Shock wave 

Compression 
.. - » _   comer 

Reattachment 
Expansion wave   S]       / shock 

Separation shock 

Boundary tayer ^v 
edge      "*■ 

:;>;;: | -,■■ ■■■ ,-,.'.■-    Separat,, 
Sonic line 

Fig. 1: Schematics of shock-wave/boundary-layer interac- 
tion near a two-dimensional compression corner 

surface, and reflects on the surface. Then steady flow is in- 
duced behind a normal shock wave. The flow separates due 
to inverse pressure gradient at compression corner. Then 
shock-wave/boundary-layer interaction region is formed. 

2. Numerical methods 

Unsteady shock reflection process is numerically simulated 
to investigate structure of shock wave-boundary layer in- 
teraction flow field generated near a compression corner in 
chemical nonequilibrium. Incident normal shock wave is re- 
flected by ramp. The shock wave is not so strong compared 
to reentry condition, but freestream temperature is enough 
high for molecular components of air(N2, O2) to dissociate 
behind normal shock wave. Therefore, it is required for 
governing equation to include chemical nonequilibrium. 

First, following assumptions are made to introduce basic 
equations. 

1. Viscous and laminar flow 
2. Chemically reacting flow (chemical nonequilibrium 

flow) 
3. Dissociated air consists of 5 chemical species (N2, O2, 

NO, N, O) : Ionization is neglected 
4. Electronic excitation mode is neglected 
5. Thermal equilibrium flow (Tir = TTOt = Tvib) 

The governing equation is consist of conservative equations 
as follows [3] : 

1. Global mass conservation 
2. Mass conservation of each chemical species 
3. Momentum conservation (x, y direction) 
4. Total energy conservation 

17 reactions shown in Table 1 are considered as elemental 
reactions for air 5-species. Chemical reaction rate for each 
reaction are evaluated by Arrhenius law importing Blot- 
tner's rate coefficients [2]. Transport properties for sin- 

Table 1: Elemental Chemical reactions 

r Reactants Products M(Third Body) 
1 O2+M1  1 20+Mi 0,N,NO,02,N2 

2 N2+M2  1 
x— 2N+M2 0,NO,02,N2 

3 N2+N # 2N+N 
4 NO+M3  X 

T  N+O+M3 0,N,NO,C-2,N2 

5 NO+O T  O2+N 
6 N2+O  I NO+N 

'Graduate student, Dept. Aero. & Astro., Kyushu Univ. 
"Professor, Dept. Aero. & Astro., Kyushu Univ. 

gle species are evaluated equations from Chapman-Enskog 
theory with Lennard-Jones potential [1] [4]. Viscosity for 
multicomponent gas is evaluated by Wilke's mixture for- 
mula. Thermal conductivities for molecules are corrected 

'99 %3mw<7%&->>#i>ry^ ©B^M^S fifSSSSS:^ 
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by Euken's relation, then Wilke's mixture formula is ap- 
plied for multicomponent gas. Diffusivities for multicom- 
ponent gas are evaluated from binary diffusion coefficients 
with pressure and thermal diffusion is neglected. 

Governing equations are extended to generalized coordi- 
nate system, and solved by finite difference method. Con- 
servative variables are defined at cell vertex. Harten-Yee's 
non-MUSCL modified flux type TVD scheme [5] is applied 
to evaluate numerical flux for convective terms. Conven- 
tional Roe's average [7] is applied to determine the cell 
centered physical variables. For viscous terms a central dif- 
ference scheme is applied. For chemically reacting source 
term familiar point implicit scheme is not applied, because 
stiffness due to chemically reacting source term is not so 
serious by the assumption of thermal equilibrium flow in 
the present calculations, chemically reacting source term 
can be explicitly treated. Time integration is performed 
by Strang-type fractional time step method to maintain 
second order time accuracy for unsteady problem. 

Initial condition is obtained by solving steady inviscid 
one-dimensional conservative equations by Runge-Kutta 
method. For boundary conditions zero derivatives of phys- 
ical variables are imposed at incoming, upper and exit 
boundary. Zero derivative of pressure, non-slip, constant 
wall temperature and fully catalytic or non catalytic wall 
conditions are imposed at wall boundary. 

3. Results and discussion 

Flow conditions are shown in Table 2.    Difference be- 

Table 2: Flow conditions 

Poo Too M. uw Re 
case 1 
case 2 

50 Torr 
20 Torr 

2,000 K 
2,000 K 

5 
5 

30° 
30° 

5.8 x 10" 
2.4 x 104 

tween two cases is only downstream pressure. At down- 
stream, species concentrations can be approximately set 
as CN = co = CNO = 0, c\2 = 0.788, co2 = 0.222 (disso- 
ciation at downstream is neglected because of small disso- 
ciation degree). For each cases chemically frozen flow and 
chemical nonequilibrium flow (thermal equilibrium) are as- 
sumed. For chemical nonequilibrium flow two extreme con- 
ditions; fully catalytic (kw=oo) or non catalytic (kw = 0) 
wall conditions are imposed as species condition at a wall. 

Typical shock reflection pattern through the computa- 
tions is shown in Fig. 2. Shock reflection pattern shows 
double Mach reflection (DMR). All reflection patterns 
show double Mach reflection. A flow is separated near 
a compression corner and A shape shock wave is formed. 
Slip line is formed from primary triple point and interacts 
to secondary Mach stem, then flow field is complicated. 

3.1 Calculated results and discussions of case 1 
(Poo=50 Torr) 

Instantaneous temperature contours around a compression 
corner are shown in Fig. 3. From the figures length of sep- 
aration region, separation point and reattachment point 
are different form each other. Comparing frozen case with 
nonequilibrium case, reattachment point is far from a cor- 
ner in nonequilibrium case. It can be said, the difference 
is due to angle of separation shock wave; angle of sep- 
aration shock wave in frozen case is larger than that of 

Fig. 2: Typical shock reflection pattern (Instanta- 
neous density contours), Double Mach reflection, chemical 
nonequilibrium flow (case 1, FCW) 

Chemically frozen 

Distance from the comer [m] 

Chemical nonequilibrium 
(NCW) 

Distance from the comer [mj 

Chemical nonequilibrium 
(FCW) 

Fig. 3: Instantaneous temperature contours around a sep- 
aration region 

nonequilibrium case, then momentum exchange rate to en- 
thalpy is larger than that of nonequilibrium case. So a 
flow reattaches downstream compared with nonequilibrium 
case. The matter will be discussed later related to shear 
stress distributions. 

Distributions of surface heat flux, shear stress and sur- 
face pressure are shown Fig. 4. Large heat flux is observed 
at reattachment point. Comparing two nonequilibrium 
cases, difference of distributions are observed as effects of 
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Fig. 4:   Instantaneous distributions of surface heat flux, 
shear stress, and surface pressure 

wall catalysis. Difference of between the two cases is quite 
large. Under fully catalytic wall condition, almost twice 
as large heat flux as that with non catalytic wall is ob- 
served. Heat flux has approximately half value between two 
nonequilibrium cases near the reattachment point in chem- 
ically frozen case. Secondary separation is also observed in 
the shear stress distributions as positive value region of 
shear stress in negative region. Separation point, reattach- 
ment point and separation length are measured from the 
figures. The results are shown in Table 3. The result shows 

Table 3: State of separation 

Frozen 
Non-eq. 
Non-eq. 

(NCW) 
(FCW) 

-2.59 
-2.96 
-1.85 

Xreat 
2.59 
1.66 
1.29 

-*sep 
5.18 
4.62 
3.10 

unit : [mm] 

that nonequilibrium effects affect angle of separation shock 
wave and its position, then a reattachment point is slightly 
near from the corner in nonequilibrium case. Besides it is 
observed wall catalysis affects separation point due to its 
enhancement of surface recombination of atoms. There- 
fore separation region has smallest value under nonequi- 
librium and fully catalytic wall condition. Largest surface 
pressure in interaction region is observed under frozen flow 
case. Two nonequilibrium cases do not show large differ- 
ence near a reattachment point under the downstream con- 

dition (case 1 condition in Table 2) except local pressure 
due to change of separation and reattachment point. 

3.2 Calculated results and discussions of case 2 
(Poo=20 Torr) 

Instantaneous temperature contours around a compression 
corner are shown in Fig. 5.   They show same tendency 

Chemically frozen 

Distance from the corner [mj 

Chemical nonequilibrium 
(NCW) 

Distance from the corner [m] 

Chemical nonequilibrium 
(FCW) 

Distance from the comer [ml 

Fig. 5: Instantaneous temperature contours around a sep- 
aration region 

that separation length is larger than those of case 1 cal- 
culation, and viscous effects is less near a surface in com- 
parative low Reynolds number flow. Secondary separation 
is clearly observed compared to previous case. Separation 
point, reattachment point and separation length show same 
tendency as shown Fig. 4. Under chemical nonequilibrium 
and fully catalytic wall condition a separation point is near- 
est to a corner, reattachment point is nearest to a corner 
and separation length is smaller than those of under any 
other conditions. Distributions of surface heat flux, shear 
stress and surface pressure are shown Fig. 6. Difference 
from flow assumption is clearly recognized than previous 
case. So it can be considered that downstream pressure 
have some correlation to flow field, especially near a reat- 
tachment point. Heat flux distribution shows largest peak 
at the reattachment point under nonequilibrium flow and 
fully catalytic wall condition. Shear stress distributions 
have same tendency in previous calculation. Separation 
point, reattachment point and separation length are evalu- 
ated from the distributions. The result is shown in Table 4. 
The result also shows same tendency as case 1 calculation. 
Separation point is nearest, reattachment point is nearest 
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Table 4: State of separation 

Frozen 
Non-eq.     (NCW) 
Non-eq.     (FCW) 

x, 
-4.24 
-4.06 
-3.15 

Xreat 
3.15 
2.21 
1.84 

7.39 
6.27 
4.99 

unit : [mm] 

to the corner, and length of separation region is shortest 
than any other cases under nonequilibrium and fully cat- 
alytic wall condition. In the surface pressure distributions, 
pressure plateau region (separation bubble region) is longer 
than that in case 1. The pressure level near a reattachment 
point is larger than that in case 1. 

In two nonequilibrium conditions of case2, the peak pres- 
sure with fully catalytic wall is twice as large as that with 
non catalytic wall near reattachment point, which is quite 
different from case 1. In case 1 almost no difference is 
found in peak pressure near reattachment point for a non 
catalytic wall and fully catalytic conditions of case 1. Ef- 
fects of nonequilibrium and wall catalysis effects also affects 
surface pressure distribution, especially near reattachment 
points. 

4. Summary 

Shock-wave/boundary-layer interacting hypersonic high 
enthalpy flow is numerically simulated assuming ther- 
mal equilibrium and chemical nonequilibrium condition. 
From the results of numerical simulation, effects of chemi- 

cal nonequilibrium and downstream pressure in a shock- 
wave/boundary-layer interaction flow field can be ob- 
served. They are summarized as below. 

1. Chemical nonequilibrium on the flow properties in 
shock-wave/boundary-layer interaction is significant. 

2. Chemical reaction affects angle of separation shock 
wave. Then the flow structure changes due to chem- 
ical reactions. Especially in fully catalytic wall con- 
dition, the size of separation region becomes smaller 
than that of non catalytic condition. 

3. In case 1 (pco = 50 Torr) pressure distributions show 
pressure plateau just after separation point and peak 
pressure near reattachment point. Almost similar 
pressure distributions are observed under non cat- 
alytic and fully catalytic wall conditions. Fully cat- 
alytic and non catalytic conditions show peak heat- 
ing near reattachment point. Peak heating with fully 
catalytic wall is twice as large as that of non catalytic 
wall condition. The results show wall catalysis is quite 
important. 

4. In case 2 (p«, = 20 Torr) almost same tendency as in 
case 1 is observed in heat flux distributions. However 
in pressure distributions significant difference between 
fully catalytic wall and non catalytic wall is observed. 

5. The size and extent of separation region of case 2 are 
larger than those of case 1. The results might be 
caused by viscous and nonequilibrium effects. 
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ABSTRACT 

This paper presents a method for active feedback control 
of compressible flows utilizing discrete aerodynamic sensitivity 
analysis. Unsteady sensitivity code and adjoint code are devel- 
oped via direct differentiation method and adjoint method, 
respectively, by hand-differentiation from a two-dimensional 
unsteady compressible Navier-Stokes solver. Active flow con- 
trols are conducted by minimizing unsteady objective function. 
Unsteady sensitivity derivatives of the objective function are 
calculated by the unsteady sensitivity codes, and optimization is 
conducted utilizing a linear line search method at every physi- 
cal time level. Several flow control examples validate that the 
present active flow control method utilizing the unsteady sensi- 
tivity analysis is robust and problem-independent. 

Introduction 

With the recent development of numerical optimization 
and sensitivity analysis techniques in computational fluid dy- 
namics, optimal flow control methods utilizing Navier-Stokes 
equations and sensitivity analysis methods are getting much 
more attention than before. Optimal flow control methods make 
it possible to conduct feedback flow control without any a 
priori knowledge of unsteady flow characteristics. 

Optimal flow control methods have been mainly devel- 
oped for incompressible low Reynolds number flows since the 
governing equations are much simpler than compressible 
flows.1"2 On the other hand, few works have been done for 
compressible high Reynolds number flows. Mohammadi3 re- 
cently reported a flow control method for high speed flows 
using incomplete sensitivity derivatives. It was assumed that 
the sensitivity derivatives with respect to flow variables can be 
neglected if objective function is based on local information 
around the body surface. However, a general flow control 
method using complete sensitivity information has not been 
reported. 

The objective of the present study is to develop a gener- 
al active flow control method utilizing unsteady complete sen- 
sitivity analysis for compressible laminar or turbulent flows. 
Unsteady sensitivity analysis codes are developed for discrete 
unsteady Navier-Stokes equations with Baldwin-Lomax alge- 
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** Assistant Professor, Dep't of Aerospace Eng. 
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braic turbulence from steady sensitivity codes developed in the 
previous research of the authors4. At each physical time step, 
objective function and its gradient are calculated, and control 
input required to minimize the objective function is determined 
by a linear line search method, which can be easily replaced 
with a more sophisticated gradient based algorithms at the cost 
of computational time. In this approach, an active feedback 
flow control is interpreted as an unsteady design optimization 
problem so that the versatility of the direct optimization 
methods can be fully utilized. 

Flow Analysis 

A two-dimensional unsteady Navier-Stokes solver de- 
veloped and validated in Ref.[5,6] was used for the flow analy- 
sis. Unsteady Reynolds-averaged two-dimensional compressi- 
ble Navier-Stokes equations in generalized coordinates are used 
in the conservation form based on a cell-centered finite volume 
approach, given as 

L*Q = -R (i) 
J dt 

, where t represents physical time, Q is a four-element vector of 
conserved flow variables as Q={p,pu,pv,e}T, and R is the 
residual vector as R = (E-EJ^ + (F-FJn. E and F are inviscid 
flux vectors and Ev and Fv are viscous ones of chordwise and 
normal directions, respectively. Roe's FDS scheme was adopted 
for the space discretization in the inviscid flux terms, and 
MUSCL approach with Koren limiter is employed to obtain a 
third order accuracy. The central difference method is used for 
viscous flux terms. Turbulence effects were considered using 
the Baldwin-Lomax algebraic model. 

For the tempera] discretization, the dual time stepping 
method is employed to obtain a second order temperal accuracy 
as follows. 

IM = _R„w    3g"t'"1-4g"+g"-' (2) 
J dx 2JAt 

where x represnets pseudo time, n the physical time level, and s 
the pseodo time level. The above equations are discretized in 
pseudo time using the Euler implicit method and linearized by 
employing the flux Jacobian. This leads to a large system of 
linear equations in delta form at each pseudo time step as 

JAz 
1.5/ 

' JAt 
\Q = -R" 3g"+1J -4g" +g" 

2JAt 
(3) 

In the implicit part, Beam & Warming's AF-ADI method is 
used, and van Leer's FVS is employed with a first order accu- 
racy. 
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Unsteady Sensitivity Analysis 

Direct Differentiation (DD) Method 
The discrete residual vector for nonlinear aerodynamic 

analysis of unsteady problems with the dual-time stepping 

method at (n+l)tfi time level can be written symbolically as 

2JAJ 

where X is the grid position vector, ß the vector of design 

variables at (n+l)th time level.  Equation (4) is directly 

differentiated with respect to ßk to yield the following equation. 

M 
J   JA/J1^J Ux\\dßk\ 1 

dR_ = o (5) 

(6) 

In order to find the solution {dQ/dßJ "+/ of the unsteady 

sensitivity equation (5), a pseudo time term for {dQ/dß*}"*' is 

added as in Eq.(2). 

And the same time integration scheme with the flow solver is 

adopted to obtain the following form. 

, where Q' represents dQ/dßk. The above equations are solved 

with the AF-ADI scheme which is used for the flow solver. 
When the flow variable sensitivity vector {dQ/dßk}"*1 is 

obtained, the total derivative of the unsteady system response of 

interest, Fn+1 can be calculated. Fn+1 is a function of flow 

variables Q, grid position X, and design variables ß at n+1 time 

level, i.e, 

^Mtl'Slf^fif'H 

F* =FHi{gHi(ß)X*(ß),PHi) ■ (8) 

The sensitivity derivative of the cost function F with respect to 

the k,h design variable ßk is given by 

dF 1 M""={§w"*{§n U/U 
dX 

\dßk 

(9) 

Adjoint Variable(AV) Method 
Since the total derivative of the unsteady flow equations 

is null in the (n+l)th time level as can be seen in Eq.(5), we can 

introduce adjoint variables and combine Eq. (5) and (9) to 

obtain 

dF 

dß„ laej WJ WJ \dß„] \dß„\ 

(10) 

Coefficients of flow variable sensitivity vector {dQ/dßk } form 

the following adjoint equation. 

=0 (ii) 

If we find the adjoint variable vector {A,} that satisfies the 

above adjoint equation, we can obtain the sensitivity derivative 

of F with respect to ßk by the following equation without any 

information about the flow variable sensitivity vector 

{dQ/dßk}. 
(12) dF 

dß\ m'Wiiw} mmm 
As in Eqs.(3) and (7), the adjoint equation (11), after 

adding pseudo time term, is also converted to the following 

system of linear algebraic equations and is solved with the 

AF-ADI scheme. 

iM-sMsWC °3) 
The subscript 'VL' of the transposed flux Jacobian 

[3R/3Q7 in the LHS of Eq.(13) refers to van Leer's FVS flux 

jacobian. 

Strategy for Flow Control 

We employed the following two procedures to minimize 

an unsteady objective function F with an an assumption that the 

objective function F is non-negative and behaves linearly with 

respect to the variation of {ß}. 

Strategy 1:1. Calculate F1*1 for {ß}={ß}n by the Flow Solver. 

2. Calculate {VFn+1} for {ß}={ß}n. 
3. Obtain {ß}"*1 as follows. 

{AP}=__F_{VF}> »r-w+M 

4.   n = n+l,   go to SI. 

Strategy II : The following step is added to the Step 3 of 

Strategy I. 

3-1. Update Fn+1 for {ß}={ß}"+1 by the Flow Solver. 

Results and Discussion 

Cylinder Lift Control 
The first example is the lift control of a cylinder lift, in 

which we attempt to remove the lift of the cylinder due to 

vortex shedding by adjusting the rotational speed of the 

cylinder. Flow conditions are Moo= 0.3, Re = 200, where 

asymmetric von Karman vortex is generated in the wake region 

behind the cylinder. O-type grid system of 169x169 is 

employed here. 
Firstly, we validate the sensitivity codes developed in 

the previous sections. In order to validate the direct and adjoint 

unsteady sensitivity codes, unsteady sensitivity derivatives are 

compared with those calculated by the following finite 

difference approximation. 

dC,"+ _C"g+Att~C;,a . (14) 
da    ~       Aa 
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where a is a nondimensional rotating speed defined as a = 
fflR/Uoo, and R is a cylinder radius. The step size Aa for the 
finite difference calculation is set to be 1.0x10^. The L2 norm 
of residual is reduced by 6 and 4 orders of magnitude from the 
initial value for flow solver and sensitivity codes, respectively 
at every physical time step. The physical time step At is set to 
be 0.2 for the cylinder cases. 

Fig.l shows the time history of C/ (=dC/da). The 
sensitivity derivatives by the finite difference and DD and AV 
methods almost exactly coincide one another. This implies that 
the steady sensitivity codes developed in Ref. [4] are success- 
fully converted to unsteady ones by the present method. 

An objective function is defined as follows to remove 
the lift of the cylinder. 

Minimize     F   =   0.5 xC,2 (15) 
In this case, we tried both the strategy I and II for the flow 
control. In order to compute the required sensitivity derivatives, 
we adopted the DD code since only one control parameter, the 
rotating speed a, is used in this case and the AV code requires 
about two times the computational time taken by the DD code.5 

Fig.2(a) shows a lift history before and after the flow 
control is activated, and Fig.2(b) shows variation of the rotating 
speed a. The lift and the rotating speed a controlled by the 
strategy I oscillate, while the lift controlled by the strategy II is 
successfully removed and a does not oscillate. This implies that 
the linear assumption adopted for the calculation of the control 
parameter variation worked well in this case. Since the time lag 
of the strategy I causes oscillation of the objective and the 
control parameter, we used the strategy II for remaining exam- 
ples. 

Cylinder Vortex Shedding Control 
In this example, the present flow control method is ap- 

plied to the vortex shedding control of a circular cylinder. Flow 
conditions are same as those of the previous cylinder lift control 
case. We define the objective function as the difference between 
the target surface pressures and the computed surface pressures 
of the cylinder, as follows. 

Minimize   F = I f(c  _r  ) Rd0 • 
ry J0    V    P Pt / 

(16) 

The target pressures Cp, are specified as those of the inviscid 
flow given as l-4sin2G, where 8 is the circumferential coordi- 
nate of the polar coordinate system. We employed blow- 
ing/suction velocities along the cylinder surface as control 
parameters. Since there are a large number of control parame- 
ters, the adjoint sensitivity code is used here. 

Although not shown here, F is reduced to about one- 
tenth compared with the value without control. Also, fluctua- 
tions of the cylinder lift and drag are removed and magnitudes 
of those are remarkably reduced. We can see clearly the effect 
of the vortex shedding control in Fig.3, which compares 
streamlines of the cylinder flow without and with control. The 
unsteady vortex shedding is removed by the control, and paral- 
lel streamlines are obtained behind the cylinder. 

Airfoil Shock Buffet Control by Flap Deflection 
The objective of this example is to remove the lift fluc- 

tuation of SC(2)-0714 airfoil in a buffet flow condition of M„ 
= 0.725, a (incidence angle) = 3.5 and Re = 15 X106. A C-type 
grid system with 169x61 points is used. The objective function 
is defined as follows. 

Minimize     F   =   |C,-C/0|, (17) 
where C;o is a lift coefficient at the moment when the control is 
activated. 

Lift oscillation caused by the shock buffet is removed by 
adjusting a deflection angle of a plain flap as can be seen in 
Fig.4(a). Clockwise deflection angle is defined to be positive. 
We used the DD code for the calculation of sensitivity deriva- 
tives since only one control parameter is adopted here. 

Fig.4(b) shows the lift history of the airfoil. The lift co- 
efficient is kept constant by the control. It is clear from Fig.4(c) 
that the unsteady flow has become a steady one by the appro- 
priate deflection of plain flap. The deflection angle of-3.17 deg. 
is equivalent to a reduction of the incidence angle by about 1 
deg., and the airfoil is now out of the buffet flow condition by 
decreasing the incidence angle. 

Concluding Remarks 

A robust flow control method based on unsteady aero- 
dynamic sensitivity analysis via direct differentiation and ad- 
joint methods is presented. Formulations of the discrete un- 
steady sensitivity analysis are presented, and the unsteady sen- 
sitivity codes are developed from the steady ones. Unsteady 
sensitivity derivatives computed by the sensitivity codes almost 
exactly coincide with those of the finite difference method. 
Successful control examples show that the present flow control 
method is promising for the application to various flow control 
problems 
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Fig.l Validation of unsteady sensitivity analysis codes 

(a) Time history of lift coefficient 

(flow control was started at t = 400.4) 

(b) variation of control parameter a 

Fig.2 Cylinder lift control results (Re = 200, M„ = 0.3) 

Minimum Lift 

Maximum Lift 

(a) Before Control 

(b) After Control 

Fig.3 Vortex shedding control results: 

comparison of streamlines around the cylinder 

30% chord 

(a) Plain flap of SC(2)-0714 of 30% chord length 

(b) Lift history 

(c) Flap deflection angle variation 

Fig.4 Shock buffet control results with plain flap deflection 
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Abstract 
An implicit procedure for minimizing the error in- 

troduced by approximate factorization1 in solving the 
unsteady Euler or Navier-Stokes equations is pre- 
sented. Also, a procedure for controlling numerical 
disturbances is described that adds numerical viscosity 
directly to the natural viscosity, similar in concept to 
that of an eddy viscosity. This approach preserves the 
frame independence of the governing equations even 
when solved in arbitrary curvilinear coordinate sys- 
tems. High convergence rates of approximately 0.8 
are achieved upon application to a wide range of prob- 
lems. The implicit procedure can be combined with a 
multigrid procedure for further convergence accelera- 
tion. 

Introduction 
Implicit numerical methods for fluid dynamics in 

general first approximate the governing partial differ- 
ential flow equations with a matrix equation and then 
replace, by approximate factorization, the original ma- 
trix with a sequence of efficiently invertible matrix fac- 
tors. In addition, these methods often add artificial 
dissipation to control numerical instability. The differ- 
ence between the original equations to be solved and 
those actually solved numerically represents compute 
tion error. This error is introduced through 

1 discretization of derivatives by finite difference 
quotients, 

2 approximate factorization of the original matrix 
equation, and 

3 the addition of artificial dissipation. 

The governing equations should be discretized to as 
high an order as is practical. The errors introduced by 
approximate factorization may require te use of rela- 
tively small time steps to contain their growth, which 
in turn causes slow convergence. Artificial dissipation 
if introduced in large amounts or in a frame dependent 
manner can degrade the accuracy of the numerical so- 
lution. The strategy for overcoming these difficulties 
is given herein. First we examine the governing equa- 
tions. 

Governing Equations 

Consider the unsteady equations of compressible 
viscous flow in two dimensions represented in general 
coordinates £ and r\ as follows. 

ÖU     dF_     ÖG 
dt + dt. + dt) (1) 

A finite difference/volume equation, written in delta 
law form, approximating the above equation, is given 
by Eq. (2) below (2) 

{I+At (^pWj+t^"^1'2)}SU^ 
(F"+l/2,j ~ Fp-l/IJ        Gi,j+l/2-GZj-l/2\ 

-    {     A*      +      AV     ; 

where Ä and B are the matrix Jacobians of the flux 
vectors F and G with respect to state vector U, re- 
spectively, and the dots, • , appearing in the equation 
indicate that the difference operators operate on all 
factors to the right. Upon application of the difference 
operators an equation of the following form is usually 
obtained. 

where Ay, By, Cy, Dy and Ey are block matrix 
elements and 

AUPj = 
/ Fn                  i?n Cn                  fn            \ 

_ Af / 
J»+l/2,j ~f»-l/2,j Ui,j + l/2       Ui,j-l/2\ 

\            A£ AT?             / 

Eq. (3) can also be expressed in full matrix form. 

M • [6U] = [AU] 

'99   fg370fiffil->>tfvOA   ©B*^^^ 
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where M : These matrix factors are of form 
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Matrix M is of size [(n x n)x(n x n)] and vectors 
[6U] and [AU] are of length (n x n) on an (n x n) 

mesh. 
The block element matrices Äij, By Cy, Dy, and 

Ey are denned below with a — 1.0. 

Äi-* = I + a~Zx~ (-^H+i/2,; ~ Ä-i-i/2j) 

+ 0^(^iJ+i/>-fi-«-i/>) 

f     -     n
MRn 

iJ ~ ~~   ~Ky   +«'.i-1/2 

Ay 

At 

Ax   -''+i/2.i 
(4) 

The bars appearing on the matrix elements indicate 
that the Modified-Steger-Warming method is being 
used to approximate these Jacobian matrices using 
arithmetically averaged data from both sides of the 
flux surface. The Roe method, using geometrically 
averaged data, could be used as well. The sub- 
scripts appearing on the Jacobian matrices, for exam- 
ple Ä$.. 1/2 ., indicate the sign of the split matrix and 
the flux surface location. For this example, the split 
Jacobian matrix contains only non-negative eigenval- 
ues and the flux surface lies midway between mesh 

points (i,j) and (i+ 1, j). 

Approximate Factorization (AF1 
The standard approach to solve Eq.(2) is approxi- 

mate factorization, which when applied yields 

= -Wj 

The matrix M is factored by 

M ~ M{ • M,, 

Mf = 

and 

X 
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X . 
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X 

X X , . . 
X X X • 

X X 

B 
X 

Ä„ 
X 

C 
X 

X 

X 

X 

X 

X 

X 

(5) 

M,= 

Each factor represent a block tridiagonal matrix. Dur- 
ing matrix inversion, each need to be of only dimension 
(n x n) when solved line by line through each mesh di- 
rection. The matrix elements Bij,Cij, Dij and Eij 
are defined as before in Eq.(4) and 

A*iJ = I + A~i (^"•+1/2,j ~ Ä"i-i/2,j) 

A"iJ = I + ~Ä~y V^+'J+i/a " 5-'J-i/0 

Unfortunately, upon matrix multiplication of the 
two factors in Eq.(5), none of the original matrix ele- 
ments are returned exactly and some zero elements of 
M become significantly nonzero. This factorization er- 
ror reduces accuracy and slows algorithm convergence. 

Modified Approximate Factorization (MAF) 

The approximate factorization procedure can be 
modified to significantly reduce the adverse effects of 
decomposition error. The modified procedure has the 
property of Stone's Strongly Implicit Method (SIP)2 

for matrix decomposition of returning exactly the orig- 
inal nonzero elements of the matrix M upon factor 
multiplication, although some originally zero elements 
become nonzero. This modification was used by Bar- 
dina and Lombard3 in 1987, which they called their 
Diagonally Dominant Alternating Direction Implicit 
(DDADI) procedure. The basic idea of the diagonally 
dominant procedure also appears much earlier in the 
literature. It is apparently rediscovered every decade 
or so and then, unfortunately, forgotten by the com- 
putational community. When applied to the matrix 

M 

M ~ M£ • [DJ-1 • Ml (6) 
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with 
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X X X . 
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M; = 
■ 

B Ä 
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X 

X 

and diagonal matrix 

D = 

The block matrix elements appearing above are again 
denned by Eq.(4) with the exception that the param- 
eter a has now been set to 2. 

In three dimensions M can be decompositioned by 

M ~ M'( • [D] -l • M'.[D] -l K 
Although the original nonzero elements of matrix 

M are returned exactly by the above MAF decompo- 
sition procedure, other formerly zero elements are dis- 
turbed and can contribute to both error and reduced 
convergence speed. The following section describes an 
iterative procedure for eliminating or further reducing 
this remaining decomposition error. 

Removal of Decomposition Error 
Eq.(6) can be expanded as follows. 

M ~ M£ • [D] -l Mj, = M + P 

The equation actually solved, instead of Eq.(3), is 

M • [<5U] + P • [<5U] = [AU] (7) 

The difference between Eq.(3) and Eq.(7) is the de- 
composition error term P • [6U]. We now present an 
iterative procedure for removing this decomposition 
error. 

The decomposition error term is fed back into the 
matrix equation on the right hand side for self cancel- 
lation. A k-step iterative modified approximate fac- 
torization algorithm1, MAF(k), is denned as follows. 
MAFflc) Algorithm 

M • [«jW] -(- P • [*U<k>] = [AU] + P • [iU^-1)] 

where [*U<°>] = [0]        k =1,2,3, ••• 

MAF(l) is the same as Eq. (7) above. For this iterative 
procedure to work, each MAF iteration must be nu- 
merically stable and the sequence must converge. For 
it to be efficient, the number of iterations must be kept 
small, ideally at two. A stability analysis and exam- 
ples showing sequence convergence have been given1. 
The optimum value for the maximum number of k sub- 
iterations per time step was shown to be two for flows 
going to steady states. 

Added Numerical Dissipation 
Numerical dissipation is the fundamental require- 

ment for numerical stability. It has to be present to 
obtain numerical solutions. It is introduced by the 
choices made in discretization. When this is insuffi- 
cient, more must be added. This section presents a 
rational way to add numerical dissipation. 

One would like to preserve the physical balance of 
the Navier-Stokes stress tensor, which is frame inde- 
pendent. It is hopeless to add artificial viscosity in 
multidimensional curvilinear coordinate systems and 
simultaneously preserve this physical balance - with 
few exceptions. 

One exception is to use the already frame indepen- 
tent Navier-Stokes viscous stress tensor itself as a ve- 
hicle to add numerical dissipation. Similar to the con- 
cept of an eddy viscosity used to include the effects 
of turbulent mixing in the Reynolds Averaged Navier- 
Stokes equations, the addition of numerical viscosity 
by augmenting the natural viscosity can be used in the 
frame independent Navier-Stokes stress tensor, even 
when solving the Euler equations, to control numeri- 
cal instability. 

fl <     (^physical + ^numerical (8) 

Numerical difficulties arise at the foot of shock waves 
and in regions where oscilation occurs in the convec- 
tion velocity within subsonic flow. 

(1) Along the shock wave, the numerical viscosity 
can be chosen to be 

Unumericali = 1/2 • Ah(. • p,Cj (9) 

where Ah( represents the grid spacing distance in the 
£ direction, assumed crossing through the shock, and 
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p is the density. At both points adjacent to the shock 
the viscosity is augmented as shown above in Eq.(8). 

(2) Within subsonic regions with oscillation in con- 
vection speed q„. 

Ihxumtricaii =005 • min {Ah(, Ahn, Ah(} 

■(Pl|«ni|+/>a|«n2|) 

|?r>3 - 3(gnl-9n2)-gn4l 

|«»8| + 3(|«ni| + |«nal)+ |«n4l+« 
(10) 

where points 1,2,3 and 4 are adjacent point about grid 
point i =" 1" and e ~ 10-9 is added to prevent division 
by zero in motionless regions. The quotient factor is 
bounded by one and is proportinal to -^ ■ A£3 • |-gj&H. 
The above value of numerical viscosity is added, as in 
Eq.(8), at points i (1) and i + 1 (2). 

Computational Results and Conclusion 
The method just described was successfully applied 

to several aerodynamic flows4,5., ranging from low sub- 
sonic to hypersonic Mach numbers - (1) The Euler 
equations at Mach 0.2 for flow past an ellipse, Fig. 1, 
(2) the Reynolds Averaged Navier-Stokes equations for 
transonic flow past an airfoil, Fig. 2, (3) the Navier- 
Stokes equations for Mach 5 flow past a sphere, Fig. 3, 
and real gas equilibrium flow past a sphere at Mach 
18, Fig. 4. 

Figure 1. Pressure contours for subsonic flow about 
an ellipse. 
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flow past a sphere. 

Figure 4.  Mesh and pressure contours for Mach 18 
real gas flow past a sphere. 
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Abstract 
For a better understanding of dynamic and 

aeromechanical behaviors of a tilt rotor during low 

speed transition state, a new approach to predict its 

induced flow field and blade flapping motions is 

formulated based on system identification technique. 

This is composed by two stage estimation processes, 

one for the state estimation (blade flapping deflection 

and velocity) and the other for the parameter 

identification to define induced velocity distribution 

over the rotor disc at arbitrary tilt angle. The state 

variables are estimated by the kinematic observer by 

incorporating measured blade flapping data detected 

with the blade mounted potentiometer and 

accelerometers. The induced velocity distribution over 

the disc at arbitrary tilt angle is approximated by the 

extended Glauert distribution and its undetermined 

coefficients are identified by applying the generalized 

least square method to simultaneous linear algebraic 

equations which originally describe blade flapping 

equation of motion. In this presentation after brief 

introduction of typical experimental results obtained by 

the dynamic running test of the model rotor, benefits 

and difficulties experienced in the course of 

implementation of system identification to the 

aeromechanical problem are described. By comparing 

estimated and numerical blade flapping motions 

calculated with estimated induced velocity 

distributions,   it  is  ascertained  that  the   proposed 

procedure are useful and practical approach for 

predicting aeromechanical behaviors of a tilt rotor 

during transition. 

1. Introduction 
With a steady progress of rotorcraft 

technology, rotorcraft based VTOL airplanes are 

expected to be most promising airvehicles in the next 

century. It is needless to say that the key factor for 

their successful designs and operations is to establish 

mathematical model which predicts precisely 

aeroelastic behavior of the rotor system during 

transition. In our laboratory, several basic researches 

to clarify aeromechanical characteristics of a tilt rotor 

system have been conducted using the dynamic 

running test facility. 

In this paper, a new prediction method based 

on system identification technique for a blade flapping 

motion of a tilting motion at low speed forward flight is 

proposed and its usefulness and benefits as a practical 

design tool as well as active control devices are 

discussed. 

2. Sensor Equation of the Blade Mounted 
Accelerometer 

Consider an accelerometer mounted on a 

blade, as shown in Fig. 1. Let the blade be hinged at a 

distance e from the axis of rotation. The rotor shaft 

rotates  with  constant  angular  velocity   Q in  C.W 

Graduate Student, National Defense Academy 
"* Professor, National Defense Academy 
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direction while the rotor assembly is tilting with 

constant pitching rate q (nose up is positive) about the 

horizontal axis located downward h from the hub 

center. The accelerometers are arranged along the 

blade CG. axis, which coincide with the feathering and 

the blade elastic axes, with orientating their sensitive 

axes to the out-of-plane direction. Output of 

accelerometer mounted at T=ri is given as: 

Z+(r+ep—+2gT(r+e)siia+gco!0+gjsiißcoO        (1) 

where 6 and g are the rotor tilt angle and the gravity 

acceleration. Let expand the blade out-of-plane 

deflection Z(r,t) by eigen functions as: 

z=!>»7*(o (2) 
*=i 

and transpose the 3rd and 4th terms into L.H.S, then, 

equation (1) becomes; 

G, ^r^W+y^^^+ir+e^^P-^io] (3) 
Si "r       -U/-, 

(j>2*) 

Equation (3) constitute the sensor equations which 
determine modal deflection rjk and modal acceleration 

jj of the blade. It is understand from equation (3) that 

if the blade deflection is approximated by superposition 

of kth eigen functions, more than 2k sensors must be 

mounted on the blade to decompose tjk and jjk 

definitely from the measured data. 

3. Estimation of Flapping States and 
Identification of Induced Velocity 

Distributions 
3.1. State Estimation 

Though there are a lot of state estimation 

procedures,   in this   study,   the   kinematic  observer 

proposed by McKillip is utilized because of its simple 

structure. When the blade deflection is approximated 

by   the   rigid   mode   and   neglecting   any   elastic 

deformations,   the   kinematic  observer  is   given   as 

follows: 

ß 0   1 

0   0 

V 
♦I --• fc ■AH 

0 (4) 

where (A) and subscript "meas" indicate estimated and 

measured values, respectively. Kj and K^ are observer 

gains. Let us define the estimation error as; 

e = ß    -ß 

and substitute it into equation (4), we have following 

error equation 

e + Kle + K2e = 0 (5) 

After several try and error calculations, combination of 

K!=144 and 1^=6400 are selected as the observer gains. 

It should be noted that in equation (4), the blade 

flapping states can be estimated only by measured 

values of j3 and ß both of which can be reduced from 

the sensor equation (3) and there is no necessary to 

know a priori the accurate blade equation of motion. 

3.2. Identification of Induced Velocity 
Distributions 

From the blade element theory, for a rigid 

and uniform blade, the flapping equation of motion of a 

tilting rotor blade is given as: 

ß- + Ctß
, + C2ß = -2(\ + s)qsm>¥-ssco!>e + £(C,e+C,)-£ft{x-e)xAi,„<ix 

C ='- 
8g(l-V)|    Ze' 

d-V/*--" 4,    '   ,^      1 ^     3(l-x„ )     1+x, 

Jf _3e(l-*„ )W^_/lcoge)sin«p-(i-x„)e';<cos0sii,¥ 4(1-*, 

C, =(l + «) + ^sin0cos,f + ^(l-V)fl-^—^lucos©cos* 2 6V      °\     2(l-x„J)J 

c, = (i-0 i 
4?(l-x„ *.3)1    %l-x')(,   3e(l-x.2)\r- „, •  „, 

:0')| 3      {      2(1-V)/ 3(1-x, 

'\     30-V)/ 3      I     2(1"*. )f 

(6) 

where ¥ is the blade azimuth angle and ()' means 

differentiation with respected to ¥. x=r/R, XQ^Q/R, 

e=e/R, h=hlR, q = q/n, V =V/RQ and X = vfRQ 

are nondimensional radius position, root cut out, hinge 

offset, distance between hub center and tilt axis, 

pitching rate, forward speed and induced velocity, 

respectively, y is a blade Lock's Number. As for the 

induced velocity distribution over the rotor disc at an 

arbitrary tilt angle, the extended Glauert formula 

given below is adapted 

Ä(xV) = Ä0+ xXc cos *F + xAs sin *F (7) 

and its unknown coefficients( X 0, X c and X g) are 

identified by applying a recursive least-squares method 

to equation (6) after rearranging it to the linear 

algebraic equations with regard to X 0, X0 and X s by 

putting q=0 and substituting blade flapping states for 
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their estimated values. 

4. Model Rotor and Instrumentation 
Dimension of the model blade and its 

planform are shown in Fig. 2. The blades were made up 

laminated balsa with an aluminum spar and had a 

cross section of NACA0015. Three accelerometers were 

allocated along the blade CG. line as shown in Fig.2 

and they are designated as G30, G50, and G80, 

respectively depending on their radial positions. As 

easily anticipated, operational environment of the 

blade mounted accelerometer is very severe, it was 

selected to satisfy the following specification: 

measurement range: 200G, transverse sensitivity: less 

than 3%, over-range limit: 1000G, frequency response: 

0 to 3.5kHz, size: L15xW10xH4.6mm, and weight: 

1.2grams. 

General arrangement of the model rotor is 

illustrated in Fig. 3. The rotor is a two bladed 

articulated rotor and powered by 400 Watts, speed 

controlled AC servo-motor. On the hinge axis, a 

potentiometer was installed and measured blade flap 

angle at the root. As for tilting and alternation of rotor 

tilt angle, another AC servo-motor was utilized. The 

model rotor assembly was installed on the tip of the 

support arm being cantilevered to the running carriage 

which moves along the guided rail with constant. / 

programmed speed. Output signals of the 

potentiometer and accelerometers were picked up 

through the slip ring and after filtering with cut-off 

frequencies of 100Hz, they were stored to computer 

memory at 2kHz sampling rate. 

The dynamic running test was conducted 

with various combinations of carriage velocity from 0 to 

4.2m/s, blade pitch angle from 4 to 10 degrees, and tilt 

angle of -10 to 100 degrees for the case of fixed tilt 

angle and pitching rate of q=0~±0.4rad/s. 

5. Measured Data and Estimation Results 

Typical data measured by a potentiometer 

and accelerometers are shown in Fig. 4(a). In Fig. 4(b), 

blade flap deflection and acceleration reduced from the 

sensor equation (3) are also shown, together with the 

estimated flapping states obtained from the kinematic 

observer. Parameter identification processes for the 

nondimensional induced velocity coefficients using the 

recursive parameter estimation are depicted in Fig. 

5(a) and in Fig. 5(b), their converged values are plotted 

as a function of the tilt angle. It is shown that induced 

velocity coefficients decrease exponentially with an 

increase of the tilt angle and a symmetrical 

distribution can be obtained at 0 =90 ° which 

warrants a quasi-steadiness of a flow field around the 

rotor. In Fig.6, examples of measured and calculated 

time histories of the blade flapping motion during 

transition are plotted. Figures depicted in the left side 

are those for the downward tilting motion from vertical 

to horizontal, while figures in the right side, those for 

the upward tilting motion. Finally, phase plane 

trajectories of flapping motion under the same 

condition in the case of Fig. 6 are shown in Fig. 7. 

Observing these figures, it is understand that 

calculated results predict such effect as the induced 

velocity distribution variations due to variable tilt 

angle and difference of gyro-moment depending on the 

direction of the pitching motion fairly well, but there 

remains a space to improve prediction accuracy by 

taking into account dynamic effect due to tilting motion 

on the induced velocity distribution. 

6. Conclusions 

(1) Kinematic Observer, using measured data of 

potentiometer and blade mounted accelerometers, is 

effective tool for a prediction of dynamical behavior 

of a tilting rotor. 

(2) Because of high G environment of the model rotor 

blade, to keep measurement accuracy as higher 

possible it is desired, to adapt accelerometer to be 

able to satisfy the following specification: 

measurement range: less than 30G, transverse 

sensitivity: less than 1%, over-range limit: about 

1000G, frequency response: more than 1kHz, size: 

within L10 x W10 X H5mm, and weight: less than 

lgram. 
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Abstract 
Numerical flutter simulation of the experimental SST in transonic 
region is presented. The elasticity of the aircraft's wing and 
fuselage is taken into account by utilizing 24 symmetric and anti- 
symmetric natural modes in solving structural equations. The 
Euler and structural equations were integrated simultaneously to 
obtain SST responses. The aileron flutter, like the linear theory, 
was found the most critical one for this configuration. The flutter 
boundaries are estimated lower than those obtained by the linear 
theory for the range of Mach number 0.6-1.0. 

Introduction 
The estimation of flutter boundary of high-speed aircraft plays 

an essential role in the structural design concepts and parameters. 
Its role gets more importance in the case of supersonic transport 
because relatively thin wing-sections or control surfaces are 
necessarily used for these configurations. Therefore an interactive 
relation between design parameters and flutter boundary suggested 
by experiment or CFD is highly requested at primarily steps of 
structural design. With remarkable progresses in computing speed 
and numerical methods, the CFD is now of much current interest 
to do this request. Linear methods can predict the flutter boundary 
with relatively high accuracy in all the flows except for transonic 
region where the flow is highly nonlinear or when the flow is 
highly separated. In these regions the nonlinear methods should be 
employed for accurate prediction. 

The authors have developed a CFD Code to numerically 
simulate unsteady coupled fluid-structure problems based on 
Navier-Stokes/Euler equations. This code has been used and 
verified in several large scale problems such as 3-D high aspect 
ratio wings1,2, and Arrow wing configuration3. This report 
describes numerical simulation of aeroelastic responses of the 
NAL Supersonic Transport(SST) experimental aircraft around 
transonic region. The unsteady Euler equations coupled with 
structural equations were solved to obtain flutter boundary of SST. 
The results were obtained either with and without structural 
damping and were compared with linear theory results when 
available. 

Governing Equations 
The computation is based on unsteady Euler equations for 

governing flow field and a modal approach form of equations for 
structural side(Eqs. 1). These equations can be described in non- 
dimensional form as 

dQ   dF   8G    SE    . 
— + — + —+— = 0 
ä    d$    dr]    dC, 

where q are generalized coordinates: <t> / , A77; and Aj. are 
the natural modes, generalized masses and natural reduced 
frequencies corresponding to the i'th mode, respectively. Q is the 
nondimensionalized dynamic pressure and A7Z is the z-direction 
component of normal vector to the wing surface. The double 
integration symbol implies the integration over the whole aircraft 
surface. The structural equations of motion are derived by the 
assumption that the deformation of the body under consideration 
can be described by a separation of variables involving the 
summation of free vibration modes weighted by generalized 
displacements. For more information on obtaining governing 
equations see Ref 4-5. The integration of governing equations are 
implemented using a second order upwind TVD scheme6,7 for the 
flow equations and Wilson's 9 implicit method8 for the structural 
ones. The procedure of unsteady computations can be carried out 
as follows: 
1. Compute steady state solution at a given Mach number 
2. Assume dynamic pressure 
3. Assume initial value for some of generalized velocities 
4. Solve structural equations and update surface geometry and 

corresponding surfaces and internal grids 
5. Update flow field solution 
6. Repeat steps 4 To 5 for many cycles and save time history of 

generalized coordinates. 
To find flutter boundary at a given Mach number, repeat steps 3 to 
6 for a range of dynamic pressures and find stable and unstable 
regions by analyzing mode responses. 

Characteristics of Experimental Model 
A plan-view of this model is given in Figure 1. The 

dimensions and typical parameters of the are as follows; Fuselage 
length 11.5m, wing root chord-length 4.2m, span length 4.72m, 
aspect ratio 2.1 and swept-back angles 24°-28.8°. The structural 
dynamics characteristics, natural mode shapes and frequencies of 
this model were found, using NASTRAN, by FHI. The flutter 
boundary, except at transonic regions, was also determined using 
linear theory. They found that the aileron flutter is the most critical 
one. The first 24 symmetric and anti-symmetric modes of fuselage 
and wings are shown in Table 1. The modes which contain aileron 
motion are marked by '*'. 

Senior Eng., Technical Development Dept. 
Head, Aeroelasticity Div. 
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Table 1. Vibration Characteristic of Experimental Model 

Mode No. Frequency Dominant 

Hz Mods Ships 

1 0.0 Rigid Pitching 
2 0.0 Rigid Heaving 
3 0.0 Rigid Rolling 
*4 8.7 FLoB, WB 
5 11.5 FLaB 
*6 16.5 WB-s 
*7 26.0 FLoB, Aileron T-s 
*8 27.4 WB-a 
*9 29.6 Aileron T-a 
10 30.2 Aileron T-s 
11 34.1 FLaB 
12 38.1 FLaBT 
13 42.4 V 
14 42.9 FLoB 
15 47.7 H-a 
16 48.7 H-s 
17 56.3 W-s 
18 62.5 W-a 
19 67.9 W-s 
20 71.0 W-a, V 
21 72.2 W-s. Aileron B 
22 76.9 W-s. Aileron T 
23 83.0 V 
24 89.1 V 

F:Fuselago W:Main Surface H:Horizontal Tail V:Vertucal Tail 
B:Bending   T:Torsion 
Lo: Longitudinal   La: Lateral -s :Symmetric -a: Anti-symmetric 
*   Mode indicared in Figures 

Fig 1. Plan-View of SST Experimental Model 

The flight envelope of SST experimental aircraft in a frame of 
Altitude vs. Equivalent Air Speed (EAS) is illustrated in figure 2. 
This figure shows the rocket launching path and also free flight 
path. Our objective is to investigate that the flight path is free of 
flutter specially in transonic region. 

Fig 2. Flight Envelope of SST 

Numerical Results and Discussions 
A H-H type mesh with 126x121x80 grid points was generated 

around full SST configuration for these computation. The mesh 
generator is based on elliptic methods. The minimum size of grid 
in normal direction is of order of .005 based On the wing root 

chord length. The outer boundaries are put at least 15 times the 
wing root chord length away from the surfaces in the stream-wise 
and normal directions and 3 times the half-span length in span- 
wise direction. A schematic view of grids around the half-span of 
SST is shown in Fig 3. 

Fig 3. Grid Distributions on SST 

The first 24 modes, which were found by NASTRAN, were 
considered in the computations. These modes contain symmetric 
modes as well as ant-symmetric modes. The SST responses in 
Mach number range 0.6 to 1.2 at several dynamic pressures with 
or without structural damping were found. The results are 
illustrated as selected generalized modes(dominant modes) vs. 
non-dimensional time at each Mach number and dynamic pressure 
to investigate the SST responses. For the sake of convenience 
modes marked by "*" in table 1 are only illustrated in this paper. 
They are mode 4: fuselage and main surface bending, mode 6: 
main surface symmetric bending, mode 7: fuselage bending and 
aileron torsion-symmetric, mode8: main surface bending-anti- 
symmetric, and mode 9: aileron torsion- anti-symmetric modes. 
The first three rigid modes are not considered here. 

An example of steady state pressure distributions on four 
different semi-span stations(0.0%, 30%, 50%, 70%) at Mach 
number 0.9, obtained by present computation and linear theory, are 
given in Figure 4. The 0.0% semi-span stations, corresponds to 
body-symmetric line. 

Hereunder unsteady numerical computation results will be 
shown and discussed. At all the numerical simulations, structural 
damping is set to 0.0 unless mentioned. 

The results at Mach number 0.6, where dynamic pressures are 
lOOkPa and 80kPa, respectively are given in figures 5-6. This 
figures show the time histories of some dominant generalized 
coordinates. It can be seen from figure 6 that only those modes 
which contain aileron mode(ie; mode7 and 8) will be diverged first 
by a 20kPa increase in dynamic pressure. Other modes show 
positive damping at this range of dynamic pressure. 

Figure 7-9 show simulation results at Mach number 0.9. The 
dynamic pressures are set at 90kPa, 60kPa and 25kPa. At this 
Mach number simulations with structural damping equal to 0.02 
were also carried out. These results are given in figures 10-11. As 
the previous case, modes 7 and 8 are the modes which show 
instability first by an increase in dynamic pressure. The inclination 
is similar for the case with structural damping 0.02, too. The 
critical dynamic pressure( the dynamic pressure at which flutter 
occurs) is about less than 60kPa without structural damping while 
it increases to 70kPa when structural damping is 0.02. 

The SST response at Mach number 1.0 and dynamic pressure 
90kPa is shown in figure 12. The modes 7 and 8 are already 
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diverged at this dynamic pressure. Other modes are still show 
convergence. 

The results at Mach number 1.2, dynamic pressures 130kPa and 
lOOkPa are given in figures 13-14. The response is stable at 
lOOkPa while some modes(ie; mode 7 and 8) seems to be unstable 
at 130kPa. The tendency of modes are similar to the previous 
cases.. 
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-0.5, 
0.4 0.8 x/c 

Linear theory D 
Current Ra(Euler)     — 

0.5 
Linear theory        D 
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Cp 

r*°^5-- 

■ 

0 

-0.5( 

^-S-^BV 

) 0.4             0.8 

Linear theory        O 
Current Rex(Euler)       

x/c x/c 
Fig 4. Steady State Pressure Distributions, M=.9, A=0.0 

Figure 15 shows the main surface flutter boundary obtained by 
present method and linear-theory. The vertical and horizontal axes 
are: equivalent air speed and Mach number, respectively. In this 
Figure main surface and aileron flutter boundaries obtained by 
linear theory are illustrated by dashed line. The triangles show the 
data computed by present method. The results are agreed together 
only at Mach number 1.2. The flutter speed obtained by present 
simulations are lower than those estimated by linear-theory for 
Mach numbers less than 0.9 A dip-like curve is obtained by 
present method although no shock waves were seen in all the 
computations. 
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Fig.6 SST Response at Dp=80kPa, M=0.6 
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Non-Dim Time 

Fig.«? SSTResponse at Dp=60kPa, M=0.9, 
g=.02 
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Conclusion 
Numerical flutter simulation of full-SST configuration has been 

carried out using Euler solution at transonic region. The aileron 
flutter was found as the most critical one. The flutter speeds 
obtained by the present code do not agree well with those of 
linear-theory except at Mach number 1.2. 

The authors thank Fuji Heavy Industries for their offering the 
results of vibration analysis for the present studies. 
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ABSTRACT 

To meet fatigue life or durability and damage tolerance 
requirements, structural fatigue life enhancing methods are often 
used in aircraft and rotorcraft structures. Pre-stressing fastener 
holes and holes in attaching structures or lugs by hole cold 
expansion is widely used to prevent growth of cracks originating 
at holes. The residual compressive stresses generated shield the 
hole from cyclic loads and reduce the stress intensity factor 
associated with crack growth. The overall fatigue life and 
damage tolerance is enhanced on both new and aging aircraft 
structures. The paper describes the cold expansion process and 
benefits as well as derivative processes and applications. 

1. INTRODUCTION 

Aircraft and rotorcraft are designed using good safety, durability 
and structural integrity principles. They are also required to have 
long fatigue lives and low operating and maintenance costs. A 
number of different design techniques and principles are used to 
ensure basic structural integrity. Structural fatigue life 
enhancing methods are often used to meet design durability and 
fatigue life. 

Most conventional aircraft structures require fastened joints in 
wings and fuselages as integral parts of the design to facilitate 
manufacture and assembly. The structure also includes attaching 
lugs and clevises for joining structural sub-assemblies and 
mounting components. Due to their complexity and loading, all 
of these "joints" are a point of high stress concentration. Since 
most fatigue cracks originate at holes subjected to cyclic tensile 
loading they are also the primary source of structural fatigue 
problems. 

Good detail design of joints is necessary to achieve the required 
fatigue life and structural endurance under expected in-service 
loads. The installation of high interference fit fasteners and pins 
can improve fatigue life of the joint however, it is highly 
dependent on the fit of the fastener. Alternatively, pre-stressing 
the hole to induce beneficial residual compressive stresses 
around the hole can greatly enhance the fatigue resistance of the 
joint by preventing cracks from growing from the hole. Split- 
sleeve hole cold expansion is the most widely used and proven 
cost effective method of pre-stressing the holes. The resulting 
residual compressive stresses effectively shield the hole from the 
cyclic tensile loads that cause cracks to grow. Furthermore, 
when used on older aircraft structure, these beneficial stresses 
retard crack growth by reducing the stress intensity factor 

associated with a pre-existing crack. The overall fatigue life and 
damage tolerance of the structure is greatly enhanced by using 
this technology. 

2. SPLIT SLEEVE COLD EXPANSION 
PROCESS 

Split Sleeve Cold Expansion is a proven technology for 
increasing the fatigue life of holes in aircraft structures [1-3]. 
Since its development in the 1960s by Boeing, and later by 
Fatigue Technology Inc. (FTI), it has been used to cold expand 
millions of holes in almost every military and commercial 
aircraft flying today. Furthermore, it is used in design to reduce 
weight, and extend inspection thresholds in structure designed 
to meet damage tolerance requirements. 

The process, shown in Figure 1, improves the fatigue life of 
holes in metallic structure by generating a large, controllable 
zone of permanent residual compressive stress around the hole. 
It is a one sided process accomplished by pulling a tapered solid 
mandrel, pre-fitted with a split sleeve, through a hole. The 
action of drawing the mandrel through the hole causes the hole 
to permanently deform, producing an annular zone of 
compressive stress next to the hole. The residual compressive 
stress created by split sleeve cold expansion significantly 
increases fatigue life by reducing the stress concentration 
produced at the hole by in-service loads. 

Nosecap 
Assembly 

Workpiece 

Residual 
Compressive 
Stress Zone 

Lubricated 
Flared 

Split Sleeve 

Expansion 
Mandrel 

Figure 1 Split Sleeve Cold Expansion Process 
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The magnitude of the peak residual compressive circumferential 
stress is about equal to the compressive yield stress for the 
material and typically spans one radius to one diameter from the 
edge of the hole. A balancing tensile stress zone with a peak 
stress of 10-15 percent of the material tensile yield strength lies 
just beyond the compressive stress region. Fatigue life 
improvement from this process usually ranges from 3 to 10 
times in typical aircraft structures as shown in Figure 2 for 
aluminum alloy [3] and Figure 3 for titanium [3]. 

S-N curves in 2024-T851 aluminum 
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Figure 3 Fatigue Life Improvement - Titanium (6AI-4V) 

Optimal fatigue performance is achieved when the hole is 
expanded by at least 3 percent for aluminum, and at least 4.5 
percent for titanium and high strength steels, in typical hole 
diameters (up to 25mm) and plate thickness. Larger holes up to 
110mm (4.5 inches) diameter have been cold expanded. FTI has 
also developed a method for cold expanding non-circular hole 
configurations. It is also worth noting that holes may be re-cold 
expanded should there be a requirement to further rework 
structure. 

3. EFFECT ON CRACK GROWTH 

The cold expansion residual stresses reduce crack growth rates 
by reducing the stress intensity factor range (AK) [4] and the 
stress ratio (R, min. stress/max. stress). The effect is shown in 
Figure 4. The stress intensity factor is a measure of the stresses 
acting at the crack tip. Additionally, the presence of residual 
stresses may change the critical crack length for unstable 
fracture, because it reduces the static stress intensity factor. The 
reduction in crack growth rate and the increased critical crack 
length significantly improves the damage tolerance of the 
structure. 

A Stress Intensity 
Causing Crack 
Growth 

Without Cold Expansion 

With Cold Expansion 

*- Crack Tip 
Position 

Cold Expanded Material 
Around Hole 

I     I 
Figure 4 Reduction in Stress Intensity Factor Range Under 

Residual Compressive Stress 

Figure 5 shows that cracks about 1mm in length growing from a 
6mm (1/4 inch) diameter hole in 7075-T6 aluminum alloy, 
under 248 MPa (35 ksi) net stress, are totally arrested when 
subjected to the same applied cyclic loads [5]. The residual 
compressive stress zone acts like a strong clamp on the material 
around the crack minimizing crack opening displacement, 
thereby preventing growth. 

10' 10' 

Cycles to Failure 

Figure 5 Effect of Cold Expansion on Stopping 
Crack Growth (7075-T6 Aluminum) 
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4. DURABILITY AND DAMAGE TOLERANCE 

Most airworthiness authorities require inspection thresholds be 
established for single-load path structures based on crack 
propagation analysis assuming a small manufacturing flaw exists 
at critical holes. In the past, particularly on military aircraft, 
initial manufacturing damage was simulated by a 0.050-inch 
radius corner crack or "rogue flaw." In addition, 0.005-inch 
cracks were assumed to exist at each fastener hole, 
representative of equivalent initial quality, for continuing 
damage calculations. 

When fatigue-enhancing systems such as hole cold expansion 
are used, the rogue flaw (0.050-inch crack) has been simulated 
by a smaller crack because of the known reduction in crack 
growth due to the residual compressive stresses. Because the 
cold expansion residual stresses and their effect on fatigue life 
are difficult to predict analytically, the United States Air Force 
(USAF) damage tolerance specifications allow the design of a 
cold expanded (Cx) hole to be based on analysis for the same 
size non-cold expanded (NCx) hole with a reduced initial 
assumed flaw. In this case it is typically a 0.005-inch radius 
corner flaw. The result is a very conservative approach, as 
shown in the example at Figure 6 for 2024-T3 aluminum alloy. 

NCx actual life 
(MIL-A-83444) 

17,0Q0cvctes NCxactuallife 
0.005 initial flaw 
40,000 cycles 

1000000 Constant Amplitude FatigueTest 

Material: 2024-T3 

Dia. Hole: 0.312 in, WWth: 2.35 in, Thickness: 0.199 in 

Stress: 25 ksi net R-Rab'o: 0.05, Freq.: 10 Hz 

0.005 im 
670,000 

rial flaw 
cycles 

Environment: Ambient Air 

Figure 6 Reduced Initial Flaw Assumption Versus Test for 
Pre-Cracked Cold Expanded Holes 

Although some benefit is allowed for cold expansion, actual test 
results show the process is far more effective in preventing crack 
growth from pre-cracked holes. This benefit is due to the 
residual compressive stresses reducing the stress intensity factor 
at the crack tip and also the reduction in mean stress. In many 
tests, coupons with pre-cracked holes that were cold expanded 
would not fail because of the increase in fatigue strength due to 
the residual stresses. A new analytical method to account for the 
benefits of hole cold expansion that modifies the stress intensity 
factor is being developed by FTI and discussed in reference [6]. 

5. DERIVATIVE PROCESSES 

The method of cold expanding holes has been further adapted 
for expanding bushings into mounting lugs, hinges and fittings. 
Bushings installations have also been used to repair or resize 
holes that have been damaged by fatigue cracks, fretting or 
elongation. The two techniques known as ForceMate® (FmCx™) 
(shown in Figure 7) and BushLoc® (BICXTM), developed by FTI 
[7], involve radially expanding an initially clearance fit bushing 

or insert into the hole thereby imparting a high level of 
interference. In most cases, this process also cold expands the 
material around the hole to generate a residual compressive 
stress zone around the bushing. Bushings made from a variety of 
materials (steel, stainless steel, beryllium copper, aluminum 
nickel bronze, etc.) in diameters up to 114mm have been 
successfully installed using these processes. These processes 
greatly enhance the integrity of a bushed hole or fitting. 

Figure 7 The ForceMate Bushing Installation Process 

In both methods, bushings have proven to be very effective in 
eliminating fatigue cracks (Figure 8) and bushing migration and 
movement, which induces fretting. In addition to the other 
benefits, the FTI bushing installation methods reduce corrosion 
caused by installation damage (galling and scoring of the hole). 
ForceMate bushings are used in aircraft engine pylon 
attachments, landing gear attachments, wing fold fittings and 
rotating components in helicopters. Both hole cold expansion 
and ForceMate bushing installation have been successfully 
demonstrated and used in gas turbine engine components to 
meet stringent low cycle fatigue (LCF) requirements [8]. 

Cycles to 
Failure 

707S-T6 Aluminum Lugs W/B = l.S 
4130 Steel Bushings 
Constant Amplitude Tested 

0.2 0.4 0.6 0.8 
Bushing Inside Diameter (inches) 

1.0 

Figure 8 Fatigue Life Comparison of Bushing 
Installation Methods 

A further derivative process is a unique rivetless style nut plate, 
adapted from the previous bushing installation methods which 
utilizes a nut retainer that is split sleeve cold expanded into the 
fastener hole. The ForceTec® (FtCx«) system is shown in Figure 
9. The retainer has an integral "basket" and clip which retains a 
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Standard floating nut after the retainer is installed. The combined 
effect of high interference and residual compressive stresses 
from cold expansion, prevent rotation of the retainer and also 
provide significant fatigue and crack growth life improvement of 
the structure. 

Figure 9 Schematic of ForceTec Retainer Expansion 

The ForceTec system has been designed to meet the 
performance specifications defined in military specification 
MIL-N-25027. It can accommodate fastener sizes from 3/16 to 
9/16 inch diameter (5 to 14 mm) in materials as thin as 2mm 
(0.80 inch). It is an effective blind nut attachment where fatigue 
is a problem or where a large number are required because they 
can be installed in much less time than other nut plates. 
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6. CONCLUSION 

Split Sleeve Cold Expansion is a measurable and quantifiable 
way of improving the fatigue life and quality of a hole without 
relying on the integrity of the fastener fit. The overall result is 
enhanced fatigue life, which can allow an aircraft to fly or to be 
operated beyond its original fatigue limit. 

Benefits derived from use of this process include: (1) added 
safety and operational assurance through improved structural 
integrity, both in production and repair; (2) reduced 
maintenance costs by eliminating fatigue problems associated 
with fastened joints; (3) reduced inspection costs, by extending 
inspection intervals resulting from the enhanced durability and 
damage tolerance of the structure; and (4) possible structural 

weight savings. 

Derivative processes such as ForceMate or BushLoc high 
interference bushing installation prevent bushing migration, 
fretting and corrosion and enhance the overall durability of 
bushing installations and assemblies. The ForceTec rivetless nut 
plate improves blind nut plate installations and removes a 
potential source of structural fatigue failure. All processes are 
being used on both commercial and military aircraft. 
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Abstract: 
An overview of the recent structural testing programs 
performed at SAAB Aerospace including the SAAB 340 
and 2000 commercial transports, and the Gripen fighter. 
Presentation will cover the various full scale testing 
equipment on all 3 programs, including controls, 
mechanical loading, and fixtures used. 

Structural Testing Facilities at SAAB 
Static-, Fatigue- and Damage Tolerance Testing 

Facilities: # Laboratories 
Total area of 2900 mtf 

1%. Component facilities' 
4 Fullscale facilities 

Test Stations:    vj$6 Test Stations 
3^°   330 Control channels 

Station size: 1-115 channels 
1850 Data acquisition ch. 
75 Acoustic emission ch. 

Test Equipment: 400 Actuators 
J- J-0 Hydraulic supply units 

Capacity up to 650 1/min 

Testing at Saab 
Unequal area actuators 
Hydraulic safety manifolds 
Five port servo valves 
2 or 3 bridge loadcells 
Control system 
Data acquisition system 
Restrained test article 
Both compression and tension whiffle trees 
Three stage valve driver to control home built air valve 
Paging system to monitor test 

c<,i **+' *.<■ 

Present Commercial Testprojects 
Saab 2000 Fatigue 

Wings, fuselage excluding cockpit and tail. 
56 channels, cabin pressurization 
MTS Aero-90 

Saab 2000 Tail 
8 load channels 
MTS Aero-90 

Saab 340 Damage Tolerance Test 
52 load channels 1 airp. 
MTS RT11 +450 Electronic 

Component Tests 
Various 
MTS Aero-90LT+older equipment 

SAAB-FAIBCH1LD 3*0 
FATIQU£ 16ST A/F 

VERTICAL LOADING JACKS 

s*** 
v - r 

/f ~ ?—■- 

3  1;; 

Present Military Testprojects 
JAS 39 Gripen Fullscale Fatigue 

82 load ch., 2 disp., 9 airpress. 5 hardpoints 
MTS TSC 872 

JAS 39 Gripen Two Seater Fatigue 
44 load ch., 5 air, 5 hardpoints 
MTS Aero-90 

Component Tests 
Various 
MTS Aero-90LT 

"Operations Manager 
Aerospace Structures and Materials Division 
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Structures Testing Concept 
Requirements: Static Test (Full Scale) 
Demonstrate 150% LL (180% LL for CFRP) with no 
failure 
Demonstrate no permanent deformation at LL 
Measure load in primary load paths (calibration) 
Verify the design concept and the global FE-model by 
measuring strain and deflection for comparison 
Demonstrate strength beyond the designed strength 
(secondary) 

Structure Testing Concept 
Requirements: Fatigue Tests (Full Scale) 
Demonstrate 4 times the service life without damages 
At least 4 times (during test) ahead of the fleet leading 
a/c 
Scheduled inspection to detect cracks or other damages 
Use flight per flight spectra (same database as in 
analysis) 

Structure Testing Concept 
Requirements: Damage Tolerance Tests 
Demonstrate 2 times the service life followed by 120% 
LL residual strength for critical parts 
Artificial defects introduced at critical locations 
All defects measured and documented 
Scheduled inspection during test to detect possible crack 
propagation and/or to follow crack propagation 

Structure Verification Concept 
The Solution: Load Spectrum 
A sequence of 313 missions corresponds to 200 flh and 
contains about 480000 states 
Of the 313 missions, 32 are unique 
Of the 480000 states, about 15000 are unique 
Local spectra generated from the global FE-model 
In house developed tools for fatigue and damage 
tolerance analysis with access to the local spectra 
About 150 critical parts analysed at 1000 locations of 
defects 

JAS 30 QIVPEN: STRUCTURAL VEMF1CATION TESTING 
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Conclusion: 
39 Gripen Testing 
55 different static, fatigue and damage tolerance tests 
have been done, from small part tests to full scale fatigue 
tests, over a 15 year period. 
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Abstract 
The increasing performance requirements and the economical 
pressure to reduce Direct Operational Costs (DOC) of new aircraft 
designs can no longer be met by applying traditional sequential 
design methods. This holds especially true when considering 
aeroelasticity. The impact of its effects on the design of new high- 
performance transport or fighter aircraft demands the use of 
multidisciplinary design concepts and optimization strategies even 
in the preliminary design phase. 
In Germany, a multidisciplinary research program focused on the 
development of key-enabling technologies for the so-called lead 
concept Megaliner was initiated as an innovative cooperation 
between the industry, research establishments, and universities. 

In this paper, aeroelastic design principles for the passive airframe 
and for actively controlled advanced aircraft with highly 
sophisticated fly-by-wire flight control systems are presented. 
The challenging problems in aeroelasticity are pointed out and the 
impetus of major disciplines in the development of advanced 
computational simulation is highlighted. The focus is primarily on 
the transonic regime and on the study of related nonlinear effects. 

1   Situation in the European Aerospace Industry 
Aerospace industries worldwide belong to those industries with 
the highest investment in research and development. In Europe - 
and especially in Germany - aerospace technology is one of the 
most important technologies with a high transfer potential to other 
industries. This transfer has to be improved systematically in order 
to remain competitive in the market. 
Trend analyses indicate a doubling of global air traffic within the 
next decade. The air space in which airplanes fly, however, is 
limited. In order to overcome this problem, the idea of a 
Megaliner was born, a very large transport aircraft with more than 
500 tons take-off weight capable of carrying 530 to 700 
passengers. The Airbus Industries project is named A3XX, Fig. 1. 
The development of such a type of aircraft with a span of about 
80 m is a challenge with many unknowns. Aeroelasticity belong to 
the main design drivers the more the flexibility of the airframe 
increases due to its dimensions. It seems that the size of the 
Megaliner approaches the limit of what is feasible; see Ref. 1. 
However, not only technological challenges are associated with 
this project. The Megaliner must also be economical competitive 
which simply means: it must be better, faster, and cheaper than 
other products already in the air. To achieve this goal, aerospace 
industries have developed a dual strategy based on acceleration of 
the development process to reduce marketing time and on 
innovation driven by a symbiosis of "Technology Push" and 
"Demand Pull". Fig. 2 shows a strategy to reduce the time from 
early planning to certification. The basic idea is to overlap as 
much as possible the processes of research, development, design, 
and manufacturing. Efficient overlapping of R&D alone is not 
sufficient. Also key-enabling technologies must be available to the 
industry earlier than thus far. As a means for achieving this, the 
industry has defined so-called "lead concepts" to concentrate 

academia, industrial R&D, and research establishments on the 
development of key-enabling technologies. In this context, the 
Megaliner is the lead concept supporting the A3XX project. 

2  Cooperate Research Program DYNAFLEX 
To stimulate the development of key-enabling technologies, the 
German Ministry of Education and Research (BMBF) initiated the 
"Programm Luftfahrtforschung und Technologie", a national 
program for aeronautical research and development to support the 
industries. About 10 % of the funding was dedicated to academia 
and research establishments like the German Aerospace Center 
(DLR) for research work focused on lead concepts. The DLR 
Institute of Aeroelasticity was tasked to establish such a novel 
cooperative research program called DYNAFLEX for the 
Megaliner, Ref. 2. 
Structural flexibility resulting in large static and dynamic 
deformations will be characteristic for a Megaliner. The classical 
design philosophy would try to solve the resulting problems of 
control efficiency, handling qualities, flutter, and coupling of 
flight mechanic modes with elastic modes by using a stiff 
structural design. This solution, however, is no longer feasible due 
to the aircraft's huge dimensions. A paradigm shift is required in 
the design philosophy. The structural flexibility must become a 
positive and integral design element. 
Multidisciplinary design and optimization (MDO) was found to be 
a key element in solving many challenges of the Megaliner, and 
high-fidelity modeling of the flying flexible aircraft in the design 
process is a prerequisite for this approach. For DYNAFLEX a 
catalog of questions and tasks was agreed upon between DLR and 
DASA Airbus (now DaimlerChrysler Aerospace) in order to focus 
the research activities on: 
- Modeling methodology and accuracy for the "flying flexible 

aircraft" with respect to flight control system design and 
structural optimization 

- Improvements of non-linear unsteady aerodynamics necessary 
for the transonic flight regime and for control law design 

- Improvement of the multidisciplinary optimization process in 
the conceptual as well as detailed design phase 

- Validation of numerical aeroelastic simulations 
- Integrated control law design for handling and active control 

functions like flutter suppression and load alleviation 
- Interactions between handling qualities, control concepts, and 

resulting structural loads 
- Validation of the various control laws by real-time simulation 

in a flight simulator. 
A matrix of interdependent tasks was developed by DLR and 
DASA on the basis of the catalog of questions. This matrix 
addressed the following tasks: 
- system modeling 
- aeroelasticity and unsteady aerodynamics 
- flight control laws and handling qualities 
- conceptual design and structural optimization 
- validation of results 
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For the execution of these tasks, two common models and data 
sets supplied by DASA were used by all partners. The first set 
described an already existing large transport aircraft. This set had 
to be used in the first phase of program for validation. The second 
data set represents current A3XX design data. Thus, the results 
can be directly applied in this project. The data sets were handled 
by DLR in close contact with DASA. 
In addition to the project management DLR provided all partners 
with software codes and unsteady aerodynamics data and 
supervised the multidisciplinary research process. A common 
work plan was created including five work packages for the 
university partners 
- Technical University of Berlin (B), 
- Technical University of Braunschweig (BS), 
- Technical University of Munich (M), 
- University of Siegen (SI), 
- University of Stuttgart (S) 
For the practical work three workgroups were organized: 
- Simulation of fluid/structure interaction and of flight 

maneuvers (BS, M, DLR) 
- Multidisciplinary design optimization with aeroelastic 

constraints (BS, SI, DLR) 
- Flight mechanics modeling, control law design, and handling 

qualities (B, S, DLR) 
In following, the role of aeroelasticity in aircraft design is shown 
and some topics of research work in this field at the DLR Institute 
of Aeroelasticity are outlined. 

3  Aeroelasticity in Aircraft Design 

3.1 Definition and Classification 
Aeroelastic problems of aircraft structures result from interactions 
between the static or dynamic deformations of the elastic airframe 
and the induced steady or unsteady aerodynamic loads. In modern 
aircraft with fly-by-wire flight control and active systems, 
additional interactions between the airframe and the control 
system are possible. Thus, airframe flexibility is fundamentally 
responsible for a variety of aeroelastic phenomena and related 
problems. As long as the strength requirements are fulfilled, 
structural flexibility itself is not necessarily objectionable. 
The aeroelastic interactions, however, may not only strongly 
influence the vehicle's dynamic response and stability, but also the 
overall performance and handling qualities. Therefore, in the 
conceptual and preliminary design phase of an aircraft, the 
application of aeroelastic design criteria becomes imperative. 
The whole spectrum of aeroelastic phenomena to be considered 
during the design process can be classified by means of Collar's 
well-known aeroelastic triangle of forces, Ref. 3, illustrated in 
Fig. 3. Three types of forces - aerodynamic, elastic, and inertial - 
are involved. Generally, aeroelastic phenomena can be divided in 
two main groups: 
- static phenomena on one edge of the triangle, i. e. divergence, 

control surface effectiveness, and load distribution influenced 
by aeroelastic effects, 

- dynamic phenomena in the triangle center involving all three 
types of forces, i. e. flutter, buffeting, and dynamic response or 
dynamic stability of the flexible aircraft. 

All of them have profound effects on the aircraft design. The 
resulting stiffness requirements become increasingly important 
design criteria which govern the optimization processes in aircraft 
development. 

3.2 Basic Aeroelastic Design Criteria 
In the following the most important aeroelastic design criteria for 

high-performance aircraft ranging from glider to fighter to large 
transport aircraft are addressed. Due to the fact that aeroelastic 
phenomena like flutter and divergence can result in fatal accidents 
and can reduce control effectiveness required for maneuvering or 
can raise the drag and thus fuel costs, the following design criteria 
have, among others, become the standard for any aircraft design 
(e. g. military specifications and FAR/JAR regulations): 
- the aircraft must be free of flutter, divergence, and 

aeroservoelastic instability within its flight envelope 
- the control effectiveness of combinations of controls must be 

above a given minimum to assure safe flight operation within 
the envelope 

In addition the following goals should be met: 
- the flight shape of the wing should have minimum 

aerodynamic drag and sufficient effectiveness for all 
configurations 

- the planform of a weight competitive wing should have 
maximum aerodynamic efficiency (aspect ratio) provided by 
advanced aeroelastic design. 

This can be accomplished by improving conceptual sizing and 
layout processes to reflect the enhanced configuration freedom 
provided by advanced aeroelastic design. 

3.3    Airframe Design 
The airframe is the passive load and mass carrying structure of an 
aircraft including all control surfaces. From an aeroelastic point of 
view, special attention has to be paid to the control surface 
attachment. Manually actuated control systems are treated as 
mechanical spring/mass systems. In the case of hydraulically 
driven control surfaces, actuator transfer functions with limited 
bandwith must be considered. 

3.3.1 Improvement of Flutter Behavior 
Modem transonic transport or fighter aircraft wings are swept 
back. This feature eliminates wing torsional divergence, but from 
the beginning of design, attention had to be paid for bending- 
torsion flutter. To eliminate this instability or move the flutter 
boundary out of the flight envelope, the stiffness and mass 
properties of flutter-prone components must be considered. Flutter 
optimization consists in finding the stiffness and mass distribution 
with minimum weight under the following constraints: 
- fulfillment of all static requirements derived from design loads 

(strength and buckling), 
- no change in the external geometric/aerodynamic shape, 

During the preliminary design process, when this type of 
optimization is normally required, the design is already frozen to a 
certain degree. This means that the design space is rather limited. 
Typical design variables in the preliminary design are: 
- thickness or cross-section properties of structural elements 
- geometric shape 
- location of concentrated masses (for flutter). 
To enhance the optimization process, the aeroelastic design 
principles have to be defined in such a manner that they can be 
formulated as proper constraints. They can be found by 
considering the expected flutter mechanisms. For the classical 
wing bending-torsion flutter, the following two rules for flutter 
prevention are known, Fig. 4: 
- The frequencies of modes which can couple resulting in a 

flutter case, e. g. wing bending and wing torsion, must be far 
apart. The further the frequencies are separated, the larger is 
the airspeed for flutter on-set. 

- Concerning the shape of the flutter-critical wing torsion, 
rearward nodal locations are found to cause lower critical 
speeds than forward nodal locations. This is an additional 
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information for optimization of stiffness or mass distribution 
to improve flutter stability. 

Flutter optimization of conventional primary structures usually 
lead to a local increase of the stiffness distribution of the initial 
design. In most cases, flutter stability under the given constraints 
must be improved accepting some additional weight. An example 
of the application of these aeroelastic principles is given in the 
study of a transport aircraft wing structure Ref. 4. In this analysis, 
areas of optimum structural reinforcement for achieving the 
necessary flutter margins were identified. The optimized design is 
compared with the initial (fully stressed) design in Fig. 5. With a 
structural mass increase of only 95 kg the required margin 
between flutter speed and flight envelope has been obtained. 
Manually controlled aircraft are prone to control surface flutter. 
Based on the knowledge about this typical flutter mechanisms 
with limited ranges of instability, the problems can often be 
eliminated by appropriate mass balancing and sufficient control 
system stiffness. Similar to the case mentioned above, 
optimization to meet the required safety margins with minimum 
weight results in proper stiffness distributions, light-weight 
control surface structures, stiff control systems, and some 
additional balance masses. This procedure was applied to the 
German STRATO 2C High Altitude Aircraft shown in Fig. 6. 
Despite of its large dimensions (wing span 56.5 m), it is a 
manually controlled aircraft, Ref. 5. 

3.3.2 Improvement of Control Efficiency 
Lifting surfaces with large aspect ratios show a beam-like 
structural behavior. Fig. 7 shows the deflections of a swept wing 
of an airliner compared to those of an unswept high performance 
sailplane wing. For unswept wings the aeroelastic effect on static 
deformation is entirely dependent on torsional stiffness and the 
elastic axis location. Wing bending stiffness is not a factor at all. 
Swept wings of modern transonic transport or fighter aircraft, 
however, show a more complicated behavior. For a backward 
swept wing, upward bending will cause a nose-down rotation 
(wash-out) of streamwise wing sections, i. e. a change in the local 
angle of attack. The drag and lift distribution of the wing, in turn, 
is dependent on the angle of attack distribution. For large transport 
aircraft the wing contributes to 60-65 % of the total drag and 
therefore the structural behavior of the wing has a significant 
impact on aerodynamic efficiency, e. g. fuel consumption. 
In addition, wash-out reduces aileron control effectiveness and 
reversal becomes possible inside the flight envelope. To counter 
this problem, the wing box stiffness has to be increased. The 
optimization task is to generate required flight shape (local angle 
of attack distribution) and aileron effectiveness with a minimum 
structural weight penalty observing all other constraints (e. g. 
flutter stability, minimum drag, or maximum root bending 
moment). Thus, aerodynamic and flight control benefits can be 
achieved by aeroelastic means if the stiffness distribution of the 
conventional wing box is changed taking the mentioned coupling 
effects of swept wings into account. 

3.33 Aeroelastic Tailoring 
From an aeroelastic point of view, the major advantage of 
composite material is its anisotropic property which offers 
additional design freedom (additional design variables are the 
fiber directions and layer thicknesses of the composite material). 
Aeroelastic tailoring is the embodiment of the directional stiffness 
into an aircraft structural design to control aeroelastic 
deformation, static or dynamic, in such a fashion as to affect the 
aerodynamic and structural performance of that aircraft in a 
beneficial way, Ref. 6. 
Static and dynamic phenomena can be influenced by aeroelastic 

tailoring. In this paper, only static examples are considered. Fig. 8 
shows the result of a design study for a generic transport aircraft. 
This swept wing consists of a metal inner wing and a composite 
outer wing interfaced at 60 % wing span. The study assessed the 
potential of composite material and aeroelastic tailoring applied to 
the outer wing with respect to a pure metal wing design. The 
comparison of the three investigated cases clearly shows the 
possibilities for drag reduction. The relative twist change between 
flight and jig shape is only about half compared to that of the 
metal reference wing. Also it can be noticed that the 
aeroelastically tailored wing is less sensitive to wing fuel loading. 

Concerning aileron control effectiveness the improvements in low 
speed range and cruise are satisfactory. In the high speed range, 
however, the benefit of aeroelastic tailoring is limited and can not 
compensate the detrimental effect of washout. Even with an 
optimization including the metal structure of the inner wing the 
required effectiveness is achieved only with a large structural 
weight penalty, Fig. 9. 

3.4    Design of Aircraft with Active Controls 
An active aircraft structure is any airframe with integrated active 
elements like computer-controlled, hydraulically driven flight 
control surfaces which can be used to improve performance. A 
general scheme is given in Fig. 10. Sensors at designated points 
measure the local motion consisting of rigid-body motions and 
elastic deformations. The signals of the sensors are fed into the 
control system computer (controller) which, in turn, generates via 
control laws the input signals for the control surface actuators or 
any other actuating devices. 

3.4.1 Benefits of Active Control Functions 
The integration of modern electronic flight control systems 
(EFCS) with fly-by-wire technology opens the opportunity to 
implement beneficial active control functions, see Ref. 7, as 
outlined in the following table. 

Active Functions Benefits 
care-free handling structural weight reduction 
maneuver load control structural weight reduction 
(MLC) 
gust load alleviation (GLA) structural weight reduction 
fatigue life enhancement maintenance cost reduction 
deformation and elastic aerodynamic drag reduction 
mode control 
flutter suppression dynamic stability improvement 
ride comfort improvement passenger comfort 

Proper implementation of these active control functions enables 
the aircraft to function beyond the performance range of classical 
passive structures. Gust load alleviation (GLA) systems, for 
example, reduce the additional loading produced by gusts by 
proper control surface deflections. Usually, the design of transport 
aircraft wings is driven by gust load cases and, consequently, 
applied GLA leads to less structural weight. 
In a similar manner, fatigue life enhancement functions lead to 
less structural weight by damping of the fatigue life consuming 
vibration modes. The active control functions mentioned above 
can be used to minimize unwanted external forces, leading to less 
structural weight. In this case, the optimization task is to design 
the control laws with respect to stress constraints as well as with 
other constraints like minimum control energy or controller 
robustness. 
In another application of active functions the properties of the 
structure itself are changed to improve the stability. Optimization 
is used to generate control laws which increase the flutter margin 
(active flutter suppression). 
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3.4.2 Dynamic Stability of Active Systems 
In all control law optimization procedures, the dynamic stability of 
the active aircraft in flight and on the ground must be observed. 
The interaction between the aircraft's structural dynamics, 
unsteady aerodynamics, automatic flight control, and active 
functions has emerged as an important design consideration. This 
field of merging disciplines is called aeroservoelasticity, as 
illustrated by Fig. 11. In this aeroservoelastic triangle, the left leg 
represents the classical dynamic aeroelastic interaction which does 
not include the interaction with an active system. Similarly, the 
lower leg of the triangle represents a classical aeroservodynamic 
control system synthesis. Finally, the right leg represents the 
important dynamic servoelastic coupling between the elastic 
modes of the aircraft and the active control system. This coupling, 
together with the unsteady aerodynamic feedback inputs from 
servo-actuated active control surfaces, results in an 
aeroservoelastic interaction which is also known as structural 
coupling. 
In many cases, active functions are implemented as high-gain 
control systems. The control surface areas generally used for 
active functions are small fractions of the total wing area. Thus, 
high-gain systems are necessary. These systems, however, bear 
the risk of instability problems with higher vibration modes 
involved. Dangerous aeroservoelastic instabilities may occur if the 
sensor signals are not filtered and fed back correctly. 
Aeroservoelastic instabilities turn out to be as dangerous as 
classical flutter instabilities. 

3.43 Integrated Flight Control System Design 
Faced with the above mentioned problems, an integrated design of 
the EFCS and all active functions is necessary to determine the 
EFCS gains, phase-advance filters and notch filters to minimize 
structural coupling in a single global optimization process. The 
EFCS shall be designed observing aircraft rigid body mode and 
structural mode coupling stability requirements for each control 
system loop. Structural coupling will be minimized by notch 
filters or other measures and the EFCS must robust to cover all 
aircraft configurations and all kinds of non-linearities of the 
complete system. This integrated design is based on the 
assumption that the flexible aircraft characteristics are accurately 
predictable. 
The integrated optimization process of EFCS and its additional 
active functions, is considered in two steps. In a first step, the 
active components of the control system should be optimized with 
respect to aeroservoelastic criteria: 
- optimization of sensor locations and directions (e. g., the gyro 

platform should be put into the place of zero slope of the first 
fuselage bending mode shapes, where the elastic pitch/yaw 
rate is at a minimum; see Fig. 12 

- optimization of the actuator transfer functions (a strong decay 
in the actuator transfer function from medium to high 
frequency would minimize the coupling effects) 

- minimization of inertia forces (high-frequency structural 
coupling effects are small with light-weight control surfaces). 

The second step is the optimization of the filters in the control 
loops. There are two interdependent types of filters which should 
be optimized together. Phase advance filters correct the low- 
frequency phase shift of notch filters and other delays. But the 
major tool for decoupling the aircraft control system from 
aeroservoelastic influences is notch filter optimization. In the 
optimization procedure the coefficients of the filter transfer 
functions act as design variables, and aeroservoelastic stability, 
control power, control authority, etc. are the constraints. The block 
diagram in Fig. 13 shows the scheme of active control feedback 
paths of a modern fighter flight control system. 

The full potential of reducing structural weight and of improving 
dynamic stability and handling qualities by ACT can be exploited 
if it is used from the very beginning of the design. The 
implementation of ACT after design freeze, however, results in a 
so-called "repair solution" which is obviously sub-optimal. 
Active Aeroelastic Wing technology (AAW) is a 
multidisciplinary, synergetic technology integrating aircraft 
aerodynamics, active controls, and structures to maximize aircraft 
performance. In comparison with ACT and its improvement, 
AAW uses wing flexibility for a net benefit and thus enables the 
use of weight competitive high-aspect-ratio and thin swept wings 
which are aeroelastically deformed into shapes for optimum multi- 
point performance. AAW turns wing flexibility into a benefit 
through the use of multiple leading and trailing edge control 
surfaces activated by a digital flight control system. At higher 
dynamic pressures the AAW control surfaces are used as „tabs" 
which are forcing wing twist instead of reducing it. 

3.5    Multidisciplinary Design Optimization 
The need for increasing integration of aerodynamics, structures, 
and control system design in a Multidisciplinary Design 
Optimization (MDO) environment is evident both from past 
design trends and predictions of future directions, see Ref. 8. 

The most pressing issue for the structural designer's daily work is 
the gap in fidelity between aerodynamics used in performance 
calculations, flight dynamics and aeroelasticity. Fluid/structure 
interaction techniques are needed to use Euler- and Navier/Stokes- 
methods in early design for more reliable load and maneuver 
performance predictions. High performance computing will enable 
the practical use of these methods. 
In the very near future, however, loosely coupled MDO strategies 
will be used in the industrial environment. Software framework 
tools supporting these approaches exist but need to be refined, 
extended, and validated for serious application. Reliable, robust 
software for generic model and design space approximation is 
missing. When this is accomplished, MDO methods like 
Concurrent Subspace Optimization need to prove applicability to 
industrial use. Successful implementation might be the key to the 
required cultural change in industry towards concurrent 
engineering. 

4  Aeroelastic Simulation Technologies 

4.1 Structural Modeling 
Today, the Finite Element Method is a robust standard tool for 
establishing sophisticated static and dynamic structural models. 
Thanks to available pre- and postprocessing software with 
graphical user interaction, the set up of large models is 
considerably facilitated. In Fig. 14 the left half model used in the 
first phase of the DYNAFLEX program is shown. Nevertheless, it 
was found useful, to develop compatible reduced models based on 
larger ones with a smaller number of unknowns especially for 
optimisation studies. 
Despite of the increasing finite element modeling capabilites, 
there is a continuing demand for experimental validation. Even for 
the Megaliner it can be foreseen, that a ground vibration test will 
be performed to check the analytical predictions of the natural 
vibrations. Due to the very low frequencies of the fundamental 
elastic modes, the realization of a proper suspension of the huge 
aircraft will be a demanding task. 

4.2 Unsteady Aerodynamics 
The major objective in the development of unsteady CFD codes 
for low angle-of-attack, high subsonic-to-transonic flow is the 
prediction of aeroelastic response and, more specifically, flutter. 
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For aircraft operating close to the transonic buffet-onset boundary, 
the required flutter margin extends deep into the transonic flow 
regime. Wind tunnel measurements have shown that additional 
parameters may strongly affect the dynamic behavior near the 
flutter boundary. To accurately predict the most critical flutter 
conditions in the transonic speed range, as well as control surface 
efficiency, buzz, and buffeting response characteristics, reliable 
aerodynamic codes are required for the calculation of the steady 
and unsteady air loads on both the stationary and oscillating lifting 
systems. 
More detailed CFD models will result in considerable demands 
for computer resources. For viscous flow modeling, the coupling 
of lower-level inviscid CFD methods with boundary layer models 
becomes attractive. Such inviscid-viscous interaction methods 
using TSD, Full Potential, and Euler codes are capable of treating 
important transonic effects and have attracted much interest for 
aeroelastic simulation in industry Ref. 9. Further development on 
3D flows involving shock-induced separating and reattaching 
flows remains an important research topic. 

Fast flutter computations are needed in the design and especially 
in optimization. The Doublet Lattice Method (DIM) widely used 
for generating subsonic unsteady aerodynamic models does not 
account for transonic effects and looses its accuracy for transonic 
wing designs with Mach numbers of 0.85 and more. The 
Transonic Doublet Lattice Method (TDLM) developed by DLR is 
a direct extension of DIM to the transonic flow around 
harmonically oscillating wings (Fig. 15). TDLM was expanded to 
determine aerodynamic influence coefficient (AIC) matrices for 
complete aircraft and allows for the computation of transonic 
generalized air loads for arbitrary mode shapes. These matrices 
are independent from the structural model, as long as the 
geometrical shape is kept constant The TDLM-based flutter 
boundary compares favorably with the result of a nonlinear time- 
accurate CFD method (harmonic air loads from the Full Potential 
code and boundary layer coupling obtained by Fourier analysis), 
see Ref. 10. 

4.3    Fluid/Structure Interaction 
The main objective in the development of methods for 
fluid/structure interaction is the correct transfer of physical 
information (motion and pressure) between the fluid and the 
structure. Aerodynamic and structural models do not use 
conforming grids at their interface. In general, the aerodynamic 
pressures are computed at points of boundary-fitted CFD grid 
while the structural displacements are computed at the nodes of an 
interior finite element model. From the whole load carrying 
structure only the wing box is often modeled in greater detail. 
It is convenient to provide the user with a modular tool for 
fluid/structure coupling. This tool allows the use of different CFD 
grids and codes as well as different finite element analyses and 
models. DLR's Full Potential and Euler codes with and without 
boundary layer coupling has been tested in this context. 
With DLR's fluid/structure interaction software CAESAR the user 
may choose between different coupling methodologies. 
Interpolation methods on scattered data like the volume spline and 
the so-called method of the "Euclidian Hat" with useful local 
properties. Another method accomplishes the data transfer by the 
kinematics of rigid beam elements fulfilling force and moment 
equilibrium. Finally, a newly developed method based on "finite 
interpolation elements" is available, which conserves virtual work. 
Results of these different coupling methods have been compared 
and their sensitivities investigated. Details are presented in 
Ref. 11. Fig. 16 shows the result of computed static deformation 
for the reference wing with the center section of the fuselage and 
the iterative behavior of the computation. 

5  Nonlinear Aeroelasticity 
Since approximately five decades, dynamic aeroelastic analyses, 
in particular flutter analyses, have been routinely performed in 
modal form in the frequency domain by applying Lagrange's 
equations of motion. This routine, based on the assumption of 
linearity of inertia, elastic, and aerodynamic forces with respect to 
the motion, will continue to maintain its importance in aircraft 
design, Ref. 12. However, there are a number of inherent 
nonlinear aerodynamic and aeroelastic phenomena such as 
transonic buzz, stall flutter, heavy buffeting, and wing rock 
The straightforward application of higher-level, nonlinear 
unsteady CFD methods and the inclusion of strong structural 
nonlinearities in aeroelastic analyses requires the solution of 
correspondingly nonlinear aeroelastic equations in the time 
domain. This calls for a simultaneous time integration of the 
coupled fluid and structural dynamic equations of motion applying 
adequate solution algorithms. In Fig. 17 the time history leading to 
a limit cycle oscillation of a 2D airfoil with control surface is 
shown. In this case, the integration in time is achieved along with 
the finite-difference, time-marching CFD solution of the flowfield. 
Aeroelastic stability and response characteristics are then deduced 
from the free decay records, identical in concept to those 
measured during wind tunnel or flutter flight testing. 

5.1 Structural Nonlinearities 
Structural nonlinearities, such as free-play in the control surface 
attachments and nonlinear aeroservoelastic behavior arising from 
actuators and control systems, may strongly influence the 
characteristics of flight vehicles. Often these nonlinearities are not 
distributed but concentrated at specific locations. This property 
facilitates the analytical treatment considerably. Using the method 
of describing functions even multiple interacting nonlinear 
elements can be handled efficently in the frequency domain, if the 
requirements of the harmonic balance method are met. 
Ref. 13 reports on a study of an airfoil with a control surface and . 
different nonlinear characteristics of the control surface 
attachment, see Fig. 18, for example. Also different aerodynamic 
theories were used in the time domain simulations. It was found, 
that the branching of the flutter boundary according to a sub- or 
supercritical Hopf bifurcation does not only depend on the type of 
nonlinearity but also on the general aeroelastic properties of the 
system. Quite complicated behavior can be observed even with 
this small aeroelastic model. 

5.2 Aerodynamic Nonlinearities 
Ref. 14 presents the results of extensive simulations of a transonic 
2D airfoil section including control surface and chordwise 
flexibility leading to camber, for example. The aerodynamic 
model was an inviscid one based on the Euler equations. In 
Fig. 19 the computed points for identifying the flutter boundary 
and regions of limit cycle oscillations are shown. The transonic 
dip has a quite complex shape caused by changes in the 
characteristics of the flutter motion. A picture of the flow field 
corresponding to point (f) is also shown, indicating shock 
movement across the hinge line of the control surface. 
Nevertheless, linearized flutter analysis will play an important role 
in the transonic regime as long as the shock non-linearity is 
manifested in steady flow and vibration-induced unsteady 
pressures behave linearly for small motions. Thus, it is sufficient 
to accurately know the steady flow field including the static shock 
strength and location, and to consider small perturbations about 
this steady flow field to determine the stability boundaries 
(transonic dip) with classical flutter analysis. 
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5.3     Wind Tunnel Experiments 
As mentioned above, nonlinear effects play a dominant role in 
aerodynamics and aeroelasticity of the transonic flow regime. Due 
to compressibility effects, the unsteady pressures induced by small 
motions on the wing can change appreciably in the range of 
transonic Mach numbers and influence the aeroelastic stability 
behavior. The nonlinearity of the flow is the reason why this 
instability behavior is not yet completely understood. Flutter 
oscillations often exhibit a limit cycle behavior: the oscillation 
amplitude attains a finite value. The underlying limiting 
mechanism has not been clarified entirely up to now. Thus the 
analytical prediction of limit cycle amplitudes is a topic of future 
research which must include accurate validation experiments in a 
wind tunnel. The set-up of such an experiment is shown in Fig. 20. 
It was performed in the transonic wind tunnel at DLR Göttingen 
(TWG). The main goal of the study presented in Ref. 15 can be 
outlined as follows: 

- measurement of unsteady air loads and pressure distributions 
on a constant-chord supercritical wing model (NLR7301) 
performing heave and pitch oscillations, 

- experimental investigation of transonic flutter in a pure state 
of two-dimensional motion, 

- recording of time series and unsteady pressure distributions of 
limit cycle oscillations. 

The limit cycle amplitudes were found to be significantly smaller 
than those predicted by computer simulations with Euler codes. 
This is an indication that treatment of regions of viscous flow 
may be an important part of accurate analyses. 

6  Conclusions 
With DYNAFLEX a novel kind of cooperative research program 
was initiated by BMBF and managed by DLR, focusing on the 
lead concept Megaliner to support the A3XX project. All partners 
used the same geometrical and structural model as well as 
aerodynamic data set supplied by DAS A and provided by DLR. 
This concept was found to be very efficient. For all partners, this 
type of cooperative program was a new, exciting, and successful 
experiment. 
For the design of high-performance aircraft, aeroelastic design 
criteria will become increasingly important and will need to be 
considered in the conceptual design phase. Multidisciplinary 
design optimization procedures are essential for the efficient 
application of aeroelastic design criteria and to ensure minimum 
drag, the control effectiveness of metal and composite structures, 
as well as dynamic stability. Active control technology must be 
applied to extend structural aircraft performance beyond the 
structural limits of the passive airframe. The AAW is an advanced 
example of consequent application of this technology. 
Although numerous encouraging papers (mainly for 2D 
aeroelastic models) have been published in the challenging field of 
computational aeroelastic simulation, the overall work is still in 
the beginning stages. The frame in which further progress is 
anticipated is given by the available computer resources, which 
are raising rapidly. Computer power is obviously not the major 
problem in the long run. The primary objective of tcomputational 
aeroscience applications seem to be the appropriate software and 
the high performance network., which will enable 
multidisciplinary analysis and design of advanced aerospace 
systems. In this context there is no doubt that - in trying to make 
full use of the capabilities of higher-level CFD codes and high 
fidelity FE modeling - Computational Aeroelastic Simulation 
remains a main challenge in the next century with a great technical 
and economical impact on future flight vehicle design. 
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ABSTRACT 
The dynamic stability of a completely free cylindrical 

shell under a follower force is analyzed. By attatching 
rings on both side of a shell, we describe the behavior of 
rockets or missiles more exactly. Using orthogonality, the 
analysis is performed about each circumferential wave 
number. The kinetic analysis and the static analysis are 
used according as the circumferential wave number is one 
or not. 

1. INTRODUCTION 
Rockets and launch vehicles have a large thrust for the 

purpose of flying deeper into space or accelerating 
rapidly. For these objects, there are efforts to reduce the 
mass of the structures, which result in decrease of 
structural stiffness. A large thrust and a flexible structure 
may be the principal cause of dynamic instability, as 
natural frequencies vary with the thrust. 

A thrust can be treated by a follower force, but there 
are several questions about the most effective structural 
model of rockets or launch vehicles. Beam theories have 
been widely used and a beam with a concentrated mass 
has been sometimes dealt with[l,2]. There are studies[3] 
investigating the stability of a plate under a thrust, in 
which the plate can be regarded as not a full model of 
rockets or launch vehicles but a model of a part. In 
general, rockets are similar to cylindrical shells rather 
than beams or plates and thus should be modelled by a 
shell. However, taking the computational difficulties in 
analysing a shell into account, the shell model may not be 
useful if the beam model can pridict the critical 
instabilities efficiently. This paper explores some of these 
issues. 

The literature on the dynamic stability of a beam under 
a thrust is vast and will be reviewed in the case of work 
on a free-free beam such as flying vehicles. Bealfl] first 
investigated a free-free beam under a constant thrust and 
a pulsating thrust using the Euler-Bernoulli beam theory, 
where the instability types under a constant follower force 
were divided into two categories, which are a flutter type 
and a divergence type. In his work, it was found that a 
divergence does not take place before a flutter without a 
thrust control. Park and Mote[2] studied the effect of a 
concentrated mass on the critical load and the instability 
type,  where they  found  that  a  concentrated mass  can 
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induce a divergence without a thrust control and reduce 
the critical load substantially. 

Several studies on dynamic stability of a completely 
free shell or plate under a follower force are available in 
the literature. Kim and Park[3] treated a plate model 
which is subjected to a intermediate follower force, but 
the plate in thier work can not be regarded as a full 
model of rockets or launch vehicles. A shell model was 
first employed by Bismarck[4] to analyze the stability of 
structures under follower forces. In addition to the free 
edge condition, various boundary conditions were treated 
in this paper, but it deals with a shallow shell like a 
curved plate. Park and Kim[5] analyzed the dynamic 
instability of a completely free cylindrical shell under a 
constant and a pulsting follower force, where the results 
of a shell model were compared with those of a beam 
model. They discussed the effects of shell dimensions on 
the usefulness of a beam model and concluded that a 
cylindrical shell model is necessary for some ranges of 
shell dimensions. However, they applied no stiffening 
structure to the cylindrical shell and thus it was found 
that instabilities are induced under a low load by Rayleigh 
and Love modes with low frequencies which the stiffening 
element can eliminate in the vehicle structures . 

In the present work, we analyze the dynamic stability 
of a completely free cylindrical shell under a follower 
force. Assuming that the edge of a shell is movable but 
not freely-deformable, we describe the behavior of rockets 
or missiles more exactly. In other words, the circular 
shape of a cylindrical shell is not varied on the edge at 
which the follower force is acting, as the aft of a missile 
is fixed fast to a engine mount. The follower force acts 
on the plane which is generated by the edge circle of the 
shell. At the other edge, the deformation of the shell is 
restrained by a stiff ring but rather flexible than the 
forced edge, as the nose of a missle behaves like a 
stiffening element . 

2. GOVERNING EQUATIONS 
Figure 1 shows a cylindrical shell of length L, 

thickness h and radius R with rings on both sides. One 
of the rings is assumed to be rigid and the other is 
flexible. The #-axis is taken along a generator, the 

circumferential arc length subtends an angle 6 , and the 

2-axis is directed radially outwards, where the z-axis is 
measured from the neutral surface. The rings are 
assumed to have rectangular cross sections and the same 
radius   that  the   shell  has.   A   follower  force   with  the 
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magnitude   P   is assumed to be distributed along a edge 
ring and tangential to the deformed generator. 

Figure 1. Shell and ring geometry 

2.1 Shell equations 

The present analysis is based on the assumptions such 
as, small deflections, linear elasticity and isotropic 
material. The reliable prediction of the small deflection 
response of moderately thick shells requires the use of 
shear deformation theories. In Ref. [11], it was found that 
the frequency predictred by the first order shear 
deformation theory can be good approximations with a 
error under about 1.8% for a moderate thickness 
ratio(h/R<0.18), which agrees with the shell dimension 
considered in the present analysis. Therefore, if we 
include only first-order shear deformation, the 
displacement field can be written as in Ref. [6]. 

u=Up(x,6) + z</>(x,6) 

v=v0(x,6) + z<Kx,6) 

w— w0(x, 6) (1) 

where Up, Vp and w0 are the displacements of the 

middle surface, and # and </> are the changes of slope of 
the normal to the middle surface. From equation (1), we 
get the kinetic energy as 

* 2 • 2 *2 
( Up + v0 + w0 2pJo D    Jo   J 

+2züoj>+2zv04>+z2 j> - ■z2 r> 
(R+z)dzdxd6 

where   p is the mass density of the shell material, 
strain energy is written as 

r2x rL 
V=l [   {  {    eTQe(R+z)dzdxd6 

£ JO    JO   •> _A 

(2) 

The 

(3) 

where 

f« 

£66 

7x6 = 
Yx* 

[rez\ 

1 
dx 

dvp 

z dx 
3± 

~R+Z
K
 ae +Wo)+ R+. 

dvp       3<l> 1      du0 

dx +z dx + R+z  36 """ R+z 36 

z 36 
z g± 

\ + 

<l>+ R+z 
■ 3w0 

■ 36 

3w0 

dx 

-Vp)~ 
R- 

(4) 

Qe= OxB 

Oxz 

<*6z 

(5) 

Equation (4) is based on Ref. [6] and the stiffness matrix 

Q includes the shear correction factor and the material 

properties such as Young's modulus E and Poisson's ratio 

v. 

2.2 Ring equations 

The major effects of a ring are displacement 
constraints for the deformation of the shell, which are 
radial, tangential and axial. Assuming that the axial 
constraint between shell and ring is ignored in the same 
manner as described in Ref. [7] and discussed in Ref[8] 
and that the deformation of the ring includes the first 
order shear such as the shell equations, the ring has three 
unknowns, the displacements of in tangential direction 
vrj, in radial direction wrJ and the chage of slope <j>r,i, 

where the subscipt r indicates that the parameters are 

related to the ring and i denotes the ring location 

(i=0,L). Analogously to the shell equations, the 
strain-displacement relation of a ring are expressed as 
follows: 

i':t 
x . 3v 

("#+Wr./) + ^ 

■-Vr.i)- 

a<l>r.i 
R+z^  36 

1    ,8w 
:(J 

z   36 
 z K 

(6) 

R+zs   36      "'•"    R+z 
The   strain   and  kinetic   energy   of  the  ring  takes  the 

similar form to equation (2) and (3), where  h,   p,   e,   Vp, 

Wp and   (/> are replaced with   h,j,   prj,   erj, Vr.i,     «>r,i 

and  <l>r ! respectively and the integral    I   dx is simplyfled 

into the ring width Lri for the reason that the 

displacement fields of a ring is assumed to be constant 
through the width in general. In addition, the stiffness 

matrix Q in equation (3) is modified into a 2 by 2 matrix 

Qrj with the material propertis of the ring and the 

terms with  Up or  ^ are excluded in equation (2). 

2.3 Follower force contribution, discretizations and 
matching conditions 

An extended Hamilton's principle is applied to a 
ring-stiffened shell subjected to a tangential follower 
force as follows : 

"''(ST^-SU^+SWM^O . <7) 

where 8W/ is the virtual work of the follower force. If 

we assume that the influence of the ring width on each 
side of the shell is negligible and take the acceleration of 
the shell and ring by the follower force into account, we 
can assume that the axial stress is linearly distributed 
along the longitudinal direction and that the stress 
resultant Ax) is smaller than the follower force 
magnitude P at x=0 and larger than zero at x= L, due 
to the ring acceleration ,as is presented in Figure (2). In 
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addition,   assuming   that  the   axial   stress   is   uniformly 
distributed in the thickness direction,  SW/ is expressed as 

»5-f f^^ + f1^^ <8> 

,where the dimension of   P and   Ax)  is force per unit 
length. 

2RPItp- 
hL+hr,& r,L 

hL+h ,L ,+h   L 
r,L   r,L     r,Or,0 

f (X) 

Figure 2. Axial compression distribution 

From the above assumption that the effect of the ring 
width is negligible, the matching conditions are expressed 
as follows: 

üo(O,M=t>r.o(0.Ö 

w0(L,6,t) = wrX(6,0 

UL,6,t)=>l>r.L^J) 0) 
To solve the variational form, equation (7), we introduce 
the circumferential base function as[12] 

w0(0,6,t)=wr,B(6,f), 

rt)(O,0,d=0r.o(0,d, 

vL(O,0,i)=vr.L(d,t), 

u0 = 2 lKx)coa(.m0)el" 
»»=o Voz 2 KAr)sin(wö)ei 

m = 0 

w0= 2 JK*)cos(mfle**,    4>= 2 <P(x)cos(mß)eiü" 

»» = 0 

for   w=0,l,2  (9) 
The above discretization in the circumferential direction 
has the orthogonal property about the virtual work of a 
follower force, the ring kinetic energy and the ring strain 
energy. Therefore, the stability analysis can be performed 
for each m. From this condition, the ring equation, the 
work of the follower force and the matching condition are 

simplified according as m=\ or not. If m=\, the shell 
behaves like a beam and thus the rings play a role only 
like concentrated masses in total energy. In other words, 
the shell can not be a stiffened by the ring. If mi= 1, the 
strain energy of the ring is also important in addition to 
the kinetic energy. In this case, from the assumption that 
the ring on the side, which a follower force is applied to, 
is rigid, the matching condition at x= 0 is changed as 
follows: 

«e0(0,6, t) = v0 (0, 6, t) = </>0(0, 6,0 = 0 (10) 

In addition, the second integral term in equation (8) is 
zero due to the fact that  8w0,  Svo = 0. 

With the above shape functions for the circumferential 
direction, the 4-node Lagrangian element can be used for 
the longitudinal direction. The discretized equation is 

M(») ■ (») + KMg <•»> + PS ^Q(m)=0 

for  w=0,l,2,3  (11) 
This equation is solved by a eigenvalue problem as 

The follower force is known as a non-conservative 
force and therfore the stability analysis must be a kinetic 
approach rather than a static approach. However, in the 
case mi=l, the non-conservative part in equation (8) is 
absent. In linear stability problems of the non-gyroscopic 
conservative type, all the critical loads are supplied not 
only by the kinetic approach but also by the energy 
approach[9]. This means that the stability analysis in the 
case m =fc 1 is a static buckling problem and the stability 
check by the frequencies of equation (11) is required only 
for the case  m=l. 

3. NUMERICAL RESULTS AND 
DISCUSSIONS 

The non-dimensional equation of motion is required for 
a parametric study. By non-dimensionalizing by the 
radius R, following equation is induced from euation (11). 

(-A2MM+K{m)+ßS(m))ä{m) = 0 (13) 

where ß, A ,   M and   K are expressed as follows; 

""^ 

,2 2   (l-S)pR' \ -co E 

(14) 

(15) 

(16) 

K= Ks+k„Kr,L m+\ 

K= Ks m=l (17) 

where Mr,0, Mr,L and Kr.L are non-dimensional 

matrices of the rings at x=0,L. The ring contribution 
parameters   ßa,  fi„ and  kn are 

Pr.Q<,L)Lr,0(q (18) 

.    =   Er.lX.rM~ ft (19) 

In equation (14) and (15), the assumption h— hr is used 

for simplicity and fta, f« and k„ are the parameters that 

vary  the relative ring  stiffness  and mass ratio to the 

shell. If »2=^1, M is not used for the stability analysis 
as explained above. 

-o UR=30(m=8,6,5,4,4,2...) 
-a L/R=50(m=7,5,2...) 
-o L/R=70(m=6,2...) 
-- L/R=90(m=2...) 

0.05 0.1 0.15 

(-co2M (») (»O-i „ (»>)_ i K™+PS™)q w = 0 (12) 

Figure 3. Buckling load   ( mi= 1,  ^„=0) 

The   buckling   loads    /?„j   for   the   case    mj= 1   are 

presented in Figure 3. The circumferential wave numbers 
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which induce instability are also presented. ß„b increases 
almost linearly with increasing thickness ratio and the 
increase of length ratio reduces the buckling load. The 
circumferential wave number, which induces instability, 
decreases with increasing length ratio and thickness ratio, 
but is not reduced to zero. 

The ring stiffness ratio k„ has no effect on ßb and 
thus the effect is not presented. The buckling mode 
shapes are shown in Figure 4 for the case &„ = 0. As x 

approachs L, the deformation of shell is almost zero. The 
stiffening ring therefore does not influence  /?». 

1.5 

:- 

0.5 '       I. 
h/R=0.05 

i 
'■■.•'■: "\ ■ '"■ 

-0.5 - 

-1.5 

^h/R=0.02 

)                0.2 0.4 0.6 0.8                 1 

x/L 

Figure 4. buckling mode shape (L/i?=50,  k„=0) 

Figure 5 shows the typical instability types for the 
case m=\. It is shown that both divergenve and flutter 
can occur depending on fta and ft„ and that the 
thickness ratio has no effect on the stability. It is notable 
that divergence is the same phenomenon as buckling in 
the present work.  

Figure 5. Eigenvalue curves (m=l,  L/R—50 ) 

In Figure 6 and 7, are presented the flutter or 
divergence loads ßt,. It is shown that a flutter occurs 

only for low fia and fin. At the transition points from 

flutter to divergence, ßb decreases discontinuously. The 
thickness ratio, at which the buckling occurs for the case 
mi=l, is appended at the right side of axis, as the 

critical load is the smaller value between ßt and ß„t. It 

is shown that the critical load is found at m = 1 modes 
only for long and thick shells, where a beam theory can 
predict the critical load efficiently. It is also found that 
the ranges of length and thickness ratio where a beam 
theory can be applied are larger than those of Ref. [5]. 
This is due to the edge ring which stabilizes the modes 
with a higher circumferential wave number( w>l). 

Figure 6. Divergence and flutter load( tn= 1, L/R= 30) 

0.2 0.3 0.4 0.5 

Figure 7. Divergence and flutter load( m= 1, L/R=%) 

4. REFERENCE 
1. Beal, T. R., "Dynamic Stability of a Flexible Missile 

under Constant and Pulsating Thrust," AIAA Journal, 
3-3, pp. 486-494, 1965 

2. Park, Y. P. and Mote, C. D., "The Maximum Controlled 
Follower Force on a Free-free Beam Carrying a 
Concentrated Mass," Jornal of Sound and Vibration, 
98-2, pp. 247-256, 1985 

3. Kim, J. H. and Park, J. H., "On the Dynamic Stability 
of Rectagular Plates Subjected to Intermediate Follower 
Force," Jornal of Sound and Vibration, 209-5, pp. 
882-888, 1998 

4. Bismarck, M. N., "Dynamic Stability of Shallow Shells 
Subjected to Follower Force," AIAA Journal, 33-2, pp. 
355-360, 1995 

5. Park, S. H. and Kim, J. H., "On the Dynamic Stability 
of a Completely Free Cylindrical Shell Subjected to a 
Follower Force," Proceedings, 40th Structures, 
Structural Dynamics and Materials Conference, St. 
Louis, Missouri, pp.446-455 , 1999. 

6. Soedel, W., "Vibrations of Shells and Plates," New 
York: Marcel Dekker 

7. Garnet, H and Levy, A., "Free Vibrations of Reinforced 
Elastic Shells," Journal of Applied Mechanics, 36-4, pp. 
835-844, 1969 

8. Huang, S. C. and Hsu, B. S., "Vibation of Spinning 
Ring-Stiffened Thin Cylindrical shells," AIAA Journal, 
30-9, pp. 2291-2298, 1992 

9. Ziegler, H., "Principles of Structural Stability," 
Massachusetts: Blaisdell Publishing Company, 1968. 



3E2 

Parametric Instability of a Viscoelastic Composite Beam under a Periodic Force 

Tae-Woo Kim* and Ji-Hwan Kim" 

Seoul National University 
Shinrim-Dong, Gwanak-Ku, Seoul, 151-742, Korea 

Keyword: Stability and Control 

Abstract 

Parametric instability of a composite beam subjected to a 
periodic loading is studied considering viscoelastic properties 
of the material. Governing equations are derived within linear 
viscoelastic constitutive equation and stability boundaries are 
determined by using the method of multiple scales. It is 
shown that viscoelasticity of material expands the stable area 
of the system. 

Introduction   ' 

Composite materials with polymeric matrices are being used 
widely in aerospace structures because of their efficient load 
carrying capabilities. Particularly, advanced continuous fiber 
composites such as graphite-epoxy or boron-epoxy are being 
used to an increasing extent, replacing the more conventional 
structural materials such as steel or aluminum. However 
polymeric matrices, when used in unidirectional laminates, 
are expected to exhibit strong viscoelastic effects especially 
at high temperature and moisture, namely the response is 
time, as well as history, dependent. In particular, properties 
transverse to the fibers and shear properties are matrix 
controlled and show strong viscoelastic behavior. The 
potential long-term viscoelastic response to mechanical or 
thermal loading must be anticipated and accommodated at the 
design stage. 

There are some studies dedicated to the analysis of the 
parametric instability of structures where time dependent 
material properties are considered. Stevens1" investigated 
approximately some of the qualitative aspects of the 
parametric excitation of a viscoelastic column subjected to 
harmonically varying axial load. He showed that in some 
cases the instability regions are broadened significantly and 
shifted toward lower values of the exciting frequencies, as the 
material becomes more viscoelastic in nature. For the 
determination of whether a viscoelastic homogeneous plate 
subjected to a harmonic in-plane excitation is stable, Aboudi 
et al.m utilized the concept of Lyapunov exponents. 
Cederbaum and Mond[3) used a analytical approach to study 
the stability boundaries of a viscoelastic column subjected to 
a periodic longitudinal load. Fung'4' studied the dynamic 
stability of a simply supported viscoelastic beam, which is 
subjected to harmonic and parametric excitations 
simultaneously, considering the large deflection and non- 
linear effects of inertia, stiffness, damping. 

The present paper deals with the parametric stability of a 
composite beam under a periodic loading where the 
viscoelastic properties of composites are incorporated. In the 

study, the time dependent properties of the materials are 
defined by the constitutive equations of the linear viscoelastic 
theory of hereditary type. The finite element analysis is used 
for the formulation of the problem and stability boundaries 
are determined by means of the method of multiple scales. 

Governing Equations 

Fig. 1 shows a composite cantilever beam under a periodic 
loading. In the theory of first order shear deformation and 
linear strain, the displacement field and displacement-strain 
relationship is expressed respectively as, 

and 

u( x, z, t) = u0 (x, t) + z<py (x, t) 

M>{x,t) = w0{x,t) 

£xx(x,Z,t) = U0,x(x,t) + ZCpy,x(x,t) 

(1) 

(2) 

where u0(x,t), w0(x,t) represent the displacements at the 
neutral axis, q>y(xfy the rotation of a line perpendicular to the 
neutral axis in z-x plane and (),„ the partial derivative with 
respect to a (a: x or z). For the constitutive equation, we will 
use the Boltzmann's superposition principle as linear 
viscoelastic theory. So the constitutive relations at k-th layer 
of the laminated beam, with zero initial values, can be written 
as follows P1, 

Fig. 1 Geometric Configuration 

* Research Assistant, Department of Aerospace Engineering 
** Associate Professor, Department of Aerospace Engineering 

'99 ?370tü:fJt8->>*vOA    ©a^K^ffi 50 ä.*,^,^. 
^f-tzs 

-689 



+ Ql6k(t-r)P6i
k(t-T)}exx

k(x,T)dT 

cT2X\X,t) = \'ü{Q,sk{t-r)Pj{t-r) 

+ Q55k(t-T)}k2X(x,T)dT 
(3) 

where the Poisson effects161 P2i, />61 and P45 are time 
dependent. However, in cases of cross-ply laminated beams 
they have constant values as, 

P6\ (t-r)= Pjß (t-r) = 0,   P2\ (t-r)-- 

a2(Q) 
ß22(0) 

a2(Q) 

0k=O 

6, = n- 

following equations for homogeneous solution in matrix form, 

[M]{x} + l'0[K(t - r)]{5c}dT + ([JFc(0] + [SW„c(t)]){x} = 0 

(9) 

where {x(t)} is the global nodal displacement vector and 

[ M ], [ K (f)], [ Wc (/)], [^^c (')] are the global mass matrix, 
the time dependent global stiffness matrix, the global 
stiffness matrices from the work done by a pulsating external 
force respectively. 

In this paper, the time dependent relaxation moduli in the 
principal material directions, Qtj, are represented by the sum 
of exponentials, which is practically one of the widely used 
models for approximation of the viscoelastic behavior of 
material. Hence, without considering the effects of 
temperature and moisture they can be given as follows, 

(4) 

And the equations of motion are derived from the 
extended Hamilton's principle as in reference 7, 

Sft (T + Wc)dt + JJ (W„c - SU)dt = 0 (5) 

where T is the kinetic energy, SU the virtual work done by 
internal forces corresponding to the deformation energy of a 
elastic case, Wc the work done by the conservative portion of 
the loading and 5Wm the virtual work by the nonconservative 
portion of the loading. They can be expressed respectively as 
follows, 

SU = \A {NÖUQ,x+MScpy,x+Q{S(py + Sw,x )}dA, 

SfVnc = -aqw,x\x=,Sw 

Qj(t) = Ql+-LQljea'J' (10) 

where dv denotes time constant and nv number of time 
constants of Qu when expressed by the exponential series. 
We further assume as in reference 8 that Q5S=Q66 and time 
function for Qn is equal to the one for Q22. Now, g„ is taken 
to be constant since it is generally controlled by fiber 
properties. Also, the time function for g44 is taken the same 
as that for QM. When the time dependency is given by one 
exponential function, corresponding to the three-parameter 
solid model, the relaxation moduli are as follows, 

ßn(0 = ßii 
a2(Q). 

022(0 = Q22+QyCl' 

->1  „Cj' 

(6) 

02(0 = ^7^022(0     044(0 = 044 + 044^'   (") 
Oliv3) 

055(0 = 7T7^&4(0     066(0 = 055(0- 

For simplicity, following non-dimensionalized parameters 
are introduced, 

where N is normal force resultant, M moment resultant, Q 
shear force resultant, a a parameter that indicates the 
direction of loading, A cross section area and I0,12 moments 
of inertia written as, 

SBLtci=eJ£-,T=t 

{hJl) = ]%bp{\,z2)dz (7) 

where p is density of the material. 

Finite Element Formulation 

In the finite element analysis of beam, the in-plane 
displacement «„, deflection w, and normal rotation <py can be 
represented by 

m m m 

"0=1 «o^p     w= I wj®j>     <Py='Z <Py®j     (g) 
j=\ 7=1 >1 

where u0
J, Wj are displacements, <pj is rotation at nodey and O, 

denotes the shape function at node,/. 
Substituting Eqn 2- Eqn 4 into Eqn 5, one can obtain 

(12) 

■fn I A" /A" rl 

Per V 01 V^ll ycr 

where P„ is the elastic critical load under a constant axial 
force. Thus, with Eqn 11 and Eqn 12, Eqn 9 can be cast into 
following form : 

[M]{x)+ J0
r([/T0] + e

£'<r-''>[/M] + ee^-''\K2]){x}dt' 

+ (f + £3cosQr)[^]W = 0 
(13) 

Stability Analysis 

In general parametric instability problems of elastic 
structures, solutions are usually expanded in terms of a small 
parameter, particularly pulsating load parameter £. When 
viscoelastic behavior of widespread material is incorporated, 
there   appear   another   small   parameters   due   to   time 
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dependence of material properties that develop slowly with 
time. Then solutions can be sought in the form of expansions 
in these parameters as well as £Pl [91 Assuming that elt £2 is 
small, we expand the Eqn 13 in power series in elt % . 
Retaining only terms of lowest order in eu £2, one gets the 
following equations: 

[ M]{x} + ([Ab] + [A,] + [K2] + [W]){x} 

+ (f ][Ai] + £2[K2])l*{x}dt' +e3 cosnr[W]{x} = 0 

(14) 

We introduce the linear transformation {X}=[^]{T)}, 

where [O] is the normalized right modal matrix. Multiplying 
each term of Eqn 14 by transpose of the normalized left 
modal matrix, [XP]T we obtain, 

[/]{?}+[A]{7>+(£imT[Ki)m+eiVrfiwmfitiw 
+ e3cosClTmT[K2][(t>]{T]} = 0 

(15) 

where [I], [A] denote the identity matrix and spectral matrix 
respectively and in component form, 

7„ + Q„277„ + I(£iSi„ffl + s2g2nm)\QVmdt' 

N 

+ £3 cosQr £/„»,"», =0 
m=i 

(16) 

Now, in order to eliminate the secular terms that increases 
infinitely in regular perturbation expansions in ely e2 and £,, 
the method of multiple scales is employed by introducing 
three new time scales Tf-e^r, T-r^t, T3=S3T in first order 
expansion in terms of small parameters.1'01 Noting T0=r, we 
seek solutions to Eqn 16 in the form, 

7]„(T0JlJ2,T3)=7Jn0(T0,TlJ2,T3) + £lT1„K1(T0,ThT2,Ti) 

+ ^2^1 2(ToJuT2J3) + W,ü i(T0,Tx,T2J3) + H.O.T. 
(17) 

Substituting Eqn 17 into Eqn 16 and equating each of the 
coefficients off,, £j and £3 to zero, we have 

Oo'?»o + Q»'7«o = 0 (18) 

N T 

Dfart ,+2D0A'7«0 + ^n'?«l 1+ ISlnmlo0?7».0*' = 0 (19) 
_      »i=l 

N T 

E$Tjn] 2 + 2D0D277„0 + fi„/7„l 2 + Sa«»,io0 ImO*' = °(20) 
»i=l 

N 

Dlnn\J + 2A>£>3'?«0 + &nVn\J + cosQr Z/nmlmO = 0 (21) 
m=l 

where Dk denotes the partial derivative with respect to Tk. The 
general solution of Eqn 18 can be written as 

77„0 = A„(Ti,T2,T3)exp(in„T0) + c.c. (22) 

where ex. stands for complex conjugate. Next, we substitute 
Eqn 22 into Eqn 19, Eqn 20 and Eqn 21 and obtain equations 
with secular terms that are unbounded with time. For uniform 

expansions these terms must be eliminated and this is 
accomplished by setting each of the coefficients of 
troublesome terms equal to zero. When Q is near Qp+Qr 

following conditions must be satisfied, 

DiAn-—^glmAn=0 

D2A,-—^g2mA„=0 

ifpq 

(« * p,q) 

DiAn -jg-4, exp(*-/ir3) = 0 (B = p,q) 

(23) 

(24) 

(25) 

where A„ is the complex conjugate of A„ and p. is the 

detuning parameter for expressing the nearness of Q to Qp+ 
Q? defined by, 

To satisfy Eqn 23 to Eqn 25, we let 

An(ThT2,T3) = a„l(Tl)an2(T2)an3(T3) 

and by inserting Eqn 23 to Eqn 25, we obtain 

anl=anlexp(:—jgi„„Ti) 

an2 = a2n exp(—jginJi) 

and when n=p, q, 

ap3 = aP3exP(-a7l) 

aqi = aq3exp{i(Ä + /i)T3} 

where 

and 

1 /~~2    1 

A„„ = 
JpaJc pqjqp 

M     npQq 

(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

It follows from Eqn 28, Eqn 29 and Eqn 30 that when n=p, q, 
the solutions of order zero are represented as 

fJnO = An0txp{i0.tJ'o)txp(—-jgxn„T\) 
20„ 

exp(—ö-fenB^expW^) + cc- 
2D„ 

(33) 

Rewriting Eqn 33 in terms of r, we see that instability occurs 
when 

^|fflm*i +fö«.*2|£^AMV*3 (34) 
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Fig.2 Variation of stability boundaries due 
to viscoelastic properties (el=e2=e) 

The transition curves in the ^Q-plane that separate stable 
from unstable solutions are defined by 

Q = Q„ + Q.q ± J^lApa - —r(g\nn£\ + Sinn*!) (35) 

When £,=£2=0, in pure elastic case, we have the known 
results for elastic stability boundaries. 

Numerical Results and Discussion 

Fig.2 shows stability boundaries of a [0/90/90/0] beam 
with a=0, 5=30 and C=0.3 in case Q is near 2Q,. As can be 
seen, the stable region is enlarged when material becomes 
more viscoelastic in nature and there exist a critical value of 
the excitation parameter, £,„, for instability, which is defined 
from Eqn 35 by, 

e3cr~ (36) 

In Fig.3 these critical values are plotted against the 
viscoelastic parameter for various resonance forms. The 
critical values for combination resonance of different 
frequencies are more sensitive to the viscoelastic parameter 
than for primary resonance. Furthermore, one can see that 
among primary resonance, that of low frequency has critical 
values more dependent on viscoelasticity. Besides, the effect 
of other parameters on the stability, like slenderness ratio, 
stacking sequence and constant loading parameter, has been 
investigated. 

Fig.3 Minimum parameter values for 
instability in various resonance cases 
(el=ei=e) 
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ABSTRACT 

The predictions of helicopter Blade-Vortex 
Interaction (BVI) noise are performed using a combined 
method of an unsteady Euler code with an aeroacoustic 
code based on the Ffowcs Williams and Hawkings 
formulation. A moving overlapped grid method is 
employed in the Euler code. Three types of grids, blade 
grid, inner and outer background grids are used. The 
calculated waveform of BVI noise clearly showed the 
distinct spikes caused by the interaction between blade 
and tip vortex. The carpet noise contours calculated by 
the present method was compared with the experimental 
data obtained by Advanced Technology Institute of 
Commuter-helicopter, Ltd. The calculated noise level 
showed good agreement with the measured data. 

1. INTRODUCTION 

Over the past years, noise problems have been 
becoming serious with the increase of use of rotorcrafts. 
Blade-Vortex Interaction (BVI) noises cause serious noise 
problems for helicopters. It is an aeroacoustic noise 
generated by interactions between rotor blades with 
vortices shed from their blade tip during descending flight 
for landing approach. 

Through the progress of Computational Fluid 
Dynamics (CFD) and computer technologies, advanced 
CFD techniques enable us to calculate whole rotor 
configuration by using Finite Difference Method (FDM) or 
Finite Volume Method (FVM). These kinds of 
computations can handle both vortex wake geometry and 
aerodynamic features such as blade surface pressure at the 
same time without wake modeling. 

The primary objective of this paper is to present a 
procedure to predict BVt noise by an advanced CFD 
method. The procedure consists of a Euler code based on 
FDM and an aeroacoustic code based on FW-H formulation. 
This Euler code was developed under the collaborative 
research between Advanced Technology Institute of 
Commuter Helicopter (ATIC) and National Aerospace 
Laboratory (NAL). ATIC was established in 1994 to 
research and develop technologies in aeroacoustic field to 
reduce helicopter external noise and in flight control field 
for flight safety. 

2. NUMERICAL METHOD 

The procedure of BVI noise prediction consists of 
two phases. The first phase is a CFD computation of the 
rotor aerodynamics. The second one is an acoustic 
computation to obtain far field acoustic data using the 
blade surface pressure computed in the first phase. 

The governing equations of the aerodynamic 
computation are the unsteady Three-dimensional Euler 
equations. The inertial force terms by the rotation are 
included in the calculation of the blade grid. 

Grid system 
A moving overlapped grid approach is employed to 

treat rotating rotor blades. The blade grid rotates in the 
Cartesian background grid. In this study, a new grid 
topology is employed to concentrate grid points near the rotor 
disk. The Cartesian background grid is divided into the two 
parts. One is the inner background grid and the other is the 
outer background grid The inner background grid is placed 
around the rotor disk. The outer background grid covers 
whole computation region and has sparse grid density. The 
grid system for a 5-bladed configuration is sketched in Fig. 
1 and 2. Huge number grid points are distributed to the inner 
background grid to achieve higher resolution, because the 
density of grid directly affects the strength of numerical 
viscosity. Table 1 shows the numbers of grid points. 

Table 1. Grid specifications.  

Inner background grid (xxyxz) 
450x400x80= 14,400,000 

Outer background grid       83 x 79 x 49 = 321,293 

Blade grid ( chord x normal x span) x blade 
(79 x 40 x 160) x 5 = 2,528,000 

Total 17,249,293 
Grid    spacing    of    Inner 
background grid in rotor disk 0.11c ( = 0.006R) 

Numerical method for Cartesian background grid 
A high accuracy explicit scheme is utilized in the 

background Cartesian grid. The compact TVD scheme is 
employed for spatial discreti2ation. MUSCL cell interface 
value is modified to achieve 4th-order accuracy. The time 
integration is carried out by the four stages Runge-Kutta. 
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Numerical method for blade grid 
The numerical method for the blade grid calculation 

is an implicit finite-difference scheme. The Euler 
equations are discretized in the delta form using Euler 
backward time differencing. The accuracy of this solver in 
space and in time is 2nd-order and lst-order, respectively. 
In order to obtain the unsteady solution in forward flight 
conditions, the Newton iterative method is also used. In 
order to reduce the residual at each time-step, six iterations 
are used. 

Treatment of blade motion 
The dynamic blade motions such as flapping, 

feathering, and lagging are defined by the input data. The 
present code accepts azimuth-wise data or 1st harmonic 
function data obtained by measurements or other codes 
(e.g. CAMRAD). In the present calculation, the collective 
pitch, cyclic pitch, flapping, and lagging angles measured 
by the wind tunnel experiment by ATIC are used. The 
inertial forces by these dynamic motions have not 
considered yet in the present flow solver. 

Noise analysis 
The pressure distribution on the blade surface 

calculated by the CFD code is stored every 0.5 degrees in 
azimuth-wise direction as the input data in noise 
calculation. The aeroacoustic code is based on the FW-H 
formulation without the quadruple term. 

3. CALCULATION CONDITIONS 

Three cases of shaft tilt angle are selected to evaluate 
the capability of our code to predict BVI noise. The 
operating conditions are summarized in Table 2. The shaft 
tut angles are corrected by the Heyson's method. 

Table 2. Operating conditions. 
Case 1 Case 2 Case 3 

Corrected shaft tilt angle, o^ 2.49°(aft) 4.50° 6.43° 
Shaft tilt angle, a, 4.02°(aft) 5.97° 7.93° 

Collective pitch angle 4.91° 4.28° 3.78° 
Lateral cyclic pitch angle -2.66° -2.68° -2.52° 

Longitudinal cyclic pitch angle 1.89° 1.73° 1.56° 
Flapping angle (inc. coning) 1.74° 2.83° 1.74° 

Tip Mach number, M,|D 0.626 0.625 0.625 

Advance ratio, u. 0.157 0.157 0.157 

4. RESULTS AND DISCUSSION 

Numerical computations are performed by the present 
method for the realistic rotor system, which has five blades 
with high aspect ratio. The CPU time is about 20 hours per 
revolution using 30 PEs of Numerical Wind Tunnel 

(NWT) in NAL. The periodic solution is obtained after 4 
revolutions. The required memory sizes are 8GB. 

Figure 3 presents calculated thrust distributions on the 
rotor disk. It shows distinct thrust fluctuations caused by 
BVI near the azimuth angles of 80° and 280°. Tip vortices 
are clearly captured by our code as shown in Fig. 4. The 
computed and measured pressure coefficient (Cp) histories 
on blade surface are plotted in Fig. 5. Although 
quantitative discrepancies are recognized, the fluctuations 
caused by BVI are successfully captured. The sudden 
changes of pressure coefficient are observed in the 
advancing side (from 0° to 90°) and the retreating side 
(from 270° to 360°). 

Figure 6 shows the microphone position in the 
experiment. The microphone was placed downward front 
of the rotor center. The calculated sound pressure level 
(SPL) is compared with the experimental data in Fig. 7. 
The solid lines show calculated data and averaged 
experimental data. The background crowd shows raw (non- 
averaged) data to indicate the fluctuation of measured data. 
The calculated SPL waveform shows distinct spikes caused 
by BVI. The difference between calculated and measured 
waveforms is due to the disagreement of intensity and 
location of BVI. The predicted and measured carpet noise 
contours on the horizontal plane 2.3m below the center of 
the rotor for three shaft tilt angle cases are compared in 
Fig. 8. These results show good agreement in both 
qualitatively and quantitatively. The predicted results well 
capture the trend that the BVI lobe location moves 
downstream with the increase of shaft tilt angle. 

5. CONCLUSIONS 

The predictions of helicopter BVI noise are 
performed using a combined method of an unsteady Euler 
code with an aeroacoustic code based on the Ffowcs 
Williams and Hawkings formulation. The waveform of 
calculated sound pressure level showed the distinct spikes 
caused by BVI. The predicted carpet noise contours by the 
present method showed reasonable agreement with the 
experimental data obtained by ATIC. These results 
indicate that advanced CFD method has considerable 
potential for BVI noise prediction. 
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Abstract 
An experimental study on the improvement of 

aerodynamic characteristics of a modified arrow wing by lateral 
blowing in low and high-speed flow has been conducted. A 
modified arrow wing, which is one of the baseline configurations 
of the proto-type of next-generation SST, is selected for the 
experiments. The testing model is the combination of a body of 
a circular cylinder and ogive and a modified arrow wing with 
aspect ratio of 1.91. The lateral blowing is realized by injecting 
a pair of steady jets parallel to the trailing edge of the wing. 
The experiments have been conducted with the transonic and 
supersonic wind tunnel of ISAS under the testing conditions of M 

ra( free-stream Mach number )=0.3~2.3 , Re (unit Reynolds 
number) =1.06 X 107~3.10X107[l/m], a (angle of attack) =- 
15° ~30° and Cj ( jet momentum coefficient ) = 0.0084 ~ 
0.0316. The results show that the CL and L/D is increased by 
lateral blowing while CD is slightly increased for positive a. 
The results suggest that the lateral blowing can be useful for the 
improvement of aerodynamic characteristics of the arrow wing in 
low and high-speed flow. 

Nomenclature 
Lift coefficient 
Drag coefficient 
Pitching moment coefficient 
Ratio of lift to drag 
jet momentum coefficient 
Reynolds number per length [1/m] 
jet-plenum stagnation pressure   [Pa] 
free-stream static pressure    [Pa] 
area of jet nozzle exit 
area of wing planform 
angle of attack 
free stream Mach number 
diameter of jet-nozzle exit 

CD 

C-My 
L/D 

Cj 
Re 

a 

Me. 
D 
Subscript 

free stream 
jet blowing 

Graduated student, Dept. of Aero. & Astro., Kyushu University 

* Professor, Dept. of Aero. & Astro., Kyushu University 

Professor, Nishinippon Institute of Technology 

ISAS 

1.   Introduction 
Recently research of developing the supersonic 

transportation becomes very active. It is said that high L/D 
performance is requested at all flight regime. There are many 
techniques for the increment of L/D, such as leading flaps and 
trailing flaps. However these high lift devices are passive 
method for high L/D. In the present study active control of 
aerodynamic characteristics of SST wing is investigated by using 
the lateral blowing. Significant increase of L/D is obtained by 
lateral blowing in the present study. Also the aerodynamic 
effects by applying lateral blowing at Mach number from 0.3 to 
2.3 is confirmed. 

2.    Experimental apparatus and Procedures 

2.1 Wind tunnel 
The tests were conducted with transonic and supersonic 

wind tunnel of ISAS (Institute of Space and Astronautical 
Science). Each tunnel has a 600mm X 600mm square test 
section and is blowdown type. The transonic and supersonic 
wind tunnels are capable of Mach numbers sweep from 0.3 to 1.3 
and from 1.5 to 4.0 respectively. The sting type of force balance 
is used and is put in the testing model, which is mounted by the 
sting. 

2.2 Model and Instrumentation 
The testing model is the wing-body combination as shown 

in Fig. 1. The body consists of a circular cylinder and conical 
apex and the planform of the wing configuration is an arrow wing. 
In addition, the wing has no twist, camber or dihedral. Wing 
parameters are shown in Table 1. 

The feasibility of lateral blowing was suggested by an early 
investigation of the technique performed by K.Karashima on a 
trapezoidal wing ( swept angle of 45° ) at Mach number 0.3. 
Lateral blowing is realized by injecting a pair of sonic-jets in 
parallel to the trailing edge of the wing". Then the nozzle is 
located at the junction between the trailing edge of wing and the 
fuselage of the model. The jet is injected parallel to the trailing 
edge. The schematic diagram of experimental system is shown 
in Fig.2. An air compressor is located out of the test section, 
and compressed air is provided to the nozzle in the model 
through the tube as shown in Fig.2. 
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445 
I      Forces and moment 

Fig.l 

Nozzle 

Model configuration (unit mm) 

Aspect ratio 1.91 
Swept angle     A, 

A2 

72.7° 
52.2° 

Section Circular arc airfoil 
Thickness ratio 6% 

Root chord length 230mm 
Semi span length 94mm 

Table 1      Wing Parameters 

^3 
Flow 

Fig.2 Schematic of experimental diagram 

2.3   Test conditions 
Test conditions for the present experiment are shown in 

Table 2. Lift, drag and pitching moment are measured both in 
subsonic and supersonic flows. Also, the surface oil flow 
pictures on the wing have been taken at Mach number of 0.3. 
The primary parameter to identify blowing rate is the jet 
momentum coefficient, as follows ; 

C<=1 
rrijUj 

-2puts„ Y Ps Sw Ml 

Pj means plenum stagnation pressure for jet pressure. At case 
from © to ®, the value of Pj equals 1.078 XI06 Pa. The 
effects of Cj is investigated by changing Pj in case of from © to 

M„ a D 

© 0.3,0.4,0.5 -15.0° ~   +30.0° 2 mm 

® 0.7,0.9,1.0,1.1,1.3 -15.0° ~   +15.0° 2 mm 

© 1.5,1.7,2.0,2.3 -12.5° ~   +12.5° 2 mm 

© 0.3 -5.0° ~   +15.0° 3 mm 

© 0.9 -5.0° ~   +15.0° 3 mm 

© 1.5,2.0 -5.0° ~   +12.5° 3 mm 

II      Oil flow visualization of surface flowstream 

M„ a D 
0.3 10° ,20° ,30° 2 mm 

Table 2      Test conditions 

3.   Results and discussion 
In cases of © through ®, Pj is kept constant 1.078 X 106 

Pa. So, Cj is smaller as free stream Mach number is increased. 
(Fig.3) 

0.020 

°~ 0.015 

0.010 

0.005 

I i.i. 1 
0.5 1.0 1.5 2.0 

Mach number 
2.5 

Fig.3 Cj vs Mach number as the case of Pj = 1.078 X 106 Pa 

The effects of lateral blowing on lift, drag, ratio of lift to 
drag and pitching moment curves at Mach number of 0.3 are 
presented in Fig.4 through Fig.7 respectively. 

Fig.4 shows that uniformly increase of CL due to lateral 
blowing is observed between a =—15° and a =30° . The 
increase of CD is small for lower positive a and large for higher 
positive a. And CD characteristics shows that blowing curve 
intersects no blowing's near a = 0° . As a result, significant 
increase of L/D is observed at lower angle of attack between - 
5° and 5° . In Fig.7 pitching-down tendency is observed. 
The features of CL, C 
in all subsonic region. 

Aerodynamic characteristic for various Mach numbers at a 
=2.5° are shown in Fig.8 to Fig.ll. The increase of CL by 
lateral blowing is observed for all Mach number region. Higher 
increase is observed especially in subsonic flow. While CD 

increases in subsonic region, in supersonic CD decreases. So, 
L/D also increases for all Mach number region. In the pitching 
moment characteristics, the nose of the model is pitching 
downward by lateral blowing. As shown those figures, effects 
of lateral blowing are verified from Mach number of 0.3 to 2.3, 
though the rate of change is smaller as Mach number increases. 

L/D and CMy curves are almost similar 
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Fig.7  CMy vs a at Mach 0.3 
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Fig.5   CD vs a at Mach 0.3 

i 1 1 1  

-Blowing 
"No blowing 

0.5     1.0     1.5    2.0    2.5 
Mach 

Fig. 10  L/D vs Mach at a=2.5 deg 
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Fig. 11   CMy vs Mach at a=2.5 deg 
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Fig. 12  Effects of Cj about CL vs a at Mach 0.3 
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Fig. 11   CMy vs Mach at a=2.5 deg 

Next, the surface streamlines are observed by oil flow 
technique. Comparing those pictures with and without lateral 
blowing, it is clear that two streamlines are different. Side view 
of those pictures with lateral blowing shows downward flow near 
the trailing edge. The downward flow increase lift. Also top 
view of lateral blowing shows slightly converging surface flow 
over the wing into the root of the wing is observed. As flow on 
the lower surface of the wing near the trailing edge is dammed by 
lateral blowing, pressure on the lower of wing becomes larger. 
The increase of pressure at lower surface also increase lift. 

The influence of jet momentum is also investigated. The 
experimental results with various Cj are shown in Fig. 12. As Cj 
is increased, the increment of CL is larger. However the 
contribution by increasing Cj becomes small. So, the effective 
value of Cj might have some upper limit. Since Cj is related 
with jet flow structure, it is necessary to capture the behavior of 
the jet flow structure to reveal the mechanism. 

4.    Concluding remarks 
A study has been conducted to examine the aerodynamic 

effects by applying lateral blowing to the SST model. The 
conclusions of the present study are summarized as follows: 
1) Significant increase of L/D is observed at lower angle of 

attack at Mach number from 0.3 to 2.3. 
2) In supersonic region drag coefficient decreases somewhat 

slightly by lateral blowing. 
3) From the surface flow observation the downward flow near 

the trailing edge and the pressure increase at lower surface 
of the wing increase the lift of the wing. 

For further study 
Surface pressure measurement on the arrow wing in order 

to understand the flowfield formed by interaction among lateral 
blowing, arrow wing and shock wave are in progress. Also flow 
visualization of the jet wake for the understanding of the vortex 
structure to approach the mechanism is in progress. Those efforts 
are devoted to the understanding of the flow mechanism of lateral 
blowing. The detailed results will be presented on the 
Symposium. 
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ABSTRACT 

In this paper, experimental results of wind tunnel mea- 
surements for conventional, symmetrical airfoil NACA 0012 
obtained from the trisonic wind tunnel of Aeronautical In- 
stitute VTI Zarkovo, Belgrade are presented. The measure- 
ments of lift coefficient and lift-curve slope are presented. 
The results were obtained from tests and integrations of sur- 
face static-pressure data over a model of the NACA 0012 air- 
foil section. Data for the NACA 0012 airfoil were obtained 
for a free-stream Mach number range of 0.25 — 0.8 and a chord 
Reynolds number range of 2 x 106 to 25 x 106. The essential 
results of these measurements along with the results from 
other authors are presented and evaluated. The principal 
factors which influence the accuracy of two-dimensional wind 
tunnel test results are analyzed. The influences of Reynolds 
number, Mach number and wall interference with reference 
to solid and flow blockage (blockage of wake) as well as the 
influence of side-wall boundary layer control are analyzed. 

1. INTRODUCTION 

For the successful aerodynamic designing of a new mod- 
ern aircraft it is necessary to know the accurate aerodynamic 
characteristics of the whole aircraft, as well as of its individ- 
ual constituent parts. Since there is no adequate mathemat- 
ical model of turbulent flows, we cannot solve completely 
the problem of aerodynamic designing by computer simula- 
tion and calculation. We still have to solve many problems 
related to aerodynamic designing by making tests in wind 
tunnels. However, wind tunnel simulation is connected with 
many problems which cause many distortions of flow con- 
ditions around the tested models, which finally results in 
inaccuracy of the measured aerodynamic values. There are 
many reasons for that, but it is quite understandable that 
even the best wind tunnels cannot provide conditions for the 
simulation of the flows around the model which would be 
identical to the flows in the free air. Therefore, the resolv- 
ing of the problem related to the definition and elimination 
of the wind tunnel wall interference is a lasting task to be 
solved through experimental and theoretical research, either 
during the construction of new wind tunnels or during their 
exploitation. 

A special group of problems are related to the simu- 
lation of flows around the airfoil, i.e. to the provision of 
two-dimensional flow conditions. It is an extremely com- 
plex task to create correct two-dimensional flow conditions 
in wind tunnels during aerodynamic testing. In the transonic 
range of speeds this conclusion has proved to be related to 
the wind tunnels of all types and dimensions. I would point 
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out the following principal factors which have an impact on 
the accuracy of the results and which contribute to the un- 
certainty of the measured values obtained in wind tunnels. 
First, this is the effect of the Reynolds number, the effect 
of the Mach number, the wind tunnel wall interference, i.e. 
the influence of solid and flow blockage (blockage of wake) 
and the influence of side-wall boundary layer (the problem 
of creating correct two-dimensional flow conditions). 

The purpose of this paper is to point out the principal 
factors which contribute to the greatest extent to the inaccu- 
racy and diversity of results of measuring aerodynamic values 
expressed through lift-curve slope of conventional symmetri- 
cal NACA 0012 airfoil. Accordingly, an analysis have been 
made of the available results of tests and theoretical stud- 
ies made in the major international aeronautical research 
centers (up to Mach number M=0.55 and Reynolds number 
MRe=10), as well as of an extensive experimental and the- 
oretical study made by the VTI-Aeronautical Institute and 
the Faculty of Mechanical Engineering of the University of 
Belgrade, with the aim to extend the existing scope of anal- 
ysis concerning the Mach numbers effects to the transonic 
speed range (up to M=0.8), and the range of the Reynolds 
numbers effects even to MRe=35. 

On the basis of the results of this study, an attempt has 
been made to give an answer to the question: What is the ac- 
tual lift-curve slope of the conventional symmetrical NACA 
0012 airfoil according to the Mach and Reynolds flow num- 
bers? 

2. FACILITY DESCRIPTION 

The VTI-Aeronautical Institute trisonic blowdown wind 
tunnel has a transonic test section with two- and three- 
dimensional inserts [1]. The inserts have 60° inclined-hole 
porous walls with variable porosity adjustment capability. 
Mach number is nominally set using either the second throat 
or flexible nozzle contour, depending on whether the flow is 
to be subsonic or supersonic. Final Mach number trimming 
is done using a blowoff system (with ejector assist if required) 
in which air reenters the circuit in the wide-angle diffuser 
just before the exhaust stack. Fig. 1 shows a schematic of 
the circuit airline. Each of the four parallel walls of two- 
dimensional insert are 4.6 m long: side-walls are 1.5 m wide 
and the upper and lower wall are 0.38 m. Upper and lower 
wall consists of a pair of perforated plates with holes in- 
clined 60 deg. to the vertical. Variable porosity is achieved 
by sliding the backplate to throttle the hole opening, the 
range being 1.5-8%. Motion of the throttle plate is forward 
from full-open; i.e. cutoff is from the down-stream edge of 
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each hole. A hole size is of 12.8 mm, and the combined 
two-plate thickness 14 mm. A splitter plate 2 mm thick is 
integral with each hole in the main plate-splitters are not 
incorporated into the throttle plate.   Fig. 2 shows the hole 

geometry and "finger" region where the porosity is gradually 
developed on a wall. A reference static hole ("ref." in Fig. 
2) located on one wall is used for control of nominal Mach 
number during a test run. 

Tharmal 
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Figure 1: - Schematic of trisonic wind tunnel (PRV - Pressure Regulating Valve) 
2mm 
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Porous 1.5m 

NozzU 
Figure 2: - Schematic of test-section walls 

3. THE REYNOLDS NUMBER EFFECTS 

Real nature, controversy and complexity of the problem 
we are faced with are evident in Fig. 3. There are so many 
solutions for one at the first sight simple question of lift- 
curve slope for the simplest NACA 0012 airfoil. One of the 
first attempts to clarify and explain in detail this problem 
was made at the gathering of experts called "Wall Interfer- 
ence in Wind Tunnels" held in London in 1982 [2]. On that 
occasion the attention was drawn for the first time to an in- 
teresting problem of mutual interdependence of the Reynolds 
number effects on the test model and the Reynolds number 
effects on the facility, i.e. wind tunnel. The present dilemma 
about this interdependence can be also illustrated by posing 
the similar question. What is actually the lift-curve slope 
a = dd/da of the conventional symmetrical NACA 0012 
airfoil in the function of the Reynolds number? In order to 
give an answer to this question an analysis should be made of 
the available results of wind tunnel tests which are published 
in international literature about such a subtle premature as 
lift-curve slope of airfoil [3]. 

First, in order to exclude from the analysis the effect of 
the Mach number, the range of subsonic flow (up to March 
number 0.55) has been analyzed at small angles of attack 
only, because of which the possibility of creating and sepa- 
rating the flows and shock waves have been eliminated. Then 
the Mach number effects have been included in the analysis. 
In both cases the effect of the Reynolds numbers to the mod- 

els and wind tunnels has been also analyzed. 

The results of this analysis are presented in Fig. 3 
for NACA 0012 airfoil. They are grouped according to 
21 sources of quotation. Many of these results have been 
achieved by the outstanding and widely known international 
aerodynamic institutions. For example, an analysis has been 
made of some old wind tunnel low speed tests made by 
NACA Institute (symbols 2-4), contemporary results of the 
NASA (1,5 and 6), the results achieved in the very good 
industrial facilities (10-12), detailed studies of the NPL and 
RAE (13-15), the results achieved by AGARD working group 
04 DATA BASE (17), the results of ONERA (16-19), of the 
VTI and the Faculty of Mechanical Engineering (21), etc. 

According to this illustration there is a great diversity 
in the achieved results, as a consequence of the strong influ- 
ence of the Reynolds numbers effects on the test models and 
wind tunnels, of inadequate conditions of two-dimensional 
flows in the test section and the wall interference in the test 
section of wind tunnel. Wishing to complete this study, the 
analysis has been extended to the transonic speed range and 
it has incorporated new tests made by the VTI as well as 
the calculation of wall corrections made at the Faculty of 
Mechanical Engineering [4,5]. 

Experimental tests have been made in blowdown trisonic 
wind tunnel T-38 with transonic two-dimensional working 
section of dimensions 0.38x1.5 m with changeable perfora- 
tion of walls from 1.5 to 8% (see Figures 1 and 2). Aero- 
dynamic coefficients have been calculated by measuring the 
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distribution of the static pressure in 80 equally distributed 
tested points along the upper and lower side of NACA 0012 
model with a chord of 0.254 m. For this measuring, the 
complete most modern equipment for aerodynamic measur- 

ing has been used. In Ref. 4 the selected results of the mea- 
surement of the distribution of the static pressure along the 
upper side and lower side of the airfoil at angle of attack of 
2.0° at Mach number of 0.8 have been presented. 
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Figure 3: - Illustration of the collected results of the tests of lift-curve slope in the function of the Reynolds number 

This additional experimental study has included the 
Mach test number from 0.25 to 0.8 and the Reynolds model 
numbers from 2 to 35 MRe. It has corroborated the con- 
clusions made at the beginning about the influences of the 
Reynolds number in the subsonic speed range and at the 
same time it has expended them to the transonic range, i.e. 
to the Mach number effects to the results of the wind tunnel 
tests. 

4. THE MACH NUMBER EFFECTS 

In the case of the simulation of transonic flow, the situa- 
tion becomes even more complex when defining the aerody- 
namic flow parameters. The effects of solid and flow blockage 
are even more evident, the side-wall boundary layer becomes 
thicker, the areas of separated flow and shock waves are cre- 
ated, which cannot be eliminated even by the full presence of 
the ventilated transonic walls. All this makes it even more 
difficult to define the exact aerodynamic parameters mea- 
sured in wind tunnels. All controversy and uncertainty of 
the achieved results can be seen in Figures 3 and 4. 

The Prandtl-Glauert theory which in the early stage 
of the development of aviation could satisfy for many years 
the needs of the experts in aerodynamics, in the last few 
decades could not remain the mainstay for the modern re- 
searches carried out all around the world. This dependency 
which does not contain in itself the Reynolds number effects 
either to the model or to the facility, can serve today only as 
a standard measure for classic thinking and assessments in 
this field of the experimental and mathematical aerodynam- 
ics. Such conclusion is applied on the classic experiments 
made in the first stage of the development of wind tunnels, 
like the classic experiment made by Göthert (Fig. 4). 

The experiments and theoretical studies carried out re- 
cently by Murman, Kacperzynski, Chan, Jones and Cather- 

all and the latest tests made in NASA, Canada, by the VTI 
and the Faculty of Mechanical Engineering illustrate an ex- 
ceptionally great interdependence of the Mach and Reynolds 
number effects, side-wall suction and the influence of the 
wind tunnel walls on test results in transonic wind tunnels. 
These conclusions are completely evident in the results of 
the lift-curve slopes tests made by the VTI, as well as in the 
corresponding results achieved in the world and presented in 
Figures 3 and 4 [3], 

5. WALL TUNNEL INTERFERENCE 

In all analyses of tests results achieved in wind tun- 
nels, the question of wall tunnel interference has been always 
raised. It has been manifested that, irrespective of the in- 
creased dimensions of the test section, i.e. of the Reynolds 
number effects on the wind tunnel, the effects of solid and 
flow blockage, i.e. the wind tunnel wall interference cannot 
be eliminated. If we look at the results of the tests carried 
made by the VTI, with high Reynolds numbers and different 
Mach numbers which are presented in Fig. 4, we can estab- 
lish that these results, if not corrected, are completely useless 
from the point of view of an engineer. Only when the wall 
tunnel influence is calculated, for example by the methods 
presented in the papers, these test results could be accepted 
as real results which are achieved in the world today and 
which could be expected in the conditions of free air flow. 

During all tests made by the VTI, the calculation of the 
perforated wall interference of transonic T-38 wind tunnel 
has been made by the Fourier's method used to solve the 
Dirihlet's problem in the rectangle of the wind tunnel test 
section [4,5]. 

In order to create correct two dimensional flow condi- 
tions and uniform spanwise loading of the airfoil model, it 
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is necessary to apply side-wall suction, i.e. the control over 
the boundary layer along the side walls of the wind tunnel. 
In the case that the control of boundary layer along the side 
walls is not ensured, this will certainly result in a loss of lift 
(and difference in drag) caused by the two basic effects of 
the complex flow. First, the loss of lift is caused by the de- 
creased speed near the wall (by the decreased circulation). 
This effect can be significantly diminished if the side-wall 
boundary layer is reduced to the value which is very small 
in comparison with the spanwise of the model. Second, the 
influence of the airfoil pressure range will cause nonuniform 
increase of boundary layer along the side walls which will 
result in the creation of some tree-dimensional effects in the 
flow around the airfoil [6]. 

0.26 

rection of walls as "adaptation of walls" which shall incor- 
porate all mentioned factors which have an impact on the 
quality and accuracy of the flow area of the wind tunnel test 
section and thereby contribute to the increased accuracy of 
the measured aerodynamic values. The results achieved in 
this way (see Fig. 5) could satisfy the users of "accurate" 
results of two-dimensional aerodynamic tests during the de- 
sign and fundamental research or the testing of validity of 
the numerical methods of calculation. 
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Figure 5: - Dependence of the lift-curve slope from Mach 
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Figure 4: - Results of the test of the dependence of the 
lift-curve slope from Mach number 

The importance of the correct definition of the quan- 
tity of the removed air is evident from the ONERA tests 
presented in Fig. 3 for its results given under point 19. The 
lower point is the case with inadequate suction and the upper 
point with right quantity of the removed air. Most frequently 
the removed quantity of air is expressed through the ratio of 
normal component of flow velocity through the wall, to the 
velocity of undisturbed flow (far upstream from the model) 
V„/Voo. In all tests made by the VTI which are presented 
in Figures 3-5, the velocity ratio has been within the limits 
Kn/Voo = 0.0050 - 0.0054. 

6. CONCLUSION 

This rather pessimistic picture which one could get on 
the basis of the presented results can be partially balanced 
by the new development of corrections of walls and calcu- 
lation methods which are published and used in the world 
today, and which, when applied in practice, should increase 
the confidence in the results of wind tunnel tests. In this 
context, it is more precise to take the definition of the cor- 
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ABSTRACT 

Flow field and acoustic field measurements have been carried out for supersonic jets perturbed by free-to-rotate vane-type tabs. 
Four "vane-type tabs" were placed in the nozzle exit plane at diametrically opposite locations. Tangential aerodynamic forces on the 
vane-tabs rotate the vanes freely. The flow field data were obtained by Pitot probe surveys under automated computer control. The 
data showed that the center line velocity of a perturbed jet decays faster than the baseline jet. The free rotating vane-tabs alter the 
shock/expansion structure dramatically. Acoustic measurements showed that the overall sound pressure level, OASPL, was 
significantly reduced up to 12 dB and screech tones were also suppressed compared with the baseline jet for different values of 
pressure ratio. The tabs produce streamwise vortices, which have a profound impact on the spreading of the jet in a downstream 
region. The effects of varying the vane-tab angle from the jet axis and the distance of immersion into the jet on both acoustic and 
flow fields for both rotating and stationary vanes have been studied. 

1. INTRODUCTION 

It has been known for a long time that a tab, or a small 
protrusion in the flow at the exit plane of the nozzle can 
eliminate screech noise from supersonic jet1. A screech is a 
loud tone emitted by a supersonic jet when operated at off- 
design nozzle pressure ratios. Recently the effect of tabs on 
suppressing the noise gained considerable attention 2'3. The 
jet spreading rate can be increased and noise can be reduced 
by using the tabs. In the current investigation the effects of 
vane-type tabs at the jet exit plane on radiated sound are 
studied experimentally. The tabs change the vortex 
formation, the large-scale turbulence structure, and the shock 
structures in supersonic jets. These effects are examined in 
this paper for free-to-rotate vane-type tabs to reduce the 
levels of shock-related noise and turbulent mixing noise. In 
addition, comparison with stationary vanes will be also 
presented. 

2. EXPERIMENTAL FACILITY 

All experiments were carried out in an open jet facility 
at the Fluid Dynamic Laboratory, Department of Aerospace 
Engineering, Nagoya University. Figure 1 shows a schematic 

diagram of experimental setup. A nozzle is attached to a 
cylindrical plenum chamber with a diameter of 200 mm and a 
length of 400 mm. A pressure regulator is used in order to 
control the pressure in the plenum chamber. For automatic 
measurements a XYZ mechanical traverse with three- 
stepping motors and a solenoid valve in the pressure line are 
used and controlled by PC. Pressure was supplied from a 12 
m3 tank kept at a pressure of 12 kg/cm2 and connected to the 
plenum chamber. 

The sound level measuring system with a 0.5-inch 
condenser microphone (ONO SOKKI LA-5110) with a 
maximum frequency of 20 kHz and a maximum SPL of 130 
dB is employed. The microphone was fixed at a distance of 
100D, where D is the diameter of nozzle exit, and 30° from 
the jet axis. Two pressure sensors with a maximum of 800 Hz 

3D view Side view 
. Stationary Vanes 

Front view 

' Computer DtU Acmiiiilion Computer 

Fig. 1 Schematic diagram of experimental setup 

3D view Side View 
b. Rotating Vanes 

Fig. 2 Schematic of vane type-tab 

sampling frequency and a pressure limit of 5 kg/cm2 are 
employed for pressure measurements. Both the pressure 
sensor and the sound meter were connected to an AD board 
(ADM 682PCI) with a sampling time of up to 8 usec. During 
acoustic measurements the background noise was kept as low 
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as 37.5 dB in A weight SPL at the same location as the 
microphone. 

2.1. TAB GEOMETRY 

The tab configuration is shown schematically in Fig. 2 
for both stationary and rotating modes. The thickness to 
chord ratio, t/c of the vane is 0.33. The protrusion height into 
the flow is denoted by w, and the nozzle exit diameter by d. 
The supersonic nozzle was fabricated of copper and had an 
exit diameter of 7.8 mm and a throat diameter of 7.5 mm 
with a design Mach number, MD of 1.33. Single, two and four 
vane-type tabs with w/d = 0.064 and 0.128 were studied. 

25 

*   20 
4> 

1   15 
8 
5   10 

I     5 
0 

-w/d=0.064 

0 10 20 30 40 50 

Angle from Jet Axis 

Fig. 3 Area blockage of four vane-type tabs 

Figure 3 shows the geometric area blockage due to four 
tabs for different vane-type tab angles from the jet axis. It 
should be mentioned here that the geometric area blockage 
(% area blockage = (Ano.tab-Atab)/An0.tab * 100) does not 
necessarily follow the flow blockage2 (% flow blockage = 
(midea,-mmraSurec,ynWi * 100; mjdeal = pe A, Ue). The thrust 

mainly depends on flow blockage. 

Fig. 4 Effects of vane number on center line stagnation 
pressure for rotating vanes with w/d=0.064 at a = 30° 
and Mj= 1.71 
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4. RESULTS 

For supersonic jet, the notation Mj is used to denote the 
fully expanded Mach number. It is uniquely related to the 
pressure ratio through the following equation: 

where Pl0 is the chamber pressure and Pa is the ambient 
pressure. Most of the results are presented here for PJPa = 5 
which corresponds to M)■— 1.71. 

4.1. JET SPREADING 

The parameters, which affect the jet spreading, are the 
vane mode, rotating or stationary, the number of vanes, the 
protrusion height w/d and the vane angle from the jet axis. 
These parameters and their effects are discussed in the 
following. 

Effects vane number: A large increase in the spreading of 
the jet under the influence of tabs is indicated in Figs. 4 and 5 
for both rotating and stationary vanes, respectively with w/d 
= 0.064 and at a vane angle, a of 30°. The measured pressure 
in a supersonic flow region represents the stagnation pressure 
Pt2 downstream of the standing bow shock produced by the 
Pitot probe itself. In the downstream subsonic flow regions, 
of course, the measured pressure represents the local 
stagnation pressure. The results are characterized by wavy 

Fig. 5 Effects of vane number on center line stagnation 
pressure for stationary vanes with w/d=0.064 at a = 
30° and M,= 1.71 

a. Baseline jet b. Stationary vanes c. Rotating vanes 
Fig. 6 Mach number contours at x/d = 10 for 4 vanes, where 
w/#=0.064, a = 30° and Mj = 1.71 

patterns due to the standing shock/expansion structure in the 
jet. The tabs alter and weaken the shock/expansion structure 
dramatically. The jet centerline stagnation pressure and thus 
the Mach number is found to decay much faster than that of 
the baseline jet, which generally implies increase in jet 
spreading. The effect is most pronounced with four tabs in 
both modes, rotating and stationary, and the least with a 
single tab. Rotating tabs are found to decay faster than the 
corresponding stationary tabs. The maximum observed 
rotational frequency for the case of four vanes was about 
1000 rad/sec. Lower values were observed for two and single 
vane cases. The rotating vanes generate streamwise vortices 
which have a rotation frequency equal to that of the vanes 
unlike the "steady-state" vortices which are produced by 
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stationary vanes. It has been known that the interaction of 
these vortices with the jet has a profound impact on the 
spreading of the jet2. The rotation of streawise vortices 
around the jet axis was found to have more impact on jet 
spreading than "steady-state" vortices. 

Mach number distributions on a cross-sectional plane of 
the jet were measured with a Pitot tube for Ms = 1.71. These 
data were taken far enough downstream so that the flow was 
subsonic every where and the static pressure had been 
relaxed to the ambient pressure4. Hence the Mach number 
could be calculated reliably from only the Pitot tube 
measurement. Figure 6 shows the Mach number contours at 
x/d = 10 for a baseline jet, four rotating vanes, and four 
stationary vanes with w/d = 0.064 and a = 30°. The enormous 
effects of tabbed cases on the jet spread can be readily 
appreciated. 

Effects of protrusion height: Figures 7 and 8 are for both 
rotating and stationary vanes, respectively for different values 
of vane number and w/d ratio at a = 30°. As shown from the 
figures, increase in w/d ratio is found to increase the spread 
of jet, which is also associated with a decrease in nozzle 
thrust due to increase in area blockage. The effect is most 
pronounced with stationary two vanes case with w/d = 0.128. 
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\.    —K— Singfe Vane, w/d=0.128 
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However, the distributions along a centerline are not fully 
representative of actual jet spread. Two vane tabs essentially 
bifurcate the jet as shown in Fig. 9 which represents the 
Mach number contours at x/d = 5 for both rotating and 
stationary cases with two vane tabs. 

a. Stationary vanes       b. Rotating Vanes 
Fig. 9 Mach contours at x/d = 5 for 2 
vanes, w/d = 0.128, a = 30° and Mj = 1.71 

Effects of vane angle: Figures 10 and 11 show the effects of 
the vane angle on the centerline stagnation pressure for both 
rotating and stationary vanes for four vanes, respectively at 
w/d = 0.064. Increasing the vane angle is found to increase 
the spread of jet especially for the rotating case. However, 
increase in vane angle may result in thrust loss due to an 
increase in area blockage as shown in Fig. 3. 

5 - 

x/d 

Fig. 7 Effects of w/d and number of vanes on centerline 
stagnation pressure for rotating vanes at a = 30° and 
M:=1.71 

4 Vanes, w/d=O.064 

4Vanes,w/d=0.128 

2 Varies, w/d=0.064 

2Vanes,w/d=0.128 

Single Vane, w/d=0.064 

ShgJeVane,w/d=0.128 

Fig. 10 Effects of vane angle, a, on centerline 
stagnation pressure for rotating vanes with w/aNO.064 
at M, = 1.71 

Baseline jet 

a=10 
a = 30 

Fig. 8 Effects of w/d and number of vanes on centerline 
stagnation pressure for stationary vanes at a = 30° 
and M:= 1.71 

Fig.   11   Effects   of vane   angle,   a,   on   centerline 
stagnation    pressure    for    stationary    vanes    with 
w/rf=0.064atMj=1.71 
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4.2. JET NOISE 

The far field noise spectra for four vanes with w/tf=0.064 
and 0.128 are shown for both rotating and stationary modes 
in Figs. 12 and 13, respectively. Baseline jet spectra also 
presented in the figures and is clearly marked by a screech 
component. The fundamental component at about 14.5 kHz 
corresponds to a Strouhal number of about 0.27, which is in 
agreement with observations by previous researcherss. Thus 
the vane-type tabs completely eliminate the screech 
component. In addition the screech component, the 
broadband levels are also reduced over almost all frequency 
range. 

Figure 14 shows the variation of the overall sound 
pressure level, OASPL, for both rotating and stationary 
modes with w/d = 0.064 and 0.128. The OASPL decrease 

approximately linearly until a = 30° and then asymptotes or 
increases again. At a = 30° a maximum reduction in noise of 
about 10 dB is observed for stationary vanes with w/d = 
0.064, while a maximum reduction of about 13 dB is 
observed for the stationary case with w/d = 0.128. Regarding 
the effect of rotation on the OASPL the reduction is about 12 
dB for w/d = 0.064. This reduction is about 2 dB compared 
with the similar stationary case of w/d = 0.064, whereas it is 
the same for w/d=0A2S. 

5. CONCLUSION 

A vortex generator configuration, referred to as a vane- 
type tab in two different modes, rotating and stationary, has 
been found to be quite effective in influencing jet evolution 
and mixing. 

5000 10000 15000 

Frequency [Hz] 

The centerline stagnation pressure and hence the Mach 
number for rotating vanes are found to decay faster than 
the stationary vanes for the tested number of vanes, 
which generally indicates of increased jet spreading. 
Two stationary vanes with w/d = 0.128 bifurcate a jet. 
This jet bifurcation does not occur for the rotating case. 
A reduction of about 12 dB is observed for four rotating 
vanes with w/d = 0.064 and a vane angle of 30°. 
Further investigation on the effect of the vane-type tabs 
on thrust penalty is required 
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-•— Rotating vanes, w/d=0.128 
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Abstract 
The purpose of this study is to compare the control 

performance between the adaptive controller and the 

robust controller (sliding mode controller) for wing 

flutter suppression. Two-dimensional wing section has 

plunge and pitch degrees of freedom. Control surfaces 

are both trailing and leading edges. Linear stiffness for 

plunge motion and nonlinear stiffness for pitch motion 

are considered. The steady and quasi-steady 

aerodynamic theories are employed to calculate the 

aerodynamic forces. The difference in the aerodynamic 

theory is used to model aerodynamic uncertainties. 

Each controller successfully suppresses the wing flutter 

and shows almost the same control performance, 

whereas the wing shows limit cycle oscillation without 

the controller. 

1. Introduction 
The modern aircraft is emphasized to reduce its 

weight and maximize the efficiency. The weight 

reduction, however, leads to the insufficiency of the 

wing stiffness. One possibility to compensate the 

insufficiency and prevent from aeroelastic instability is 

active control technologies.1' 

Most of the active control technologies are assured 

that the wing structure and the aerodynamics are 

governed by linear theories and parameter values in 

aeroelastic equations are completely known. In reality, 

a wing has structural nonlinearity2' and aerodynamic 

coefficients involve some uncertainties. 

We applied two control techniques for the flutter 

suppression and compared the performances of those 

controllers. One is the adaptive controller3'; the other is 

the sliding mode controller4'. Each controller is 

applicable to the aeroelastic system that has the 

structural nonlinearity and the parameter 

uncertainties. 

First, we show the root loci of the linear aeroelastic 

system as the velocity increases. In the framework of 

the linear theory, the wing motion grows exponentially 

with time beyond a critical velocity. Second, we show 

the limit cycle oscillation due to the structural 

nonlinearity. Third, the adaptive controller is designed, 

in which the structural nonlinearity and the unknown 

aerodynamic coefficients about the pitch axis are 

considered. Forth, the sliding mode controller is 

designed on the same condition that the adaptive 

controller above is designed. Finally, we compare the 

control performances between the two controllers. 

2. Equations of motion 
The two-dimensional wing section is shown in Fig.l. 

* Graduate student, Department of Aeronautics and Astronautics 

t Professor, Department of Aeronautics and Astronautics 

-99 m2iMm'n^,->>^i>'y^ ©s^^ffi^ 

709- 



follows:   a =-0.6,   b =0.135   m,   C/a=6.28, C, =2-487, 

Fig.l Two-dimensional wing section. 

The governing equations of the system is 

m 
mxab 

•\'L] 
[M 

mxab' 

7<"  . 

h 

ä 
.+ 

c,    0- 

fi- 

\    o ■ 
0   ka(a) ::} (1) 

where k (a) is the pitching stiffness depends on the 

pitch angle. That is obtained by fitting the measured 

displacement-moment data.2> The forth-order 

polynomial approximation is 

ka(a) = 2.82(l-22.1a + 1315.5a2 -8580a3 + 17289.7a4)    (2) 

The lift and moment are calculated using the quasi- 

steady wing theory as follows: 

L = pU2bCla[a+h/U +(0.5-a}>d/u\ > (3) 

+ pU2bClßß + pU2bCl68 

M = pU2b2Cma[a+h /U + (0.5 -a)>ä/u\ (4) 

+ pU2b2Cmßß + pU2b2CmS6 

Substituting Eqs. (3-4) into Eq. (1), equations of motion 

of the wing section are obtained as follows: 

Mq + Cq+K(q)q=Du 

q=[h   a] 

u-\p   &] 

M 

C = 

K(q) 

D 

m      mxab 

mxab     Ia  j 

ch+PUbCla       pUb2{0.5-a)C,a 

-pUb2Cma    ca-pUb%5-a)Cma 

\ pU2bCla 

0    ka(a)-pU2b2Cm 

PU2bClß   -pU2bClö] 
■'iß 

■'mß pU2b2Cmß    PU2b2Cm6 
(5) 

The  wing  section  properties  and  the   aerodynamic 

coefficients used in  this  aeroelastic system  are  as 

C„ =-0.087,    Cm -0.628,    Cm„=-0.334,    Cmä=-0.146, 

2 c =27.43    Ns/m,    c =0.036    Ns,    / =0.065    kgm ^h a a ° 

jfcA =2844.4    N/m,    m =12.387    kg,    xa =0.247,    and 

p =1.225 kg/m3. 

3. Stability analysis 

We considered linearized equations of motion to see 

whether the aeroelastic system is stable or unstable. 

The linearized equations mean that k (a) in Eq. (2) is 

independent from the pitch angle, ka (a) = 2.82 • The 

eigenvalues of the linearized aeroelastic system show a 

characteristic behavior as the velocity increases as in 

Fig. 2. 
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Fig. 2 Root loci of uncontrolled wing as velocity is varied 
from 2 m/s to 20 m/s with 2 m/s intervals. 

The real parts of the two modes separate each other 

and one mode becomes unstable above a velocity, which 

is called flutter velocity. On the other hand, the 

imaginary parts of the two modes come close and 

coincide. Above the flutter velocity, the wing motion 

grows exponentially with time as far as the linearized 

equations of motion are considered. The wing, however, 

shows a limit cycle oscillation above the flutter velocity, 

because the structure has the nonlinearity about the 

pitch moment as of Eq. (2). A limit cycle oscillation of 
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the plunge displacement in the flow velocity of 20 m/s is 

in Fig. 3. This oscillation is suppressed using following 

two controllers respectively. 

Time (s) 

Fig. 3 Limit cycle oscillation of uncontrolled wing for 
the initial condition of h=0.01 m and a=0 rad. The 
flow velocity is 20 m/s.. 

4. Adaptive control 

The adaptive control3' is efficient at a system that 

has unknown parameters and nonlinearity. In this 

study, we consider the aerodynamic coefficients about 

pitch, Cla 
an<i Cma i as unknown parameters. 

The adaptive control is based on Lyapunov stability 

theory. We select the positive define function 

V = ±{sTMs + AaTr-lAa) (6) 

as a candidate of a lyapunov function. When a control 

law 

u=D-%a+Y0-Ks) 

a = -TY?s 
s = q + Aq 

r.- 

(7) 

f m     mxjb' 

mxab     Ia 

A + 
ch    0 

\x + 
\    o • 
0    ka(a) 

pU2ba + pUbh + pUb2{0.5 -ah)a           0 

0 - pU2b2a -pU b2h - pi Jb3{0 5-ah)a 

is applied, the derivative of the Lyapunov function is 

V = -sTKs s0. (8) 

Equation (6) and Eq. (8) indicate that s converges to 

zero as time approaches infinity. Using the adaptive 

control law of Eqs. (7), the aeroelastic system is 

stabilized as the solid line in Fig. 4. 

Although all parameters and initial conditions are 

same as those are in Fig. 3, the wing no longer shows 

limit cycle osculation, and smoothly converged to zero 

within 1 s. For considering the robustness against 

uncertainty of the aerodynamic model, we design 

another adaptive controller, in which the steady wing 

theory 

L = pU2bClaa + pU2bClßß + pU2bCuS , (9) 

M = PU2b2Cmaa + PU2b2Cmßß + pU2b2CmSö (10) 

is employed for controller design. On the other hand, 

the quasi-steady wing theory of Eqs. (3) and (4) is 

employed for the simulation. Whereas we employed the 

different aerodynamic models between the controller 

design and the simulation, the controller keeps its good 

performance as shown in the dashed line of Fig. 4. That 

indicates the adaptive controller has robustness 

against the aerodynamic uncertainties. 

0.01 

0.008 

0 1 2 3 4 5 

Time (s) 

Fig. 4 Wing plunge responses with adaptive controllers. 
The quasi-steady wing theory is employed for controller 
design(solid line); the steady wing theory is employed for 
controller design (dashed line). 

5. Sliding mode control 

The sliding mode control4' is one of variable 

structure controls. Unlike H°° control or ß synthesis, 

the variable structure controllers are available for even 

nonlinear systems. Moreover the sliding mode 

controller accepts model uncertainties and parameter 

changes if the system satisfy the matching condition. 

The state space form of Eq. (5) is 

x = Ax + Bu + A /-QS 

x-[q   q] 
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where   A   are  model uncertainties that satisfy the 

matching condition, i.e., there exists  A that satisfy 

A - B& . (12) 

In   this   study,   only   the   linear   term   of   k (a), 

k (a) = 2.82. is included in the matrix  A   and the 

other nonlinear terms  are  considered to be  model 

uncertainties. The control inputs are determined as 

u = -{SB)-'SAx-kol\o\. (i3) 

o = Sx 

The row vector S in Eq. (13) is determined to minimize 

the criterion 

= f{xTQx}it (14) 

where /   is the time at which the states reach on the 
s 

sliding surface and Q is a weighting matrix. The 

scalar k in Eq. (13) is determined to assure the 

reachability of the states to the sliding surface, i.e., 

k > A • (15) 

The response of the aeroelastic system using the 

sliding mode control input of Eq. (13) is the solid line in 

Fig. 5. 
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£ 0.008 
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Fig. 5 Wing plunge responses with sliding mode controllers. 
The quasi-steady wing theory is employed for controller 
design(solid line); the steady wing theory is employed for 
controller design (dashed line). 

We again consider the robustness evaluation of the 

sliding mode controller in the same way as that of the 

adaptive controller. The wing response, in which we 

use the steady wing theory of Eq. (3)-(4) for controller 

design and the quasi-steady wing theory of Eq. (9)-(10) 

for simulation, is shown in the dashed line in Fig. 5. 

Even if there exists aerodyanmic uncertainties, the 

controller has the ability to stabilize the motion within 

1 s. The sliding mode controller is also robust against 

the aerodynamic uncertainties similar to the adaptive 

controller. 

6. Conclusion 

Based on the present flutter analysis and controller 

design, the following conclusions are obtained. 

Both the adaptive controller and the sliding mode 

controller are effective for the control of wing flutter 

that has the structural nonlinearity and the 

aerodynamic uncertainty. Each controller is stabilized 

the flutter less than 1 s without limit cycle oscillation. 

Those two controllers show almost the same control 

performances under the condition of this study. 

When we consider the more complicated flutter 

problem such as transonic flutter, we must take into 

account the uncertainties associated with transonic 

aerodynamics. In the future study, we will apply the 

sliding mode controller to the transonic flutter problem 

since it can deal with the uncertainties. 
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ABSTRACT 
A modified Newton-Raphson minimization technique 

for determining aerodynamic coefficients and stability 
derivatives of spin-stabilized projectiles with a six-degree-of- 
freedom nonlinear dynamical model was developed. The 
dynamical model for the projectiles was constructed having 
process noise in the system and the instrumentation noise in the 
system outputs. The state equations of the dynamical system 
were continuous types while the measurement data were 
discrete. A continuous-discrete type estimation model for the 
motion of the projectiles was constructed in this paper. The 
state variables of the system were estimated by the extended 
Kaiman filter and the system parameters were identified by the 
modified Newton-Raphson technique based on the maximum 
likelihood criterion. Research results show that parts of the 
parameters can be identified under proper noise intensity. 
However, the accuracy of identification is strongly influenced 
by both process and measurement noise. 

1. INTRODUCTION 
Identifying the coefficients and derivatives of projec- 

tiles from measurement data remains difficult and time 
consuming, despite the considerable effort that has devoted to it 
over the year. There is no lack of methods to determine the 
coefficients of projectiles [1-2]. On the contrary, many methods 
have been developed, and under idealized conditions or lineari- 
zation most have been successful [3-5]. Unfortunately, 
insufficient system mode excitation, instrumentation and 
measurement noise, and discrepancy of the actual projectiles 
from the model used for the projectile dynamics generally 
cause significant errors in the resulting parameter identification. 
Extracting the aerodynamic coefficients and stability 
derivatives of flying objects from flight test data has been an 
importance research field of modem aerodynamics for years. 
The research of non-linear dynamic characteristics of spin- 
stabilized projectiles is one of the sophisticated problems in this 
field. Lately, considering projectiles as a 3 DOF model, Chen 
[6-7] identified the drag coefficient curve by using measured 
velocity data from Doppler radar. As for the nonlinear 
dynamics characteristics of projectiles, identifying all 
aerodynamic coefficients and stability derivatives such as 
damping coefficient in roll, lift derivative, pitch moment 
derivative, etc., is still an area of interests. In this paper, a 6 
DOF dynamic model of projectiles is considered. The state 
variables of the model are estimated by extended Kaiman filter 
(EKF), and the parameters of the model are identified by mNR 
method based on ML criterion. Two typical projectiles, 
20mm and 105mm, are investigated. 

2. PROBLEM STATEMENT 
Consider  a ballistic   spin-stabilized projectile with  6 

degree-of-freedom (6 DOF).    Using standard notations, the 
equations of motion in body axis can be described as [8-9] 

ü = (-Dcosßcosa+Csinß+Lsma)/m 

-g sin 0 + rv - qw (1) 
v = (-Dsinß-Ccosß)/m+pw-ru (2) 
w = (-Dcosß since-Lcosa)/m + gcos0+qu-pv    (3) 

P = LPHX (4) 

q = (M-Ixpr)II (5) 

r = (N+IxPq)/I (6) 

whereL = C,„g«   =  Lift,   D = (CD<) +CD27]2)Q   =  Drag, 

C = Cri,Q.ß = Side force,   L„=C,„Q]p = Rolling moment, 
-Laß«  .    -     v-^o 

-cßQß = side force>   LP =cipQiP 

and the pitching and yawing moments are 
M = CmaQda + {Cm + Cmd )Qxq + CmpfSQlPß        (7) 

AT = CnßQdß + (Cnr + Cnß )ß, r + CnpaQiPa (8) 

The aerodynamic coefficients and stability derivatives are 
defined in conventional form as given in [10-11], and 77  is the 

total angle of attack, 77 = cos-1 (cos ß cos a), a is the angle of 

attack, ß the sideslip angle, Q = pV1 II is the dynamical 

pressure, and g, = QSd2 IV a. lump parameter, S the reference 
area, S='A it d2, and d is the diameter of the projectile. Define 
the Euler angles (y/, 0, $)and the axis transformation for 
angular motion 

0 = q 

cosö 

(9) 

(10) 

(11) 

and the velocity 
X       [cosöcosY   -sin^F   sinöcos^P     u 

Y     =  costfsin^F    cos*F     sinösinT  •  v 

Z -SÜ10 0 cos«? 
.   J/    L 

where [•], and [■]„ denote the velocity vector relative to inertia 
axis system and body axis system, respectively. Equations (1)- 
(11) describe a highly non-linear dynamical system of general 
motion for spin-stabilized projectiles. With initial states, 
aerodynamic coefficients and stability derivatives, The state 
equations can be written in the form 

i(0 = /Lv(0,©;a   ^(0) = ^0 02) 
where x(t) is the state vector, and ® is the vector of unknown 
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parameters including unknown initial conditions and 
aerodynamic parameters. The relations of state variables to 
measurements are listed as follows: the projectile's velocity 

V = -\lu2 +v2 + w2 , angle of attack  « = tan_1(w/«)»w/«, 

sideslip  ß = s\n\vlV)«vlV, range  R = Jx2+Y2+Z2 , 

elevation E = sin'l(-Z/R), and Azimuth Az=tan'i(Y/X). 
The measurements of the system output are corrupted 

by random disturbances. In this paper, the identification 
problem is the most general model with the presence of 
additive random process noise in the equations of motion and 
measurement noise in the system output.   Read as 

*(0 = /[*(<),©;']+ H(0 (13) 

y(t)=g[x(t),m (14) 

z(k) = y{k) + v_(k) = g[x(k),e;, k] + v(k) (15) 

w(/) and v(t) are Gaussian random vector with uncorrelated 
zero-mean white noise, and their covariance (Cov.) are Q(<) 
and R£f), respectively. It is assumed that the structure of the 
model is known. The vector of unknown parameters in Eq. 
(13) is denoted by 0 . Thus, 0 includes all unknown aerody- 
namic coefficients, stability derivatives, and initial states. 

3. STATE ESTIMATION BY EXTENDED 
KALMAN FILTER 

Now, for state estimation, since the system under 
investigation contains process and measurement noise, it is 
necessary to incorporate a suitable filter for this purpose. In 
general, the Kaiman filter is the optimal filter for linear systems, 
but for nonlinear system, no optimal filters are practically 
realizable, except for some linearize or quasi-linearized cases. 
Therefore, the extended Kaiman filter (EKF) is used for estima- 
ting the true states from the noisy measurements in nonlinear 
filtering. For the system model defined in Eqs. (13)-(15), the 
EKF algorithm can be described as follows: 
Initial Conditions: The EKF is started with a priori state 
estimate x(0|0) and covariance P(0|0). The initial 
conditions are assumed to be Gaussian, and uncorrelated to 
process and measurement noise. 
Prediction Equations: 

x(k\k-Y) = A(k-l)x(k-l\k-l) 

*x(k-\\k-l)+ ff(x,®;t)dt 

z(k\k-V) = g[x(k\k-l),0;,k] (17) 

P(*|*-l) = A(*-l)P(*-l|*-l)Ar(*-l)+Rw(*-l)   (18) 

where     A(k -1) = exp(F(£ - 1)A<),    with    sampling    time 

A/ = f,-;,_,, and F(*-l)-W 

Update Equations: 
x(k\k) = x{k\k-\) + K{k)e(k) (19) 

K(k) = P(k | k - 1)H T (k)[H(k)F(k | k - 1)H T (k) + R„ (k)Yl (20) 

P(* | k) = [I - K(k)H(k)]F(k | * -1) 

= [I - K(k)H(k)]P(k | k - 1)[I - K(*)H(*)f 

+ K(k)Rv(k)KT(k) (21) 

where we have defined the residual e(k) = z(k)-z(k\k-l) 

and  H(A:) ■feL . Note here that the state equations 

of the dynamical system are continuous type while the 
measurement data are discrete. A continuous-discrete type of 
estimation models for the motion of the projectiles is now 
constructed by using EKF algorithm for state estimation. 

4. PARAMETER IDENTIFICATION BY MODIFIED 
NEWTON-RAPHSON TECHNIQUE 

By combining the ballistic model into a mNR iteration 
scheme based on ML criterion, the differential correction 
method for searching aerodynamic coefficients and stability 
derivatives is applied to determine the unknown parameters 
from measurements. The ML criterion is obtained by 
minimization of the negative log likelihood function 

J = Yk WE-' (k)e(k) + ln|B(*)|] (22) 
*=i 

where B(A) is the variance matrix of the residual defined by 

B(k) = E[e(k)eT(k)]. To obtain a gradient solution that 
minimizes J, the following recursive relation is used: 

©,>,=©,•+A0 (23) 
where the subscript i is the index of the iteration. The mNR is 
an iterative method for finding a zero of non-linear functions, 
or in our case a zero of the gradient of the cost function, that is, 
dJ    n   o SJ:   . ■      .      dJM   .  = 0 . Suppose   —-  is not eaual to zero, but  — •- 

closed to zero, 
value of © . 

50 
Apply Taylor's series expansions about the i"1 

50 
a/(0,+A0,) 

a© 
(24) 

a/(©,)  dv(0.) 
50 502      _' 

Where d2J/d&2 is the Hessian matrix of the cost function 

with respect to 0 at the i* iteration. If dJjdQ is 

sufficiently closed to zero, the change in © on the (i+l) 

iteration to make dJM/8Q approximately zero is 

Ml 

(16)      where 

A0, 

M = r
!- = 

5©2 

-M" 
v^, 

(25) 

d2J, 
ddjdff, 

namely,   the   information 

matrix. The first gradient of J with respect to Oj is 

N 

and the second gradient is 
,2, N 

'(*) 
de(k) 
30, 

(26) 

5V 
89jd&, -z 30, 

\k)^ + 2 
lik) 

SOj        dOjdO, 

x=i<Js\k-\) 

B-\k)e_(k) 

(27) 
The Newton-Raphson (NR) method has been shown to be very 
efficient in wide applications. However, it is complex 
because of the computation of the second gradient matrix. 
Fortunately, this complexity can be reduced significantly by 
neglecting the second term in Eq. (27) since the second-order 
term converges to zero faster than the first term. This 
reduction in iteration results in the method of modified 
Newton-Raphson or quasi-linearization. This greatly reduces 
the computational time, and the approximation improves as the 
solution is approached. 
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#* .B£{2^B-(*)^ d9.de,    t-i\     d9, d0J 
(28) 

Then, 

A0.=^> 
N   -,  T 

B-^lr   E^1« .,,.,5e(jl:) 

a*, 

(30) 

(29) 
It is noted that e(K) and B(£) have been computed in extended 

de(k) 
Kaiman filter.     We need   -f^-   to compute Eq.  (29). 

Differential e(k) with respect to 0, yields 

M)=A[zW_z(*|*-l)] = -H(*)3g> 
a©    50 a© 

The second term in the right hand side is approximated by 
considering the variation of state variables with respect to a 
small increment 80j in each component of 0,then 

dx(k) JpW-#) (31) 

a©   "        8Q 

where the perturbed state vector Xp(k) is obtained from the 

perturbed system equation. 

5. NUMERICAL EXAMPLES 
To evaluate the performance of the identification algo- 

rithm, two typical projectiles, 105 mm and 20 mm, are consi- 
dered. The model of projectiles is highly nonlinear and the data 
included both process noise and measurement noise are 
generated through simulation. Numerical experiments were run 
with different initial conditions and different noise levels to 
investigate their effects on the parameter identification. The 
physical properties of the projectiles are given in Table 1 [11]. 

Table 1. Physical Property of the Projectiles  

105 mm 
20 mm 

Mass 
(kg) 

Diameter 
(m) 

Ix 
(kg-m2) 

iy 
(kg-m2) 

14.58 
0.1014 

0.105 
0.02 

0.023 
6.154x10-* 

0.2264 
3.728X10-5 

For state estimation, extended Kaiman filter (EKF) is used for 
the purpose of obtaining the nominal state variables from the 
noisy measurements. With initial muzzle speed 460 m/s, spin 
rate 1382 rad/s, and elevation angle 45 deg (0.7854 rad), Fig. 1 
shows the convergence of the state variable estimated using the 
EKF, where the dotted line is the true state generated by pure 
numerical integration, dashed line the state corrupted by 
process noise, and solid line is the state estimated by EKF. 
Since there was not much qualitative difference in the time 
plots for the state variables, only one of the states is presented. 

1382.1 '. | ' 
1382.0  t   ! \  

^ 

& 
'S 1381-7 

OS 

1381.6 

t 

Time (ms) 

Fig. 1 Time History of Roll Rate p. 
We proceed to the parameter identification problems. To keep 
computer usage to a minimum, no noise biases or initial 
conditions were determined for the projectile identification, 
thus 

© - [C#0 J CD2, CLa, C,p, Cma, \Cmq + Cmä ),Cmpß J (32) 

Due to axial symmetry of the spin-stabilized projectiles, we 
have Ccß = Cto C„ß = Cma, C„pa = Cmpp, The parameter 
identification results are presented in Tables 2 and 3. 

Table 2 Identification of Aerodynamic Coefficients and 
Stability Derivatives for 105mm Projectile  

Moderate noise Low noise 
Nominal   mNR      Cost      mNR      Cost 

Parameter     Value     Algo.      Insp.      Algo.      Insp. 
0.39 0.3854     0.385 0.3887 0.389 
8.1 - -9.4xl04       - -8xl04 

1.9 -           11.2          -          2.20 
-0.01 -0.00944 -0.0095 -0.00994 -0.0099 

Cma           3.85 -         -19.6         -           2.8 
(Cmil+Cmä)      -6.9 -2.197      -2.8 -6.701 -6.69 

r„          0.03 -           1.2 -3.489      -3.3 

Q>2 

Via 

- No convergence even after several iterations. 
Starting value© 0=[0.6,12, 3.1, -0.02,1.9, -3.6,0.05]T 

Table 3 Identification of Aerodynamic Coefficients and 
Stability Derivatives for 20mm Projectile  

Nominal 
Moderate : noise Low noise 
mNR Cost mNR Cost 

Parameter Value Algo. Insp. Algo. Insp. 

^DO 0.25 0.2497 0.25 0.2497 0.25 

W>2 2.12 - - - - 
cLa 2.87 - -1.6 - 2.0 

c 
-0.02 -0.02 -0.02 -0.02 -0.02 
2.07 0.30 - 2.0 

(Cmg+Cmä) -10.99 - 79 - -13.3 

*-moß 0.37 - 0.4 - -4.3 
- No convergence even after several iterations. 
Starting value© 0=[0.6, 12,1.5, -0.01, 4.5, -6,1]T 

From Tables 2 and 3, it is seen that Cm and C,p were identified 
for both moderate and low noise levels. It is to be noted that 
Qx> and C,p are the major factors that dominate the motion of 
the selected projectiles, and, actually, they can be identified 
even with larger noise intensity. On the other hand, some of 
the parameters are not able to converge due to rank deficiency 
problems [5]. This difficulty motivates our curiosity to study 
further for the cause of the difficulty. Values in the column of 
cost inspection are obtained from figures shown later. Figures 2 
shows the cost function J as functions of the parameters Clp for 
various noise levels. From the figure, we found that the 
intensity of noise influence the lowest point of the cost 
function. 

/ 
/ / 

_ / / i ^ 
' 

\ £ ̂  
\ "^. — -i 
\ i 

/ 
s   y 

Damping Coefficient in Roll  C. 
Ip 

Fig. 2 Cost Function J as Function of Damping Coefficient in 
Roll for Various Noise Intensity 

This drastically affects the accuracy of the identification, since 
our identification algorithm by mNR searches the lowest point 
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of J, i.e., dJ/dQ = 0. Even worse, the cost function with 
respect to variations of some parameters, say, CLa, Cmat 

becomes insensitive or irregular for certain level of noise. 
Figures 3-6 present the cost function J and the gradient of J as 
functions of the parameters CLa and Cma for this case. It is 
obvious that the mNR algorithm fails to converge to the true 
value, when the situation occurs. 

6. CONCLUSION 
The modified Newton-Raphson (mNR) method 

presented here is the most general technique that has been 
developed for parameter identification problem with both 
process and measurement noise. It consists of a combination of 
extended Kaiman filter for estimating the states and a mNR 
iteration procedure for estimating the parameters. Research 
results show that only parts of the parameters can be identified 
under proper noise intensity. However, the accuracy of 
identification is strongly influenced by both process and 
measurement noise. Moreover, parameter sensitivity to the 
system behavior is crucial identifiability. It is found that the 
drag coefficient of zero angle-of-attack and the rolling moment 
derivative are identified with effective accuracy in a wide 
range of noise level. On the other hand, other parameters are 
more difficult to identify, because of the sensitivity and 
irregularity in the gradient of cost function. 
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ABSTRACT 

A new co-evolutionary algorithm of which the speed 
is accelerated by neural networks is proposed in this pa- 
per. To reduce the total simulation time, the cost func- 
tion information is stored in the neural network. After 
sufficient training is achieved, some of the cost evalua- 
tions are replaced by neural network computations, and 
it leads to reduced computational load. The proposed 
algorithm is efficient as demonstrated in an autopilot 
design problem. 

1. INTRODUCTION 

Recently developed co-evolutionary algorithms are 
powerful for solving minimax problems [1]. For gen- 
eral minimax problems, the number of cost evaluations 
of a co-evolutionary algorithm is proportional to the 
square of the population size, resulting in a heavy com- 
putational load. In this paper, we propose a new co- 
evolutionary algorithm which is accelerated by neural 
networks. 

Cost evaluation is the most time-consuming process 
in general optimization problems, but standard evolu- 
tionary algorithms use cost information only for fitness 
evaluation. In the new algorithm, the cost information 
is not discarded but stored in the neural network for fur- 
ther use. The neural network is trained from the early 
stages of evolution. After sufficient training is achieved, 
some of the cost evaluations are replaced by the neural 
network computations. For most practical problems, the 
computational load required for neural network training 
is much smaller than that required for the evaluation of 
the original cost. Therefore the total simulation time is 
greatly reduced. 

In this paper, some fundamentals of the co- 
evolutionary algorithm are presented first, and the ac- 
celerated co-evolutionary algorithm is introduced next. 
Finally, a robust autopilot design by the accelerated co- 
evolution is presented for verification. 

2. CO-EVOLUTIONARY ALGORITHM 

Co-evolutionary algorithms are originally developed 
for solving minimax problems[2] [3] , and applied to op- 
timization problems [1]. It simulates a competitive evo- 
lution of two groups of opposite objectives, one tries to 
minimize the given cost function while the other tries to 
maximize. 

* Graduate Student, Department of Aerospace Engineering 
**Associate Professor , Department of Aerospace Engineering 

The co-evolutionary process is summarized as follows. 

1. Initialization 
The initial populations of two groups are generated. 

2. Offspring generation 
The offspring of each group is generated through 
recombination and mutation. 

3. Match 
The two groups have a series of matches for cost 
evaluations. All the cost evaluations are performed 
in this step. 

4. Fitness evaluation and sorting 
All the individuals of two groups check the fitness 
and sort themselves according to their objectives. 

5. Selection 
The two groups select new parent populations for 
the next generation. 

6. Termination condition 
If the termination condition is satisfied, the co- 
evolution process is terminated. Otherwise, go to 
step 2. 

3. ACCELERATED CO-EVOLUTIONARY 
ALGORITHM 

For most practical optimization problems, the cost is 
determined by complicated functions such as integra- 
tions and transcendental functions. And the algorithms 
need cost evaluations very frequently, which results in a 
heavy computational load and time also. 

The accelerated co-evolutionary algorithm (ACE A) is 
motivated from the universal approximation property of 
the multilayer feedforward neural networks [4]. In the 
new algorithm, the cost is reused to train the neural 
networks. The neural networks are adapted whenever 
the cost is evaluated. Then, some of the cost evaluations 
are replaced by the neural network computations. 

In the accelerated algorithm, each group evolves in the 
following way. 

1. Initialization 

2. Offspring generation 

3. Match 

'99 I37IS1^T«->>*V^A   ©B*R! rt;&^i^^i^ 
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In the new algorithm, the matching process has 
two modes, while the original co-evolutionary al- 
gorithm has only one matching mode(the actual 
cost evaluation). One mode mode performs the ac- 
tual cost evaluation and neural network training, 
another mode performs the neural network compu- 
tation for the cost evaluation. As only one mode 
is possible per match, we have to select a mode for 
each match. 

• [Mode A] : Actual cost evaluation and neural net- 
work training 

• [Mode B] : Neural network computation only 

4. Fitness evaluation and sorting 

5. Selection 

6. Termination condition 

When the Mode A is on, some computation time is 
required for the match, as the actual cost is computed. 
But when the Mode B is on, the computation time re- 
quired greatly reduces compared to Mode A. - no actual 
cost is calculated in Mode B. A fast neural network com- 
putation completes a matching. 

As the groups evolve, the neural network training will 
reduce the error so that the cost computed by the neu- 
ral network will become more accurate and reliable. So 
in the early stages of the evolution, Mode A dominates 
the match for a generation, and as the co-evolution con- 
tinues, Mode B is more frequently employed. With in- 
creased usage of Mode B, the faster simulation is possi- 
ble, but some risk of error remains. Because of the risk, 
some of the matches in a generation should be done by 
Mode A, not to stop training. 

The two modes are switched by the following function. 
The first Nma matches per generation are performed by 
Mode A, while the rest are computed by Mode B. Nma 

at the n-th generation (n > 2) is given by 

Nma(n) = int({BL + (1 - BL)( 
E(n-l)y 

E(l)    ' 1-Nm)   (1) 

where E{n) is the mean error of the neural network com- 
putations, BL(0 < BL < 1) is the lower bound of Nma, 
and Nm is the number of the match per generation. 

BL prevents the domination of Mode B in case the 
neural network error is very small. A positive constant 
k is the decay factor. In case E decreases drastically, the 
decay rate of Nma is controlled by A;. A small k leads to 
slow decay and accurate neural network computations. 
Note that k = 0 for the original co-evolutionary algo- 
rithm. In practical problems, a value of k near unity 
gives good results. 

4. APPLICATION 

A. Aircraft normal acceleration control 

For verification, we design a robust autopilot for F- 
15 using the proposed algorithm. Fig.2 shows the block 
diagram for the linearized longitudinal dynamics of F-15, 
and the appropriate transfer functions are as follows. 

Generate 
Offsprings 

Cost 
Evaluation 

;    J 
Selection 

+ 
^amh^rt 

\ 
Neural 

Network 

1         'j 
\ JNN 

Fig. 1.   Flow diagram for the matching 

Fig. 2.   Aircraft longitudinal dynamics 
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The F-15's numerical data at a cruising condition are 
shown in Table 1[5]. 

The cost function is defined as the following integral 
form. The cost is zero when the response is identical 
to the reference model response, and increases as the 
response deviates from the reference response. Graphi- 
cally, the cost is the shaded area in Fig.3. 

J =    J     \az- aZre, \dt (4) 

The reference model is selected as a simple second 
order system whose transfer function is as follows. 

lZr«/ W„ 

s2 + 2C,ujns + ul (5) 

The reference model with the natural frequency wn = 
2(rad/s) and the damping ratio £ = 0.9 provides fast 
dynamics with no overshoot. 

Table 1. A cruising condition 

h(m) Vx(m/sec) CL cLa CLU 

6,096 189.63 0.24 4.17 0.4 

CD cDa Cm a cmii 
0.05 0.35 -0.29 -0.5 -0.0512 
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B. Computer simulation 

Setting and solving the given design problem as a 
minimax game between the controller gain group and 
the parameter uncertainty group, we obtain a robust 
controller for which the performance is fine even under 
the worst possible case. The aerodynamic parameters 
CZt>and Cma are assumed to be the maximizer group 
having 10% uncertainties, while the gains Samp and Srg 

try to minimize the given cost. 
Each group consists of 10 parents and 40 offsprings per 

generation and evolves until the 100th generation. The 
matching process is followed by the full match rule (40 x 
40 = 1600 matches per generation) and the (/i, A) se- 
lection is used. The parameters in the mode switching 
function is selected as, BL = 0.2, k = 0.5, l,or2. 

A Gaussian radial basis function (RBF) neural net- 
work is used for the cost mapping. All the 
RBF parameters(u;(weights), m(RBF centers), cr(RBF 
width)) are all adapted by error back-propagation. A 
single hidden layer with bias is used, for which each of 
hidden units has the following activation function, 

Hi(x)    =   exp(- 
(x - mi)2 

2o! 

C. Results 

The optimization result by the accelerated co- 
evolutionary algorithm(ACEA) with various decay fac- 
tor k is presented in Table 2, and the result by the orig- 
inal co-evolutionary algorithm(CEA) is also shown for 
comparison. Both results are obtained by averaging the 
data from 20 runs each, a(-) denotes the standard de- 
viation and is presented to show the convergence char- 
acteristics. A Pentium-II 450 PC is used for computer 
simulation. 

5. CONCLUSIONS 

The co-evolutionary algorithm is accelerated by neu- 
ral networks for numerical efficiency. The proposed algo- 
rithm reduces the evolution simulation time, with little 
degradation in performance. For the controller design 
example, the simulation time is reduced by 50%, while 
the convergence properties of the parameters are as good 
as that of the original algorithm. Both accuracy and 
speed are provided by proper mode switching.In this pa- 
per, the neural network computation error is monitored 
on line and used in the mode switching function. 
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(6) 

Table 2. Co-evolution results 

Parameter CE A (Unaccelerated) ACEA(fc = 0.5) ACEA(fc = 1) ACEA(fc = 2) 

"omp 2.2882 2.3004 2.2778 2.2891 
Drg 0.1970 0.2037 0.1974 0.1999 
cZa -3.7605 -3.7723 -3,7611 -3.7633 
Cm a -0.2611 -0.2643 -0.2614 -0.2613 

Gy&amp) 0.0764 0.0856 0.0417 0.1040 
a(Srg) 0.0109 0.0193 0.0056 0.0172 
°(CZa) 0.0114 0.0338 0.0091 0.0168 
o{Cma) 0.0002 0.0125 0.0006 0.0009 

Simulation Time (sec) 11871 5783 4293 3615 
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ABSTRACT 

For the preparation of future optimization analysis, a 
preliminary testing of a sequential quadratic programming code 
(BDH) has been conducted with respect to three trajectory- 
optimization problems of known analytical solution. 

First, a transfer to a rectilinear path with maximum final 
velocity was solved. In the second problem a ship cruising in a 
region of currents had to be driven from an initial to a final 
point in the least time. The third problem required to find the 
heading law by which an airplane can enclose the maximum 
area in a given time when subjected to wind currents. 

The analysis was conceived as a benchmark study for the 
BDH code and sensitivity tests were performed with respect to 
most of the input parameters the user must provide to the code. 
Particularly, the sensitivity of the numerical solution versus 
variations of the initial solution was considered. The analysis 
taught important lessons on how to prepare a suitable initial 
solution for optimal control solving. 

1. Introduction 

Most state-of-the-art methods for solving trajectory 
optimization problems are based on a two-step procedure. In 
the first part the optimal control problem is converted into a 
nonlinear programming (NLP) problem. Then, the resulting 
NLP problem is solved using some numerical techniques. 

The procedure for the first part is generally based on 
dividing the time domain of the optimal control problem into a 
number of sub-intervals and by choosing the states and the 
controls at the nodes as the parameters of the optimization. The 
dynamic problem is thus transformed into a static problem 
whose variables are no longer the n state and m control 
continuous functions, but an array containing n+m parameters 
at each node. The formulation is known as parameter 
optimization problem1 and the process used to set it as 
transcription2. In order to preserve the dynamic features of the 
original variables, continuity constraints between adjacent sub- 
intervals must be added to the original set of constraints. This 
may be done with an integration scheme by a technique named 
collocation.3 At this point the NLP problem is completely 
defined and all is needed is a NLP code which iterates on the 
unknowns until the parameter optimization is solved. 

Among the many NLP algorithms, quadratic 
programming (QP) is one of the most popular. Its formulation 
derives from observing that an equivalent expression is 
available to the Kuhn-Tucker (KT) necessary conditions for a 

constrained optimum. Given the problem: 

minimize:        F(X) subject to:       c(X) = 0      (1) 

and introducing the Lagrangian L=F(x)-XTc(x), an equivalent 
solution to the KT optimality conditions is given by solving the 
quadratic optimal problem: 

p     subject to: Gp = -c    (QP) minimize: ip'H.p + g1 

where HL is the Hessian of the Lagrangian (HL=WX
2L), G is the 

constraint gradient {G^V^), g is the objective function 
gradient (g=VA-F) and p is the search direction from the initial 
value X0 to the candidate stationary point X* (p= X*- X0). 

This original approach has been generalized to solve a 
wider class of optimization problems featuring inequality 
constraints by using algorithms capable to identify and manage 
the set of active constraints.4 Such algorithms require to solve 
the quadratic problem many times as constraints are added and 
deleted from the active set. This naturally led to that iterative 
implementation of QP well known as sequential quadratic 
programming (SQP). 

2. The BDH Program 

BDH is a program which uses direct collocation to 
automatically convert an optimal control problem into a 
parameter optimization problem5 and then solves it using a 
SQP algorithm6. The user must provide an initial solution in an 
external file and write procedures to describe system dynamics, 
constraints and objective function in a file to be linked to the 
main program by the compiler. After convergence is obtained, 
the program halts reporting to file the optimal solution. 

One main characteristic of BDH is that the integration 
scheme used for producing the continuity constraints is linear. 
This yields at each iteration a Hessian matrix of a particular 
form known as block diagonal (from which the name BDH, 
Block Diagonal Hessian). Therefore useful techniques which 
exploit matrix sparsity can be adopted7, making the 
optimization process very fast if compared to others. 

3. Application and Testing 

Three test problems that have been solved with BDH are 
presented in this section. They are chosen from Bryson's 
classical textbook on optimal control theory.8 Their known 
analytical solution served as the reference for testing BDH 
accuracy. The diversity of the problems helped to reveal limits 
and assets of the program with respect to different conditions. 
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•   Problem I: maximum velocity transfer 
Given a point mass and a thrust vector of constant 

magnitude a acting on it, determine the direction the thrust 
must have to deliver the particle to a horizontal path of given 
altitude h, maximizing its final horizontal velocity u(T). The 
final time T is given. 

For setting this optimal control problem we can refer to 
Eq.l. The state vector X=[x y u v] contains position and 
velocity of the particle. The control consists of the sole angle ß. 
Objective function and dynamics constraints result: 

F(X) = -u(T) c(X): 

x-u 

y-v 

ü-acosß 

v-asinß 

The following boundary conditions: 

*o = °. ya = °> "o = 0, v0 = 0, *0 = 0 

yf-h,v,-Q,tf-T 

determine the optimal control law: 

tan ß = tan ß, H) (2) 

where the initial value ß0 is implicitly given by defining the 
three parameters a, h and T in: 

Ah 1 
-^1—r-z—log 

secft+tanft,/^^ (3) 
aT2    sin/50 sec/50 -tan/3. 

Comparison of numerical and analytical solutions 
For the sake of a general principle, the initial guess for 

the control law must be as close as possible to the optimal 
(analytical) solution. In case the latter is completely unknown, 
a good starting point can be to use a linear guess. Let this be: 

ß-ßi H) (4) 

Instead of fixing the three left-hand parameters in Eq.3 and 
determine ß0 implicitly, we fix ß0=45° and solve for h (a and T 
are set equal to unity). Note that building the control law in this 
way not only produces a non-optimal initial guess but the 
system will generally not end at the prescribed final conditions. 

The starting model consisted in an 11-point grid (57 
variables). The resulting control profile (Fig.la) adequately 
approximates the optimal curve, particularly within the interval 
[0.2T, 0.87]. Near the boundaries the solution maintains its 
linear shape so that the boundary value ß0, a main design factor 
of Eq.4, is not saved by the result. However, the equality 
constraints are all satisfied. 

Looking at the trajectory (Fig.lb), the resulting solution 
approximates the optimal curve much better. The fact that 
numerical result and optimal reference match more with respect 
to the trajectory than to the control is due to the rough (linear) 
integration used by BDH and by the low number of nodes 
chosen for this case. Trajectory is generated by the control 
through integration and this introduces an error which depends 

on the integration accuracy. On the other hand, the method used 
by BDH provides very fast solutions. The objective function 
value resulted to be u(T)=0.876 for a relative error of e=5.57e-3 
(uopl=0.SSl). This solution was calculated in a remarkable time 
of rCTO=0.22 s using a 450 MHz Pentium II. 

In order to evaluate BDH efficiency many tests were 
performed with an increasing number of nodes up to N=l5l. 
An indefinite increase in the number of variables must produce 
a stack overflow call. However, before this happened, other 
numerical problems were observed. The general trend in Fig.2 
shows a decrease in relative error and an increase of 
computational time for a larger number of nodes. However, 
after a minimum error is reached performance worsens 
indicating an efficiency limit. In particular, trying with N=151 
(757 variables) resulted in a calculation failure because of 
vector linear dependency. This kind of numerical problem is 
typical of ill-conditioning in the case of very similar numbers 
possibly generated by very fine time partitioning (large JV). 

Analysis of stability 
Usually the optimal solution is not at hand and a guess 

must be tried. Even in the case of a simple linear law like Eq.4, 
two coefficients must still be chosen. To analyze the sensitivity 
of BDH results with respect to initial solution uncertainty, both 
the off-set ßB and the inclination dß/dt were varied 
independently, using a 31-point model for all the cases. 

The results are depicted in Fig.3. As expected, any curve 
with constant inclination has a minimum relative error e at 
ß0=45o, i.e. the value of the optimal solution. The point 
corresponding to the initial solution given by Eq.4 is indicated. 
Within the variation considered for ß0 and dß/dt, the error is 
always below e=3.0e-3 thus showing a good stability of BDH 
for this simple problem. 

Figure la, lb - Control curves and trajectories for Problem I (11 nodes) 
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Figure 2 - Computational Tune vs. Relative Error and number of nodes 
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Figure 3 - Relative Error for different initial solutions 

•    Problem II: minimum time transfer 
A ship travels with constant velocity V through a region 

of strong currents. These are oriented like the x axis and have 
an intensity which depends linearly on the y coordinate. 
Determine the route the ship must follow to travel between two 
given points A and B in the least time T. 

The state variables Z=[xy] are the ship's coordinates. The 
control is the heading angle 0. Referring to Eq.l we set: 

F(X) = T c(X): 
V cos 0 

■ V sin 0 

Vy 
0 

with the boundary conditions: 

= 3.66, = -1.86, tn = 0 xf = 0, yf = 0 

which allow the solution of an algebraic system with respect to 
the initial and final heading angles (0O=1O5° and 0^240°). The 
analytical solution for the control law: 

tan0 = tanOy. + 
V(T-t) 

can then be used to calculate the final (minimum) time, which 
results T=5.46 s for this case. 

Best criterion for initial solution design 
Preparatory tests indicated that using a limited number of 

points (N=2\) and integrating the optimal control law of Eq.4 
by a linear scheme along the sub-intervals does not generate a 
trajectory close to the optimal one. To avoid this, a much finer 
time partitioning and/or more accurate integration methods 
must be used. If this is not possible, the relation between 
control law and trajectory becomes obscure and it is important 
to know what criterion must be used for designing the initial 
solution. Here the two possible approaches were tried. In the 
first case a control law was derived from imposing a trajectory 
close to the optimal one. In the second case a control law was 
chosen near to the optimal control profile, even if the resulting 
trajectory largely diverged from the optimal one. 

The results indicated the second method as the best one. 
Comparing the relative errors on the objective function value in 
the two cases showed an average esl.0e-2 for the first case vs. 
es7.0e-4 for the second case. Fig.4 shows an emblematic case 
where the initial trajectory is very far from the optimal one and 
the initial control profile is designed close enough to the 
optimal control profile by means of a linear interpolation. The 
results clearly converge to the optimal curves. The calculation 
time required was fCPU=10 s and the relative error e=6.4e-4. 

time [s] 

Figure 4a,4b - Control curves and trajectories for Problem II (21 nodes) 

1.8E-03 

1.6E-03 

1.4E-03 

12E-03 

1.0E-03 

' 8.0E-04 

6.0E-04 

4.0E-04 

2.0E-04 

ODE+OO 
5.3   5.4   5.5   5.6   5.7   5.8   SS    6    6.1   62   6.3   6.4  6.5   6.6 

rG[s] 

Figure 5 - Relative Error vs. Guessed Final Time 

Providing feasible initial solutions 
The objective function for the present problem is the final 

time T. Preparing the initial solution also requires to provide a 
guess T0 of the final time. The general rule would say that the 
closer the initial guess r0 and the optimal value T are, the more 
accurate the solution will be. Fig.5 shows results in contrast 
with this assumption. In the figure, which depicts the relative 
error versus T0, the best of all guesses TG=T does not 
correspond to the least relative error. On the contrary, the best 
performances are to be obtained by TG>T (up to a certain limit). 
This can be interpreted with respect to feasibility, i.e solution 
conformity with the constraints. Since the optimal solution is 
the best among all the feasible solutions, providing a non- 
optimal initial solution whose objective value is as good as the 
optimal (TG=T) means to provide a non-feasible solution. This 
proves to be critical with respect to results quality. It is better to 
relax the initial solution demand on the objective value (Ta>T) 
and start the optimization process from inside the feasible 
region. 

•    Problem III: maximum enclosed area 
An airplane in a constant wind field of velocity u=0.2 has 

a fixed velocity V=l with respect to the air. Find the closed 
curve the airplane must fly to enclose the maximum area in a 
given time T=\. Thex-axis is chosen in direction of the wind. 

Using again the notation of Eq.l, we sttX=[xy] and: 

HX) = ~t fay,* -xMy,\ C(X)- 
x-Vcos6 +u 

y-VsinO 

where 0 is the control variable. Given the boundary constraints: 

*o = °. y<>=l to=° ■0, y,~X t,-T 
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the analytical solution is an ellipse of eccentricity e=u/V, major 
axis a=VT(l-e2ytt perpendicular to the wind, minor axis 
b=VT(l-e2). The control law which generates the trajectory can 
be obtained by the equations of motion c(X)=0: 

0 = tan 1£) (4) 

Dealing with an integral objective function 
This problem differs from the previous two because the 

objective function is an integral value. BDH's linear integration 
scheme is thus expected to have a greater effect on solution 
accuracy here. 

In Fig.6 different trajectories are depicted. In a first test 
the optimal control law itself was used on a 51-point model in 
order to evaluate the error introduced by the sole integration. 
Later, a linear initial solution joining the two boundary values 
of the optimal control was tried. As can be seen, none of the 
calculated trajectories follows the optimal curve. A better result 
was observed for the control curves, for which the error 
introduced by integration is smaller. Even for this critical 
conditions, the relative error on the objective function still 
gives a satisfactory result: e=2.29e-3 for the first case (discrete 
optimal) and e=4.60e-3 for the linear initial (fcplJ=1.2 min). 

-optimal      o   result (optimal)      o   result (linear) 

Figure 6 - Optimal and resulting trajectories for Problem III (51 nodes) 
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Figure 7 - Inequality constraints for Problem III (51 nodes) 

Inequality constraints: "No-Fly Zones " 
BDH is also capable to solve problems with inequality 

constraints. The present problem offers an interesting 
application of this capability in terms of "no-fly zones". In 
other words, the new objective is to maximize the area 
monitored by an aircraft in proximity of a border which must 
not be trespassed. As a simple case, the borders are defined as 
vertical lines. Fig.7 shows the results for different positions of 
the no-fly line. The inequality constraints are in all cases 
completely satisfied. 

4. Conclusions and Developments 

Three optimal control problems were solved using a SQP 
code (BDH) and compared with their known analytical 
solutions. The results showed a good approximation to the 
optimal value of the objective functions in all cases, often after 
very short computational time. Different time partitions were 
considered to test BDH efficiency. The sensitivity of the results 
with respect to initial solution uncertainty was also analyzed. 

Many lessons were learned. Adopting few nodes (N<20) 
may be critical for BDH linear integration method, while very 
fine time partioning (Af>100) can produce ill-conditioning. 
Using initial solutions based on the control variable rather than 
on the trajectory (state variables) proved to be the right design 
criterion. Finally, it is recommendable to choose the initial 
solution from inside the feasible region. 

The short computing time required by BDH makes it 
suitable for such tasks as parametric studies, conceptual vehicle 
design and optimal control problems. Currently the authors are 
applying it to solve re-entry trajectory optimization under 
aeroheating constraints. The latter is part of a major project 
aimed at the multidisciplinary design of a SSTO vehicle. 
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ABSTRACT 

A co-evolutionary optimization method is applied to 
trajectory optimization in this paper. This method is 
based on the augmented Lagrangian formulation of con- 
strained parameter optimization problems. By discretiz- 
ing the control variable, a trajectory optimization prob- 
lem can be transformed to a constrained parameter op- 
timization problem and solved by using the co-evolution 
method. This work demonstrates that the co-evolution 
method is robust to the initialization of control param- 
eters and provides accurate solutions. 

1. INTRODUCTION 

There have been lots of research works for finding so- 
lutions for optimal rocket trajectory problems. Numeri- 
cal methods for solving trajectory optimization problems 
are classified into two methods, direct methods and in- 
direct methods. 

Indirect methods introduce the adjoint variables to 
augment the system governing equation, and explicitly 
employ the necessary conditions for optimality. The in- 
direct methods usually seek the numerical solution of the 
multi-point boundary value problem, and these methods 
have the fast convergent characteristics in the neigh- 
borhood of the optimal solution. However, the indi- 
rect methods requires good initial guesses for the adjoint 
variables, and also the switching structure of the opti- 
mal solution should be known in advance to achieve the 
convergent optimal solution. 

In the direct methods, the control variables and/or the 
state variables are represented by piecewise polynomials, 
and the discretized control and state variables at each 
time are considered as parameters for optimization. To 
satisfy the system governing equation, explicit numer- 
ical integration is performed using the discrete control 
time history. Or, the differential equation is converted, 
by using implicit integration schemes, to nonlinear con- 
straint equations to be used in the optimization process. 
Then we have a nonlinear programming problem that 
can be solved by using a parameter optimization tech- 
nique.   The direct method is widely used to solve the 
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trajectory optimization problems since it does not re- 
quire the adjoint variables, and the convergence radius 
of the direct methods is larger than that of the indi- 
rect methods. However, for the complicated multi-phase 
problems, the number of variables increases. 

All of the above optimization methods require the 
gradient-based optimization tools to solve the multi- 
point boundary value problem or the nonlinear program- 
ming. The major drawbacks of gradient-based methods 
problem are due to the fact that the convergent solu- 
tion heavily depends on the initial guesses for control 
history and/or adjoint variable history, and the solution 
might be the local optimal. To avoid these difficulties, 
several attempts are made to solve the trajectory opti- 
mization problems by other optimization techniques not 
using gradient information, for example, genetic algo- 
rithm, evolutionary algorithm, etc. 

In this paper, a new method utilizing co-evolution ap- 
proach is proposed to solve trajectory optimization prob- 
lems[l]. The co-evolution method is first applied to min- 
imax problems arising in the robust control design. And 
its application area has been extended to constrained 
optimization problems by using augmented Lagrangian 
formulation. The existing evolutionary algorithms for 
constrained problem are single-evolution methods and 
use penalty function method to deal with constraints. 
On the other hand, the new method is based on a game 
point of view and two players with opposite objectives 
evolve separately: one player is optimization parameters, 
and the other player is Lagrange multipliers. With this 
method, the optimal parameters satisfying constraints 
are efficiently found. 

Since the direct method converts trajectory optimiza- 
tion problems to parameter optimization problem, the 
co-evolution method can be applied without difficulty. 
The performance of the new algorithm is demonstrated 
for a multi-stage rocket trajectory optimization problem 
in presence of a dynamic pressure constraint. 

2.CO-EVOLUTIONARY AUGMENTED 
LAGRANGIAN METHODS 

The co-evolution method used here is based on the 
method described in Refs.[l] and [2]. This method was 
originally developed to solve a saddle-point problem(or a 
zero-sum game) for which a payoff function F = F(u,v) 
is to be minimized by u and maximized by v. If there 
exists a pair (u* £ U, v* G V) such that 

min F{u,v*) = maxF(u*,v) = F(u*,v*) = F*     (1) 
u€U v€V 
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then the pair (u*,v*) is called a saddle-point solution. 
The saddle-point solution satisfies the pair of saddle- 
point inequalities: 

F(u*,v)<F(u*,v*)<F(u,v*),   Vu€U,VveV  (2) 

Although the variables u and v are assumed to be con- 
tinuous, discretization of u and v leads to a static matrix 
game for which the best options of u and v can be de- 
termined by using security strategies. Since the matrix 
game is only an approximation of the zero-sum game, it 
gives an approximate solution of the exact saddle-point. 
To converge to the exact solution, we need an iterative 
procedure that can be successfully implemented by co- 
evolution. 

The application of co-evolution for constrained opti- 
mization is straightforward. Using the augmented La- 
grangian formulation, a constrained optimization prob- 
lem can be transformed to a zero-sum game played by 
the parameter vector x and the multiplier (/u, A). If the 
primal problem has a solution, then it is always to possi- 
ble to formulate an augmented Lagrangian with at least 
one local saddle point. If the global saddle point is the 
only local saddle point, then it can be achieved by a 
properly designed co-evolution algorithm in most cases. 
In case of many local saddle points, the co-evolution pro- 
cess may converge to one of them, giving only a local 
minimum of the primal problem. 

In this papers, the co-evolution method modified 
for constrained optimization will be referred to as co- 
evolutionary augmented Lagrangian method(CEALM). 

3. NUMERICAL EXAMPLES 

A. Maximum velocity transfer problem 

As the first example of trajectory optimization using 
the co-evolution algorithm, we investigate the maximum 
velocity transfer problem to a given altitude at a fixed 
final time. This is an example taken from Ref. [3]. Here, 
the numerical solution from the co-evolution algorithm 
is compared with the exact solution. Consider a particle 
acted upon by a thrust acceleration of magnitude a. The 
equations of motion are 

x 

V 
ü 
V 

u 
V 

a cos/? 
asin/3 

(3) 

where x, y are the inertial position coordinates, and the 
u, v are the velocity components of particle. The thrust 
direction angle ß is the control variable. 

The problem is to maximize the final horizontal ve- 
locity. Thus, we want to minimize the cost function 

J = -u(tf) (4) 

The initial conditions are to = 0, x(to) = 0, y(to) = 0, 
u(to) — 0, v(to) = 0, and the final boundary conditions 
are tf = T, y(tf) = h, v(t;) = 0. For constant-thrust 
acceleration, the exact solution is available and the op- 
timal control law is a linear tangent law. We have taken 
h = 100, T = 20, and a = 1.123972. These parameter 

values yields to a value of 75° for the initial control an- 
gle of the exact solution. The final states variables are 
determined as x{tf) = 122.1288, u{tf) = 12.2129. 

To obtain a numerical solution by the co-evolution 
algorithm, the trajectory optimization problem is con- 
verted to a nonlinear programming problem of a finite 
number of parameters. The time interval from to to tf is 
divided into N elements and the control variable ß(t) is 
represented as a set of piecewise linear polynomial. The 
state equation is integrated by the explicit fourth-order 
Runge-Kutta algorithm. 

The population sizes used for the co-evolution algo- 
rithm are ß = 10 (parent population) and A = 50 (off- 
spring population). In Table I, the results for N = 10 
and JV = 20 are compared to the exact solutions to check 
the accuracy of the method. It can be easily seen that 
the co-evolution algorithm gives acceptable results for 
both cases. The numerical results for the control vari- 
able and all four state variables are shown in in Fig.l to 
Fig.5. Once again, these solutions are close to the exact 
optimal trajectories. 

B. Maximum Final Velocity Problem( M3S-II) 

The second example is similar to the first one except 
that the model is more realistic. In this example, the 
terminal velocity of M3S-II rocket constrained with ter- 
minal altitude and path angle, is optimized using the 
co-evolution method. 

The launch vehicle is modeled as a point mass flying 
over a nonrotating, spherical Earth in the two dimen- 
sional plane. The states are mass m, distance from the 
center of Earth to the vehicle r, range angle <f>, velocity 
V, flight path angle 7, and the control variable is the 
angle of attack a. Writing the equations of motion in 
dimensionless form gives [4] 

dR 
dr 
<ty 
dr 
d'y 
dr 
dV 
dr 

dM 
dr 

V sin 7 

V cos 7 
R (5) 

1_ 
V 

As\n{u — 7) + L 
M 

+ 
\R      R2) 

cos 7 

A cos(u - 7) - D     sin 7 
M R2 

■A-va 

where R, V, M, r, A, Avac,L,D, and Isp are dimension- 
less variable of r, v, m, t, T, Tvac, I, d, and i3p. Tvac is the 
vacuum thrust, isp is the vacuum specific impulse, T is 
the thrust, d is the drag, and / is the lift. 

The thrust is given by 

T = TVI Aep (6) 

where Ae is the exit area of the nozzles, p is the local 
atmospheric pressure. 

The aerodynamic drag and lift are defined as the axial 
and normal force 

d   =   FA COS a + FN sin a 
I   —   -FA sin <X + FN COS a (7) 
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FA    =    qSCa 

FN    =   qSCNaa 

where q = l/2pv2 is dynamic pressure, 5 is the aero- 
dynamic reference area Ca is the axial force coefficient, 
CNC is the normal force coefficient. 

1962 Standard Atmosphere is used for the atmospheric 
density and pressure model[5]. And the numerical values 
for the Earth model are \xe = 3.986 x 1014m3/sec2, g = 
9.81m/sec2, Re = 6.378 x 106m. 

The constraints are specified as follows: 1) final alti- 
tude > 600fcm, 2) final path angle < 0, 3) control in- 
put( angle of attack ) should be bounded between ±10°. 
Although original terminal constraints are equality con- 
straints, it can be treated as inequality constraints in 
this problem 

The parameters to be optimized are initial launch an- 
gle and discretized control input history. The time inter- 
val of the 2nd and 3rd stages are divided to produce N 
time intervals and a is represented by a set of piecewise 
linear polynomial. Since the 1st stage is a gravity turn 
mode, a is set as 0°. To prevent populations from di- 
verging, the range of a for initial populations are limited 
to ±1°. 

The co-evolution algorithm with \i = 5 and A = 25 
is applied up to 3000 generations. For 6 runs, the best 
costs and launch angles are in Table II , in which the 
solution obtained by the Sequential Quadratic Program- 
ming(SQP) method is also shown for comparison. Con- 
trol input histories are shown in Fig.6. Computation re- 
sults for trajectory, path angle, and velocity are shown 
in Fig.7, 8, and 9, respectively 

4. CONCLUSIONS 
In this paper, the CEALM is applied to trajectory 

optimization. This method uses a co-evolutionary algo- 
rithm based on the augmented Lagrangian formulation. 
With the new method, initial guess of optimization pa- 
rameter is relatively easy. And the advantages of evo- 
lutionary algorithms regarding the local minimum prob- 
lem are also effective. Numerical results compared with 
those of typical nonlinear programming methods show 
that the CEALM gives equivalent performance. With 
these advantages and performance, the proposed method 
seems to be practical and reliable. The long computa- 
tion time remains to be solved. 
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TABLE I 
COMPARISON OF RESULTS 

Number of 
Elements 

N 

Number of 
Generation 

Cost 
Function 

Initial 
Thrust angle 

A)(deg) 
10 50,000 -12.2107 75.2071 
20 100,000 -12.2123 75.0180 

Exact - -12.2129 75.0000 

TABLE II 
BEST COSTS AND LAUNCH ANGLE 

Method Final Velocity(m/s) Launch Angle(deg) 
SQP 6807.438856 83.864039 

CEALM1 6807.050136 83.864780 
CEALM2 6807.047847 83.864562 
CEALM3 6807.050507 83.864374 
CEALM4 6807.050889 83.864328 
CEALM5 6807.050136 83.864198 
CEALM6 6807.050036 83.864253 
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Fig. 1.   Thrust angle ß vs. time(Example A) 
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ABSTRACT 

Explicit analytic solutions for a non-lifting vehicle 
entering the planetary atmosphere along a ballistic trajectory at 
near circular orbital speed are developed in closed form by using 
the improved matched asymptotic expansions. The closed- 
form solutions are presented incorporate gravitational and 
centrifugal terms with the aerodynamic term after matching 
process. In the improved technique, the second-order solutions 
are obtained by first considering the perturbations between the 
uniformly valid first-order solutions and the exact solutions. 
Then, the perturbation equations are integrated in the outer and 
inner regions, respectively, for a second-order matching. In 
this paper, we apply the improved technique to the atmospheric 
entry problems of hypervelocity ballistic motion. Analytical 
asymptotic solutions are obtained, and the solutions result in 
explicit form of expressions for the critical conditions at peak 
heating rate and maximum deceleration. 

1. INTRODUCTION 
A trajectory of interest for hypervelocity trans- 

atmospheric motion of entry vehicles is the ballistic entry 
trajectory. During the atmospheric passage, there are 
tremendous changes in speed, kinetic energy, dynamic pressure 
and heating rate. It is then of importance to have explicit 
analytical solutions for the motion of the entry vehicles, since 
the trajectories of the vehicles are desired. It has been pointed 
out that the fundamental equations of motion for atmospheric 
entry are not solvable analytically, but by restricting the 
equations to a specific region of application, approximate or 
asymptotic analytical solutions have been obtained. For 
example, for the case of ballistic entry at sufficiently large flight 
path angles, Gazley [1], Allen and Eggers [2] and Barbera [3] 
obtained the first-order solutions in which both the gravitational 
force and centrifugal force are neglected. For entry with a 
small lift-to-drag ratio and small initial angle, Chapman [4] and 
Yaroshevskii [5] developed several first-order theories based on 
totally different approaches. Their results were extended later 
by Brace [6], Longuski and Vinh [7] in which the limitations of 
Chapman's theory were removed, three-dimensional trajectories 
were studied, and high-order series solutions were obtained. 

A powerful method for analyzing atmospheric entry 
problems governed by the dominant forces varying widely 
between two end-point regions is the method of matched 
asymptotic expansions (MAE). By using this method, some 
analytical solutions for atmospheric re-entry problems have been 
obtained, but they are restricted to the first-order solutions [8-9]. 
The classical method of MAE is generally applied to two-point- 
boundary value problems. When we apply the classical 
method to initial value problems, due to error propagation, the 
resulting accuracy usually depends on the physical problems. 
To go beyond the first-order solutions reported previously, in 
this paper we apply an improved MAE technique [10, 11] to the 
atmospheric entry problem: hypervelocity trajectories of 
ballistic motion.   In the proposed technique, the second-order 

T Associate Professor, Department of Mechanical Engineering. 

* Research Assistant, Department of Mechanical Engineering. 

solutions are obtained by first generating a set of equations for 
the small perturbations. Then, the equations of perturbations 
are integrated separately near the outer and inner boundaries to 
obtain the perturbed outer and inner expansion solutions, 
respectively, for a second-order matching. Moreover, the 
second-order solutions for ballistic entry were integrated via 
more rigorous procedures than those in the former paper [10] 
and the critical elements at the peak heating rate and the 
maximum deceleration are presented explicitly. 

2. EQUATIONS OF MOTION FOR 
BALLISTIC ENTRY 

We  first  consider  a  general  case  of planar  entry 
trajectory into  a non-rotating  planetary  atmosphere  of an 
aerospace vehicle.   Using the standard notation as shown in Fig. 
1, we have the governing equations 

ch- 

at 
de 
dt 

dV 
dt 

rdy_ 
dt 

Fsin y 

V cos y 

r 

pACDV2 

1m 

pACLV2 

(1) 

- gsin y 

2m 
cos y 

We  define the  dimensionless  variables   u = V2/gsrs,    and 

h = (r- rs)frs  for the speed and the altitude with subscript s 

for reference at sea level. 

Figure 1 Trajectory Variables 
Furthermore, we use a strictly exponential atmospheric model 
and Newtonian inverse-squared gravitational field as given in 
Ref. [10].   We have the dimensionless equations of motion 

de 1 

dh      (l+ ft)tan y 
-«I* (2) du 

dh 

dy_ 

dh ■{frT*r 

B Due" 

£sin y 

1       1 
u(l + hf J tany 

In the equations, we have used a constant dimensionless 
coefficient as a physical parameter of the vehicle, which is 
defined as BD = p^ACD<s jmß.    The system (2) constitutes the 
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(4) 

most   appropriate   dimensionless   system   of  equations   for 
analyzing ballistic entry. 

3. FIRST-ORDER COMPOSITE SOLUTIONS 
Outer Expansions (Keplerian Region) 

At high altitude, in the equations of motion (2), e'h^ -> 0 
and the aerodynamic force is negligible compared to the 
combined gravitational and centrifugal forces. Therefore, the 
outer expansions are obtained by repeated application of the 
outer limit, which is defined as the limit when e -» 0 with the 
variable h and other dimensionless quantities held fixed. 
Assume the following expansion 

x = x0(h) + sx1(h) + s2x2{h) + ... (3) 
By substituting into the system (11) and taking the outer limit 
the first-order equations for the outer expansions are 

duSL = 2_   dy0 _[    1 1       1     1 
dh       (l+h)2'  dh     \(l+h)   u0{l+hf\iB.nr0 

These are the equations for Keplerian motion with the outer 
solutions 

"„=7 r+G, cosr„ =—j= 2 (5) 
°    F^J     '        r°    Vc,(l+/»)2+2(l+A) 

where C, and C2 are the two constants of integration. 
Inner Expansions (Aerodynamic Predominant Region) 

Near to the surface of the planet, the aerodynamic force 
is dominant. The inner expansions are obtained by repeated 
application of the inner limit, which is defined as the limit when 
e -¥ 0 with the new altitude variable h = hjs and the other 
dimensionless variables held fixed. We assume the following 
expansion 

x=x0if)+ecl\f)+e1x2ift)+... (6) 
By substituting into the system (11) and taking the inner limit, 
the first-order equations for the inner expansions are 

^ = _BDU0e'h >and^ = 0 (?) 

dh sin/0 dh 
This system can also be easily integrated to yield the inner 
solutions 

«0=äVx, and y0=C2 (8) 

where   C,    and   C2   are   the   corresponding   constants   of 
integration.   For simplicity of notation, we have defined 

smy0 

First-order composite solutions 
To have the solutions uniformly valid over both the 

outer and the inner regions, we construct the composite solutions 
by taking the sum of the outer and inner solutions and 
subtracting the parts they have in common. The basic 
matching principle for the first-order solutions is given as 
follows 

= x„+x„ 

where x„ 

Xc       Xo "*" Xo      Xoo 
is the common limit, 

xoo=xo(h^>0) = xoffi^>cc) 

We easily obtain the first-order composite solution 
2        77 +Cle * -2, cosyc =- 

(10) 

(11) 

(12) 
l+h '"'" '       'C    JcA+hf+2{\+h) 

By using the matching condition (11), we have the relations 
between C,, C2 and C,, C2 

2+C, =C,, and 
C, 

VÖT2 
= cosC, (13) 

4. SECOND-ORDER SOLUTIONS 
Theoretically, we can proceed to derive the equations for 

outer expansions and inner expansions to a higher order in s. But 
there is no assurance that the resulting equations are integrable 
except for the outer expansions. We shall construct the 
second-order solutions by considering the small discrepancies 
from the exact solutions.   Let 

u=uc+z = u0+ü0-u00+z 

ln(cos^) = ln(cos^c) + q = ln(cos^0) + q 
By substituting into the basic system (2) and using the equations 
for outer and inner expansions for simplification, we obtain the 
equations for the small perturbations z and q 

ck_ 
dh 

B nze -h/c 2h    Bne -h/c 

6 sin y 

1 

(1 + h) s sin y 0 

1 
(15) 

dh u0(l + hf     u(l + hf 

The initial conditions for z and q are   Z(/J,) = 0,andgi(A,.)=0 , 
where the subscript i denotes the entry condition. Again we 
integrate the equations for the perturbations separately first in 
the outer region and then in the inner region. Rewrite the first 
equation of the perturbations (15) in terms of x, yields 

dz 2h — + z =  
dx l + h 

(16) 

Upon integrating, we have the solution for the perturbation z 

z = e~* I e'cbc 
J l + h 

= 2ä(I - h + h2 - + •••)+ 2s(l - 2h + 3h2 - +—^l{x)e" (17) 

■42) + C3e" 

2h 2s 
-Et(x]e~x + C,e'x + 

l + h     (l + h, 

where C3 is the constant of integration, 
integral function is defined as 

42) 

J-oo   X 

The exponential- 

(18) 

and is a tabulated function. It turns out that the improved 
composite solution for «is such that by combining the constants 
C, and C3 into a new constant C3, we have 

C,+ 
2e 

[l + h) 
-E,(x) -42) (19) 

Compared with the former paper [10], the solution (19) is 
obtained by a totally different way with the same order of 
accuracy. It reveals that the simplification in the former paper 
is actually a higher-order approximation. To improve the 
composite solution q for the flight path angle, we now integrate 
the second equation of the Eq. (15) for q. 

1. 
q = —In u0 + 

f dh_ 

J u(l + h 
= — lnu„ + 

e'dh 

C^ + hf+lsE^x) 

■ —lnu„ In 
3 

(20) 

+ lnC4 

We then substitute the function u(h) by its solution (19) to 
perform the quadrature. This gives with a very minor 
simplification, l+h » 1, in the integration the final solution 

cosy = eb,005r^ : "o cosrc 

Hf*,(*> 
(21) 

By using the solutions for u0 and yc, we actually have with a new 
constant C4 
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COS?' : 

(l+h)J l+f-S,(*) 
(22) 

The  equations .(19)   and  (22)  constitute  the second-order 
solutions for ballistic entry. The constants C, and C4 are 
evaluated by satisfying the initial conditions of », and yat h = 
h. 

5. PEAK   HEATING   AND   MAXIMUM 
DECELERATION DURING ENTRY 

The study of aerodynamic heating is critically important to 
scientists and engineers involved in design of space vehicles and 
in planning flight missions. We use the solutions to analyze 
the average heating rates during entry as well as the deceleration. 
The time rate of average heat input per unit area is given by [12] 

(23) :\C^ 

where the parameter Cp is the equivalent skin-friction coefficient 
assumed to be constant at a mean value for a specific vehicle. 
Using the dimensionless variables « and h, average heating rate 
per unit area can be expressed as 

-h/e ■■±C,P9ÜS.yu*e 
4 

(24) 

Since the coefficient in the average heating rate of Eq. (24) 
represents the reference value at sea level, we can define a 
dimensionless average heating rate qav  as the time rate of 
average heat input normalized by its maximum value during 
vertical entry, i.e., qm = qj max (qav). 

I -ri=»o" 
As an example, we selected BD = 638.47, a typical value 

for ballistic vehicles, for the hypervelocity trans-atmospheric 
motion.   Figure 2 presents the plots of the variations of the 
speed as function of the altitude for entry at nearly circular 
speed u, = 1.0 (7900 m/s) with various entry angles yt.   Figure 
3 presents the variations of the flight path angle as function of 
the speed. 

/i =100 tot 
V, = 7900m Is 
fl„ = 638.47 
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Figure 2 Variation of velocity ratio as function of the altitude 
for ballistic entry trajectory 
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Figure 3 Variation of flight path angle as function of velocity 

ratio for ballistic entry trajectory 

The dashed lines and the dotted lines represent the numerical 
solutions and the first-order MAE solutions, respectively. The 
solid lines represent the second-order MAE solutions. It is 
seen that the second-order solutions almost coincide with 
numerical solutions for the most part of the trajectory, and the 
flight path angle is nearly constant down to a low speed. Figures 
4 and 5 show the variation of average heating rate qav as 
functions of velocity ratio and altitude, respectively, for various 
entry angles. To investigate the critical elements at peak heating 
rate, we maximize q^fh) with respect to h. Then, we have the 
relation at the point of peak heating rate, denoted by subscript * 

2 
—«« = - 
3 

Bpu.e'^ 2s 

siny» (l + Ä.)2 

The critical altitude, as given by the variable x is 

sin p. 
sin yt 

2s 

3    (l+A„)2«. 

(25) 

(26) 
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Figure 4 Variation of the normalized heating rate as functions 

of the speed for ballistic entry trajectory 
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Figure 6 presents the analytic solutions for peak heating rate 
(small circles) to compare with the pure numerical solutions 
(dashed line) in the upper half of the plot while the relative 
errors of the analytic solutions at peak heating rate are plotted in 
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Figure 6 Maximum heating rate and its relative error as function 
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the lower half. They show excellent agreement as compared 
with the numerical solutions, especially for moderate and large 
entry angles. The data in Table 1 reveal the numerical accuracy 
of the trajectory elements at the point of peak heating rate. In 
each box the upper value is the pure numerical solution while 
the lower value is computed with our iMAE solution. 
Table 1 Comparison of the Trajectory Elements at the Peak 

Heating Rate for Various Entry Angles 

-Y, 5° 10° 20° 30° 

h. 
0.0102245 
0.0102162 

0.0095393 
0.0095342 

0.0088065 
0.0088047 

0.0083881 
0.0083873 

^ 0.708008 
0.695393 

0.717564 
0.713947 

0.720125 
0.719164 

0.720732 
0.720280 

-7- 
5.504485 
5.551545 

10.24054 
10.28962 

20.11412 
20.14280 

30.07124 
30.09028 

W av /max 
0.090683 
0.086624 

0.175013 
0.173181 

0.342215 
0.341297 

0.499904 
0.499238 

The relative errors for trajectory elements at peak heating rate 
for various entry angles are exhibited in Fig. 7. 

2 
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Critical Altitude 

- Critical Angle 
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Initial Right Path Angle -)J(deg) 

Figure 7 Relative errors of trajectory elements as function of the 
entry angle at maximum heating rate in ballistic entry trajectory 

Now, let's consider the case of ballistic entry for 
deceleration due to the drag force evaluated according to 
a/gs =BDue'h/£ jle . Table 2 presents the numerical compari- 
son of the trajectory elements at the point of maximum decelera- 
tion for various entry angles. 

Table 2 Comparison of the Trajectory Elements at the 
Maximum Deceleration for Various Entry Angles 

-Y, 5° 10° 20° 30° 

h" 
0.0096913 
0.0097033 

0.0090658 
0.0090654 

0.0083485 
0.0083500 

0.0079340 
0.0079354 

^ 
0.580598 
0.559737 

0.601986 
0.596326 

0.607680 
0.606878 

0.608854 
0.609006 

-Y" 
5.924900 
6.066374 

10.42902 
10.49532 

20.20269 
20.23488 

30.12684 
30.14735 

(ofc.)U 
15.78182 
14.50861 

29.78518 
29.23728 

57.89174 
57.64989 

84.46514 
84.31512 

Figure 8 plots the aerodynamic deceleration in g's as function of 
the velocity ratio for different initial entry angles. 

6. CONCLUSIONS 
In this paper, we apply the improved MAE technique to 

the atmospheric entry problems of hypervelocity ballistic motion. 
Analytical asymptotic solutions are obtained, and the solutions 
result in explicit form of expressions for the critical conditions 
at peak heating rate and maximum deceleration. Compared to 
the solutions obtained by numerical integration over a wide 
range of entry conditions, the second-order solutions obtained 
by this improved technique are very accurate. The critical 
elements at peak heating rate and maximum deceleration as well 
as their accuracy are evaluated. The iMAE solutions are very 
accurate when compared with the pure numerical solution of the 
equations of motion. Only for very small angles the desired 
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Figure 8 Variation of the deceleration as function of the 
speed for ballistic entry trajectory 

accuracy cannot be realized. It has been pointed out that for this 
type of trajectory, all forces involved have the same order of 
magnitude, and this invalidates the basic foundation for applying 
the method of MAE. In conclusion, improved matched 
asymptotic solutions for hypervelocity trajectories of ballistic 
motion have been developed. The second-order solutions 
obtained by using the improved method apply to all phases of 
flight from the vacuum through the atmosphere with a high 
degree of accuracy. The comparison with numerical results 
clearly demonstrates the applicability and accuracy of the 
improved iMAE solutions. 
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ABSTRACT 

This paper presents a new parallel optimization method to 
solve large-scale design and control optimization problems and 
its applications. Generally, to obtain an accurate optimal solution, 
a large-scale problem has to be solved, and it takes much 
computing load and time. Therefore, the new method divides the 
problem into several sub-problems which can be solved in 
parallel. Firstly, this paper describes the way to decompose the 
problem and the fundamental algorithm to solve it. The important 
point of this study is how to deal with the conjunctive constraints 
among the sub-problems and define objective functions in each 
sub-problem. Finally, in this paper, the parallel optimization 
method is applied to a shape and flight trajectory optimization 
problem of spaceplane, and its optimal shape and ascent 
trajectory are estimated to demonstrate the effectiveness of the 
proposed parallel optimization method. 

1. INTRODUCTION 

In an aircraft design process, both design and control have 
to be simultaneously optimized to obtain an extremely high 
performance. Simultaneous design and control optimization, 
however, is difficult, because the both are in different technical 
fields and a large number of variables have to be analyzed and 
optimized. For a conventional aircraft, a configuration and 
geometrical parameters of the aircraft are optimized for assumed 
flight patterns, and, after the aircraft has been designed, flight 
paths or trajectories are optimized precisely. However, an 
advanced aircraft, e.g. spaceplane, is required to have severe 
missions and simultaneous optimization is an important problem. 
For the large-scale design and control optimization problem, 
there is an idea that one problem is divided into some small-scale 
sub-problems, which can be optimized in parallel. 

Parallel optimization methods have been studied to solve 
practical problems for structure and shape designs. The reason is 
that number of variables for practical design analysis is huge and 
cost of computers with capacity to optimize the variables is very 
high. In addition, aircraft designs are difficult so that many 
technical fields of fluid, engine, structure, control and so on are in 
a jumble. Therefore multidisciplinary design has been 
fundamentally performed, by which these different fields are 
adjusted and each field is analyzed and optimized independently 
for itself. 

Many studies for large-scale mathematical programming 
problems begun with Dantzig-Wolfe decomposition algorithm1' 
for linear programming reported in 1960. For nonlinear 
programming problem, two methods called model coordination 
method and goal coordination method which are reviewed by 

Kirsch2) has been well accepted. In addition, a hybrid method3' 
combining these two methods has been studied in recent years. 
However, these decomposition algorithms have not been wildly 
applied. Recently Dr. Sobieski in NASA Langley Research 
Center has proposed numerical methods for more practical 
multidisciplinary optimization problems. According to the new 
method called Collaborative Optimization4', optimized variables 
are shared with variables depending on only each sub-system 
(field or discipline) and global variables depending on more than 
two sub-systems. An optimization problem for global variables is 
defined on upper level than sub-problems optimizing sub-systems, 
and the global level optimization and the sub-system optimization 
is repeated alternately. In each sub-system optimization, the 
global variables are optimized to coincide with the values given 
by the global level optimization. Consequently, after some 
iterations, the collaborative points of the global variables 
satisfying all sub-problems are obtained. Sobieski and his fellows 
strive to apply the proposed method to aircraft designs4'. While it 
is more practical than the conventional ones and can refine the 
nominal design certainly, there are no guarantees that the 
obtained solution is a global optimal value. 

Based on past achievements, this study aims to develop the 
decomposition algorithm which can be used for practical large- 
scale design problem. In this paper, as an example of the large- 
scale optimization problem, the body and wing shape and ascent 
trajectory optimization problems for a future space transportation 
vehicle, spaceplane, is introduced. 

2. PARALLEL OPTIMIZATION METHOD 

In this section, let us one optimized large-scale system 
composed of three subsystems. The following description covers 
the case where there are more subsystems. First, an optimized 
variable is grouped into three parts. 

. — ( T    T v T Y (1) 

Equality and Inequality constraints are divided, too, and an 
optimization problem is defined as 

minimize   f(xt,x2 X}) 
(2a) 

subject to   gE(x) = 
g£1(*i) 

gEliXl) 

_gEl(X>)_ 

= 0 (2b) 

g,{x)^ 
£;,(*i) 

gn(xi) <0 (2c) 

*    Graduate Student, Department of Aeronautics and Astronautics 
** Professor, Department of Aeronautics and Astronautics 
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Al2(*b*2) 

Subsystem 1 

variable: x^ 

£EI(*I) = 0 
gn(x\)<0 

h2\ (*i, x2) = 0 A13 (xh x3) = 0. 

31 (xhx3) = 0 

- Subsystem 2 - 

variable: x2 

fete) = 0 
gn(x2) < 0 

^ *32 (*2> *3> = 0 

- Subsystem 3 - 

variable: x3 

gEi(.X3) = 0 

£/3(*3)<0 Ä23 (*2, *i) = 0 

Minimize f{xu x2, x3) 

Fig. 1   Three subsystems and their conjunctions 

"l2 V^l»     2/ 

*2|(*l>*2) 

*3i(*i>*3) 

"23 v-*^'1*^/ 

hn(x2,x}) 

h{x)^ = 0 (2d) 

where an equality constraint hy and hy = 0 is respectively called a 
conjunctive function and a conjunctive condition which connects 
two subsystems ;' and j. The distinction of two conjunctive 
functions hy and hy with reverse subscripts is clarified later. 

Let us arrange an optimization problem in subsystem /. 

variable :   xt (3a) 

minimize   /(JC,,JC2,JC3) (3b) 

subject to   gEt (x,) = 0 (3c) 

*„(*,) £0 (3d) 

hJI(xJ,x,) = 0 (7=1,2,3 and i^j)         (3e) 

It is impossible to solve the sub-problem i with regard to JC, 

independently, because the conjunctive function A,, is also a 
function of Xj. Therefore, the crucial point of the study is how to 
deal with the conjunctive conditions and how to define the sub- 
problems in order to attain highly independent level and to get 
superior and steady convergent characteristics. In addition, 
though the original large-scale optimization problem certainly has 
an objective function, the optimization problems of the divided 
subsystem often have no objective, because the objective function 
/doesn't necessarily contain three variables, xh x2 and Xj. 

The following defines an optimization sub-problem ;' of the 
subsystem / proposed in this paper. 

variable : xi (4a) 

minimize 
3 

/(X„JC2,JC3)+  ^V/ft^x,,*,) (4b) 

subject to **,(*,) = 0 (4c) 

*/,(*,) so (4d) 

hß(Xj,x,) = 0 (.7 = 1,2,3 and i*j) (4e) 

x\, y2\ /A 

Sub-pioblem 1 - 
variable: *i 

minimize f(xu x2, x3) 
+ Vnhnixi >*2> 

+ v^hnixt ,x3) 
subject to gE\(x0 = o 

gn(xd < 0 
h2](x\, x2) = 0 
h3l(xux3) = 0 

'X2, V,2 

■ Sub-problem 2  
variable:    x2 

minimize  f(xh x2, x3) 
+ vn

Th2](xh x2) 
+ v23

Th23(x2,x3)\4 
subject to gE2.(x2) = 0 

gn(x2) < 0 
hn(xh x2) = 0 
h32(x2, x3) = 0 

^V«3, V13 

x3, v23 

x2, v32 

Xh v31 

— Sub-problem 3 ■ 
variable:    x3 

minimize  f(xh x2, x3) 
+ v3]

Th3l(xhx3) 

+ V32TA32te, *3) 
subject to  gE3(x3) = 0 

gn(x3) < 0 
M*i,*j) = 0 
h23(x2, x3) = 0 

where Vy is a Lagrange multiplier for the conjunctive condition 

Fig. 2   Three sub-problems and their data exchanges 

hjpCi, Xj) = 0. Note that the optimized variables in the sub- 
problem ;' are xt and Vß, and the others are dealt with as constants. 
One characteristic of the proposed definition is to use the 
Lagrange multiplier to add the conjunctive functions to the 
objective function. The proposed sub-problems surely have the 
objective. 

A Fundamental algorithm to solve the sub-problems is 
summarized as follows: 
(1) Determine proper initial solutions of all the variables xt and 

Lagrange multipliers Vy, and substitute them. 
(2) Solve all sub-problems in parallel with optimization 

methods by which not only the variables but also the 
Lagrange multipliers can be computed, e.g. a sequential 
quadratic programming (SQP) method5'. 

(3) Exchange the obtained variables and multipliers among the 
sub-problems as shown in Fig. 2, and return to (2). 

3. SPACEPLANE DESIGN STUDY 

In this section, a simultaneous shape and ascent trajectory 
optimization problem for a spaceplane is defined and solved to 
show effectiveness of the proposed parallel optimization method. 
Figure 3 gives three technical fields, body design field, 
aerodynamic analysis field and trajectory planning field, of 
spaceplane design study in this paper, and an objective is to 
maximize payload weight. Therefore, a large-scale optimization 
problem is divided into three sub-problems assigned to the 
technical fields. These fields are not independent but bound to 
exchange their results. Every field contains some variables of 
body shape, wing shape, performance and aerodynamic 
coefficients, whose variables must become same values in an 
optimal solution. So conjunctive conditions that same variables in 
different fields are equal are defined. The following describe 
outlines on these fields. 

3.1  Body Design 
The spaceplane shape model adopted in this paper is 

illustrated in Fig. 2. Takeoff Weight is 300 ton and the simple 
body is composed of an elliptical cylinder body, a tangent ogive 
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Design 
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Trajectory 
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Aerodynamic 
Analysis 
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Maximize payload weight 

Fig. 3   Three technical fields 

Takeoff Weight: 300 [ton] 

Aerodynamic 
coefficients 
 J 

Tangent ogive 

Fig. 4   Spaceplane model 

nose and a delta wing. The design variables in this fields are body 
length except for wing size lu /4, a (> 6 m) and b (> 6 m), and 
performance variables, viz. maximum dynamic pressure qmax (< 
100 kPa), and maximum load factor «max (<4 G). Note that the 
tank volume of fuel compounded from liquid hydrogen (LH2) and 
liquid oxygen (LOX) must be less than 70 % of the total body 
volume. 

In this field, a maximized objective function, payload 
weight, besides the objective set up from the conjunctive 
conditions as described above, is defined. According to 
WAATS6) program, structural weight WSTR can be estimated from 
the body and wing size. Considering the fuel weight W^ 
obtained in the trajectory planning fields together, payload weight 
payload is defined as 

IP«** =300-0^-0^ [ton] (5) 

3.2 Aerodynamic Analysis 
The aerodynamic characteristics of the model are 

analytically computed by CRSFLW method in Ref. 7 and 8. Five 
sampling points are selected from low speed to hypersonic speed, 
where aerodynamic parameters related to lift coefficient and drag 
coefficient are calculated. Three variables, l2, h and s (^ b), 
representing the wing size are decided in this field. The 
aerodynamic coefficients are used to compute trajectories in the 
following field and the wing size is needed to estimate the 
structural weight in the body design field. 

3.3 Trajectory Planning 
The spaceplane takes off, rises and is accelerated by ATR 

(to Mach 6), SCR (switched from ATR and useable to Mach 12) 
and ROC (useable with ATR and SCR at the same time). Then, 

after the engine is cut-off above 90 km, it zooms up to 400 km 
with no thrust in an elliptical orbit. Finally, it is put into a 400 km 
circular orbit at the apogee in the elliptical orbit. 

State variables are altitude h, velocity v, flight-path angle y 
and weight m. A control variable is defined as the angle of attack 
a. Motion equations8' of the spaceplane are expressed as 

= vsin/ 
Ah 
At ' 
dv = (^ATR + rscR +TKOC)cosa-D    {isiny 
At m rl 

A
Y _ (^ATO + ^SCR +TKOc)sina + L   ,fV M 

At mv 

®m _ -*ATR      .     ^SCR      ,     ■'ROC 

"' V,   SPATR        ^SPSCR        ^SPROC J 

(6a) 

(6b) 

cosy      (6c) 

(6d) 

where /J. is the gravity constant, g0 is the gravity acceleration at 
the ground level, and D arid L are the lift and drag respectively, 
which are computed by the aerodynamic coefficients obtained in 
the above field. rATR, rSCR and rROc are the thrust of air- 
turboramjet (ATR) engine, scramjet (SCR) engine and rocket 
(ROC) engine, 7SPATR> 4PSCR and /SPROC are specific impulse of 
each engine, which are represented in Ref. 8. 

Initial conditions at time f=0 are specified as 

A(0) = 0 [km] (7a) 

r(0) = 0[deg] (7b) 

w(0) = 300xl03[kg] (7c) 

cos a + (T - D) sin a > m(0)g0 (7d) 
v(0)<150[m/sec] (7e) 

Terminal conditions at the engine cut-off time t=t{ is expressed as 

h(t()> 90 [km] 

r(/f)*0[deg] 

(8a) 

(8b) 

and the apogee altitude computed by the terminal states, h(t{), y(t() 
and v(t{), needs to be 400 km. 

In addition, the following path constraints are defined. 

h > 0 [km] 

*1 — "/max 

a < 20 [deg] 

n < n 

(9a) 

(9b) 

(9c) 

(9d) 

where q is dynamic pressure and n is load factor. 
It should be noted that the motion equations change 

discontinuously since the operating engines are switched 
according to the flight conditions. Therefor the trajectory 
planning field is subdivided into four stages, that is, ATR, SCR 
SCR+ROC and ROC stage, which provide four sub-problems. 

The optimization problem in this field is what is called an 
optimal control problem that deals with dynamic variables 
depending on time. In this paper, according to a BDH method81, 
time, variables and constraints are discretized to 200 elements, 
and the optimal control problem is transformed into nonlinear 
programming with static variables. The BDH method is one of 
numerical methods for the optimal control problem. Moreover, 
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the advantage is that it is easy to deal with various constraints, 
such as differential equations and inequality constraints, and that 
the variables quickly converge to solutions. 

This field decides intake area of ATR engine and SCR 
engine, SATR and SSCK, thrust of ROC engine rRoc, and the fuel 
amount consumed until arriving at the circular orbit, by which the 
tank volume is computed in the body design field. 

3.4 Numerical Results 
The numerical solutions are shown in Fig. 5-7 and Table 1. 

The maximized payload weight is negative value, -13.75 ton, and 
the spaceplane cannot reach the orbit even without the payload. It 
is general that the weight estimation by present technological 
level indicates the negative payload weight. It means that the 
weight reduction more than 5 % is required to realize it. 

Figure 5 and table 1 show the optimized wing area and the 
intake area of ATR are very small, and the intake area of SCR is 0 
m2, which means that SCR is unnecessary in this calculation. It 
can be considered that the wing area and ATR are respectively the 
limit size in order to take off and fly the vehicle against the 
aerodynamic drag, and that the volume of LH2 is reduced because 
SCR isn't used. 

4. CONCLUSIONS 

First, this article proposed the new parallel optimization 
method for a large-scale system design with a huge number of 
variables and constraint conditions. This method divides the 
problem into some small optimization sub-problems based on 
subsystems constituting the system, which are solved in parallel. 

Second, a shape and ascent trajectory optimization problem for 
spaceplane was studied by this method. Consequently, obtained 
numerical solutions indicate useful design data of a spaceplane. 
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Fig. 5   Optimal shape 

Table 1    Characteristics of optimal spaceplane 
Characteristics Optimal values 

Body length Mm] 63.48 
Body height a[m] 6.00 
Body width b[m] 6.36 
Wing span s[m] 10.02 
Intake area of ATR SATO [m2] 12.59 
Intake area of SCR SSCR [m2] 0.00 
Thrust of ROC TROC [ton] 226.6 
Max. thrust rmax [ton] 226.6 
Max. dynamic pressure <JW [kPa] 100.0 
Max. load factor "max[G] 3.82 
Payload weight JPuavload [ton] -13.75 

■a 
a 

°0    10    20    30    40    50    60    70    80    90    100 
Time t [sec] 

Fig. 6   Time history of altitude 

%    10    20    30    40    50    60    70    80    90    100 
Time t [sec] 

Fig. 7   Time history of angle of attack 
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Abstract 

The advent of communication satellites in polar orbits of 
600-1200 km altitude and the development of international 
space station (ISS) at 400 km altitude and 51.6° inclination 
have put an urgent need for low cost access to such orbits. 
The paper presents the payload deployment to such lower 
earth orbits by reusable launch vehicle (RLV) through tether. 
This also makes the reentry of RLV possible without orbit 
maneuvering system (OMS). The approximate rules for 
maximum altitude change of RLV and payload after release 
are obtained. The numerical performance results for a 
typical spacecraft, Hope-X are presented. It is found that 
the use of tether for RLV is very promising. 

1.    INTRODUCTION 

The advent of communication satellites in polar orbits of 
600-1200 km altitude and the development of international 
space station (ISS) at 400 km altitude and 51.6° inclination 
have put an urgent need for low cost access to such orbits. 
The use of space tether1"4 can make this goal achievable. It 
can perform simultaneously the tasks of reducing the 
altitude of reusable launch vehicle (RLV) after payload 
release so that it can return to earth as well as increasing 
payload altitude to reach desired higher orbit. Here, we 
study orbital maneuvering of a typical spacecraft, H-II 
Orbiting Plane Experiment (Hope-X)  through tether. 

The Lagrangian formulation procedure is adopted for 
obtaining the governing ordinary differential equations of 
motion for the constrained system. Subsequently, an 
approximate rule for maximum altitude change of 
RLV/payload after release is obtained. Finally, for a detailed 
assessment of the proposed concept, the set of exact 
governing equations of motion is numerically integrated. 

2. FORMULATION OF THE PROBLEM 

We consider a system model comprising of two point masses, 

'Science & Technology Agency Fellow, Guidance and 
Control Laboratory 

fHead, Guidance and Control Laboratory 

RLV and payload connected through a tether in a keplerian 
orbit executing three-dimensional librational motion (Fig. 1). 
The RLV and the payload have masses n^ and m2, 
respectively. The tethers made of a light material like Kevlar, 
has a mass pt per unit length. The coordinate frame E- 
X^Zj represents an inertial frame with origin at earth's 
mass center, E. The Y{L\ plane is the equatorial plane and 
the Xraxis is towards the north pole. The Yraxis is along 
the line of interaction of the orbital and equatorial planes i.e., 
along the line of nodes, and towards the ascending node; the 
Zraxis completes the right-hand triad. The E-XYZ frame is 
another inertial frame, with its origin at E. The Y-axis 
coincides with Yraxis, X-axis is along the orbit normal, 
while the Z-axis completes the right-hand triad. The YZ 
plane is the orbital plane. The E-XYZ frame can be obtained 
from E-XiYiZj frame by rotation through an angle ib(orbit 
inclination) about the line of nodes. The E-X2Y2Z2 frame is a 
non-inertial geocentric frame such that the Y2Z2 plane 
coincides with the orbital plane and the Y2-axis points 
towards the center of mass of the tethered satellites system S, 
from E, while X2-axis is along the orbit normal. The S- 
x0yozo frame is a rotating coordinate frame or orbital 
reference frame such that y0-axis points away from the earth 
along the local vertical, x0-axis is normal to the orbital plane 
and the z0-axis is along the local horizontal so as to complete 
the right hand triad. This frame is obtained from X2Y2Z2 

frame by translation from E to S. For the variable vector 
length L joining the two satellite mass centers S, and S2, the 
angle ß denotes rotation about the axis normal to the orbital 
plane and is referred as in-plane swing or pitch angle while 
the angle r| represents its out-of-plane swing or roll angle. 
The resulting coordinate frame associated with this vector is 
denoted by S-xty,zt. This frame is obtained form S-x0y0z0 

frame by first ß rotation about the x0-axis; that transforms S- 
x0y0z0 axes to S-x„y(1ztl axes and this is followed by r| 
rotation about ziraxis. The instantaneous center of mass of 
the system is defined by radial distance R and true anomaly 
6. The position vectors of masses mj and m2 are denoted by 
r i and r 2, respectively. The system under consideration has 
the following generalized coordinates : 

Orbital radius of the center of mass "S' of the system : R 
Latitude argument of VS' : 6 

vector L : length L, ß and t] 
and tether strains : et 
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Applying the Lagrangian formulation approach, we 
obtain the following governing nonlinear, coupled ordinary 
differential equations of motion : 

R = 6 2R-uyR2+(3/2)(|a/R2)(Me/M)(L/R)2(l-3cos2ßcos2Ti) 

6 =-2( R/R) 8 -(3/2)(n/R3)(Me/M)(L/R)2 sin2ßcos2ri 

ß=2(R/R) 9-( 6 + ß){(2+Hc)( L /L)-2ii tarn]} 
-(3/2) (u/R3) {sin2ß-(Me/M)(L/R)2sin2ßcos2ri} 

ri =-(2+nc)( L /L) f| -(l/2)( 6 + ß)2sin2r| 
-(3/2)(|i/R3)cos2ßsin2r|} 

L ={( 9 +ß)2cos2ri+fi 2-(|i/R3)(l-3cos2ß cos2T|)}L-|Xc(L/2) 

.[3(L/L)2+(9 + ß)2cos2r|+fi2 

-(H/R3)(l-3cos2ßcos2r|)]-A/Me (1) 

where, 
Mc=equivalent system mass=(l/M)(m1+ml/2)(m2+ml/2)-ml/6; 
M=total system mass=m1+m2+mi; mt=ptL; 
uc=(17 Mc) (d Me/dL)=(ml/3)[(m2+ ml/2)-2(mi+ m,/2)]/ Me 

X=EAe,U(e,); e,=L/ L0-l; U(e,)= 1 if e, > 0; 0 if e,<0, 
L0=unstretched tether length 

Payload( m ^ 

Local vertical 

x,x2   x 

Fig. 1 Geometry of proposed system model. 

2.    POSITION AND VELOCITY OF 
RLV/PAYLOAD AT RELEASE POINT 

The position and velocity of RLV and payload at the instant 
of release are expressed as, 

Ri=[R2+ri2+2RriCosßcosri]"2,    i=l,2 

Vp[ R2+R2 9 2+n2 f| 2+r;2( 9 + ß)2cos2ri-2Rrj{ f) cosßsinri 

+(8 + ß)sinßcosr|}+2Rri9 {-f) sinßsinT) 

+(9 + ß)cosßcosT|}]1/2
>    i=l,2 (2) 

where, r,=-{(m2+mt/2)/M}L; ^{(mt+m^/MJL 

Here, it is assumed that reel-in/reel-out operations have 
ended prior to the tether  being cut, i.e., rj=0. 

W m 

Final Payload   / V^Loc~ mi   ^ 
Orbit / y\   hor. |Loc     ' 

I Hnal      /       \ |ver. 

I ^   < N     ' I Orbit   f \ 

i i v 

Fig. 2  Position and velocity  of the RLV/payload at the 
release point. 

4. ORBITAL ELEMENTS OF 
RLV/PAYLOAD AFTER RELEASE 

The   semimajor  axis   and   eccentricity   of  the   orbit   of 
RLV/payload after its release can be written as, 

ai=IV{2-RiVi>} 

ei= [{(RiVi2/|a)-l }2cos2ßi+ sin2ßi]1/2 (3) 
where, ßj, the angle between the velocity V( of mass mj and 
the local horizontal (Fig.2), is given by, 

ßi=JC/2-cos-1{IRi.Vil/RiVi}> Ri.Vj> 0 

ßi= -71/2 + cos-'flRj.Vil/RiVj}, Rj.Vj< 0 (4) 

The decrease in perigee height of RLV and the gain in 
apogee height of payload are given by 

ARp,=Rp-Rp,= Rp-aiO-ei) 
ARa2 = Ra2-Ra=a2(l+e2)-Ra (5) 

where, Rp and Ra are perigee and apogee heights of the 
starting orbit, respectively. 

In the presence of out-of-plane librations, the plane of 
the released RLV/payload differs from that of the starting 
orbital plane, i.e., Y-Z plane. The inclination of the new orbit 
to the starting orbit, ibi, is given as follows : 

ttmihi=(K2+h*)m/Ki,   i=l,2 (6) 

where, hrf=Y,Vri-Z,V^ h^Z^-X^; h^X^-Y^ 
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5. APPROXIMATE MAXIMUM ALTITUDE 
CHANGE OF RLV/PAYLOAD AFTER 

RELEASE 

In order to obtain maximum decrease in perigee of RLV and 
maximum increase in apogee of payload, Rj and Vs must be 
perpendicular, i.e, ßp7t/2. 

Rj.VpO,   i=l,2 (7). 

or,  R {l+(r/R)cosßcosTi}/ri-ßsinßcosr|+TicosßsinT|=0 
(8) 

or, R {l+Cn/RJcosßcosTiJ/r^R {l+(r2/R)cosßcosri}/r2 

(9) 
or, R (r2-r,)/(r,r2)=0 
Since r,#r2, R =0 (10) 

Substituting this in Eq. (8) and for simplicity ignoring 
out-of-plane librations, we get ß=0 i.e., the release of 
RLV/payload must take place when the tether is aligned with 
the local vertical during librations. 

From Eqs. (2) the position and velocity of RLV/payload 
at release point can be written as 

RpR+rj 

Vj=[R2 8 2+ri
2( 6 + ß)2+2Rri 6(9 + ß)]1'2 (ID 

Considering RLV/payload is released at an angle 6 
measured from the reference line (Fig. 1), we obtain the 
following relations : 

R9 =acon(l+ecos9)/(l-e2)1/2 

9 + ß=con[( 1 +ecos9)2/( 1 -e2)3/2 +5] (12) 

where, a,e=semi-major axis and eccentricity of the starting 
orbit; 8 = ratio of pitch rate to the mean orbital rate con; 
con=(uya3)"2; u=gravitational constant. 

Using these relations in Eqs.(l 1), we get 

vM^y/a-e^Hd+ecosg^+f r/(1-e2)2}{(l+ecos9)2 

+8(l-e2)3'2 }x{ fiUl+ecosg^+Sd-e2)3'2} +2(l+ecos9)}] 
(13) 

where, r\ = rj& 

Since ix « R, this implies rs « 1. Taking this into 
consideration, the above equation simplifies to 

Vi2={0)n
2a2/(l-e2)}[(l+ecose)2+{2ri(l+ecos6)/(l-e2)2}x 

{(l+ecos6)2+8(l-e2)3'2}    (14) 

Substuting this in Eqs. (3), the perigee and apogee 
heights of RLV and payload are expressed as 

Rpl =a(l+ecos9)+r, {7+48+4(5+8)ecos9} 

Ra2 = a(l+ecos9)+r2{7+48+4(5+8)ecos9} (15) 

For minimum Rpi and maximum Ra2, 

9Rpl/39=0; 9Ra2/39=0 

or, sin9 = 0, 9=kJt, k=0,l,...,n 

Thus, the minimum Rpl and the maximum Ra2 occur at 
9= 7t, 37t,57t,... and 6=27t,47i,67i,... respectively and are 
written as 

(RpiU= a(l-e)+r1{7+48-4(5+8)e} 
(Ra2)max= a(l+e)+r2{7+48+4(5+8)e} (16) 

The maximum decrease in perigee height of RLV and 
the maximum gain in apogee height of payload are given as 
follows : 

(ARpl)max=-r1{7+45(l-e)-20e} 
(ARa2)max=r2{7+48(l+e)+20e} (17) 

6. RESULTS AND DISCUSSION 

With a view to assess the efficacy of the proposed concept, 
the detailed system response is numerically simulated using 
Eqs (1). We assumed the following numerical data: m^ 
14000 kg; pt= 1 kg/km; EA=tether modulus of rigidity =104 

Newton; Lt()=initial tether length= 10 m; Starting Perigee of 
(RLV+ Payload) Orbit =6628 km; RE= earth radius= 6378 
km. The system is assumed to enter the starting orbit with the 
following initial conditions: 

L=ß=ß=T|=fi=0 

The tether is deployed using swing release as given 
below: 

L0=Ltoexp[C(t-t0)] (18) 

where, C=0.0008   for   L„<100 km   and   C=0.0007   for 
Lo>100 km are taken. 

The RLV/payload is released on a forward swing when 
the libration angle is instantenously zero. By varying the 
predeployment true anomaly (%), the forward swing zero 
libration is caused to occur nearly simultaneously with 
perigee passage, yielding maximum increase in altitude of 
payload. However, when the forward swing zero libration is 
caused to occur nearly simultaneously with apogee passage, 
the maximum decrease in altitude of RLV occurs. Here, we 
are considering later situation. Figures 3 and 4 show the 
position of RLV/payload and length L along with inplane 
swing angle, ß, respectively, for cases of 4000 kg of 
payload mass deployed at 400 km altitude and 2000 kg of 
payload deployed at 800 km altitude. The results for 
different cases are summarised in Table 1. The RLV/payload 
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Table 1.  RLV/payload altitude after its release. 

Fig 3. Showing the positions of RLV and payload 
during the TSS mission : (a) m2=4000 kg, payload 
deployed at 400 km, (b) m2=2000kg, payload deployed 
at 800 km. 

(a): deployment starts at 0.64 orbits 
deployment completed at 2.34 orbits 

(b): deployment starts at 0.44 orbits 
deployment completed at 2.33 orbits 

2 2.6 

Fig 4. Showing the length L and inplane swing angle, 
ß as effected by payload deployment : (a) m2=4000 kg, 
payload deployed at 400 km, (b) m2=2000 kg, payload 
deployed at 800 km. 

is released at 2.5 orbits. It is important to note that the 
maximum decrease in perigee height of RLV as stated by Eq. 
(17) matches with the simulation results within maximum 
error of 50 meter. 

Payload 
Mass 
(m2) 
(kg) 

Tether 
Length 

(km) 

Eccentri- 
city of 

Starting 
RLV 

+Payload 
Orbit 

Payload 
Deployed 

At 
Altitude 

(km) 
Circular 

Orbit 

RLV 
Placed 

At 
Altitude 

(km) 

1000 15.3 
52.9 
103.5 

0.0101 
0.0365 
0.0599 

400 
800 
1200 

239 
212 
185 

2000 15.8 
55.2 

105.9 

0.0102 
0.0363 
0.0598 

400 
800 
1200 

229 
175 
125 

4000 17.2 
62.2 

106.0 

0.0102 
0.0356 
0.0606 

400 
800 
1200 

208 
101 
6 

7. CONCLUSIONS 

Here, we investigated the orbital maneuvering of RLV 
through tether. The numerical performance results for 
Hope-X are presented. The exact numerical integration of 
the governing nonlinear equations of motion establishes the 
feasibility of the concept. It is found that the payload 
boasting to lower earth orbits of 400-1200 km altitude along 
with the reentry of RLV without OMS is feasible. The 
concept proposed may be particularly attractive for future 
space missions involving RLV. 
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Abstract 

In this paper, the swimming path of the penguin is 

analyzed by means of optimal control theory to compare it with 

observed swimming data. Equations include the effect of 

added mass, which has to consider when the mass of the fluid 

has the same order of body mass such as the paraglider 

analyzation. In the analysis, one must consider the state 

variable inequality constraint for both the velocity and depth of 

the penguin. Numerical results are presented to compare with 

or without the added mass case and observed data. 

1. Introduction 

Penguins are well known that dive' into the sea very 

deeply when they required catching foods. Even small size of 

penguins can have been dived into 150-200m. National 

Institute of Polar Research has been observed those penguin's 

diving data. But, sea birds such as penguins have large 

difference between their theoretical oxygen consumption and 

dynamic motions. The purpose of our study is to investigate 

characteristic of the penguin's vertical motion from optimal 

control theory that often used in optimization of aircraft 

trajectories. 

* Research Associate, Department of Mechanical Engineering 

** Lecturer, Department of Mechanical Engineering 

*** Associate Professor, Department of Social Informatics 

**** Professor, Behavioral Ecology Group 

rng 

Fig. 1 Axis for vertical motion of the penguin 

2. Formulation of the penguin motion 

2.1 Equations of motion 

Equations of motion for the penguin are define as Eq.(l)- 

(4) from Fig.l for simple mass point model. Equations are 

including added mass term, which can not neglected the effect 

of relative moving fluid mass surrounding body. 

{m + Ax, )^- = T - i PsV
2S(CD0 + KCl) - m,g sin y (1) 

at 2 

{m + Ai3)V^ = -psV
2SCL-msgcosy (2) 

dt     2 
dx 
— = Kcosr (3) 
dt 
dz       Tr . ,.-, 
— = -V sin y (4) 
dt 

here 

'99    m37Hl^T«v>*v^A    ©B^te^T^^? 
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Added mass are define as Eq.(5) and (6). 

Au -k] 

An - k2 

— p.Ttab 

-psnab2 

(5) 

(6) 

ARe : Aspect ratio, CL : Lift coefficient, CD0 :Zero lift 

drug coefficient, C, :Thrust coefficient, a :Ellipse body 

length, b : Ellipse body radius, g :GravitationaI acceleration, 

k : Induced drug coefficient, A;1;A2:Added mass coefficient, 

L : Breathing capacity, m : Penguin mass, m, :Mass from 

floating, ms :Total mass, S :Wing area, / :Time, T :Thrust, 

V :Velocity, z :Depth, y :Path angle, p :Penguin 

density, ps :Sea density 

2.2 Optimization method 

In order to solve optimal trajectory of the swimming of 

the penguin modified GA (genetic algorithm) for optimal 

control problem is used here. This optimization method defines 

time  history  of control   variables  as  directly  referred  to 

chromosome values. For an example: 

Chromosome     => {0.5,0.3,0.3,0.4,0.2,0.6,0.8,0.9,1.0} 

Control variable => u[0]=0.5, u[l]=0.3, —, u[8]=1.0 

Since control variables are defined then iteration sequence as 

bellow start to find optimal control variables set. 

a. Make control variables set from chromosomes 

b. Solve differential equations 

c. Solve performance index 

d. Sort all chromosome by index value 

e. Crossover chromosome by better index value 

f. Substitute chromosome 

g. Mutate chromosome 

h. Restart from a. until convergent condition is occurred 

Initial conditions of the problem can use for differential 

equations. Inequality constraints of control variables are 

constrained by max/min of chromosome's variables. Final 

conditions and state variables inequality constraint are stated 

into performance index by penalty function method. 

3. Numerical simulations 

Initial conditions: 

V0 = 1.0[m/s],   y0 = -20[deg],   x0 = z0 = 0[m] 

Final conditions: 

7/=0[deg],   zf=0[m] 

Constraints: 

0<Cr<0.2,   -0.5<CL<0.5 

V<4.0[m/s],   z>0[m] 

Performance index 

/ = r{(V-2.5)2+(z-15)2}/r 
Jo 

(7) 

(8) 

(9) 

Eq.(9) is defined that fishes for the penguin are swimming 

around 15[m] depth of the sea and the penguin's mean velocity 

of swimming is 2.5[m/s]. At the calculation of without added 

mass case, let An = An =0 in Eq.(l) and (2). 

National Institute of Polar Research observes swimming 

data of the penguin 97GA4715: 5934-5980. Fig.2 shows result 

of without added mass case. All variables have oscillational 

characteristic that it explains result is close to unstable solution 

and very sensitive to variation of control variables at assuming 

parameter values. Fig.3 shows result of added mass case. It is 

similar to observe data of the penguin and equations are more 

stable then without added mass case. Each case shows that 

velocity is increasing when the penguin is floating to the sea 

level. It is very interesting that constraints of state variables 

both velocity and depth must be considered in same time. 

4. Conclusions 

The optimal swimming path of the penguin is solved by 

the optimal control method. Numerical results that are 

compared with observe data is explaining the formulation of 

penguin's motion are required the added mass theory. 
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Fig. 2 Numerical solution for without added mass case 
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Fig. 3 Numerical solution for added mass case 

-744- 


