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## b Summary

The primary focus of the work conducted under this contract is the investigation of the mechanism of interaction between bubbles and underlying flows, and of the mutual interaction of bubbles. The tools developed and the knowledge gained will be useful to us and other researchers and engineers to model and understand the problem of cavitation inception in various circumstances. This is of relevance to Navy applications where cavitation and bubble dynamics can generate noise, adversely affect the flow, or negatively impact on the performance. Our main emphasis during this research program was to develop a description of the dynamics of strong interactions on the microscale level (the dynamics of bubble nuclei) and its implications on the macroscale level (cavitation inception, emitted noise).

Since the fine and precise modeling of the overall phenomenon of cavitation is very complicated, and understanding of many of its aspects has confounded scientists and engineers, we concentrated attention on some relatively simple but practically important flow situations, 80 that the basic physics of the problem could be understood. This understanding of the fundamental mechanisms is essential to the understanding of more complicated flows involving bubbles, and allow one to justify or discount assumptions made in other studies of more complex flow situations. We have sought to achieve this goal by using numerical, analytical, and experimental methods.

Tools which we used and/or developed in this study, and in the computer programs that have resulted, are based on Matched Asymptotic expansions, axisymmetric and 3-D Boundary Element Methods (BEM), and Vortex Element Methods. In addition, in order to study viscous flow / bubble interactions a simple finite difference code coupled with a Runge-Kutta model was developed for the axisymmetric problem of bubble / vortex viscous flow interaction.

In this letter report we will not go into the details of our results. These are described in the various publications (listed in Appendix A) that arose from work on this contract (copies of the most relevant publications are attached). Instead we will concentrate here on some aspects of the results, and their implications on future fundamental and/or numerical work and on applications.

## c Bubble Flow Interaction

This section relates to the dynamics of bubble nuclei (cavitation inception) in boundary layers, shear layers and in vortex flows. After developing the method of approach, particular attention was given to bubble behavior in vortical flows and close to a boundaries. In all cases single and multiple bubble dynamics were considered. Whenever possible comparison was made with existing experimental evidence or with small scale experiments conducted in parallel at DYNAFLOW. Specific areas which we have addressed are:

- Interaction between multiple bubbles (cloud cavitation)
- Influence of shear and vortical flows on single and multiple bubbles (cavitation inception in boundary layers and trailing vortices)
- The description of large bubble deformation near a submerged body (bubble dynamics near head forms, also applicable to underwater explosion bubble dynamics)
- Development of an asymptotic model of a cavitating bubbly flow.
- Bubble capture and behavior in a vortex flow (bubble capture, cavitation, and vortex flow modification)


## c. 1 Bubbles in vortex line-flow

## c.1.1 Bubble capture and deformation in a line vortex flow

To study bubble capture and interaction with the viscous flow field of a vortex line or a vortex ring, a model where the interaction is restricted to the constraint that no additional vorticity is generated by the bubble dynamics led to the following results:

1. Criteria for bubble capture, and for large bubble deformations during bubble interaction with a vortex line flow were obtained.
2. Two key parameters on the bubble / vortex interaction appear to be the ratio between bubble size and "viscous core" size, and the ratio between ambient pressure and the pressure drop at the vortex center due to the circulation in the vortex.
3. Prior to bubble capture by the vortex and its centering on the vortex axis, the strongest shear effects on the bubble occur in the region close the vortex core edge.
4. During strong bubble dynamics (as in cavitation inception conditions) bubble deviation from spherical shape during bubble growth can be very significant, leading eventually to jet formation and bubble splitting, and thus to sound emission very close to the inception region.
5. In strong vortices, such as in a tip vortex, deviation from sphericity occurs even for the smallest conceivable bubble sizes.
6. Once the bubble is on the axis, it tends to elongate significantly if the ratio between its characteristic size and the viscous core radius is large. It then tends to subdivide into a string of elongated bubbles along the axis.
7. The model was extended to the case of multiple bubbles in the vortex flow, and was able to capture both inter-bubble and bubble-flow interactions.

## Extension to a two-phase flow field

With a view towards large scale bubble flow simulations, the above approach was implemented in an asymptotic approach which has the advantage of being much less constraining computationally both on time and memory, at the expense of restraining solutions to small bubble deformations. The method of matched asymptotic expansions was used, the small parameter $\varepsilon$ in these expansions being the ratio of the original bubble radius and the distance between the bubble and the nearest line vortex. Analytical developments up to and including $O\left(\varepsilon^{2}\right)$ were made. The results were then expressed in terms of a series of ordinary differential equations (in time) for the coefficients of the bubble shape function (in terms of spherical harmonics).

## Experimental validation

A series of experiments on the interaction of spark generated bubbles and cavitating and noncavitating vortex rings was performed in order to confront the codes. A vortex ring was generated in a Plexiglas chamber maintained at pressures below the ambient. A spark generated bubble was formed at various distances away from the ring, and high speed movies, video recordings and transient pressures in the liquid were recorded. A series of numerical simulations were also performed with the BEM program in the same conditions and showed better than expected
agreement with the experiment despite the modeling assumptions of inviscid liquid away from a thin viscous core, and despite neglect of vortex ring behavior modification due to the presence of the bubble.

## c.1.2 Elongated bubble full interaction with a viscous line vortex flow

As a first step towards a full bubble / viscous flow interaction study, the following simplified problem of cavitation inception in a line vortex was addressed. The dynamics of an infinitely elongated (cylindrical) bubble was considered in a vortex line flow field. The Navier Stokes equations were then solved in this axisymmetric two-dimensional case. The bubble dynamics was obtained in terms of a second order differential equation, similar to the Rayleigh Plesset, but which is restricted to a cylindrical geometry, and contains a term which is an integral of the angular velocities in the flow. This term constitutes the coupling with the viscous flow. The viscous flow is then obtained, using a finite difference scheme, by resolution of a diffusion equation (reduced NS equations) whose coefficients depend on the bubble characteristics. The results of this study are as follows:

1. Starting from an imposed Rankine vortex flow field (sharp change in the slope of the velocity profile, $\partial u_{0} / \partial r$, between the viscous and the inviscid parts), one observes that a smoother profile is rapidly established.
2. The position, $r_{c}$, and the amplitude of maximum tangential velocity, $u_{\theta \text { max }}$, strongly depend on the bubble dynamics:

- $r_{c}$ increases during the bubble growth and significantly decreases during collapse.
- $u_{\theta_{\max }}$ decreases during the bubble growth, and significantly increases during collapse.

3. Vorticity concentrates near the axis, stretches during bubble collapse, and decays and diffuses with time and during bubble growth due to viscous diffusion.
4. This results in a moderated bubble collapse and growth (compared to the idealized case where the viscous basic flow is assumed independent of time) when viscous effects are fully accounted for in the bubble/flow interactions.

## c. 2 Bubble behavior in a shear layer near a flat plate

## c.2.1 Asymptotic Analysis

During this contract we have studied bubbles in shear flows by means of the method of matched asymptotic expansions, and by means of BEM simulations. A treatment of the behavior of a bubble in a general potential flow was developed, under the assumption that the bubble size was smaller than the characteristic length scale associated with the external flow. Equations up to and including the $O\left(\epsilon^{2}\right)$ were developed.

The resulting equations were then specialized for the case of the flow past a semi-infinite bluff body (the Schiebe half body). The equations obtained were then integrated, and showed some interesting features. The formation of the reentrant jet was shown to be due to both a combination of the presence of the wall and of the shear flow. In fact, the presence of the wall (in terms of an image of the bubble) does not appear but at order $\varepsilon^{\mathbf{2}}$, the main effect of the wall at the leading order being its imposition of a shear velocity field.

## c.2.2 Numrical Simulation

A systematic numerical study of bubble behavior near a flat plate was conducted, using high definition bubble discretization. This showed interesting results on bubble behavior during its growth and collapse near a wall. For an increasing ratio, $\tau$, between the shear flow velocity at the bubble center level (shear flow is zero at wall and increases linearly away from it) and the bubble characteristic Rayleigl velocity the following is observed:

1. For increased values of $\tau$, the bubble deforms and elongates more and more during its growth.
2. For small values of $\tau$, the re-entering jet deviates from the perpendicular direction to the plate with increasing values of $\tau$.
3. For larger values of $\tau$, the re-entering jet formation is totally modified and the bubble tends to cut itself into two bubbles.
4. An interesting lifting effect is observed with increasing values of $\tau$. The bubble centroid is seen to move further and further away from the wall with increasing values of $\tau$. This is probably due to an interaction between the wall shear flow and the effective rotation of the bubble with time.

## c. 3 Multiple Bubble Dynamics

The focus of our study on multiple bubble dynamics has been both computational and analytical. The computational part of the study involved the simulation of various multiple bubble dynamics problems. Full simulations of clouds subject to step changes in the pressure were performed. The BEM simulations were compared with the predictions of an analytical treatment based on the method of matched asymptotic expansions, with the small parameter chosen to be the ratio of characteristic bubble size and characteristic inter-bubble distance. As would be expected, the two methods predict similar solutions for small values of $\varepsilon$, but diverge when the value of $\varepsilon$ is increased. These comparisons serve to provide a means of mutual validation of the analytical technique and the numerical algorithm. A series of numerical experiments were then performed to bring out various features of the dynamics of bubbles. The following conclusions were brought out.

1. Multibubble effects result in a cumulative pressure build-up.
2. Pressure much higher than due to summation of the pressures due to the individual bubbles are obtained. However, overestimates of these pressures are obtained with the asymptotic approach.
3. While growth of a cloud of very close bubbles does not deviate much from the case of weak interactions, collapse of a cloud proceeds in a very directive way. Bubbles on the outer shell of a cloud collapse first, leading to a propagation of the collapse front towards the inside of the cloud.
4. Most striking are screening influences of the bubbles - outer members of the cloud respond in a manner markedly different from the ones on the inside of the cloud.

An asymptotic analysis was also performed to study the effect of compressibility on the dynamics of a bubble cloud. This analysis, similar to that used by other workers to study single spherical bubble dynamics, replaces the Rayleigh-Plesset equation by a Keller-Herring (or other compressible equations). However, the analysis is complicated by the appearance of two small parameters - the Mach number and the ratio $\varepsilon$ of typical bubble size to inter bubble distance. Corrections due to the compressibility were obtained. The analysis was performed up to $\varepsilon^{3}$, and for the first order in Mach number.

## d A New BEM Technique for Study of Liquid-Liquid Impact

While the BEM programs developed during the conduct of this study are much more effcient than other methods used to simulate free surface problems, they suffered from a major breakdown when the bubble surface became multi-connected (penetration and touchdown of a re-entering jet). This affected for instance our simulations in the case of strong interactions between multiple bubbles. In this case, the validity of the simulation is controlled by the shortest period of the bubbles in the cloud. As soon as the shape of that bubble becomes multiconnected the method fails and the computation stops. Thus a key extension of the simulations, is determining the bubble dynamics beyond the point where bubble splitting, or reentrant jet penetration and touch-down occurs. This is also interesting because the collapsing bubbles are themselves capable of forming vortical structures following the non spherical collapse. This issue is one of both practical and theoretical significance. Practically, these structures appear to be associated with cavitation damage. Fundamentally, this highlights a mechanism by which a flow that starts off being potential is later on able to develop vorticity by the collapse of various pieces of the boundary onto each other.

Equations for the further flow were developed. The key feature of the methods is that the surfaces formed by the touching parts of the bubble are treated as material vortex sheets. This enables us to treat the problem with the boundary element method. A BEM program capable of simulating bubble collapse past the touchdown point for axisymmetric geometries was developed. This technique is presently being implemented in the 3-D code.

## e BEM algorithm improvement for free-surface flow

Since the BEM programs developed deal essentially with the large deformation of free surfaces (here mainly bubble interfaces), these same codes can be used after some adjustments to more conventional free surface flows. During this contract, we applied these technique to study high velocity jets that develop from the movement of a free surface suddenly generated when the bottom of an empty cylinder open at both end is suddenly raised from the bottom of a container full of water. The results correlated reasonably well with those observed experimentally using high speed photography. Similarly, the flow due to a droplet impact on a free surface and to bubble dynamics below a free surface were studied in small students projects.

## f Conclusions and Future Plans

The above described work forms the basis of our on-going develspment of a powerful free surface large nonlinear motion codes including vortical effects and two-phase flows. By combining all the various tools described above, a large simulation code to run on supercomputers or parallel machines is now conceivable. Most of the fundamental issues have been worked out under this contract and other IR\&D parallel efforts. Similarly, we are presently coupling a Vortex Element Method with the BEM codes described above to study vortical flows / bubbly flows interactions. We are also coupling our BEM code with a finite element (shell) method provided by Laurence Livermore National Laboratories to study fluid structure interaction. We hope to be able to achieve such a useful tool in the near future, in order to take advantage of the ever-improving hardware computational capabilities.
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# BUBBLE DYNAMICS AND CAVITATION INCEPTION IN NON-UNIFORM FLOW FIELDS 

Georges L. Chahine<br>Dynaflow, inc.<br>7210 Pindell School Road<br>Fulton, Maryland 20759


#### Abstract

The study of cavitation inception in non-uniform flow fields requires comples and sophisticated meth. ods. These need to account for the interaction between the nuclei and the underlying flow, often in the neighborhood of walls, in shear layers, in separated regions, and in turbulent fow fields. This paper describes our contributions towards the development - of techniques for the study of fully SD bubble/bubble and bubble/flow interections. With the advent of fast and affordable computers such techniques have become more and more practicel, and can be effectively used as tools for the description of large scale bubble/vortical flow field interaction simulations.


## INTRODUCTION

In order to achieve a cavitation free design of a submerged body such as a propeller, or to test a scale model in a laboratory environment, it is necessary to establish criteria for cavitation inception and to define scaling parameters between models and full scale. The traditional cavitation number based on the engineoring definition of cavitation inception: a liguid flow esperiences cevitation if the local presoure drops below the liquid vepor pressure is obviously not always adequate. A large number of studies over the years have aimed to replace this criterion with a more adequate one based on apherical bubble dynamics, following introduction of the concept of critical pressure to replace vapor pressure. In fact, cavitation very seldom occurs under the format of spherical bubble growth and collapee. Cavitation inception appears in several form [1, 2], the most recognised being :
(a) Explosive growth of individual bubbles,
(b) Sudden appearance of transient cavities or "flashes" on boundaries,
(c) Sudden appearance of attached partial cavities, or sheet cavities,
(d) Explosive growth of bubble clouc. and attached cavities or a vibrating surface.
(e) Sudden appearance of rotating filaments, or vortex cavitation.

Upon further scrutiny, all of these forms can be related to the exploaive growth of pre-esisting nuc :i in the liquid when subjected to pressure drops generated by various forms of local pressure disturbances. These are either acoustically imposed pressure variations, uniform pressure drops due to local liquid accelerations, or strongly non-uniform pressure fields due to streamwise or transverse large vortical structures. The presence of nuclei or weak spots in the liquid is therefore, essential for cavitation inception to occur. Indeed, a pure liquid free of nuclei can sustain very large tensions, in the hundreds of atmospheres, before a cavity can be generated through separation of the liquid molecules. Any fundamental analysis of cavitation inception has to start from the observation that, any real liquid contains nuclei which when subjected to variations in the local ambiont premure will respond dynamically by occillating and eventually growing esplosively (i.e. cavitate).

In most real flow conditions which involve nonuniform flow fields the conditions leading to cavitation inception involve subjection of the cavitation nuclei not only to significant pressure drops, but also to equally significant presture and/or velocity gradients. The spherical model, despite all the help it han provided over the years, fails to address these conditions because it acoumes that the bubble for lowa the flow, and that its sise remains smaller than the length scales of the presure and velocity fluctuntions. However, detailed and precise observations of fiow fields in even the most simplified flow conditions (hemispherical body, simple two-dimensional bisden, linear tip vortices, vortex rings, submerged jets, etc.) show that the velocity and premure fluctuations in these flow fields are on the scale of strong eddies of the same size as the microbubbles present in the liquid. These observations gain further importance
when one notices that all laboratory scale model experiments are inevitably done under conditions in which the eddies and the bubbles are not scaled in the same proportions (if bubbles are scaled at all). The study of bubble dynamics in non-uniform flow fields then stands out as being as fundamental and important as spherical bubbles have been for the past decades.

In this paper we describe our efforts towards the understanding of this problem and complement our contribution at the previous symposium [3]. To do so we consider three fundamental problems of relevance to real flow field configurations: 1. bubble dynamics in the boundary layer of a flat wall, 2. bubble dynamics in the boundary layer of a hesd-form, and 3. Bubble dynamics in a vortical flow field. This should enable one to deduce criteria for cavitation inception accounting for large bubble deformation and splitting. In addition, in the case of the bubble dynamics in a vortex flow, we present schemes to model flow modification by the bubble dynamics.

## SOLUTION METHOD

One of the numerical methods that has proven to be very efficient in solving the types of free boundary problems associated with bubble dynamics is the Boundary Element Method. Several investigators $[4,5,6,7]$ used this method in the solution of axisymmetric problems of bubble growth and collapse near boundaries. This method was extended to three-dimensional bubble dynamics problems by Chahine et al. [8,9]. We describe here the model, then apply it to various cases of bubbles in a vortical flow. More analytical methods such as those we presented at the previous ONR Symposium [3], give very good insight into the dynamics but are limited to small bubble/flow field interactions.

## Statement of the problem

Let us consider the dynamics of bubbles oscillating in a non-uniform flow field ("basic flow") of velocity $V_{\text {. that }}$ is known (or determined by the problem solution) and which satisfies the incompressible Navier Stokes equations:

$$
\begin{equation*}
\frac{\partial V_{0}}{\partial t}+V_{0} \cdot \nabla V_{0}=-\frac{1}{\rho} \nabla P_{0}+\nu \nabla^{2} V_{0} \tag{1}
\end{equation*}
$$

Without any additional assumptions, in the presence of oscillating bubbles the resulting velocity field, given by $\mathbf{V}$, also satisfies the incompressible Navier Stokes equation:

$$
\begin{equation*}
\frac{\partial V}{\partial t}+V \cdot \nabla V=-\frac{1}{\rho} \nabla P+\nu \nabla^{2} V \tag{2}
\end{equation*}
$$

Let us then define the bubble flow velocity and pressure variables, $V_{b}$ and $P_{b}$, as follows:

$$
\begin{equation*}
\mathrm{V}_{\mathrm{b}}=\mathrm{V}-\mathrm{V}_{0}, \quad P_{\mathrm{b}}=P-P_{0} \tag{3}
\end{equation*}
$$

We now consider the case where, because we are interested in cavitation bubbles with high but subsonic bubble wall velocities, the "bubble flow" field is potential.

$$
\begin{equation*}
\mathbf{V}_{b}=\nabla \Phi_{b}, \quad \nabla^{2} \Phi_{b}=0 \tag{4}
\end{equation*}
$$

We now subtract (1) from (2) accounting for (4) to obtain

$$
\begin{gather*}
\nabla \Psi=V_{b} \times\left(\nabla \times \mathbf{V}_{0}\right)  \tag{5}\\
\Psi=\frac{\partial \Phi_{b}}{\partial t}+\frac{1}{2}\left|\mathbf{V}_{b}\right|^{2}+V_{o} \cdot V_{b}+\frac{P_{b}}{\rho} \tag{6}
\end{gather*}
$$

This equation, once integrated, is to replace the classical unsteady Bernoulli equation.

The assumption of potential "bubble flow" may imply that no new vorticity can be generated by the bubble behavior with the chosen model. However, if we allow the basic flow to interact with the bubble dynamics and be modified by it in a unrestricted and rotational manner, as done later below, we can recover generation and modification of vorticity by the presence and dynamics of the bubble.

For the particular cases considered in this paper, the following integrations can be made. In the case of a flat wall boundary layer flow such that all velocity vectors are parallel to the wall, and depend only on the distance to the wall, $\mathrm{V}_{0}=f(z) \cdot e_{5}$, where $e_{5}$ is the unit vector in the fiow direction, and $e_{z}$ is the unit vector in the direction perpendicular to the wall, Equation (6) becomes:

$$
\begin{equation*}
\Phi=\text { constant in the } e_{y} \text { direction. } \tag{7}
\end{equation*}
$$

For the case where the basic flow field is compoeed of linear vortices of axis direction, $e_{2}, \mathbf{V}_{0}=V_{0} . e_{0}$, with $V_{0}$ the tangential velocity, Equation (6) becomes:

$$
\begin{equation*}
\Phi=\text { constant in the } e_{z} \text { direction } \tag{8}
\end{equation*}
$$

## Bubble Flow Equations

As stated above, we consider the cases where the presence of bubbles in the flow has significant effects, that is cases where bubble volume variations are not negligible. This implies large but subsonic bubble wall velocities. Therefore, we consider a bubble flow that is potential.

The solution must satisfy initial conditions and boundary conditions at infinity, at the bubbles wals and at the boundaries of any nearby bodies. At all moving or fixed surfaces (such as a bubble surface or a nearby boundary) an identity between fluid velocities normal to the boundary and the normal velocity of the boundary itself is to be satiefied:

$$
\begin{equation*}
\nabla \Phi_{b} \cdot \mathbf{n}=\mathbf{V}_{\mathbf{s}} \cdot \mathbf{n}, \tag{9}
\end{equation*}
$$

where n is the local unit vector normal to the bubble surface and $\mathbf{V}_{\mathbf{s}}$ is the local velocity vector of the moving surface.

The bubble is assumed to contain noncondensible gas of partial pressure, $P_{g}$, and vapor of the surrounding liquid of partial pressure, $P_{v}$. Vaporization of the liquid occurs at a fast enough rate so that the vapor pressure may be assumed to remain constant throughout the simulation and equal to the equilibrium vapor pressure at the liquid ambient temperature. In contrast, since time scales associated with gas diffusion are very large, the amount of noncondensible gas inside the bubbles remains constant and the gas pressure is assumed to satisfy the polytropic relation,

$$
\begin{equation*}
P_{g} \nu^{k}=\text { constant } \tag{10}
\end{equation*}
$$

where $V$ is the bubble volume and $k$ the polytropic constant, with $k=1$ for isothermal behavior and $k=c_{p} / c_{p}$ for adiabatic conditions.

The pressure in the liquid at the bubble surface, $P_{\text {L }}$, is obtained at any time from the following pressuze balance equation:

$$
\begin{equation*}
P_{L}=P_{v}+P_{g 0}\left(\frac{\nu_{0}}{V}\right)^{k}-C_{\gamma}, \tag{11}
\end{equation*}
$$

where $P_{s 0}$ and $\nu_{o}$ are the initial gas pressure and volume respectively, $\gamma$ is the surface tension, $\mathcal{C}$ is the local curvature of the bubble, and $\mathcal{V}$ is the instantaneous value of the bubble volume. In the numerical procedure $P_{g o}$ and $\nu_{0}$ are given quantities at $t=0$.

## 3-D Boundary Integral Method

In order to render possible the simulation of single or multiple bubble behavior in complex geometry and flow configurations including the full non-linear boundary conditions, a three-dimensional Boundary Element Method was developed and implemented $[8,9,10,11]$. This method was chosen because of its computational efficiency. By considering only the boundaries of the fluid domain it reduces the dimension of the problem by one. This method provides a solution of the Laplace equation (4) in terms of Green's equation, which provides $\Phi_{f}$ anywhere in
the domain of the fluid (field points $P$ ) if the volocity potential, $\$_{1}$, and its normal derivatives are known on the fluid boundaries (points M),

$$
\begin{equation*}
\int_{z}\left[\frac{-\partial \Phi_{b}}{\partial n} \frac{1}{|M P|}+\Phi_{b} \frac{\partial}{\partial n} \frac{1}{|M P|}\right] d s=\Omega \Phi_{b}^{P}, \tag{12}
\end{equation*}
$$

where $\Omega$ is the solid angle under which $P$ sees the fluid. $\Omega=4 \pi$ if $P$ is a point in the fluid; $\Omega=2 \pi$ if $P$ is a point on a smooth surface, and $\Omega<4 \pi$ if $P$ is a point at a sharp corner of the surface.

If the field point is selected to be on the surface of any of the bubbles or on the surface of the nearby boundaries, then a closed set of equations can be obtained and used at each time step to solve for values of $\partial \Phi_{b} / \partial n$ (or $\Phi_{b}$ ) assuming that all values of $\Phi_{b}$ (or $\partial \phi_{b} / \partial n$ ) are known at the preceding step.

## Discretization

To solve Equation (12) numerically, it is necessary to discretize each bubble into panels, perform the integration over each panel, and then sum up the concributions to complete the integration over the entire bubble surface. To do this, the initially spherical bubbles are discretized into geodesic shapes using flat, triangular panels. To evaluate the integrals over any particular panel, a linear variation of the potential and its normal derivative over this panel is assumed. In this manner, both $\Phi_{b}$ and $\delta \Phi_{b} / \partial n$ are continuous over the bubble surface, and are expressed as a function of the values at the three nodes which delimit a particular panel.

Equation (12) then becomes a set of $N$ equations ( $N$ is the number of discretization nodes) of index $i$ of the type:

$$
\begin{equation*}
\sum_{j=1}^{N} A_{i j} \frac{\partial \Phi_{b, j}}{\partial n}=\sum_{j=1}^{N} B_{i j} \Phi_{b, j}-\Omega \Phi_{b, i} \tag{13}
\end{equation*}
$$

where the matrices $A_{i j}$ and $B_{i j}$ are the discrete equivalent of the integrals in (12).

## Curvature and tangential velocity computations

In order to proceed with the computation of the bubble dynamics several quantities appearing in the above boundary conditions need to be evaluated at each time step. The bubble volume presents no particular difficulty, while the unit normal vector, the local surface curvature, and the local tangential velocity at the bubble interface need further development. In order to compute the curvature of the bubble surface, a three-dimensional local bubble surface
fit, $f(x, y, z)=0$, is first computed. The unit normal at a node can then be expressed as:

$$
\begin{equation*}
\mathbf{n}= \pm \frac{\nabla f}{|\nabla f|^{\prime}} \tag{14}
\end{equation*}
$$

with the appropriate sign chosen to insure that the normals are always directed towards the fluid. The local curvature is then computed using

$$
\begin{equation*}
c=\nabla \cdot \mathbf{n} . \tag{15}
\end{equation*}
$$

To obtain the total fluid velocity at any point on the surface of the bubble, the tangential velocity, $\mathbf{V}_{\mathbf{t}}$, must be computed at each node in addition to the normal velocity, $\mathbf{V}_{n}=\partial \Phi_{b} / \partial n \mathrm{n}$. This is also done using a local surface fit to the velocity potential, $\Phi_{1}=h(x, y, z)$. Taking the gradient of this function at the considered node, and eliminating any normal component of velocity appearing in this gradient gives a good approximation for $\mathrm{V}_{\mathrm{t}}$ :

$$
\begin{equation*}
\mathbf{V}_{\mathbf{t}}=\mathbf{n} \times\left(\nabla \Phi_{l} \times \mathbf{n}\right) \tag{16}
\end{equation*}
$$

## Time stepping

The basic procedure can then be summarized as follows. With the problem initialized and the velocity potential known over the surface of the bubble, an updated value of $\partial \Phi_{b} / \partial n$ can be obtained by performing the integrations in (12) and solving the corresponding matrix equation (13). $D \Phi_{b} / D t$ is then computed using the "modified" Bernoulli equation (7) or (8). Using an appropriate time step all values of $\Phi_{b}$ on the bubble surface can then be updated using $\Phi_{b}$ at the preceding time step and,

$$
\begin{equation*}
\frac{D \Phi_{b}}{D t}=\frac{\partial \Phi_{b}}{\partial t}+\left(\frac{\partial \Phi_{b}}{\partial n} n+V_{t}\right) \cdot \nabla \Phi_{b} . \tag{17}
\end{equation*}
$$

In the results presented below the time step, $d t$, is based on the ratio between the length of the smallest panel side, $l_{\text {min }}$ and the largest node velocity, $V_{\text {max }}$. This choice linits the motion of any node to a fraction of the smallest panel side. It has the great advantage of constantly adapting the time step, by refining it at the end of the collapse - where $I_{\text {min }}$ becomes very small and $V_{\text {max }}$ very large - and by increasing it during the slow bubble size variation period. New coordinate positions of the nodes are then obtained using the displacement:

$$
\begin{equation*}
d M=\left(\frac{\partial \Phi_{b}}{\partial n} n+V_{t} e_{t}+V_{0}\right) d t \tag{18}
\end{equation*}
$$

where $n$ and $e_{t}$ are the unit normal and tangential vectors. This time stepping procedure is repeated


Figure 1: Influence of a linear shear velocity on the collapse of a bubble near a solid wall. $V_{\text {shear }}$ is normalized with the Rayieigh velocity $\sqrt{(\Delta P / \rho)}$.
throughout the bubble growth and collapse, resulting in a shape history of the bubble.

The developed code and method were validated using comparisons with known results in the literature for spherical or axisymmetric bubble configurations. Convergence of the 2-D and 3-D model were then established for cases of interest using increased numbers of grid points. Such detailed comparisons can be found in [12].

## bUBBLE COLLAPSE NEAR A flat WALL IN A SHEAR FLOW

In most previously published studies of bubble dynamics near solid walls, the wall was considered rigid and infinite, and the liquid quiescent in the absence of the bubble. The only asymmetry in the problem is then due to the presence of the infinite wall, and the bubble behaves axisymetrically. In this case. the bubble forms a reentering jet perpendicular to the plate during the collapse phase. Such a model has been extensively used by many authors both for experimental and analytical/numerical studies mainly aimed at studying erosion due to cavitation bubbles, and was justified in the absence of more advanced techniques. It is however, obvious that this configuration is rarely encountered in practical cavitating flow fields.

Figure 1 shows the results obtained with a relatively simple model for the wall flow using our BEM code 3DynaFS. The velocity is assumed to vary linearly from a value, $V_{\text {shear }}$ at a distance $R_{\text {mas }}$ from the wall to zero at the wall. The "basic" pressure. $P_{\text {amb }}$, is assumed constant across the shear layer and is an input of the froblem as is the initial gas
pressure inside the bubble, $P_{\text {gu }}$. The bubble center is located at a distance $L$ from the wall. The bubble behavior strongly depends on the paramoter, $\epsilon=R_{\text {mes }} / L$, characterizing wall proximity, and on a shear parameter, $X$, ratio between the shear velocity, Vanear, and a characteristic bubble dynamics velocity: $x=V_{\text {shear }} / \sqrt{\Delta P / \rho}$.

Figure 1 shows selected bubble contours of the bubble during its growth and collapse. These are cross cuts of the 3-D bubble shapes obtained along the plane of symmetry (perpendicular to the wall and parallel to the flow direction). The presence of shear is clearly apparent during the bubble growth: downstream bubble points move away from the initial bubble center much faster than upstream points. This follows the simple intuitive reasoning that each point on the bubble surface moves with a velocity composed of the velocity it would have in absence of shear plus the local velocity of the "basic flow". For instance the farthest upstream bubble points sees its undisturbed growth velocities increased by $V_{\text {shear }}$ while the farthest downstream point has its velocity decreased by $V_{\text {shear }}$. The opposite is true during the collapse phase. As can be seen by comparing the various cases of increasing $\chi$ in Figure 1 "stretching" of the bubble in the flow direction increases with the shear intensity.

During the bubble collapse an even more significant effect of the presence of shear on the bubble dynamics can be seen. The formation and development of the reentering jet seems to be very dramatically modified. Even when the shear velocity is very small, the jet is very much delayed and weakened in comparison with the case of the absence of shear. Let us note that in the absence of a "basic flow" the jet is directed towards the wall, and that in the other extreme case, i.e. no wall and uniform flow, the reentering jet is directed upstream. For a finite value of $\chi$ one would expect a jet angled towards the wall and upstream.

For increased values of $\chi$, the bubble deformation and elongation is enhanced during the growth. During collapse for small values of $\chi$, the re-entering jet is deviated for increasing values of $\chi$ from the perpendicular to the plate. For larger values of $\chi$, the re-entering jet formation is totally modified and the bubble tends to cut itself into two bubbles. In addition, an interesting lifting effect is observed. The bubble centroid is seen to move further and further away from the wall with increasing values of $\chi$. This is probably due to an interaction between the wall shear flow and the bubble rotation.


Figure 2: The hemispherical Rankine body shape used in the simulations and the corresponding pressure coefficient, $c_{p}$, distribution.

## BUBBLE DYNAMICS NEAR A HEMISPFIERICAL BODY

Cavitation on hemispherical bodies has been studied for a long time. The Schiebe body for instance has been used in various laboratories for studying cavitation scaling effects. Hore recently, an extensive program for the study of cavitation inception for various Schiebe body sizes was conducted at Caltech and in the Large Cavitation Tunnel (LCC) in Memphis [13, 14]. Very interesting observations of bubble behavior on these headforms were made. These observations indicated strong interaction between the bubbles and the boundary layer on the headform. Large deviations from spherical bubble shapes were observed, including bubble splitting and breakup, formation of a weak reentering jet during bubble growth, and formation of long 'secondary cavitation' or a trail behind the bubble. We present in this section a numerical simulation of these effects using the methods deacribed above. The objective here is not to reproduce all the characteristics of the experimental studies, but to observe which characteristics can be captured by the present solution method.

To do so, the flow field around the Schiebe body was simulated using a very elongated Rankine oval closed body. Figure 2 shows the hemispherical body shape and the corresponding pressure distribution aloug the body. One can clearly observe the presence of a very sharp pressure drop at the upatream body at location $x / L=0.05$, followed by a pressure rise which is maintained until the downstream location, $x / L=.95$, where a second symmetric pressure drop is present. The "basic flow" for the problem here is defined as that due to the superposition of


Figure 3: Simulation of the behavior of a bubble near a hemispherical Rankine body shape showing formation of indentation and trail.
a uniform flow, $V_{\infty}$, and two sources of intensity $Q$. To maintain the body shape for various values of the uniform flow velocity, the ratio $V_{\infty} / Q$ was maintained constant. In order to account for the presence of a boundary layer on the body, this inviscid flow field was modified arbitrarily in the neighborhood of the hemispherical body shape, in such a way that the velocity was decreased linearly to zero on the body.

In the following figures, the selected Rankine body had a radius of 4 inches, and a length of 55 inches. In the simulations we have conducted the bubble sizes were varied from 10 to $1000 \mu \mathrm{~m}$, and the flow velocities from 0 to $20 \mathrm{~m} / \mathrm{s}$. The cases presented here are selected because they reproduce many of the characteristics of the experimental observations in [13, 14]. Figure 3 shows bubble contours at various times, and illustrates clearly several key experimental observations: the formation of an indentation on the bubble top while the bubble is being convected downstream by the hemispherical body, the formation of a wedge shape on the downstream portion of the bubble, the lifting of this portion of the bubble from the wall, and the formation of a 'trail' behind the bubble during its motion.

The indentation appears due to the opposing effects on the upstream bubble portion of the basic flow and the bubble growth velocity. This bubble portion moves away the least from the initial bubble center. With time due to the presence of the shear, as in the flat wall case, this bubble region rolls away from the body into the flow direction and, then, encounters a pressure rise which enhances the motion of the indentation towards the body wall. On the other hand, the bubble points that penetrate the


Figure 4: Bubble behavior in the boundary layer of a cambered lifting surface showing the formation of a long trail behind the bubble (from [15])
simulated 'boundary layer' of the body, find themselves quasi-trapped in that laver. As a result, these points lag behind the rest of the bubble and a bubble 'trail' appears. With the simple model used here, this trail differs from that in the experiments by the fact that it issues from the center part of the bubble and not from its side. This could also be a scaling effect, in the sense of differing ratios between the bubble and the body sizes. Figure 4 taken from observations on a lifting surface [15] shows a trail which resembles very much those obtained by the present numerical simulations.

Figure 5 shows the case of a bubble where the rolling motion of the bubble points is not strong enough for the reentering point to relocate itself above the wall. Instead, the indentation occurs early on in the downstream portion of the bubble leading to a fission of the bubble and the formation of a long trail.

Figure 6 shows the case where fission of the front of the bubble is very obvious. This case resembles very much to the experimental observations, and precedes bubble collapse and rebound.

## BUBBLE /VORTEX INTERACTIONS

A fundamental aspect of cavitation in turbulent flows, and in boundary and shear layer flows concerns the interaction between bubbles and vortices. A simple example is that of a 'tip vortex' cavitation on propellers and three-dimensional airfoils. The interaction between bubbles and vortex flows is in fact of relevance to several fluid engineering problems involving submerged jets. flows behind constrictions and orifices, in wakes and in separated flow areas.


Figure 5: 3-D view of the bubble shape near a hemispherical Rankine body shape after formation of a trail.


Figure 6: Bubble end splitting near a hemispherical Rankine body shape.

## Mechanistic Description

When a bubble approaches a region of high vorticity in a liquid, it is accelerated towards the center of rotation due to the highly asymmetric pressure field. On its path the bubble experiences a decreasing ambient pressure which leads to an increase in its volume. Simultaneously, since the non uniformity of the pressure field increases with proximity to the vortex axis, bubble shape deformation increases.

Over the last decade several investigators have addressed the phenomenon of bubble capture by a vortex $[16,18,19]$. These studies made the simplifying assumption that the bubble, even though able to undergo volume changes. remains spherical. In addition, the type of interactions the $\mathfrak{y}$ considered was one-sided, since they did not consider vortex flow modification by the presence and behavior of the bubble. More recently we considered a broader approach where bubble deformation and motion were coupled while neglecting flow field modification by the bubble presence [ 10.20 !. This study showed that the pressure gradient across the bubble can lead to significant departure from bubble spbericity, and led to the suggestion that the deformation and later splitting of the bubble during its motion towards the vortex center is, in addition to its volume change, a main source of noise in tip vortex cavitation. This appears to explain the reason for the location of tip vortex noise at cavitation inception very close to the blade [22], and is in agreement with recent observarions by [23] about bubble capture in tip vortex cavitation.

One can distinguish three phases in the interactive dynamics of bubbles and vortices: a) bubble capcure by the vortex, b) interaction between the vortex and the bubble, c) dynamics of bubbles elongated only on the vortex axis. We consider these aspects below.

## Order of magnitude considerations

In order to discuss the probiem of bubble capture and behavior in a line vortex let us consider a Rankine vortex flow field. We define $\Gamma$ as the vortex line circulation, and $u$, the only non-zero velocity component. For distances $r$ smaller than $R_{e}$, the radius of the viscous core, the flow has a solid body rotation behavior while for distances $r$ larger than $R_{e}$ the flow behaves as an ideal inviscid irrotional vortex:

$$
\begin{equation*}
u_{\theta}=\frac{\Gamma r}{\overline{2}_{n}, \overline{2}_{c}^{2}}, \quad r \leq R_{e} ; \quad u_{\theta}=\frac{\Gamma}{2 \pi r} ; \quad r \geq R_{c} . \tag{19}
\end{equation*}
$$

For such a flow the pressure field. $p(r)$, is known. Its value and the corresponding pressure gradient are
given by the following normalized expreasions.

$$
\begin{array}{ll}
\vec{P}(\bar{r})=1-\Omega / \bar{r}^{2} ; \quad \delta \bar{p} / \partial \bar{r}=2 \Omega / \bar{r}^{3} ; & \bar{r} \geq 1, \\
\bar{p}(\bar{r})=1-\Omega\left(2-\bar{r}^{2}\right) ; \quad \partial \bar{p} / \partial \bar{r}=2 \Omega \bar{r} ; & \bar{r} \leq 1 \tag{20}
\end{array}
$$

with

$$
\begin{equation*}
\bar{F}=r / R_{e} ; \quad \bar{p}(\bar{r})=p(r) / p_{\infty} . \tag{21}
\end{equation*}
$$

The parameter, $\Omega$, defined as

$$
\begin{equation*}
\Omega=\frac{1}{2} \rho\left(\frac{\Gamma}{2 \pi R_{e}}\right)^{2} / p_{\infty}, \tag{22}
\end{equation*}
$$

characterizes the intensity of the pressure drop due to the rotation relative to the ambient pressure, $p_{\infty}$.

The pressure gradient steepens in the inviscid region when the viscous core is approached, achieves its maximum at $\bar{r}=1$, and levels off in the viscous core close to the vortex axis. In this pressure field, the bubble experiences a higher pressure on its right side than on its left side, the difference being greater the larger the bubble is. Similarly, the bubble is 'sheared', since fluid particles on the bubble/liquid interface experience different velocities. The type of shearing action depends on the position of the bubble relative to the viscous core/inviscid fluid boundary, $R_{c}$. If the bubble is fully immersed in the inviscid region of the flow, fluid particles on its left side will experience larger velocities, while if it is fully immersed in the solid body rotation region of the flow, fluid particles on its right side will experience larger velocities. The most complex situation is when the bubble is partly in the viscous core and partly in the inviscid region.

The degree of bubble shape deviation from sphericity is a function of the relative orders of magnitude of the pressure gradient, the bubble wall acceleration due to volume change, and surface tension forces. An evaluation of the bubble wall acceleration can be obtained from a characteristic bubble radius, $R_{b}$, and from the Rayleigh time, $\tau_{R}$, time needed for an empty bubble to collapse from its radius $R_{s}$ to 0 , under the influence of the pressure outside the bubble. If we take for characteristic outside local pressure the pressure at $r=R_{c}$, the characteristic bubble wall acceleration, $\boldsymbol{\gamma}_{\text {growth }}$, is :

$$
\begin{equation*}
\left.\gamma_{\text {growth }}\right|_{r=R_{0}} \simeq p_{\infty}(1-\Omega) / \rho R_{t} \tag{23}
\end{equation*}
$$

This value is to be compared with the acceleration force $\gamma_{g r a d i e n t ~ d u e ~ t o ~ t h e ~ p r e s s u r e ~ g r a d i e n t s ~}^{\text {g }}$ expressed in (20):

$$
\begin{equation*}
\left.\boldsymbol{\gamma}_{g r a d i o n t}\right|_{r=R_{e}} \simeq 2 \Omega p_{\infty_{\infty}} / \rho R_{c}, \tag{24}
\end{equation*}
$$

The ratio between these two accelerations is:

$$
\begin{equation*}
\left.\frac{\gamma_{\text {rradiont }}}{\gamma_{\text {growth }}}\right|_{r=R_{t}}=\frac{2 R_{\mathrm{t}}}{R_{e}} \cdot \frac{\Omega}{1-\Omega} \tag{25}
\end{equation*}
$$

This expression underlines the importance between the ratio of characteristic bubble size $R_{4}$, to viscous core size $R_{c}$. Keeping the surface tension parameter the same, the larger the ratio (25) is, the more important bubble deformation will be. This remark has important implications concerning scale effects where $R_{b}$ and $R_{c}$ do not increase in the same proportion between model and full scale, since in most practical cases bubble distributions and sizes are uncontrolled and typically cannot be scaled much, while sizes of the vortical regions depend on the selected geometry and velocity scales.

The ratio (25) is only an indication of the relative importance of bubble growth and slip forces at a given position. In fact the relative importance of these competing forces changes during the bubble capture process. For instance, the acceleration of the bubble toward the vortex axis increases with its proximity to the viscous core while the growth rate tends toward a constant value (decreasing pressure gradient). This indicates that strong deformation becomes predominant relative to volume change when either the bubble is very close to the axis or when $\Omega$ becomes large.

Another important physical factor which affects bubble shape is the surface tension. A normalized value of this pressure can be obtained as a ratio of the surface tension pressure and either the pressure difference between the inside and the outside of the bubble, or the amplitude of the variations of the local pressures (pressure gradients) around the bubble. The first number, $W_{e_{1}}$, is given by:

$$
\begin{equation*}
W_{a_{1}}=R_{b}\left[p_{i}-p_{\infty}(1-\Omega)\right] / \gamma, \tag{26}
\end{equation*}
$$

where $p_{i}$ is the pressure inside the bubble. The second number, $W_{a_{2}}$, is given by:

$$
\begin{equation*}
W_{a_{2}}=R_{b}(\partial p / \partial r) /\left(\gamma / R_{b}\right), \tag{27}
\end{equation*}
$$

which can be written for $r=R_{c}$ :

$$
\begin{equation*}
W_{c_{2}}=W_{\epsilon_{1}} \frac{2 \Omega}{p_{i} / p_{\infty}-(1-\Omega)} \frac{R_{b}}{R_{c}} . \tag{28}
\end{equation*}
$$

For small values of either of these two numbers, surface tension forces are predominant and prevent bubble distortion and deviation from sphericity. Expressions (28) shows that this is possible only if $\Omega$ is small and if $R_{4}$ is much smaller than $R_{e}$. Therefore, as for the discussion on the acceleration forces, one should expect larger bubble deformations for strong vortex circulations and large bubbles.

## Bubble capture by a vortex

Despite several significant contributions to the study of bubble capture by a vortex, to our knowledge no complete approach has yet been undertaken. The complexity of the full problem due to bubble deformation during its capture has led the various contributors to neglect one or several of the factors in play, and therefore to only investigate the influence of a limited set of parameters.

The order of magnitude of the bubble capture time by the vortex can be easily obtained $[16,17]$ if one considers, the case where the rate of change of the bubble volume is negligible relative to the other terms. In this case, the distance between the sphere center and the vortex center, $\zeta(t)$, is given by:

$$
\begin{equation*}
\bar{\zeta}(\bar{t}) \simeq \sqrt{1+\left(\bar{v}_{\theta 0}^{2}-3\right) \bar{t}^{2}} \leq \sqrt{1-3 \bar{t}^{2}}, \tag{29}
\end{equation*}
$$

where $\zeta$ is normalized with the initial bubble position, $\zeta_{0}$, time is normalized with $\left(2 \pi \zeta_{0}^{2} / \Gamma\right)$, and $\bar{v}_{\theta_{0}}$ is the initial bubble tangential velocity normalized by ( $\Gamma / 2 \pi \zeta_{0}$ ).

The capture time, $T_{c}$, for a bubble initially as rest in the fluid $\left(\overline{v_{\theta_{0}}}=0\right)$ is therefore of the order:

$$
\begin{equation*}
\bar{t}_{c} \simeq \sqrt{\frac{1}{3}} ; \quad \text { or } \quad T_{c} \simeq \frac{2 \pi \zeta_{o}^{3}}{\Gamma \sqrt{3}} \tag{30}
\end{equation*}
$$

In fact, for a sphere, only viscous friction forces are responsible for bubble entrainment with the flow. The characteristic time of viscous effects, or the time needed by the bubble to be entrained by the flow is

$$
\begin{equation*}
T_{\nu}=a_{o}^{2} / \nu \tag{31}
\end{equation*}
$$

The qualitative nature of the capture depends on the relative size between $T_{c}$ and $T_{y}$.

If $T_{c} \gg T_{\nu}$ the capture time is too long, viscous effects are predominant, and the bubble is entrained by the liquid and it swirls around the vortex while approaching the center very slowly.

If $T_{c} \ll T_{\nu}$ the opposite situation occurs. Viscous effects are very slow to take effect and the bubble is practically sucked into the vortex and moves towards its center almost in a purely radial fashion.

Finally, for $T_{c} \approx T_{\nu}$ entrainment by the liquid and attraction towards the center of the vortex occur on the same time scale. Therefore, the bubble approaches the axis in a spiral fashion.

The above reasoning allows one to define a "violent capture radius" around the vortex which is bubble radius dependent. A bubble of radius $a_{0}$ will be sucked in by the vortex if it is within the radial distance $R_{\text {captura }}$ :

$$
\begin{equation*}
R_{\text {eaplura }}=a_{0}\left(\frac{\Gamma \sqrt{3}}{2 \pi \nu}\right)^{\frac{1}{2}} . \tag{32}
\end{equation*}
$$

This implies for a tip vortex flow field, for instance, that only nuclei present in a small 'window' are rapidly attracted by the vortex and strongly interact with it, which explains difficulty in observing with some precision tip vortex cavitation inception events.

## Numerical Results: Large bubble growth

 rate, low surface tensionAs expected from the discussion presented above numerical simulations using the fully three-dimensional numerical code 3DynaFS reveal potential for strong bubble deformation during capture by a vortex. The numerical results indicate that this is the case for a very wide range of bubble sizes and initial values of the pressure difference between the inside and the outside of the bubble.

Figure 7 shows bubble behavior in the case where the ratio between the pressure inside the bubble and the ambient pressure is significantly large. $p_{i} / p_{\infty} \simeq 584$. This would be the case where the bubble in equilibrium in a high ambient pressure environment is suddenly subjected to the flow field of a vortex, as for instance when a propeller tip vortex suddenly captures a cavitation bubble [23, 24]. In a Cartesian system of coordinates, the bubble is initially centered at $(0,0,0)$, and the line vortex is parallel to the $Z$ axis, at $\bar{X}=X / R_{\text {max }}=2 R_{\text {mas }}$ is the maximum size the bubble would have if allowed to grow under the same pressure difference in an infinite medium). The core size is $4 R_{\text {max }}$. With this geometry the bubble center remains in the plane $Z=0$.

Figure ia gives a projected view of the bubble in the XOY plane at different instants. The observer is looking down on the XOY plane from very far on the Z axis. The bubble is seen spiraling around the vortex axis while approaching it. At the same time, due to the presence of the pressure gradient. the bubble strongly deforms and a reentering jet is formed directed towards the vortex axis, indicating the presence of a much larger dynamic pressure on the bubble side opposite to the vortex axis.

Figure it shows a projected view of the same bubble in the YOZ plane seen from the $O X$ axis. Here some moderate elongation of the bubble is observed along the axis of the vortex as well as a very distinct side view of the re-entrant jet. This result is totally contrary to the usually held belief that bubbles

## Projected view in plenc parallet to de vertex sxis



Figure 7: 3D bubble shapes at various times. Bubble initially at the origin of coordinate and vortex at $X=2 R_{\text {max }}$. $\Omega=0.474, o_{i} / p_{\infty}=584.3$, $R_{c} / R_{\text {max }}=4$. Projected view a) in the XOY plane; b) in the $X O Z$ plane.
constantly grow during their capture until they reach the axis and elongate along it.

Figure 8 shows in the XOY plane perpendicular to the vorsex axis the motion of two particular points on the bubble, $A$ and $B$, initially along $O Y$. Also shown is the motion of the midpoint, $C$. While $C$ seems to follows a path similar to the classical logarithmic spiral, $A$ and $B$ can follow more complicated paths, even moving away from the vortex axis at some point in cime for case (b) where the vortex axis was initially at $X=1$.

## Small growth rate and surface tension

Figure 9 considers the influence of bubble size on bubble behavior during the capture process. In all three cases shown in the figure a ratio between the pressures inside and outside the bubble equal to one is considered, $p_{i} / p_{\infty}=1$. In all cases, the viscous core radius is chosen to be $R_{c}=2.2 \mathrm{~mm}$, while the initial distance between the vortex conter and the center of each bubble is chosen to be $\zeta_{0} \simeq 1.5 R_{e}=3.2 \mathrm{~mm}$. The dimensions shown are normalized with the initial bubble radius for each case. The circulation in the vortex is chosen to correspond to a practical value for the case of a tip


Figure 8: Motion of points $A$ and $B$ initially on axis $O X$, and mid point $C$, versus times. $\Omega=0.4 \overline{1}$. $p_{i} / p_{\infty}=584.3, a_{c} / R_{\max }=4$. Vortex at a) $X=2 R_{\text {max }}$; b) $X=R_{\text {max }}$.
vortex behind a foil, such as in the experiments described in [23, 24], $\Gamma=0.152 \mathrm{~m}^{2} / \mathrm{s}$. Three bubble sizes are considered: $10 \mu \mathrm{~m} .100 \mu \mathrm{~m}$ and $1000 \mu \mathrm{~m}$. As expected, bubble deformation increases with the bubble size. The deformation is small for $a_{0}=10 \mu \mathrm{~m}$, becomes very significant for $a_{0}=100 \mu \mathrm{~m}$, and is extremely important for $a_{v}=1000 \mu \mathrm{~m}$. In all cases, the bubbles, while remaining in the inviscid region, are seen to be sheared very strongly by the flow. The smader bubbles appear to deform in the expected way in a shear flow. The larger bubble case ( $a_{v}=1000$ $\mu m$ ) shows extreme bubble elongation and wrapping around the viscous core region.


Figure 9: Bubble contours at various times. $\Gamma=0.1527 \mathrm{~m}^{2} / \mathrm{s}, p_{i}=p_{\infty}, a_{c}=2.2 \mathrm{~mm}$, vortex at $X=3.2 \mathrm{~mm}$, with $a_{v}=$ a) $10 \mu \mathrm{~m}$. b) $100 \mu \mathrm{~m}$. c) $1000 \mu \mathrm{~m}$.


Figure 10: Behavior of 5 bubbles in a vortex line flow - Contour shapes at various times. The vortex line is perpendicular to the page and centered on $Y=1.5 \mathrm{~mm} . R_{c}=2.2 \mathrm{~mm}, \Gamma=0.1573 \mathrm{~m}^{2} / \mathrm{s}$. $\Omega=0.872$. All bubbles have $a_{0}=100 \mu \mathrm{~m}$.

## Multiple Bubbles

One of the key question that one needs to address in the practical studies of bubble/vortical field interaction is how does a distribution of bubbles modify the flow field. In order to address such a problem the program 3DynaFS is being modified for effective implementation on a supercomputer. Indeed one of the difficulties of such a study is the required large number of discretization points which prevents significant runs on typical memory and speed limited computers. Some preliminary multibubble interactions were considered in [27, 26]

Figure 10 shows the case of a 5 -bubble configuration. This run has the advantage of including both vortex/bubble and bubble/bubble interactions. All five bubbles are chosen such that in absence of the vortex flow field, the pressures inside and outside each of them is the same and equal to 0.74 atm , $p_{i} / p_{\infty}=1$. The viscous core radius and the circulation are again chosen to be in the same ranges as those in the experiments deacribed in [23, 24]. The viscous core is chosen to be $R_{\mathrm{c}}=2.2 \mathrm{~mm}$, while $\Gamma=0.1573 \mathrm{~m}^{2} / \mathrm{s}, \Omega=0.872$. The initial bubble centers are selected to be on $O Y$ axis at $Y=0,2,3,4$ and 5 mm . The vortex line is parallel to $O X$ axis and is centered on $Y=1.5 \mathrm{~mm}$. As a result, bubbles No. 1, 2 and 3 are initially located in the viscous core, while bubbles No. 4 and 5 are located


Figure 11: 3D bubble shapes in the vortex line flow fieid of Figure 8 before collapse of buble .io. 1. View from a) OZ axis, b) OX axis.
in the inviscid flow region. All five bubbles considered have an initial radius of $100 \mu \mathrm{~m}$. Figure $!0$ shows contours of the bubbles as they rotate around the vortex axis at various times. This figure clearly shows the presence of a non-uniform flow field. Indeed. Bubble No. 3 which is the closer to the region of highest angular velocity of the "basic flow" is seen to swirl around tise vortex center at the fastest rate, while Bubble No. 2, which is the closest to the vortex center is seen to practically rotate around itself. Similarly, the highest shear is seen to occur close to the viscous core edge where the pressure gradients and their variations are steeper.

Since all bubbles were chosen to have the same initial radius and internal pressure, the natural period of oscillation of each of the selected bubbles increases with the proximity to the vortex axis. As a result, the farthest bubble from the axis, Bubble No. 5, collapses first while stretching and deforming.

Figure 11 shows two thee-dimensional views of the bubbles before the collapse of bubble No. 1. These views enable one to have a better idea of the bubble shape deformation and elongation during the capture phenomenon. Similar experimented observations were seen in [24].

## Bubble on vortex axis

Let us consider now the case where the bubble is captured by the vortex and placed at its axis. Such a problem was considered earlier in [21] for an elongated bubble. Unfortunately, that study neglected an essential element of vortex dynamics: i.e. the


Figure 12: Comparison between the contours of an elongated bubble during its collapse in the absence and in the presence of swirl. Initial elongation ratio of 3. $p_{\infty} / p_{i}=3.27$. a) No swirl. b) $\Omega=0.56$. $R_{c} / R_{\text {max }}=3$.
presence of an azimuthal velocity, and a strong jet which initiated at both extreme points of the bubble along the axis of symmetry was obtained. As shown in Figure 12a such a behavior is reproduced using the program 2DynaFS when the vortex flow field is neglected. However, the opposite effect is in general obtained when the rotation in the vortex flow is included. Figure $12 b$ illustrates this for particular values of $\Omega$ and the normalized core radius, $\overline{R_{c}}=R_{e} / R_{\text {mas }}$.

In both cases shown in Figures $12 a$ and $12 b$ the initial length to radius bubble elongation ratio was three. It is clear from the comparison that the swirl flow has a conclusive effect on the bubble dynamics. Bubble surface portions away from the vortex axis experience much higher pressures than bubble surface portions on and close to the vortex axis, and therefore move much faster during the collapse phase generating, instead of the sharp jets on the axis as in Figure 12a, a constriction in the mid-section of the bubble. This generates an hourglass shaped bubble which then separates into two tear-shaped bubbles.

In the following figure $13 a-c$, various configurations of initially spherical bubble dynamics are studied. The initial internal pressures inside the bubbles are taken to be larger than the pressure on the vortex axis, and the bubbles are left free to adapt to this pressure difference. The figures show that the bub-


Figure 13: Bubble dynamics on the axis of a vortex line. Left side shows 3D shapes at selected times. Right side shows bubble contours at increasing times. $\quad \Gamma=0.005 \mathrm{~m}^{2} / \mathrm{s} . R_{\rho}=100 \mu \mathrm{~m}$. a) $p_{i} / p_{\infty}=2, R_{c} / R_{o}=1$. b) $p_{i} / p_{\infty}=2, R_{c} / R_{o}=1$. c) $p_{i} / p_{\infty}=1, R_{c} / R_{0}=0.5 i$.
ble behavior depends significantly for a given value of the swirl parameter, $\Omega$. on the normalized core radius $\overline{R_{e}}$, ratio of $R_{c}$ to $R_{\text {mas }}$. In all cases where $R_{\text {mas }}$ is larger than $R_{c}$ it appears that the bubble lends to adapt to the vortex tube of radius $R_{8}$. This could lead to various bubble shapes as shown in the following figures ending up with a very elongated bubble with a wavy surface for large values of $R_{\max } / R_{c}$.

Figures $13 a-c$ show bubble contours at various times during growth and collapse for increasing values of the core radius. $R_{c}$, and decreasing values of $p_{i} / p_{\infty}$. Also shown are selected 3D shapes of the bubbles at various times. It is apparent from these figures, that during the initial phase of the bubble growth, radial velocities are large enough to overcome centrifugal forces and the bubble first grows almost spherically. Later on. the bubble shape starts to depart from spherical and to adapt to the pressure field. The bubble then elongates along the axis of rotation. Once the bubble has exceeded its equilibrium volume, bubble surface portions away from the axis - high pressure areas - start to collapse, or to return rapidly towards the vortex axis. To the contrary, points near the vortex axis do not experience rising pressures during their motion, are not forced back towards their initial position, and continue to elongate along the axis. As a result, a constriction appears in the mid-section of the bubble. The bub-
ble can then separate into two or more tear-shaped bubbles. It is conjectured that this splitting of the bubbles is a main contributor to cavitation inception noise. This behavior is very similar to that observed for bubble growth and collapse between two plates [15], which results in the formation of a vortex line!

Keeping $\Omega$ constant while reducing the core size $R_{c}$ has the effect of steepening the radial pressure gradient along the bubble surface and increasing the rotation speed inside the viscous core. This enhances the deviation of the bubble shape from a sphere, and increases the centrifugal force on the fluid particles closer to the vortex axis. This has the consequence of increasing the elongation rate of the bubble and results in more and more complex dynamic shapes of the elongated bubbles. The bubble can then become subdivided into three, four or more satellite bubbles during the collapse. The elongated and wavy shapes obtained have been observed on cavitation on the axis of the vortex formed in a vortex tube [26].

Observation of the elongated bubble dimension variations with time are very revealing [ 10,26 ]. Normalizing lengths by $R_{\text {max }}$ and time by the Rayleigh time based on $R_{\text {max }}$ and the pressure difference between $P_{g o}$ and the pressure on the vortex axis, one finds that the bubble length along the rotation axis strongly depends on $\Omega$. However, the bubble crosssection radius closely follows the classical Rayleigh model and is very little dependent on $\Omega$. Variations of $\Omega$ between 0.1 and 0.94 modify the normalized bubble period by less than 10 percent. One should notice, however, that bubble period is here defined as the time needed for the bubble to subdivide into two secondary bubbles.

## More realistic vortex line model

While the Rankine model is very helpful to study the fundamentals of bubble/vortex interactions, it does not allow one to capture other features such as flow and bubble motion along the axis of rotation. In [28] we conducted a study where a Burgers vortex line flow field was considered.

$$
\begin{gather*}
u_{r}=-C r, \quad u_{z}=C z \\
u_{\theta}=\frac{\Gamma}{2 \pi r}\left[1-\exp \left(\frac{-r^{2}}{4 \delta^{2}}\right)\right], \tag{33}
\end{gather*}
$$

where $C$ is a constant, and $\delta$ is the viscous core radius. The pressure distribution can then be obtained by solving the momentum equation:

$$
\begin{gather*}
p(r, z, t)=p_{\infty}-2 \rho C^{2} z^{2}-2 \rho C^{2} \delta^{2} X^{2}-B / 2 X^{2}+ \\
B\left[\exp \left(-X^{2}\right)-\exp \left(-2 X^{2}\right) / 2\right] / X^{2}+ \\
B\left[E_{i}\left(-X^{2}\right)-E_{i}\left(-2 X^{2}\right)\right], \tag{34}
\end{gather*}
$$



Figure 14: Bubble dynamics on the axis of a viscous line vortex. Contour shapes versus time. Basic field obtained using a viscous flow solver with viscous diffusion along $x$ and $r$. Viscous core size $1 m m$, initial bubble size $100 \mu \mathrm{~m}$.
with $B=\rho \Gamma / 2 \pi \delta$ and $X=r / 2 \delta$. This flow and pressure field were used to study bubble dynamics on the vortex axis. When the bubble in initially centered at the origin of coordinates it has again a symmetric behavior. However, a much faster bubble elongation with time is then seen, but here again the bubble cross section does not exceed the core size.

Figure 14 show an example of bubble behavior in an even more realistic vortex line flow field. In this case the flow field of the vortex line is obtained by solving the viscous flow field due to an imposed Rankine vortex flow plus a uniform axial velocity at $z=0$. This is to simulate the diffusion of a vortex line generated at the tip of a three-dimensional foil. The commercial Navier Stokes solver Fidap was then used at the Ecole Navale at Brest to obtain the diffusion of such a flow along the $z$ axis, and included an axial flow at $x=0$. The resulting flow field was then used as a basic flow to study 3-D bubble behavior using 3DynaFS. In this case pressure gradients along the vortex axis are important enough to produce a reentering jet along the vortex axis while the bubble is entrained along the vortex line by the $z$ component of the flow.

## Experimental validation study

In order to validate the numerical studies on bubble vortex interactions, a fundamental experiment was conducted. This consisted of the controlled observation of the interaction between a vortex ring and a bubble. The results of the experiment were
then compared with those obtained with 3Dynars deacribed above [25, 26]. The vortex ring was generated in a Plexiglas tank using a cylinder equipped with a 2.5 cm radius piston. The cylinder had a sharp lip exit to enhance the roll up of the fluid vortex generated at the lip. This results in a vortex ring with a diameter slightly larger than that of the cylinder. A spark generated bubble was produced where desired in the vortex ring flow field. The interaction between the generated ring and bubble was then observed using high speed photography. A triggering line allowed one to synchronize the departure of the piston and the triggering of the spark generator using pressure transducers to precisely detect the vortex ring motion.

Both the experimental observations and the numerical computations showed very similar behaviors. The results of these comparisons can be found in [25, 26]. Bubble shearing and splitting along the flow direction appears common. This can be qualitatively understood by considering the velocity and pressure fields around the bubble. The motion of each point on the surface of the bubble is the result of the combination of the underlying fluid velocity and of the velocity due to the bubble growth or collapse. The effect of the underlying fluid flow is usually small during initial bubble growth and later bubble coilapse phases due to the large bubble wall velocity during these phases, but becomes most important at the end of the growth where bubble wall velocities reach a minimum. For a bubble in a uniform flow, the presence of the underlying flow reflects on the bubble shape during the growth by a larger extension of the bubble in the downstream direction and by a flattening of the bubble shape in the upstream direction. Later on due to inertia, the downstream bubble part that has extended further collapses faster forming a reentering jet directed upstream.

When the flow is not uniform, a similar phenomenon occurs but is stronger on one side of the bubble than on the other due to the typical asymmetry of a shear flow. In addition, the fact that the underlying shear flow becomes at some point during the bubble history stronger than the local bubble wall velocity creates the opportunity of a jet generated by the underlying flow, which can be opposite to the one described above and directed downstream. This leads to the formation of a constriction all around the bubble with a tendency for bubble splitting.


Figure 15: Dynamics of the interaction between a cylindrical bubble and a line vortex. $\Gamma=0.5 \mathrm{~m}^{2} / \mathrm{s}$. $P_{g o}=5 \times 10^{3} \mathrm{~Pa}, P_{\infty}=1.3 \times 10^{3} \mathrm{~Pa}$. a) Bubble radius. value of maximum aximuthal velocity $u_{9}$ max, and position of $R_{0}$ max .b) Bubble radius versus time with and without viscous interaction.

## FULL VISCOUS INTERACTION BETWEEN A CYLINDRICAL BUBBLE AND A LINE VORTEX

One weakness of the numerical approach presented above is the fact that, while the influence of the flow on the bubble was fully accounted for, the modification of the flow by the bubble presence and dynamics was restricted to the case where the "bubble flow" was potential. In the present section, we will remove this restriction in the simple case of the interaction between a cylindrical bubble and a line vortex. This corresponds to cases where the line vortex has the central part of its viscous core gaseous or vaporous. Such an analysis is important to determine criteria for unstable bubble growth (cavitation inception). and to describe how bubble dynamics affects the viscous flow itself. To do so. we consider the case where an axisymmetric elongated bubble of initial radius $a_{0}$ is located on the axis of a fully viscous line vortex. For illustration, we consider the case where, at $t=0$, the vortex line is a Rankine vortex. From there on, the vortex diffuses with time and interacts fully with the bubble. The generated flow satisfies the axisymmetric incompressible Navier-Stokes equations.

Denoting the radius of the bubble as $a(t)$, and its time derivative, $\dot{a}(t)$, the continuity equation leads to:

$$
\begin{equation*}
u_{r}=a(t) \dot{a}(t) / r . \tag{35}
\end{equation*}
$$

Replacing $u_{p}$ by its expreation in the momentum equations one obtains:

$$
\begin{gather*}
\frac{1}{r}\left(a \ddot{a}+\dot{a}^{2}-u_{0}^{2}\right)-\frac{a^{2} \dot{a}^{2}}{r^{2}}=-\frac{1}{\rho} \frac{\partial p}{\partial r},  \tag{36}\\
\frac{\partial u_{0}}{\partial t}+\frac{a \dot{a}}{r}\left(\frac{\partial u_{0}}{\partial r}+\frac{u_{0}}{r}\right)=\nu \frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r u_{0}\right)\right), \tag{37}
\end{gather*}
$$

This set of coupled equations allows one to describe both the bubble dynamics and the flow field modification accounting for two-way interaction.

## Method of Solution

In order to obtain a differential Equation for the bubble radius variations, similar to the Rayleigh Plesset Equation, Equation (36) is integrated between $r=a(t)$ and a very large radial distance, $r=R_{\text {inf }}$, beyond which the vortex flow is assumed to be inviscid (vortex line of circulation $\Gamma$ ). This leads to an integral term containing $u_{j}^{\mathbf{j}}$. In order to obtain this term, a space and time integration of Equation (37) is needed. This is obtained using a Crank-Nicholson finite difference integration scheme. To do so, the domain of integration is made time independent using the variable change,

$$
\begin{equation*}
s=r / a(t) \tag{38}
\end{equation*}
$$

The integration region becomes for all times [ $1 ; s_{i n f}$ ], with $R_{\text {inf }}(t)=a(t) s_{i n f}$. Equation 37 becomes:

$$
\begin{gather*}
\frac{D \overline{u_{0}}}{\overline{D t}}=-\frac{s \dot{\bar{a}}}{\bar{a}} \frac{\partial \overline{u_{0}}}{\partial s}-\frac{\dot{\bar{a}}}{s \bar{a}} \frac{\partial \overline{u_{0}}}{\partial s}-\frac{\dot{\bar{a}}}{s^{2} \bar{a}} \overline{u_{0}}+ \\
\frac{1}{R_{e}} \frac{1}{\bar{a}^{2}}\left(\frac{\partial^{2} \overline{u_{0}}}{\partial s^{2}}+\frac{1}{s} \frac{\partial \overline{u_{0}}}{\partial s}-\frac{\overline{u_{0}}}{s^{2}}\right) \tag{39}
\end{gather*}
$$

with

$$
\begin{equation*}
\bar{a}=\frac{a}{a_{0}}, \quad \bar{t}=\frac{t}{a_{0}} \sqrt{\frac{P_{\infty}}{p}}, \quad R_{\infty}=\frac{a_{0}}{v} \sqrt{\frac{P_{\infty}}{p}} . \tag{40}
\end{equation*}
$$

Similarly, Equation (36) becomes:

$$
\begin{gathered}
\bar{a} \ddot{\bar{a}}+\dot{\bar{a}}^{2}=\frac{\dot{\bar{a}}^{2}}{2 \ln s_{i n f}}\left[\frac{-1}{s_{\mathrm{inf}}^{2}}+1\right]+\frac{1}{\ln s_{\mathrm{inf}}} \int_{1}^{s_{i n t}} \frac{\overline{u m}_{s}^{2}}{s} d s \\
-\frac{1}{\ln s_{i n f}}\left[1-\left(\frac{\bar{\Gamma}}{2 \pi \bar{a} s_{i n f}}\right)^{2}-\overline{p_{v}}+\overline{p_{g o}}\left(\frac{1}{\bar{a}}\right)^{2 k}\right]
\end{gathered}
$$

$$
\begin{equation*}
-\frac{1}{\ln \sin f}\left[\frac{1}{W_{0} \bar{\epsilon}}-\frac{2 \dot{\alpha}}{R_{0} \bar{\alpha}}\right] \tag{41}
\end{equation*}
$$

with

$$
\begin{equation*}
\Gamma=\frac{\Gamma}{a_{0}} \sqrt{\frac{P_{\infty}}{\rho}}, \quad W_{a}=\frac{a_{0} P_{\infty}}{\sigma} . \tag{42}
\end{equation*}
$$

## Initial and Boundary Conditions

The initial conditions considered are as follows. For the bubble,

$$
\begin{equation*}
a(0)=a_{0}, \quad \dot{a}(0)=0 . \tag{43}
\end{equation*}
$$

For the line vortex, the equation at $t=0$, is that of a Rankine vortex. In addition, the following boundary condition is imposed at the bubble interface:

$$
\begin{equation*}
P(a)=p_{v}+p_{g_{0}}\left(\frac{a_{0}}{a}\right)^{2 k}-\frac{\sigma}{a}+2 \mu \frac{\partial u_{r}(a)}{\partial r}, \tag{44}
\end{equation*}
$$

where $\mu$ is the dynamic viscosity, and the gas compression law is given by:

$$
\begin{equation*}
p_{g}=p_{g}\left(\frac{a_{0}}{a}\right)^{2 k} \tag{45}
\end{equation*}
$$

To close the problem, the following condition is imposed on the pressure at the distance, $R_{i n f}$ :

$$
\begin{equation*}
P\left(R_{\mathrm{inf}}\right)=p_{\infty}-2 \rho\left(\frac{\Gamma}{2 \pi s_{\mathrm{iaf}} a(t)}\right)^{2} \tag{46}
\end{equation*}
$$

## Some Preliminary Results

Figures 15a and $15 b$ illustrate both the bubble/vortex flow field interaction and a case where there is a need to include this full interaction in the dynamics. In these two figures, the bubble has an initial radius of 1 mm , while the viscous core of the vortex has an initial radius of 1 cm . The initial circulation in the vortex is $0.5 \mathrm{~m}^{2} / \mathrm{s}$, and the initial pressure in the bubble is $5 \times 10^{3} \mathrm{~Pa}$, while the ambient premare is $1.3 \times 10^{5} \mathrm{~Pa}$. Therefore, the bubble starts its dymamics by collapeing. Figure $15 a$ shows simultaneonsly three characteristic quantities of the problem versus time. The first quantity is the bubble radius versus time, while the other two quantities are the radial position, $R_{\text {max }}$, of the maximum abimuthal velocity, $u_{\text {max }}$, and the value of this velocity. In the previous sections, these two last quantitien remained constant with time. A very important first result very clearly shown in Figure $15 a$ is that both the position of $R_{0}$ max, and the value of $u_{0}$ max, both directly depend on the variation of $a(t)$. The viscous core (of radius $R_{\rho_{\text {max }}}$ ) is seen to decrease with
the bubble radius during bubble collapse, and to increase with the bubble radius during bubble growth. This tendency of the viscous core to get displaced with the bubble wall, corresponds to intuition, but is proven numerically to our knowledge for the first time here and in [28].

Viscous effects appear more prominently when following the bubble dynamics over more than a single period of oscillation. Both maximum values of $R_{\rho_{\text {max }}}$ and $u_{0}$ max are seen to decrease with time. Through conservation of momentum, the azimuthal velocity follows an tendency opposite to the core size. As the bubble wall moves inward the viscous core shrinks, simultaneously increasing the tangential velocity to a maximum when the bubble reaches maximum size. As the bubble grows again, the core expands and the tangential velocity decelerates to a minimum at the maximum bubble radius. When the fluid particles are pulled in towards the vortex axis they accelerate tangentially. This is similar to the phenomenon of vortex stretching .

Figure $15 b$ shows the importance of the inclusion of full viscous flow / bubble interaction in the dynamics. The figure shows also the case where the underlying flow field is forced to remain that of a Rankine vortex. In that case, the bubble oscillations are repeatable with time, and no viscous decay of the amplitude of the oscillations are visible. To the contrary when the underlying flow is modified through viscous diffusion and interaction with the bubble, the bubble radius oscillations decays very much after the first collapse, and the flow field characteristics are modified as described in Figure $15 a$.

Figures $16 a$ and $16 b$ show, respectively, the influence on the problem dynamics of the initial gas pressure inside the bubble, $P_{g o}$, and the ratio of initial core radius to initial bubble radius, $R_{c} / a_{0}$. For an initial pressure on the vortex axis of $7 \times 10^{5} \mathrm{~Pa}$, Figure $16 a$ shows the dynamics of the bubble and the viscous core size when the initial pressure in the bubble decreases from $5 \times 10^{5} \mathrm{~Pa}$ to $1.5 \times 10^{5} \mathrm{~Pa}$. For $P_{g o}=5 \times 10^{5} \mathrm{~Pa}$ the bubble collapse is very weak. and the core radius is seen to follow the bubble wall oscillations. For all three other smaller values of $P_{g}$ starting from $P_{g 0}=4 \times 10^{5} \mathrm{~Pa}$ the bubble collapse is strong enough to result in a full collapse of the viscous core which practically disappears (maximum azimuthal velocity at the bubble wall) during the later phases of the bubble collapse. This is followed by a much stronger rebound of the viscous core than the bubble rebound.

Figure $16 b$ shows a behavior similar to the previous figure when the ratio, $R_{c} / a_{0}$, increases. Here again a strong core collapse and rebound is observed


Figure 16: Dynamics of the interaction between a cylindrical bubble and a line vortex. $P_{a x i s}=i \times 10^{3} \mathrm{~Pa}$. a) Influence of the initial bubble pressure, $P_{g o}$, on bubble radius and position of $R_{\text {max }} \cdot R_{e} / a_{\theta}=2$. b)Influence of $R_{e} / a_{0}$ on the bubble radius and position of $R_{0 \text { max }} . P_{g 0}=1.5 \times 10^{5} \mathrm{~Pa}$.
when the initial distance between the bubble wall and the core radius is decreased.

The case of initial bubble growth instead of collapse is not shown here because it presents the same character as observed in the rebound cases in the above figures.

## INTERACTION BETWEEN A BUBBLE AND A VORTICAL FLOW

In order to extend the methods presented above to the more general case of the interaction between a bubble and a general rotational field, the BEM method was coupled to a vortex element method. With this approach the basic vortical flow is represented by a distribution of three-dimensional vortex elements, and if need be, by the addition of a potential component. The procedure then is to track in time both the bubble free surface motion and the vortex elements motion. By doing so, one is able to obtain not only the bubble motion and deformation, but also the vorticity distribution variation with time. Modification of the vortical field by the presence of the bubbles is thus an outcome of the interaction method.

The above is based on the basic principle that any arbitrary basic flow field may be decomposed
into a potential part, $\phi_{e}$ and a rotational part, A :

$$
\begin{equation*}
\mathbf{u}=u_{\phi}+u_{\omega}=\nabla \phi_{0}+\nabla \times A \tag{47}
\end{equation*}
$$

The rotational part of the velocity un derives from the vector potential A which satiafies

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=-\omega, \tag{48}
\end{equation*}
$$

where $\omega$ is the vorticity. The velocity is obtained by the Biot-Savart law:

$$
\begin{equation*}
u_{\omega}(x)=\frac{-1}{4 \pi} \int \frac{(x-y) \times \omega(y)}{|x-y|^{3}} d y \tag{49}
\end{equation*}
$$

For numerical simulation, the vorticity field is discretized using a desingularized representation of vorticity [29, 30, 31].

$$
\begin{equation*}
\omega(x, 0)=\sum_{i=0}^{N} \omega_{i} f_{3}\left(x-x_{i}\right) d V_{i} \tag{50}
\end{equation*}
$$

where $\chi_{i}$ are the centers of the vortex elements, and $f_{0}$ is a spherical rapidly decaying core function or mollifier [29], which is chosen to be

$$
\begin{equation*}
f_{6}(r)=\frac{3}{4 \pi \delta^{3}} e^{-\frac{r^{3}}{3^{3}}} \tag{51}
\end{equation*}
$$

following [31]. With the discretized vorticity distributed over vortex elements, we may also write $d V_{i}=d A_{i} \times d \chi_{i}$, and hence

$$
\begin{equation*}
\omega_{i} d V_{i}=\Gamma_{i} d \chi_{i} \tag{52}
\end{equation*}
$$

where $\Gamma_{i}$ is the elementary circulation associated with the $i$-th line element. By virtue of Kelvin and Helmholtz theorems $\Gamma_{i}$ remains invariant in time, and the elements follow the local velocity field enabling stretching and tilting of the elements. The change in the vorticity is represented by a change in the line element $d \chi_{i}$. The discretized velocity expression is:

$$
\begin{gather*}
u_{\omega}(x)=\sum_{i=0}^{N} \frac{1}{4 \pi} \Gamma_{i} \frac{\left(x-\chi_{i}\right) \times d \chi_{i}}{\left|x-\chi_{i}\right|^{3}} \kappa\left(\frac{x-\chi_{i}}{\delta}\right) \\
\kappa=1-e^{-r^{2}} \tag{53}
\end{gather*}
$$

The element positions are updated by the velocities at their end points

$$
\begin{equation*}
\chi_{i}(t+d t)=\chi_{i}(t)+u\left(\chi_{i}, t\right) d t \tag{54}
\end{equation*}
$$

The convergence of this vortex method was proven in [32]. The procedure is as follows. For


Eigure 17: Interaction between a bubble and a finite thickness line vortex represented by 3D vortex elements. Crosscut in the plane of symmetry $z=0$. Note motion of the vortex line points close to the bubble deviate significantly from a pure circular motion as away from the bubble.
a given vorticity distribution in the flow field of interest, a geometric distribution of three-dimensional vortex elements is selected. In the examples below a Gaussian distribution is selected. The inverse problem of (50) is then solved to obtain the values of the elementary circulations, $\Gamma_{i}$, associated with each finite line element. With the knowledge of this initial vortex element distribution, and the initial bubble discretization, one can proceed with the time stepping to solve the problem. The influence of all bubble panels and all vortex elements on the bubble and vortex nodes are computed. This allows determination of the new values of the velocity on all the bubble nodes. Knowing all values of $\Phi_{b}$ and $\alpha_{b} / \partial n$ on the boundaries one can deduce the velocity anywhere, and in particular at all nodes of the vortex elements whoee position can then be updated using (54).

The case of a finite thickness line vortex was considered and represented with 18 vortex lines discretired into 3D elements. One can then obtain as shown in Figure 17 both the bubble and the vortex line deformations. Figure 17 shows the intersection at various times during bubble growth and collapee between the plane $z=0$ and the bubble and the vortex elements. This shows both bubble and vortex elements motion with time. Note that the mosion of the vortex line point close to the bubble deviate sig-


Figure 18: Interaction between a bubble and a finite thickness line vortex represented by 3D vortex elements. 3D view at maximum bubble size of the bubble and vortex line shapes


Figure 19: Vorticity distribution modification along the OY aris during bubble occillation in a f nite thickness line vortex represented by 3D vortex elements.
nificantly from a pure circular motion. Thowe away from it just rotate around the central point due their mutual interaction and to the symmetry of the diatribution. Figure 18 shows a 3D snapehot of the bubble and vortex line shapes for the example of a bubble immersed in the vortical field. Figure 19 shows how the vorticity distribution along the OY axis has been modified by the dynamics and presence of the bubble. It is apparent in this case that very significant redistribution of the vortex field is possible during the bubble motion.

The above example is shown as an illustration of the method being developed. More detailed descriptions and a more extensive analysis are in preparation [33].

## CONCLUSIONS

The study of bubble dynamics in non-uniform flow fields is complex but essential to any real attempt to study bubble dynamics in realistic flow conditions. Due to the difficulties involved in both experimental and analytical approaches, the trend is to address the problems by a two-pronged effort involving numerical and experimental simulations. This is made possible by the development of advanced high speed computers which render direct numerical simulations possible in reasonable amounts of time. The studies presented above addressed various aspects of the problem, namely bubble behavior in the vicinity of boundaries, bubble capture by a vortex and bubble dynamics in a vortical flow field. The most interesting development is the capability to study the influence of the bubble's presence on the vortical field itself. Our attempts in this direction were briefly presented and are presently very actively being pursued. It is hoped that a matching between a flow solver, at least in the vortical region, and a bubble dynamica solver such as 2DynaFS or 3DynaFS will enable one to describe with some acceptable accuracy the full interaction between the bubbles and the vortical flow field. This is of great importance since it would allow the user to understand the mechanics involved thus enabling one to manipulate the phenomena for technological advantage in applications such as, in ship wakes, bubble drag reduction, or cavitation inception delay.
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# BUBBLE INTERACTIONS WITH VORTICES 
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#### Abstract

The understanding of the fundamental mechanisms involved in the interaction between bubbles and vortices is of relevance to many important engineering applications. Classical assumptions of bubble sphericity and decoupling between bubble and fow behavior prevent one from capturing essential elements of the interaction. Bubble motion and deformation are seen to be of great importance for most bubbles in the size spectrum. In this chapter studies on bubble capture by a vortex, hubble motion and deformation during that capture, and bubble behavior once the bubble is on the vortex axis are described. Flow field modifications once the bubble is on the vortex axis are also briefly considered. The most promising approach appears to consist of a coupling between a boundary element method to describe the bubble behavior and a viscous flow solver to describe the basic flow.


### 19.1. INTRODUCTION

The simultaneous presence of bubbles and vortices is typical of many high velocity turbulent flows. Spectacular examples can be observed with propellers, where at high rotational speeds the helicoidal tip vortices formed at the tip of each blade 'cavitate' and become sites of bubble concentration and fluid vaporization into what is termed 'tip vortex cavities' (see photograph in Figure 19.1a). This phenomenon is addressed in more detail in Chapter 17. While for practical reasons engineers tend to superficially address the fundamental problem by stating, for example, that cavity formation in the vortex will occur if the pressure on the center line drops in the monophase model below the liquid vapor pressure-, a closer look at the fundamental processes at work reveals that the actual phenomenon is rather very complex and very poorly understood. Questions such as how does a microscopic bubble behave in the presence of the vortex ..., or how and to what extent the presence of bubbles modifies the flow field of the vortex ... have, at this point, only preliminary answers or no answers at all. The interaction between bubbles and vortex flows is in fact of relevance to several fluid engineering problems. Important examples include cavitation in shear layers, boundary
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Fig. 19.1. Practical examples of bubbles and vortices. a) Tip vortex cavitation on a propeller (Chahine et al., 1993b), b) Vortex cavitation in the separated region behind a cylinder (courtesy cc. J.Y Billard, Ecole Navale, Brest, France).
layers, tip vortex cavitation, bubbles in the shear layer of submerged jets, cavitation behind orifices, bubbles in separated flow areas (see Figure 19.1b), microbubbles in boundary layers, ...etc. In the above mentioned flows, bubbles are held responsible for dramatic effects such as noise generation, materials erosion, and bubble drag reduction. These effects, experimentally observed and widely accepted, are not yet completely understood. Therefore, a satisfactory control of the deleterious effects is not presently possible.

This chapter will try to highlight the problems, present some proposed explanations and methods for solution, and provide some preliminarily confirmed results. However, it does not claim to answer all the complex and presently unanswered questions, and likely fails to address some of the problems that will appear to be important in some configurations in future research.
19.1.1. Mechanistic Description When a bubble approaches a region of high vorticity in a liquid, it is accelerated towards the center of the vortex. The asymmetric pressure field pushes the bubble towards the vortex axis while it is swirling. On its path the bubble experiences a decreasing ambient pressure which can lead to an increase in the bubble size. Simultaneously, since the non uniformity of the pressure field around the bubble increases with proximity to the vortex axis, bubble shape deformation increases. An explosive bubble growth is provoked if the pressure in the vortex field drops below the bubble 'critical pressure', $\boldsymbol{p}_{\mathrm{c}}$. For a bubble of radius $r_{0}$ in static equilibrium when the ambient pressure is $P_{o}$, this pressure is defined as the pressure below which an equilibrium bubble radius does not exist. In cavitation studies within the assumption of an isothermal law of behavior of the gas included in the bubble
(see Section 19.4.1, Equation (19.37)) this pressure is defined by ${ }^{2}$

$$
\begin{equation*}
p_{c}=P_{v}-\frac{4 \sigma}{3 r_{c}} \tag{19.1}
\end{equation*}
$$

where $\sigma$ is the surface tension parameter, and $r_{c}$ is the 'critical radius' given by

$$
\begin{equation*}
r_{c}=\left[\frac{3 r_{0}^{3}}{2 \sigma}\left(P_{0}-P_{v}+\frac{2 \sigma}{r_{0}}\right)\right]^{1 / 2}, \tag{19.2}
\end{equation*}
$$

where $P_{v}$ is the liquid vapor pressure (see for example Hammitt 1980).
Over the last decade several investigators have addressed the phenomenon of bubble capture by a vortex (Bovis, 1980a, b; Latorre, 1982; Ligneul, 1989; Ligneul and Latorre, 1989). However, these studies made the strong simplifying assumption that the bubble, even though able to undergo volume changes, remains spherical. In addition, the type of interactions they considered was one-sided, since they did not consider vortex flow modification by the presence and behavior of the bubble. More recently, Chahine (1990) considered a broader approach where bubble deformation and motion were coupled while neglecting flow field modification by the bubble presence. This study showed that the pressure gradient across the bubble can lead to significant departure from bubble sphericity, and led to the suggestion that the deformation and later splitting of the bubble during its motion towards the vortex center is, in addition to its volume change, the main source of noise in vortex cavitation. This appears to explain the reason for the location of tip vortex noise at cavitation inception very close to the blade (Higuchi et al, 1989), and is in agreement with recent observations by Arndt and Maines (1993) about bubble capture in tip vortex cavitation. We will consider the details of such approaches in the following sections.

One can distinguish three phases in the interactive dynamics of bubbles and vortices: a) bubble capture by the vortex, b) interaction between the vortex and an initially quasispherical bubble on its axis, c) dynamics of elongated bubbles on the vortex axis. After some phenomenological and order of magnitude considerations of the phenomena at hand, we will consider each of the three phases and the method of solution proposed for their study.

### 19.2. ORDER OF MAGNITUDE CONSIDERATIONS

In order to analyze the problem of bubble capture and behavior in a line vortex let us consider as an example the Rankine vortex flow field described in Section 1.1. We adopt a notation consistent with that section, denoting $\Gamma$ the vortex circuiation, and $u_{0}$ the only nonzero velocity component. However, in order to avoid potential confusion with the bubble radius definitions later, we will use $R_{c}$ for the radius of the viscous core ( $R$ is used in section 1.1). For distances $r$ smaller than $R_{c}$ the flow has a solid body rotation behavior (velocities vary as $r$ ), while for distances $r$ larger than $R_{c}$ the flow behaves as in an ideal inviscid irrotational vortex (velocities vary as $1 / r$ ). The expression of the velocity is given in Equation (1.1.14). For such a flow the pressure field is known and its value $p(r)$ is given by Equation (1.1.16). A key parameter which appears in the pressure expression is the "swirl parameter", $\Omega$, defined as

[^1]\[

$$
\begin{equation*}
\Omega=\frac{\frac{1}{2} \rho\left(\frac{r}{2 R R_{c}}\right)^{2}}{p_{\infty}}, \tag{19.3}
\end{equation*}
$$

\]

which characterizes the intensity of the pressure drop due to the rotation relative to the ambient pressure, $p_{\infty}$. To illustrate the importance of this parameter, we normalize the pressure with $p_{\infty}$, to obtain the following normalized expressions for the pressure and the pressure gradient:

$$
\begin{array}{ccc}
\bar{p}(\bar{r})=1-\frac{\Omega}{\bar{\tau}^{2}} ; & \frac{\partial \bar{p}}{\partial \bar{T}}=\frac{2 \Omega}{\bar{r}^{3}} ; & \bar{r} \geq 1 \\
\bar{p}(\bar{r})=1-\Omega\left(2-\bar{r}^{2}\right) ; & \frac{\partial \bar{p}}{\partial \bar{r}}=2 \Omega \bar{r} ; & \bar{r} \leq 1 \tag{19.4}
\end{array}
$$

with

$$
\begin{equation*}
\bar{F}=\frac{r}{R_{c}} ; \quad \vec{p}(\bar{r})=\frac{p(r)}{p_{\infty}} . \tag{19.5}
\end{equation*}
$$

Note that the pressure on the vortex axis is ( $1-2 \Omega$ ) and goes to zero when $\Omega$ approaches $1 / 2$.
As seen in Figure 1.1.5 the pressure gradient steepens in the inviscid region when the viscous core is approached, achieves its maximum at $\bar{r}=1$, and levels off in the viscous core close to the vortex axis. If a bubble is subjected to the pressure field shown in the figure, it will experience a higher liquid pressure on its right side than on its left side, the difference being greater the larger the bubble is. Similarly, the bubble is 'sheared', since fluid particles on the bubble / liquid interface experience different velocities. The type of shearing action depends on the position of the bubble relative to the viscous core / inviscid fluid boundary, $R_{c}$. If the bubble is fully immersed in the inviscid region of the flow, fluid particles on its left side will experience larger velocities, while if it is fully immersed in the solid body rotation region of the flow fluid particles on its right side will experience larger velocities. The most complex situation is when the bubble is partly in the viscous core and partly in the inviscid region. In that case, it is expected that the bubble behavior will be vortex flow model dependent, since in fact the sharp separation between the two regions is purely mathematical, and is a very schematic representation of the physical reality.

Due to the pressure and velocity gradients the bubble is accelerated toward the axis while somewhat growing and defornung. Therefore, depending on its size and position, the bubble experiences a pressure variation along its surface and a slip velocity relative to the surrounding fluid. This results in some degree of bubble shape deviation from sphericity. The importance of this deviation is a function of the relative orders of magnitude of the pressure gradient, the bubble wall acceleration due to volume change, and surface tension forces.

An evaluation of the bubble wall acceleration can be obtained from a characteristic bubble radius, $R_{b}$, and from the Rayleigh time, $\tau_{R}$, time needed for a empty bubble to collapse from its radius $R_{b}$ to 0 , under the influence of the pressure outside the bubble (Rayleigh, 1917). For the present problem let's take for characteristic outside local pressure the pressure at $r=R_{c}$, that is $(\bar{p}=1-\Omega)$ as the typical local ambient pressure, the Rayleigh time is then:

$$
\begin{equation*}
\tau_{R}=R_{b} \sqrt{\frac{\rho}{p_{\infty}(1-\Omega)}} . \tag{19.6}
\end{equation*}
$$

The characteristic bubble wall acceleration, $\boldsymbol{\gamma}_{g r o w t h}$, at $r=R_{c}$ is then:

$$
\begin{equation*}
\left.\gamma_{g r o w t h}\right|_{r=R_{e}} \simeq \frac{R_{b}}{\tau_{R}^{2}} \simeq \frac{p_{\infty}(1-\Omega)}{\rho R_{b}} \tag{19.7}
\end{equation*}
$$

This value is to be compared with the acceleration force $\boldsymbol{\gamma}_{\text {gradient }}$ due to the pressure gradients expressed in (19.4):

$$
\begin{align*}
\gamma_{\text {gradient }} & \simeq \frac{1}{\rho} \frac{\partial P}{\partial r}, \\
\left.\gamma_{g r a d i e n t}\right|_{r=R_{c}} & \simeq \frac{2 \Omega p_{\infty}}{\rho R_{c}}, \tag{19.8}
\end{align*}
$$

The ratio between these two accelerations can be evaluated, for instance at $r=R_{c}$, to yield the simple expression:

$$
\begin{equation*}
\left.\frac{\boldsymbol{\gamma}_{\text {gradient }}}{\boldsymbol{\gamma}_{\text {growth }}}\right|_{r=R_{c}}=\frac{2 R_{b}}{R_{c}} \cdot \frac{\Omega}{1-\Omega} \tag{19.9}
\end{equation*}
$$

This expression underlines the relative importance between the characteristic bubble size $R_{b}$, and the viscous core size $R_{c}$. Keeping the surface tension parameter the same (see discussion on the Weber number below), the larger the ratio (19.9) is, the more important bubble deformation will be. This remark has important implications concerning scale effects where $R_{b}$ and $R_{c}$ do not increase in the same proportion between scale and model, since in most practical cases bubble distributions and sizes are uncontrolled and typically cannot be scaled much, while the size of the vortical regions depend on the selected geometry and velocity scales.

The ratio (19.9) is only an indication of the relative importance of bubble growth and slip forces at a given position. In fact the relative importance of these competing forces changes during the bubble capture process. For instance, the acceleration of the bubble toward the vortex axis increases with its proximity to the viscous core while the growth rate tends toward a constant value (decreasing pressure gradient). This indicates that strong deformation becomes predominant relative to volume change when either the bubble is very close to the axis or the vortex circulation (the "swirl parameter", $\Omega$ ) becomes large.

Another important physical factor which affects bubble shape is the surface tension. A normalized value of the corresponding pressure, a Weber number, can be constructed by combining the surface tension pressure (coefficient, $\sigma$ ) with either the pressure difference between the inside and the outside of the bubble, or the amplitude of the variations of the local pressures (pressure gradients) around the bubble. The first number. $W_{e_{1}}$, is given by:

$$
\begin{equation*}
W_{e_{1}}=\frac{p_{i}-p_{\infty}(1-\Omega)}{\sigma / R_{b}} \tag{19.10}
\end{equation*}
$$

where $p_{i}$ is the pressure inside the bubble. The second number, $W_{e_{2}}$, is given by:

$$
\begin{equation*}
W_{c_{z}}=R_{b} \frac{\partial p / \partial r}{\sigma / R_{b}} \tag{19.11}
\end{equation*}
$$

which can be written for $r=R_{\mathrm{c}}$ :

$$
\begin{equation*}
W_{e_{2}}=2 \Omega\left(\frac{p_{\infty}}{\sigma / R_{b}}\right)\left(\frac{R_{b}}{R_{c}}\right)=W_{e_{1}} \frac{2 \Omega}{\overline{p_{i}}-(1-\Omega)} \cdot \frac{R_{b}}{R_{c}} \tag{19.12}
\end{equation*}
$$

For small values of either of these two numbers tension forces are predominant and prevent bubble distortion and deviation from sphericity. Expressions (19.12) shows that this is possible only if $\Omega$ is small and if $R_{b}$ is much smaller than $R_{c}$. Therefore, as for the discussion on the acceleration forces, one should expect larger bubble deformations for stronger vortex circulations and larger bubbles.

### 19.3. BUBBLE CAPTURE BY A VORTEX

Despite several significant contributions to the study of bubble capture in a vortex, to our knowledge, no complete approach has yet been undertaken. While the overall approach, in terms of the investigation of the bubble motion has several similarities to the problem of the interaction between vortices and solid particles (see Chapter 20), the bubbles, unlike solid particles, will deform and change volume while interacting with the vortex flow field. The complexity of the problem has led the various contributors to neglect one or several of the factors in play, and therefore to only investigate the influence of a limited set of parameters. The first approaches to the problem were attempted independently at about the same time by Bovis (1980a), and Latorre (1980). While both studies accounted for volume change during bubble motion, the basic assumptions and effects taken into account were quite different. Bovis (1980a,b) considered the case where the flow velocities in the vortex flow are large enough to justify the assumptions of inviscid potential flow. This simplification, valid for instance in tip vortex cavitation where very large tangential velocities come into play, and when the bubble is not too close to the vortex axis, allows one to consider other important effects. For instance, one can then consider in a consistent fashion important phenomena such as the modification of the vortex flow by the presence of the bubble and the volume change and shape deformation of the bubble (Duraiswami and Chahine, 1991). On the other hand, Latorre (1980) and in following studies (Ligneul and Latorre, 1989), in a more pragmatic approach, considered real fluid effects to determine the bubble motion equation, neglecting bubble shape deformation and modification of the flow by the bubble behavior. They coupled these equations with a spherical bubble dynamics model to deduce noise emission in tip vortex cavitation.

In the potential flow approach, the expression of the modified flow field due to the presence of a spherical bubble is based on Weiss' theorem (see Milne-Thomson, 1968). In a spherical system of coordinates centered at the sphere center, if the undisturbed potential flow in absence of the sphere of radius $a$, is $\Phi_{0}(r, \theta, \phi)$, the velocity potential of the modified flow due to the presence of the fixed sphere is $\Phi(r, \theta, \phi)$ given by the equation:

$$
\begin{equation*}
\Phi(r, \theta, \phi)=\Phi_{0}(r, \theta, \phi)+\frac{1}{a} \int_{0}^{a^{2} / r^{2}} x \frac{\partial \Phi_{0}(x, \theta, \phi)}{\partial x} d x \tag{19.13}
\end{equation*}
$$

Using the notations in Figure 19.2, the expression of the velocity potential of the vortex flow is:

$$
\begin{equation*}
\Phi_{0}(r, \theta, \phi)=\frac{\Gamma}{2 \pi} \tan ^{-1} \frac{r \sin \theta \sin \phi}{\zeta(t)+r \sin \theta \cos \phi}, \tag{19.14}
\end{equation*}
$$

where $\Gamma$ is the vortex circulation and $\zeta(t)$ is the instantaneous distance between the vortex and the bubble center.

Similarly, the expression of the velocity potential of the flow due to the bubble radius time


Fig. 19.2. Sketch of the geometric quantities involved in the analytical description of bubble capture in a vortex line.
variations, $\stackrel{\circ}{a}(t)$, is

$$
\begin{equation*}
\Phi_{b}(r, \theta, \phi)=-\frac{a^{2}(t) \stackrel{\circ}{a}(t)}{r} \tag{19.15}
\end{equation*}
$$

where $\circ$ indicates time differentiation. If we account for a relative velocity $\left(\mathbf{V}-\mathbf{V}_{\mathbf{B}}\right)$ between the spherical bubble and the fluid the modified bubble velocity potential becomes:

$$
\begin{equation*}
\Phi_{b}(r, \theta, \phi)=-\frac{a^{2}(t) \stackrel{\circ}{a}(t)}{r}-\frac{a^{3}(t)}{2 r^{3}} r \cdot\left(\mathbf{V}-\mathbf{V}_{B}\right) \tag{19.16}
\end{equation*}
$$

where $\mathbf{V}(\mathrm{t})$ and $\mathbf{V}_{\mathrm{B}}(\mathrm{t})$ are the instantaneous fluid and bubble center velocities. The absolute velocity potential in the fixed coordinate system attached to the vortex, $\Phi_{\text {e }}$, which accounts for bubble motion and radius variations is then:

$$
\begin{equation*}
\Phi_{a}=\Phi_{0}-\frac{a^{2} \stackrel{\circ}{a}}{r}-\frac{a^{3}(t)}{2 r^{3}} \mathrm{r} \cdot\left(\mathrm{~V}-\mathrm{V}_{\mathrm{B}}\right)+\frac{1}{a} \int_{0}^{a^{2} / r^{2}} x \frac{\partial \Phi_{0}(x, \theta, \phi)}{\partial x} d x . \tag{19.17}
\end{equation*}
$$

The equation of motion of the sphere can now be obtained by using Bernoulli's equation and integrating the pressure over the surface of the sphere. The resulting force leads to the following dynamic equation:

$$
\begin{equation*}
\frac{4}{3} \pi a^{3} \rho_{b} \frac{d \mathbf{V}_{\mathrm{B}}}{d t}=\rho \iint_{S}\left[\frac{\partial \Phi_{a}}{\partial t}+\frac{\left|\nabla \Phi_{a}\right|^{2}}{2}\right] n d s \tag{19.18}
\end{equation*}
$$

where $\rho$ and $\rho_{b}$ are the liquid and bubble content density, $a$ the bubble radius, $n$ the normal vector to the bubble surface, and $d V_{B} / d t$ the bubble acceleration. The evaluation of the expression (19.18) in the general case is rather complex. A simplified asymptotic expression can however be obtained when the radius of the bubble is small relative to the distance from the vortex axis,

$$
\begin{equation*}
\epsilon=\frac{a_{0}}{\zeta_{0}} \ll 1 \tag{19.19}
\end{equation*}
$$

The expression of the two nondimensional components of the acceleration are then:

$$
\begin{gather*}
\left(\frac{\rho_{t}}{\rho}+\frac{1}{2}\right) \frac{d V_{b_{r}}}{d t}=-\frac{3}{2 \bar{\zeta}^{3}}+\left(\frac{\rho_{l}}{\rho}+\frac{1}{2}\right) \frac{\overline{V_{6}^{2}}}{\bar{\zeta}}-\frac{V_{b_{6}}^{\bar{a}}}{\bar{a}}  \tag{19.20}\\
\frac{d V_{b 0}}{d t}=-\frac{\overline{V_{6}} V_{b r}}{\bar{\zeta}}+\bar{a}\left(\frac{3}{\bar{\zeta}}-\frac{2 V_{60}}{\bar{a}}\right) \tag{19.21}
\end{gather*}
$$

where the velocities are normalized by the tangential velocity at the location $\zeta_{0}$ of the center of the bubble at $t=0$, and time by the ratio between the distance $\zeta_{0}$, and that characteristic velocity,

$$
\begin{align*}
\nabla_{i} & =V_{i} / \frac{\Gamma}{2 \pi \zeta_{0}} \\
\bar{t} & =t / \frac{2 \pi \zeta_{0}^{2}}{\Gamma} \tag{19.22}
\end{align*}
$$

Similarly, $\zeta$ is normalized with the initial position, $\bar{\zeta}=\zeta / \zeta_{0}$. Note that $V_{b r}=d \zeta / d t$, and that for a bubble $\rho_{b} / \rho$ is negligible. The third component along $\phi$ is obviously zero due to the symmetry of the problem (see Darrozes and Chahine, 1983, for further discussions and derivations of the above equations).

In the studies of Ligneul and Latorre (1989) the bubble equation (19.18) is replaced by an empirical force balance equation first given by Johnson and Hisieh (1966):

$$
\begin{equation*}
\frac{d V_{\mathrm{B}}}{d t}=3\left(\mathrm{~V}-\mathrm{V}_{\mathrm{B}}\right) \frac{\dot{a}}{a}-\frac{3 \nabla p}{\rho}+\frac{C_{d}}{4 a}\left|\mathrm{~V}-\mathrm{V}_{\mathrm{B}}\right| \tag{19.23}
\end{equation*}
$$

where $C_{d}$ is a viscous drag coefficient. The first two terms on the right hand side come from inviscid flow considerations and are therefore included more formally and more accurately in Equation (19.18). The first term which results directly from the integration in (19.18) of the third term in Equation (19.17). It reflects the fact that any slip velocity between the bubble center and the surrounding fluid increases with an increase of the bubble wall velocity and a decrease of the bubble radius. Therefore, the bubble center decelerates during bubble growth and accelerates very much during the bubble collapse where both $\dot{a}$ and $a^{-1}$ are very large. The second term is in fact an acceleration term of the relative or slip velocity, ( $\mathbf{V}-\mathbf{V}_{\mathrm{B}}$ ), whose expression has been often debated in the multiphase flow community (Van Wijngaarden, 1980). The third term is a viscous drag term where the drag coefficient $C_{d}$ depends on the Reynolds number of the relative flow, $R_{4}$. Ligneul and Latorre (1989) used the expression:

$$
\begin{equation*}
C_{d}=\frac{24}{R_{e_{b}}}\left[1+0.197 R_{e_{b}}^{0.63}+2.6 \times 10^{-4} R_{e_{b}}^{1.38}\right] ; \quad \text { with } \quad R_{e_{b}}=\frac{2 a\left|\mathrm{~V}-\mathrm{V}_{\mathrm{B}}\right|}{\nu} \tag{19.24}
\end{equation*}
$$

Other authors add a memory term (Basset term) which accounts for the full history of the slip velocity through an integration between 0 and $t$. Based on equation (19.23) the equations of motion of the bubble become for a Rankine vortex of viscous core radius, $R_{c}$ :

$$
\frac{d V_{b r}}{d t}=\zeta V_{b \theta}^{2}-3 V_{b r}\left[\frac{\stackrel{\circ}{a}}{a}+\frac{C_{d}|\delta V|}{4 a}\right]-\frac{3 \Gamma^{2}}{4 \pi^{2} R_{c}^{2}} f_{1}\left(\frac{\zeta}{R_{c}}\right)
$$

$$
w^{\circ} \cdot \frac{1}{4}
$$

$$
\begin{gather*}
\zeta \frac{d V_{b_{0}}}{d t}=-2 \dot{\zeta} V_{b}+3 \xi\left[\frac{\dot{a}}{a}+\frac{C_{d}|\delta V|}{4 a}\right] ;  \tag{19.25}\\
\frac{d V_{b x}}{d t}=-3 z\left[\frac{\dot{a}}{a}+\frac{C_{d}|\delta V|}{4 a}\right], \\
|\delta V|=\left(V_{b r}^{2}+V_{b_{0}}^{2}+V_{b s}^{2}\right)^{\frac{1}{2}}, \\
f_{1}=\frac{\zeta}{R_{c}}, \quad \xi=\frac{\Gamma \zeta}{2 \pi R_{c}^{2}}-\zeta \frac{d V_{b_{0}}}{d t} ; \quad \zeta \leq R_{c},  \tag{19.26}\\
f_{1}=\frac{\zeta^{3}}{R_{c}^{3}}, \quad \xi=\frac{\Gamma}{2 \pi \zeta}-\zeta \frac{d V_{b_{0}}}{d t} ; \quad \zeta \geq R_{c} .
\end{gather*}
$$

Both approaches (Bovis, 1980a, Latorre, 1980) used the spherical bubble dynamics equation - known as Rayleigh Plesset Equation (Plesset, 1948) - to determine the bubble radius vaciation with time:

$$
\begin{equation*}
\rho\left(a \stackrel{\circ}{a}+\frac{3}{2} \stackrel{\circ}{a}^{2}\right)-4 \mu \frac{\stackrel{\circ}{a}}{a}=-P_{\infty}(t)+P_{v}+P_{g 0}\left(\frac{a_{0}}{a}\right)^{3 k}-2 \frac{\gamma}{a}, \tag{19.27}
\end{equation*}
$$

where $\mu$ is the dynamic viscosity, $P_{s 0}$ the initial gas pressure with $k$ the polytropic gas constant, $P_{v}$ the vapor pressure, and $\boldsymbol{\gamma}$ the surface tension coefficient. Assumptions leading to this equation are described further in Section 19.4.1.
19.3.1. Capture Time In order to get an idea about the characteristic time for bubble capture by the vortex let us consider equations (19.20) and (19.21). If one considers - for an order of magnitude evaluation- the case where the rate of change of the bubble volume is negligible relative to the other terms, then the two equations of motion degenerate to:

$$
\begin{gather*}
\mathcal{M} \frac{d V_{b r}}{d \bar{t}}=-\frac{3}{2 \bar{\zeta}}+\mathcal{M} \frac{\overline{V_{0}^{2}}}{\bar{\zeta}} \\
\frac{d V_{b 0}}{d t}=-\frac{\overline{V_{b} V_{b r}}}{\bar{\zeta}} \tag{19.28}
\end{gather*}
$$

where

$$
\begin{equation*}
M=\frac{\rho_{b}}{\rho}+\frac{1}{2} \tag{19.29}
\end{equation*}
$$

Equations (19.28) can be integrated to give the position of the non deforming bubble relative to the vortex axis versus time. Using $d \zeta / d t$ as an intermediary variable to express $d / d t$ as $d / d \zeta \cdot d \zeta / d t$, and assuming that the bubble center has no initial radial velocity $\left(v_{\text {ro }}=0\right)$, while the initial tangential velocity is $v_{00}$, Equation (19.28) leads to:

$$
\begin{equation*}
\bar{V}_{b 0}(t)=\frac{\overline{\sigma_{0}}}{\bar{\zeta}(t)}, \quad \text { and } \quad \bar{\zeta}(t)=\left[1+\left({\overline{v \sigma_{0}}}^{2}-\frac{3}{2 M}\right) \tau^{2}\right]^{1 / 2} . \tag{19.30}
\end{equation*}
$$

Equation 19.30 is very instructive in terms of the motion of a particle of density $\rho_{3}$ in a vortex flow field. Depending on the sign of $\left({\overline{v_{0}}}^{2}-\frac{3}{2 M}\right)$ the particle will be attracted or
repelled by the vortex. This term in fact expresses a balance between inertial (centrifugal) and pressure forces. For bubbles entrained in the flow field of the vortex, $v_{0}$ is between 0 and 1 , and $\mathcal{M}$ is very close to $\frac{1}{2}$, since $p_{i} / \rho<1$. As a result

$$
\begin{equation*}
\zeta(t) \simeq \sqrt{1+\left(v_{0}^{2}-3\right) t^{2}} \leq \sqrt{1-3 t^{2}} \tag{19.31}
\end{equation*}
$$

The capture time, $T_{c}$, for a bubble initially at rest in the fluid $\left(J_{0}(0)=0\right)$ is therefore

$$
\begin{equation*}
Z_{c}=\sqrt{\frac{1}{3}} ; \quad \text { or } \quad T_{c}=\frac{2 \pi \zeta_{o}^{2}}{\Gamma \sqrt{3}} \tag{19.32}
\end{equation*}
$$

In fact, for a sphere, only viscous effects can be responsible for bubble entrainment with the flow, since with the inviscid model Equations (19.18) clearly indicate that only radial forces on the sphere are non-zero. In the presence of viscosity friction forces enable entrainment of the bubble with the fluid. The characteristic time of viscous effects, or the order of magnitude of the time needed for the bubble to be entrained in the flow being

$$
\begin{equation*}
T_{\nu}=\frac{a_{o}^{2}}{\nu} \tag{19.33}
\end{equation*}
$$

the qualitative nature of the capture depends on the relative size between $T_{c}$ and $T_{\nu}$.
If $T_{c} \gg T_{\nu}$ the capture time is too long, viscous effects are strong enough for the bubble to be entrained relatively rapidly by the liquid and it starts swirling around the vortex. It approaches the vortex axis little by little but very slowly.
If $T_{c} \ll T_{\nu}$ the opposite situation occurs: viscous effects are very slow to take effect and the bubble is practically sucked into the vortex moving towards its center almost in a purely radial fashion.
Finally, for $T_{c} \approx T_{\nu}$ entrainment by the liquid and attraction towards the center of the vortex occur on the same time scale. Therefore, the bubble approaches the axis in a spiral fashion. The above reasoning allows one to define a "violent capture radius" around the vortex which is bubble radius dependent. A bubble of radius $a_{0}$ will be sucked in by the vortex if it is within the radial distance $R_{\text {coaptwre }}$ :

$$
\begin{equation*}
R_{\text {oaptere }}=a_{0} \sqrt{\frac{\Gamma \sqrt{3}}{2 \pi \nu}} \tag{19.34}
\end{equation*}
$$

### 19.4. NUMERICAL STUDY

Due to the difficulty of the problem at hand and to the improved performance of high speed computers, numerical methods offer presently the best hope for solutions. Coupled with guidance from analytical, experimental and order of magnitude or phenomenological studies, a numerical approach can enable minimization of the number of physical phenomena to take into account. One of the numerical methods that has proven to be very efficient in solving the type of free boundary problem associated with bubble dynamics is the Boundary Element Method. Among others, Guerri et al. (1981), Blake et al. (1986, 1987), and Wilkerson (1989)
used this method in the solution of axisymmetric problems of bubble growth and collapse near boundaries. This method was extended to three-dimensional bubble dynamics problems by Chabine et al. $(1988,1989)$. We describe here the model, then apply it to the case of bubbles in a vortex flow.
19.4.1. Bubble Flow Equations Let us consider the cases where the presence of a bubble in the flow has significant effects, that is cases where bubble volume time variations are not negligible. This implies large but subsonic bubble wall velocities. Therefore, one can neglect viscosity and compressibility effects on the bubble dynamics. These assumptions, classical in cavitation bubble dynamics studies, result in a flow that is potential, (velocity potential, $\Phi$ ), and which satisfies the Laplace equation,

$$
\begin{equation*}
\nabla^{2} \Phi=0 . \tag{19.35}
\end{equation*}
$$

The solution must in addition satisfy initial conditions and boundary conditions at infinity, at the bubble walls and at the boundaries of any nearby bodies.

At all moving or fixed surfaces (such as a bubble surface or a nearby boundary) an identity between fluid velocities normal to the boundary and the normal velocity of the boundary itself is to be satisfied:

$$
\begin{equation*}
\nabla \Phi \cdot \mathbf{n}=\mathbf{V}_{\mathbf{s}} \cdot \mathbf{n} \tag{19.36}
\end{equation*}
$$

where $\mathbf{n}$ is the local unit vector normal to the bubble surface and $\mathrm{V}_{\mathrm{s}}$ is the local velocity vector of the moving surface.

The bubble is assumed to contain noncondensible gas as well as vapor of the surrounding liquid. The pressure within the bubble is considered to be the sum of the partial pressures of the noncondensible gases, $P_{g}$, and that of the liquid vapor, $P_{v}$. Vaporization of the liquid is assumed to occur at a fast enough rate so that the vapor pressure may be assumed to remain constant throughout the simulation and equal to the equilibrium vapor pressure at the liquid ambient temperature. In contrast, since time scales associated with gas diffusion are much larger, the amount of noncondensible gas inside the bubbles is assumed to remain constant and the gas is assumed to satisfy the polytropic relation,

$$
\begin{equation*}
P_{g} \nu^{k}=\text { constant } \tag{19.37}
\end{equation*}
$$

where $\mathcal{V}$ is the bubble volume and $k$ the polytropic constant, with $k=1$ for isothermal behavior and $k=c_{p} / c_{v}$ for adiabatic conditions.

The pressure in the liquid at the bubble surface, $P_{L}$, is obtained at any time from the following pressure balance equation:

$$
\begin{equation*}
P_{L}=P_{v}+P_{s 0}\left(\frac{\mathcal{V}_{0}}{\mathcal{V}}\right)^{k}-C \sigma_{v} \tag{19.38}
\end{equation*}
$$

where $P_{90}$ and $\nu_{0}$ are the initial gas pressure and volume respectively, $\sigma$ is the surface tension, $\mathcal{C}$ is the local curvature of the bubble, and $\mathcal{V}$ is the instantaneous value of the bubble volume. In the numerical procedure $P_{s 0}$ and $\mathcal{V}_{0}$ are known quantities at $t=0$.
19.4.2. Boundary Integral Method for Three-Dimensional Bubble Dynamics In order to render possible the simulation of single or multiple bubble behavior in complex
geometry and flow configurations including the full non-linear boundary conditions, a threedimensional Boundary Element Method was developed and implemented by Chahine et al. (1988-1991). The Boundary Element Method was chosen here because of its computational efficiency. By considering only the boundaries of the fluid domain it reduces the dimension of the problem by one. This method is based on Green's equation which provides $\Phi$ anywhere in the domain of the fluid (field points $P$ ) if the velocity potential, $\Phi$, and its normal derivatives are known on the fluid boundaries (points M), and if $\Phi$ satisfies the Laplace equation:

$$
\begin{equation*}
\iint_{s}\left[-\frac{\partial \Phi}{\partial n} \frac{1}{|\mathrm{MP}|}+\Phi \frac{\partial}{\partial n}\left(\frac{1}{|\mathrm{MP}|}\right)\right] d s=a \pi \Phi(P) \tag{19.39}
\end{equation*}
$$

where $a \pi=\Omega$ is the solid angle under which $P$ sees the fluid.
$\mathrm{a}=4$, if P is a point in the fluid,
$a=2$, if $P$ is a point on a smooth surface, and
$a<4$, if $P$ is a point at a sharp corner of the surface.
If the field point is selected to be on the surface of any of the bubbles or on the surface of the nearby boundaries, then a closed set of equations can be obtained and used at each time step to solve for values of $\partial \Phi / \partial n$ (or $\Phi$ ) assuming that all values of $\Phi$ (or $\partial \Phi / \partial n$ ) are known at the preceding step.

To solve Equation (19.39) numerically, it is necessary to discretize each bubble into panels, perform the integration over each panel, and then sum up the contributions to complete the integration over the entire bubble surface. To do this, the initially spherical bubbles are discretized into a geodesic shape using flat, triangular panels. This discretization of a bubble shape is described in Chahine et al. (1988 and 1993c). Equation (19.39) then becomes a set of $N$ equations ( $N$ is the number of discretization nodes) of index $i$ of the type:

$$
\begin{equation*}
\sum_{j=1}^{N}\left(A_{i j} \frac{\partial \Phi_{j}}{\partial n}\right)=\sum_{j=1}^{N}\left(B_{i j} \Phi_{j}\right)-a \pi \Phi_{i j} \quad i=1, . ., N \tag{19.40}
\end{equation*}
$$

where $A_{i j}$ and $B_{i j}$ are elements of matrices which are the discrete equivalent of the integrals given in Equation (19.39).

To evaluate the integrals in (19.39) over any particular panel, a linear variation of the potential and its normal derivative over the panel is assumed. In this manner, both $\Phi$ and $\partial \Phi / \partial n$ are continuous over the bubble surface, and are expressed as a function of the values at the three nodes which delimit a particular panel. Obviously higher order descriptions are conceivable, and would probably improve accuracy at the expense of additional analytical effort and numerical computation time. The two integrals in (19.39) are then evaluated analytically. The resulting expressions, too long to present here, can be found in Chahine et al. (1988).

In order to proceed with the computation of the bubble dynamics several quantities appearing in the above boundary conditions need to be evaluated at each time step. The bubble volume presents no particular difficulty, while the unit normal vector, the local surface curvature, and the local tangential velocity at the bubble interface need further development. In order to compute the curvature of the bubble surface a three-dimensional local bubble surface fit, $f(x, y, z)=0$, is first computed. The unit normal at a node can then be expressed
as:

$$
\begin{equation*}
\mathbf{n}= \pm \frac{\nabla f}{|\nabla f|}, \tag{19.41}
\end{equation*}
$$

with the appropriate sign chosen to insure that the normal is always directed towards the fluid. The local curvature is then computed using

$$
\begin{equation*}
c=\nabla \cdot \mathbf{n} \tag{19.42}
\end{equation*}
$$

To obtain the total fluid velocity at any point on the surface of the bubble, the tangential velocity, $\mathbf{V}_{\mathbf{t}}$, must be computed at each node in addition to the normal velocity, $\mathbf{V}_{\mathbf{n}}=\partial \Phi / \partial n$ n . This is also done using a local surface fit to the velocity potential, $\Phi_{1}=h(x, y, z)$. Taking the gradient of this function at the considered node, and eliminating any normal component of velocity appearing in this gradient gives a good approximation for the tangential velocity

$$
\begin{equation*}
\mathbf{V}_{\mathrm{t}}=\mathbf{n} \times\left(\nabla \Phi_{l} \times \mathbf{n}\right) \tag{19.43}
\end{equation*}
$$

The basic procedure can then be summarized as follows. With the problem initialized and the velocity potential known over the surface of the bubble, an updated value of $\partial \Phi / \partial n$ can be obtained by performing the integrations in (19.39) and solving the corresponding matrix equation (19.40). $D \Phi / D t$ is then computed using a "modified" Bernoulli equation (see Equation (19.51) below). Using an appropriate time step all values of $\Phi$ on the bubble surface can then be updated using $\Phi$ at the preceding time step and $D \Phi / D t$,

$$
\begin{equation*}
\frac{D \Phi}{D t}=\frac{\partial \Phi}{\partial t}+\left(\frac{\partial \Phi}{\partial n} n+V_{t}\right) \cdot \nabla \Phi \tag{19.44}
\end{equation*}
$$

In the results presented below the time step, $d t$, was based on the ratio between the length of the smaller panel side, $l_{\text {min }}$ and the highest node velocity, $V_{\text {max. }}$. This choice limits the motion of any node to a fraction of the smallest panel side. It has the great advantage of constantly adapting the time step, by refining it at the end of the collapse - where $l_{\text {min }}$ becomes very small and $V_{\text {mas }}$ very large - and by increasing it during the slow bubble size variation period. New coordinate positions of the nodes are then obtained using the displacement:

$$
\begin{equation*}
d \mathbf{M}=\left(\frac{\partial \Phi}{\partial n} n+V_{t} e_{t}+V_{0}\right) d t \tag{19.45}
\end{equation*}
$$

where $n$ and $e_{f}$ are the unit normal and tangential vectors. This time stepping procedure is repeated throughout the bubble growth and collapse, resulting in a shape history of the bubble.
19.4.3. Pressure / Velocity Potential Relation Let us consider the case of a bubble growing and collapsing in a nonuniform flow field ("basic flow") of velocity $V_{0}$ that is known and satisfies the Navier Stokes equations:

$$
\begin{equation*}
\frac{\partial V_{0}}{\partial t}+V_{0} \cdot \nabla V_{0}=-\frac{1}{\rho} \nabla P_{0}+\nu \nabla^{2} V_{0} \tag{19.46}
\end{equation*}
$$

Also assume that in presence of the oscillating bubbles, the resulting velocity field, given by V, also satisfies the incompressible Navier Stokes equation:

$$
\begin{equation*}
\frac{\partial \mathrm{V}}{\partial t}+\mathrm{V} \cdot \nabla \mathrm{~V}=-\frac{1}{\rho} \nabla P+\nu \nabla^{2} \mathrm{~V} \tag{19.47}
\end{equation*}
$$

Both $V$ and $V_{0}$ also satisfy the continuity equation. We can now define bubble flow velocity and pressure variables, $\mathbf{V}_{\mathrm{b}}$ and $P_{b}$, as follows:

$$
\begin{equation*}
V_{b}=V-V_{0}, \quad P_{b}=P-P_{0} \tag{19.48}
\end{equation*}
$$

If we consider the case where "bubble flow" field is potential" :

$$
\begin{equation*}
\mathbf{V}_{b}=\nabla \Phi_{b}, \quad \nabla^{2} \Phi_{b}=0 \tag{19.49}
\end{equation*}
$$

and subtract (19.46) from (19.47) accounting for (19.49) we obtain

$$
\begin{equation*}
\nabla \Psi=\nabla\left[\frac{\partial \Phi_{b}}{\partial t}+\frac{1}{2}\left|V_{b}\right|^{2}+V_{0} \cdot V_{b}+\frac{P_{b}}{\rho}\right]=V_{b} \times\left(\nabla \times V_{0}\right) \tag{19.50}
\end{equation*}
$$

The assumption of potential "bubble flow" implies that, even though the basic flow is allowed to interact with the bubble dynamics and be modified by it, no new vorticity can be generated by the bubble behavior with the chosen model. Equation (19.50) can be integrated to obtain an equation similar to the classical unsteady Bernoulli equation. For the particular case of the Rankine vortex Equation (19.51) can be writtea in cylindrical coordinates, when the "bubble flow" does not have any e, components:

$$
\frac{\partial \Psi}{\partial r}=0, \quad \frac{1}{r} \frac{\partial \Psi}{\partial \theta}=2 V_{b}, \quad \frac{\partial \Psi}{\partial z}=0 .
$$

In this case the Bernoulli equation is to be replaced by:

$$
\begin{equation*}
\frac{\partial \Phi_{b}}{\partial t}+\frac{1}{2}\left|\mathrm{~V}_{b}\right|^{2}+\frac{P-P_{0}}{\rho}=\text { constant in any radial direction. } \tag{19.51}
\end{equation*}
$$

Accounting for at-infinity conditions, the pressure in the liquid at the bubble wall, $P_{L}$, given by (19.51) is related to $\Phi_{b}$ and the pressure field in the Rankine vortex $P_{0}$ by:

$$
\begin{equation*}
\left[\frac{P_{L}}{\rho}=\frac{P_{0}}{\rho}-\frac{\partial \Phi_{b}}{\partial t}-\frac{1}{2}\left|V_{b}\right|^{2}\right]_{\text {at bubble wall }} \tag{19.52}
\end{equation*}
$$

19.4.4. Specialization to Axisymmetric Problems In axisymmetric problems, the physical variables (velocity potential and pressure) are independent of the angular coordinate. Thus the angular coordinate only enters the formulation through the argument of the Green's function in Equation (19.39)

$$
\begin{equation*}
G(\mathbf{M P})=1 /|\mathbf{M P}| \tag{19.53}
\end{equation*}
$$

The integration of these dependent quantities can be explicitly carried out. Let $C$ represent the trace of the geometry under consideration in a meridian plane. Let $r, \theta, z$ be the cylindrical
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Fig. 19.3. Comparison between Rayleigh-Plesset solution and the axisymmetric BEM code 2DynaFS and the 3D BEM code 3DynaFS. Computations started with an initial bubble pressure 584 times larger than the ambient pressure. a) Over bubble period. b) End of collapse.
coordinates of point $M$, running point on the boundary, and without loss of generality we select the coordinates of $P$ to be ( $R, 0, Z$ ). The integral equation (19.39)can then be written

$$
\begin{equation*}
\phi(R, 0, Z)=\int_{C} \phi(r, z) r \frac{\partial}{\partial n_{M}}\left(\int_{0}^{2 \pi} G d \theta\right) d s_{M}-\int_{C} \frac{\partial \phi}{\partial n_{M}} r \int_{0}^{2 \pi} G d \theta d s_{M} \tag{19.54}
\end{equation*}
$$

In writing the above expression the fact that the normal to an axisymmetric surface is independent of the angular coordinate has been used. Thus, integration over the angular variable is reduced to evaluation of one integral

$$
\begin{equation*}
I=\int_{0}^{2 \pi} G(r, \theta, z ; R, Z) d \theta=-\frac{1}{4 \pi} \int_{0}^{2 \pi} \frac{d \theta}{\sqrt{R^{2}+r^{2}-2 r R \cos \theta+(Z-z)^{2}}} \tag{19.55}
\end{equation*}
$$

which is nothing but the complete elliptic integral of the first kind, $K(m)$, with

$$
\begin{equation*}
m=\frac{4 r R}{A} ; \quad A=\sqrt{(R+r)^{2}+(Z-z)^{2}} \tag{19.56}
\end{equation*}
$$

The equation for the potential may then be written as:

$$
\begin{equation*}
2 \pi \phi(R, Z)=-\int_{C} \phi(r, z) r \frac{\partial}{\partial n_{M}}\left(\frac{4 K(m)}{\sqrt{A}}\right) d s_{M}+\int_{C} \frac{\partial \phi}{\partial n_{M}}(r, z) \frac{4 K(m)}{\sqrt{A}} r d s_{M} \tag{19.57}
\end{equation*}
$$

Further details of the method can be found in Taib (1985).

### 19.5. NUMERICAL RESULTS AND DISCUSSION

19.5.1. Validation of Numerical Codes The use of the Boundary Element Method to study axisymmetric bubble dynamics has been validated by the various authors quoted earlier. This has included both comparisons with a quasi-analytical solution for spherical
bubbles - Rayleigh-Plesset Equation (19.27) - and experimental validation for the relatively simple cases of spherical and axisymmetric bubble collapse near flat solid walls. Figures 19.3a and $19.3 b$ show comparative results between the codes used below (axisymmetric 2DynaFS and fully three-dimensional 3DynaFS) and the semi-analytical results.

Comparison of the results of the 3D code used in the examples shown below against previously published and confirmed results in the literature for the relatively simple cases have been very favorable. For spherical bubbles, comparison with the Rayleigh-Plesset "exact" solution revealed that numerical errors for a "coarse" discretization of a 102 -node bubble (not shown in the above figures) was about 2 percent of the achieved maximum radius, but was very small, 0.03 percent, of the bubble period. The error on the maximum radius was less than 0.14 percent for a discretized bubble of 162 nodes ( 320 panels), and dropped to 0.05 percent for 252 nodes ( 500 panels). Comparisons were also made with studies of axisymmetric bubble collapse available in the literature (Guerri, et al, 1981, Blake et al, 1986, 1987), and have shown, for the coarse discretization, differences with these studies on the bubble period of the order of 1 percent. Finally, comparison with actual test results of the complex threedimensional behavior of a large bubble collapse in a gravity field near a cylinder shows very satisfactory results, (Chahine, 1988, 1991). The observed difference in the period was shown to be related to the confinement of the experimental bubble in a cylindrical container.

### 19.5.2. Bubble Capture

Large bubble growth rate, low surface tension case As expected from the mechanistic considerations analysis presented in Sections 19.1.1 and 19.1.2 numerical simulations using the fully three-dimensional numerical approach reveal potential for strong bubble deformation during capture by a vortex. The numerical results indicate that this is the case for a very wide range of bubble sizes and initial values of the pressure difference between the inside and the outside of the bubble.

Figure 19.4 shows three-dimensional bubble behavior in the case where the ratio between the pressure inside the bubble and the ambient pressure is significantly large, $p_{i} / p_{\infty}=584.3$. This would be the case where the bubble in equilibrium in a high ambient pressure environment is suddenly subjected to the flow field of a vortex, as for instance when a propeller tip vortex suddenly captures a cavitation bubble (see Maines and Arndt, 1993, and Green, 1991). In a Cartesian system of coordinates, $O X Y Z$, the bubble is initially centered at $(0,0,0)$, and the line vortex is located parallel to the $Z$ axis, at $\bar{X}=X / R_{\text {max }}=2$ (two times the maximum size, $R_{\text {max }}$, the considered bubble would have if allowed to grow under the same pressure difference in an infinite medium). The core size considered here is $4 R_{\text {mas. }}$. With this geometry the bubble center remains in the plane $Z=0$.

Figure 19.4a gives a projected view of the bubble in the XOY plane at different instants. The observer is looking down on the XOY plane from very far on the Z axis. The bubble is seen spiraling around the vortex axis (perpendicular to the figure) while approaching it. At the same time, due to the presence of the pressure gradient, the bubble strongly deforms and a reentrant jet is formed directed towards the axis of the vortex, thus indicating the presence of a much larger dynamic pressure on the bubble side opposite to the vortex axis.

Figure 19.46 shows projected view of the same bubble in the $Y O Z$ plane seen from the $O X$ axis. Here some moderate elongation of the bubble is observed along the axis of the vortex


Fig. 19.4. 3 D bubble shapes at various times. Bubble initially at the origin of the cartesien coordinate system, and vortex at $X=2 R_{\text {max }} . \Omega=0.474, p_{i} / p_{\infty}=584.3, R_{c} / R_{\text {max }}=4$. Projected viev a) in the XOY plane; b) in the XOZ plane.
as well as a very distinct side view of the re-entrant jet. This result is totally contrary to the usually held belief that bubbles constantly grow during their capture until they reach the axis and elongate along it.

Figure 19.5 shows in the XOY plane perpendicular to the vortex axis the motion of two particular points on the bubble, $A$ and $B$, initially along $O Y$. Also shown is the motion of the midpoint, $C$. While $C$ seems to follows a path similar to the classical logarithmic spiral, $A$ and $B$ can follow more complicated paths, even moving away from the vortex axis at some point in time for case (b) where the vortex axis was initially at $X=1$.

Small growth rate and surface tension Figure 19.6 considers the influence of bubble size on bubble behavior during the capture process. In all three cases shown in the figure a ratio between the pressures inside and outside the bubble equal to one is considered, $p_{i} / p_{\infty}=1$. In all cases, the viscous core radius is chosen to be $R_{c}=2.2 \mathrm{~mm}$, while the initial distance between the vortex center and the center of each bubble is chosen to be $\zeta_{0} \simeq i .5 R_{c}=3.2 \mathrm{~mm}$. The dimensions shown are normalized values with the initial bubble radius for each case. The circulation in the vortex is chosen to correspond to a practical value for the case of a tip vortex behind a foil, such as that used in the experiments described by Maines and Arndt (1993) and Green (1991), $\Gamma=0.152 \mathrm{~m}^{2} / \mathrm{s}$. Three bubble sizes are considered: $10 \mu \mathrm{~m}, 100 \mu \mathrm{~m}$ and $1000 \mu \mathrm{~m}$. As expected, bubble deformation increases with the bubble size. The deformation is small for $a_{0}=10 \mu \mathrm{~m}$, becomes very significant for $a_{0}=100 \mu \mathrm{~m}$, and is extremely important for $a_{0}=1000 \mu \mathrm{~m}$. In all cases, the bubbles while remaining in the inviscid region, are seen to be sheared very strongly by the flow. The smaller bubbles appear to deform in the expected way


Fig. 19.5. Motion of the two points initially on axis $O X, A$ and $B$, and the mid point $C$ between $A$ and $B$, versus times. $\Omega_{8}-9.474, p_{i} / p_{\infty}=584.3, a_{\varepsilon} / R_{\text {max }}=4$. Vortex located at a) $X=2 R_{\text {max }}$; b) $X=R_{\text {max }}$.
in a shear flow. The computations were stopped when significant bubble shape deformations necessitated finer time steps. The larger bubble case ( $a_{0}=1000 \mu \mathrm{~m}$ ) shows extreme bubble elongation and wrapping around the viscous core region.
19.5.3. Multiple Bubbles One of the key question that one needs to address in bubble/vortex interaction practical studies is how does a distribution of bubbles modify the flow fieid in a vortex line. In order to address such a problem the program 3DynaFS is being modified for effective implementation on a supercomputer. Indeed one of the difficulties of such a study is the required large number of discretization points which prevents significant runs on typical memory and speed limited computers. Figure 19.7 shows a case run in the case of a field of bubbles in absence of a vortex field on a Cray machine. In the figure case two planes of symmetry were assumed to minimize computation times. In the presence of a vortex line use of such a symmetry is not warranted since, due to various rates of rotation of each $b$.bble in the vortex field, the symmetry is not preserved during the bubble motion. In addition, due to the high shear rates that bubbles can experience, a relatively large number of discretization points is needed to describe each bubble.

Figure 19.8 shows the case of a 5 -bubble configuration. This run has the advantage of including both vortex / bubble and bubble / bubble interactions. All five bubbles are chosen such that in absence of the vortex flow field, the pressures inside and outside each bubble are the same and equal to $0.74 \mathrm{~atm}, p_{i} / p_{\infty}=1$. The viscous core radius and the circulation are again chosen to be in the same ranges as those in the experiments described by Maines and Arndt (1993), and Green (1991). The viscous core is chosen to be $R_{c}=2.2 \mathrm{~mm}$, while $\Gamma=0.1573 \mathrm{~m}^{2} / \mathrm{s}, \Omega=0.872$. The initial bubble centers are selected to be on $O Y$ axis at the coordinates: $Y=0,2,3,4$ and 5 mm . The vortex line is parallel to $O X$ axis and is centered on $Y=1.5 \mathrm{~mm}$. As a result, bubbles No. 1, 2 and 3 are initially located in the viscous core, while bubbles No. 4 and 5 are located in the inviscid flow region. All five bubbles considered have an initial radius of $100 \mu \mathrm{~m}$. Figure 19.8 shows contours of the bubbles as they rotate around the vortex axis at various times This figure clearly shows the presence of a nonuniform




Fig. 19.6. Bubble contours at various times. $\Gamma=0.1527 \mathrm{~m}^{2} / \mathrm{s}, p_{i} / p_{\infty}=1, a_{c}=2.2 \mathrm{~mm}$, vortex located at $X=3.2 \mathrm{~mm}$, with $a_{0}=$ a) $10 \mu \mathrm{~m}$, b) $100 \mu \mathrm{~m}$, c) $1000 \mu \mathrm{~m}$.

-

b

Fig. 19.7. Simulation of the dynamical interactions between a cloud of 21 bubbles using 3DynaFS on a Cray. Two planes of symmetry are used. Each bubble has 102 nodes and 200 panels. a) Growth. b) Collapse.


Fig. 19.8. Dynamical behavior of 5 bubbles in a vortex line flow - Bubble contours at various times. The vortex line is perpendicular to the page and centered on $Y=1.5 \mathrm{~mm} . R_{c}=2.2 \mathrm{~mm}$, $\Gamma=0.1573 \mathrm{~m}^{2} / \mathrm{s} . \Omega=0.872$. All bubbles have $a_{0}=100 \mu \mathrm{~m}$.
flow field. Indeed, Bubble No. 3 which is the closer to the region of highest angular velocity of the "basic flow" is seen to swirl around the vortex center at the fastest rate, while Bubble No. 2, which is the closest to the vortex center is seen to practically rotate around itself. Similarly, the highest shear is seen to occur close to the viscous core edge where the pressure gradients and their variations are steeper.

Since all bubbles were chosen to have the same initial radius and internal pressure, the natural period of oscillation of each of the selected bubbles increases with the proximity to the vortex axis. As a result, the farthest bubble from the axis, Bubble No. 5, collapses first while stretching and deforming. In order to be able to continue the computation following break up of a bubble, that bubble was removed and the computation was continued with the bubbles left.

Figure 19.9 shows two thee-dimensional views of the bubbles before the collapse of bubble No. 1. These views enable one to have a better idea of the bubble shape deformation and elongation during the capture phenomenon.

Figure 19.10, courtesy of Sheldon Green, is an unpublished photo of a bubble in the viscous core of the trailing vortex of a NACA 66-209 hydrofoil (see Green,1991, for details of the experiment). The photograph is a double exposure, the time of separation between the two pictures being $150 \mu \mathrm{~s}$. The three bubble shapes in the top of the figure are aligned along the axis of the vortex. The diameter of these shapes is of the order or $200 \mu \mathrm{~m}$. The bottom two shapes are those of the same bubble at two instants $150 \mu \mathrm{~s}$, and illustrate very clearly the large deformations of the bubble during its capture by the vortex. As in the numerical simulations presented above, this behavior appears to be related to the large shear stresses experienced by the bubble while approaching the vortex axis. In the first of the two pictures the bubble is very elongated due to shear, while $150 \mu \mathrm{~s}$ later, it appears to have grown in


Fig. 19.9. 3D bubble shapes in the vortex line flo:0 field of Figure 8 before collapse of buble No. 1. View from a) $O Z$ axis, b) $O X$ axis.
size - due to the pressure drop in the vortex,- while conserving a strong deformation on its downstream surface.
19.5.4. Bubble on Vortex Axis Let us consider now the case where the bubble is placed at the vortex axis at $t=0$ and starts to grow due to the excess between the internal pressure and the local ambient pressure. Such a problem was considered earlier by Crespo et al (1990) who studied the dynamics of an elongated bubble. Unfortunately, his model neglected essential elements in the bubble / line vortex dynamics: i.e. the presence of an azimuthal velocity flow field, a rotational and viscous flow, and a pressure "well" on the axis. Crespo obtained a strong jet which initiated at both extreme points of the bubble along the axis of symmetry. As shown in Figure 19.11a such a behavior is reproduced using the program 2DynaFS when the vortex flow field is neglected. However, the opposite effect is in general obtained when the rotation in the vortex flow is included. Figure 19.116 illustrates this for particular values of the circulation, $\Gamma$, (or the swirl parameter, $\Omega$ ) and the normalized core radius, $\overline{R_{c}}=R_{c} / R_{\text {max }}$. Modifications in the results when $\Omega$ and $\bar{R}_{c}$ are changed are discussed in the following paragraph.

In both cases shown in Figures 19.11a and $19.11 b$ the initial bubble shape elongation ratio, bubble length to radius, was three. It is clear from the comparison that the swirl flow has a conclusive effect on the bubble dynamics. Bubble surface portions away from the vortex axis experience much higher pressures than bubble surface portions on and close to the vortex axis, and therefore move much faster during the collapse phase generating, instead of the sharp jets on the axis as in Figure 10a, a constriction in the mid-section of the bubble. This generates an hourglass shaped bubble which then separates into two tear-shaped bubbles.

In the following figures $19.12 a-c$, the dynamics of initially spherical bubble positioned at $t=0$ on the vortex axis are studied. The initial internal pressures inside the bubbles are taken to be larger than the pressure on the vortex axis, and the bubbles are left free to adapt to this pressure difference. The figures strongly indicate that the bubble behavior depends significantly for a given value of the swirl parameter, $\Omega$, on the normalized core radius $\overline{R_{c}}$,


Fig. 19.10. Double exposure photo of a bubble in the viscous core of the trailing vortex of a .VACA 66-209 hydrofoil (see Green, 1991). Time of separation between two exposures $=150 \mu \mathrm{~s}$. Scale 19 J $\mu \mathrm{m} . / \mathrm{cm} . R_{e}=6.810^{5}, \Gamma=0.232 \mathrm{~m}^{2} / \mathrm{s}$. Courtesy of Sheldon Green.
ratio of $R_{c}$ to $R_{\max }$, the maximum radius the bubble would achieve if it was in an infinite medium with an ambient pressure equal to that on the vortex axis. In all cases where the bubble maximum radius, $R_{\max }$ is larger than $R_{c}$ it appears that the bubble tends to adapt to the vortex tube of radius $R_{c}$. This could lead to various bubble shapes as shown in the following figures ending up with a very elongated bubble with a wavy surface for large values of $R_{\text {max }} / R_{c}$.

Figures $19.12 a-c$ show bubble contours at various times during growth and collapse for increasing values of the core radius, $R_{c}$, and decreasing values of $p_{i} / p_{\infty}$. Also shown are selected 3D shapes of the bubbles at various times which have the advantage of being much more descriptive. It is apparent from these figures, that during the initial phase of the bubble growth, radial velocities are large enough to overcome centrifugal forces and the bubble first grows almost spherically. Later on, the bubble shape starts to depart from spherical and to adapt to the pressure field. The bubble then elongates along the axis of rotation. Once the bubble has exceeded its equilibrium volume, bubble surface portions away from the axis high pressure areas - start to collapse, or to return rapidly towards the vortex axis. To the contrary, points near the vortex axis do not experience rising pressures during their motion, are not forced back towards their initial position, and continue to elongate along the axis. As a result, a constriction appears in the mid-section of the bubble. The bubble can then separate into two or more tear-shaped bubbles. It is conjectured that this splitting of the bubbles is a main contributor to cavitation inception noise. This behavior is very similar to that observed for bubble growth and collapse between two plates (Chahine, 1989), which results in the formation of a vortex line! (see Figure 19.12).

Keeping $\Omega$ constant while reducing the core size $R_{c}$ has the effect of steepening the radial pressure gradient along the bubble surface and increasing the rotation speed inside the viscous core. This enhances the deviation of the bubble shape from a sphere, and increases the


Fig. 19.11. Comparison between the contours of an elongated bubble during its collapse in the absence and in the presence of swirl. Initial elongation ratio of 3. $p_{\infty} / p_{i}=3.27$. a) No swirl. b) $\Omega=0.56$. $R_{c} / R_{\text {max }}=3$.


Fig. 19.12. Bubble dynamics on the axis of a vortex line. Left side shows 3D shapes at selected times. Right side shows bubble contours at increasing times. $\mathrm{r}=0.005 \mathrm{~m}^{2} / \mathrm{s}, R_{0}=100 \mu \mathrm{~m}$. a) $\mathrm{p}_{\mathrm{i}} / \mathrm{p}_{\infty}=2$, $R_{c} / R_{0}=1$, b) $\left.p_{i} / p_{\infty}=2, R_{c} / R_{0}=1, c\right) p_{i} / p_{\infty}=1, R_{c} / R_{0}=0.57$.


Fig. 19.13. Bubble collapse between two solid parallel plates resulting in the formation of an hourglass shaped bubble and a line vortex perpendicular to the two plates.


Fig. 19.14. Cavitation bubble shapes observed at the exit of a vortex tube.


Fig. 19.15. Infiuence of solid wall distance on bubble collapse in a line vortex. $\Omega=.475, p_{i} / p_{\infty}=584$, $\left.a_{c}=1.18 . L / R_{\text {max }}=a\right) 4$; b) S; c) 2.5.
centrifugal force on the fluid particies closer to the vortex axis. This has the consequence of increasing the elongation rate of the bubble and results in more and more complex dynamic shapes of the elongated bubbles. The bubble can then become subdivided into three, four or more satellite bubbles during the coilapse. The elongated and wavy shapes obtained have been observed in unpublished tests that we have conducted on cavitation on the axis of the vortex formed in a vortex tube (see Figure 19.14).
19.5.5. Bubble on Vortex Axis Near a Wall The series of Figures 19.15a-c show the collapse of a bubble trapped in a line vortex perpendicular to a solid wall at various distances from this wall. The boundary is at $y=0$ and its distance to the initial buoole center, $L$, is normalized with $R_{\max }$. The presence of the wall is accounted for by the incorporation of an image bubble. The uneventful growth phase ends with the elongated spheroid shaped contours shown at the center of each figure. Then, the overall bubble behavior appears to be similar to that in absence of the wall; namely, bubble elongation along the axis followed by a splitting into two bubbles. The presence of the wall is felt by an asymmetry between the two secondary bubbles. In all cases, computation was stopped at bubble splitting. A special treatment to the bubble shape discretization needs to be done after that point (panel removal) and is being implemented. It is speculated, based on previous bubble dynamics observations, that very strong jets bringing back the two pointed tips (in the splitting region) of the two secondary bubbles inside each bubble will be generated. This phenomenon is expected to be stronger for the secondary bubble close to the wall since that bubble has a much more elongated tip.

Figure 19.16 shows the influence of the circulation parameter, $\Omega$, on the bubble behavior for fixed values of the core radius and the distance to the wall. This figure contains significant information on the scaling of bubble behavior in a vortex flow. Three characteristic dimensions of the bubble are shown as a function of time. These are the bubble radius along the plane perpendicular to the line vortex, $R_{n}$, and the distances between the initial bubble center and the two extreme points on the vortex axis, $Z_{n}(1)$ and $Z_{n}(100)$. Figure 19.16 shows time variation of these three quantities normalized with $R_{\text {max. }}$. Time is normalized with the


Fig. 19.16. Influence of $\Omega$ on the motion of bubble azial and longitudinal dimensions versus time for a bubble trapped in a line vortex perpendicular to a solid wall. Distances are normalized with $R_{\text {max }}$ and times are normalized with Rayleigh time. $p_{i} / p_{\infty}=584, a_{c} / R_{\text {max }}=0.4, L / R_{\text {max }}=4$.

Rayleigh time based on $R_{\text {max }}$ and the pressure difference between $P_{s o}$ and the pressure on the vortex axis. It is apparent from this figure that $R_{n}$ follows the classical Rayleigh model. Variations of $\Omega$ between 0.1 and 0.94 modify the normalized bubble period by less than 10 percent. One should notice, however, that bubble period is here defined as the time needed for the bubble to subdivide into two secondary bubbles, and that no bubble surface instability, as described earlier, occurred in that case. Bubble elongation, on the other hand, depends strongly on $\Omega$, as can be seen from the $Z_{n}$ curves. The elongation of the bubble part close to the wall is seen to be affected for large values of $\Omega$.

### 19.6. VALIDATION STUDY: BUBBLE / VORTEX RING INTERACTION.

19.6.1. Experimental Study In order to validate the numerical studies on bubble / vortex interactions, a fundamental experimental and numerical study was conducted. This consisted of the controlled observation of the interaction between a vortex ring and a bubble. The results of the experiment were then compared with those obtained with the 3D free surface dynamics numerical code 3DynaFS described above (Chahine et al, 1993).

A vortex ring was generated in a Plexiglas tank using a cylinder equipped with a 2.5 cm radius piston. The cylinder has an sharp lip exit to enhance the roll up of the fluid vortex generated at the lip. This results in a vortex ring with a diameter slightly larger than that of the cylinder (Kalumuck and Chahine, 1990). The water in the tank is degassed using a vacuum pump and a spark generated bubble is produced using two tungsten electrodes submerged in the tank which can be manipulated from outside the tank to be placed where desired. The spark is produced by discharging during a very short time period ( $\simeq 10^{-4} s$ ) a high voltage ( 6000 volts) from a series of capacitors. The interaction between the generated ring and bubble was then observed. A spark generating the bubble has the advantage of simulating cavitation bubbles and allowing one to choose precisely when and where the bubble is generated, which is essential to coordinating the positions of the bubble and the ring, and the starting time of a high speed camera. A triggering line allows one to synchronize the departure of the piston and


Fig. 19.17. Particle trajectory around the ring viscous core.
the triggering of the spark generator using pressure transducers to precisely detect the vortex ring motion. As the piston starts to move down, a pressure pulse is created in the tank by the fluid impulsive motion. This is detected by the transducer probe and amplified to trigger a delay generator. The output signal (a very short pulse) then triggers the spark generator. Visualization was performed using a HYCAM II high speed camera capable of 11,000 frames per second.

On several of the motion pictures taken very small gas bubbles were present under the piston. The visualization of the motion of these bubbles allows one to observe their trajectory around the vortex ring. The existence of a "viscous core" was apparent from the velocity profile obtained by tracing the microbubbles' motion, whether or not the vortex ring was cavitating. For the cavitating cases, the "viscous core" surrounded the vaporous/gaseous core. A typical trajectory of the small bubbles is shown in Figure 19.17. Also shown in this figure is a sketch of a bubble and the particle trajectory line ( $T$ ). Figure 19.17 also shows the geometric characteristics of the bubble/ring positions. $D_{1}$ is the distance between the bubble center and the viscous core center when the bubble is at its maximum volume and has the equivalent maximum radius $R_{\text {max }} . D_{2}$ is the horizontal distance between the bubble and the center of the viscous core. The normalized quantities $\overline{D_{1}}=D_{1} / R_{\max }$ and $\overline{D_{2}}=D_{2} / R_{\max }$ characterize the bubble / vortex ring interactions. As expected, it is observed that smaller $\bar{D}_{1}$ and $\overline{D_{2}}$ correspond to stronger interactions and larger bubble deformations.

Figure 19.18a-c drawn in the ring reference frame shows the bubble motion and deformation with time for three selected cases of increasing bubble/shear interaction. The electrodes position shown on each graph is the one at the instant of the spark generation. The vortex ring side view indicates the position of the reference frame.

As can be seen from the pictures in Figure $19.19 a\left(\bar{D}_{1}=2.16, \bar{D}_{2}=0, V_{\text {ring }}=0.28 \mathrm{~m} / \mathrm{s}\right.$ ) and from the contours in Figure 19.20a, the bubble remains practically spherical during its growth. The interaction is weak due to the relatively large distance between the bubble and the ring, and also due to the relatively small circulation of the ring. The first collapse is too fast, and no significant deformation of the bubble is seen until the rebound when a reentrant jet appears on the bottom face of the bubble followed after the rebound by an outgoing


Fig. 19.18. Bubble contours at various times from High Speed sequences of Figure 19.19. a) $\overline{D_{1}}=2.16$, $\overline{D_{2}}=0, V_{\text {ring }}=0.28 \mathrm{~m} / \mathrm{s}$, b) $\left.\overline{D_{1}}=2.38, \overline{D_{2}}=1.5, V_{\text {ring }}=0.78 \mathrm{~m} / \mathrm{s}, c\right) \overline{D_{1}}=1.1, \overline{D_{2}}=0.37$, $V_{\text {ring }}=0.82 \mathrm{~m} / \mathrm{s}$.
jet on the top face. It appears that during the first bubble oscillation period the bubble translation velocity is smaller than the vortex generated fluid velocity. The bubble therefore sees a flow moving upward. The jet direction (including the reentrant and the outside jet) is on a pathline of shear flow, and the bubble motion after the collapse follows a particle path line while oscillating and cutting itself in two.

In Figure $19.19 b\left(\bar{D}_{1}=2.38, \overline{D_{2}}=1.5, V_{\text {ring }}=0.78 \mathrm{~m} / \mathrm{s}\right)$ the bubble first grows spherically, then it starts to stretch into an ovoid shape: the bottom face is less curved and the top face more curved than in the spherical case. Here the distance $\overline{D_{1}}$ is not too different from the previous case but the circulation in the vortex ring is about three times larger. When the bubble volume decreases, the stretching due to the shearing action becomes more pronounced and a constriction along the bubble periphery appears along the pathlines ( $T$ ). The bubble then rebounds with a dumbbell shape.

In Figure 19.19c ( $\left.\overline{D_{1}}=1.1, \overline{D_{2}}=0.37, V_{\text {ring }}=0.82 m / s\right)$ the bubble appears to be stretched more and more in the pathlines' direction during its growth, with the top region more stretched than the bottom one, and the top right part growing more than the left one. When the bubble collapses, its left side continues to be sheared by the flow into a pathline direction and a 'beak' forms at the top left part and becomes more pronounced once the volume of the bubble starts to decrease. Then, there is a constriction all around the bubble which appears first on the top face of the bubble. The bubble then cuts itself in twc and rebounds as two side-by-side very distorted bubbles (or bubble clouds). The left one then touches the cavitating sing and splits again into two parts. The deformations of the bubble are more significant in this case than in the two previous cases, because the bubble is closer to the center of the ring core and experiences a strong shear flow. In addition, there appears to be a "venturi effect" between the bubble and the viscous core that further increases the stretching of the left part of the bubble

Within the margin of errors of the measurements, comparison of the time variation of the average radius of each bubble shows no significant effect of the presence of shear on the bubble period. However, indications of a lengthening effect of the bubble period can be seen on the characteristic distances between the bubble 'center' and the two upstream and downstream points along a particle pathline (direction ( $T$ )). This effect however seems small in the cases presented here and should be investigated further.

Physical explanations The observations made above can be qualitatively understood by considering the velocity and pressure fields around the bubble. The motion of each point on the surface of the bubble is the result of the combination of the underlying (shear) fluid velocity and of the velocity due to the bubble growth or collapse. The effect of the underlying fluid flow (whose characteristic speed is about $2 \mathrm{~m} / \mathrm{s}$ ) is minor during initial bubble growth and later bubble collapse phases, but becomes most important at the end of the growth and at the beginning of the collapse where bubble wall velocities reach a minimum. Indeed, right after the spark generation, the speed of each point of the bubble surface is very high (about $40 \mathrm{~m} / \mathrm{s}$ ). It then decreases to zero at about the maximum radius, and then increases during the bubble collapse. For a bubble in a uniform flow, the existence of the flow reflects on the bubble shape by a larger bubble growth in the downstream direction and by a flattening of the bubble shape in the upstream direction. Later on due to inertia, the downstream part that has extended further collapses faster forming a reentrant jet directed upstream in the


Fig. 19.19. High Speed Movie sequences of bubble / vortex ring interaction. a) $\overline{D_{1}}=2.16, \overline{D_{2}}=0$, $V_{\text {ring }}=0.28 \mathrm{~m} / \mathrm{s}$, b) $\overline{D_{1}}=2.38, \overline{D_{2}}=1.5, V_{r i n g}=0.78 \mathrm{~m} / \mathrm{s}, c / \overline{D_{1}}=1.1, \overline{D_{2}}=0.37, V_{\text {ring }}=0.82 \mathrm{~m} / \mathrm{s}$.
plane of symmetry of the bubble.
When the flow is not uniform, a similar phenomenon occurs but is stronger on one side of the bubble than on the other due to the typical asymmetry of a shear flow. In addition, the possibility that the underlying shear flow becomes at some point during the bubble history stronger than the bubble wall velocity creates the possibility of a jet generated by the underlying flow, which can be opposite to the one described above and directed dowustream. In the case of the figures shown here, the velocity profile seen by the bubble decreases from left to right. When the bubble starts to grow, the speed of each point is much more important than the velocity oi the fluid flow: the bubble is therefore almost spherical. Then, when the speed of each point decreases, the influence of the fluid flow increases. The top part of the bubble grows more than without the presence of the basic flow and, due to the shear, the left part grows more than the right one. In addition, the top face is more stretched than the bottom face because on the top face the speeds add up, while they subtract on the bottom. The opposite is true during the collapse where velocities add up on the bottom part of the bubble and subtract on the top.

As the fluid flow moves upward in the case shown in the figure, the reentrant jet is expected to appear on the top face. However, due to the strong shear, the left part of the bubble is prevented from collapsing forcing a compensating middle of the bubble constriction all along the bubble, with a tendency to form reentrant jets on both ends of the bubble along the pathline. This constricted shape of the bubble is similar to that obtained with a bubble collapsing between two walls.
19.6.2. Numerical Modeling In order to model the bubble/shear flow interaction described above, the Boundary Element Method (BEM) code described above, 3DynaFS, was used. The flow field of the moving vortex ring was modeled using the following classical expression for the velocity potential at the point $M$ produced by a vortex ring ( $\mathcal{R}$ ):

$$
\begin{equation*}
\phi(M)=-\frac{\Gamma}{4 \Pi} \iint_{S_{R}} \frac{e_{t} \cdot \mathrm{PM}}{|\mathrm{PM}|^{2}} d s_{P}, \tag{19.58}
\end{equation*}
$$

where $S_{R}$ is any surface limited by the ring vortex ring line $(\mathcal{R})$, and $e_{t}$ is the tangential direction along ( $\mathcal{R}$ ). This enables one to determine the velocity and pressure field outside of the viscous core region of the vortex ring.

Figure $19.20 c$ shows simulations for these same experimental conditions as in Figure $19 c$ with $\Gamma=0.12 \mathrm{~m}^{2} / \mathrm{s}$, while Figures 19.20 a and 19.20 b show the same conditions but for $\Gamma=0.25 \mathrm{~m}^{2} / \mathrm{s}$ and $\Gamma=0.10 \mathrm{~m}^{2} / \mathrm{s}$. As in the experiment Figure 19.20 c shows elongation of the left side of the bubble in the shear flow direction. The formation of a beak at the end of the bubble growth is also evident but not as pronounced as in the experiment. Later a constriction in the bubble shape along the fluid pathline is also apparent. The overall comparison between this numerical modeling and the experiment is encouraging. However, the strong shearing effect on the beak preventing the bubble top from collapsing from the left side is not as strongly reproduced in the numerical simulation. This is most probably due to the fact that the simulation neglected the vortex bubble ring behavior and did not include any modification of the flow due to the growth of the ring bubble near the spark-generated bubble creating the venturi effect we mentioned earlier.

At the smaller circulations the tendency of the bubble to elongate and then cut itself into


Fig. 19.20. Numerical simulations of bubble / vortex ring interaction. $\overline{D_{1}}=1.1, \overline{D_{2}}=0.37$, $\left.V_{\text {ring }}=0.82 \mathrm{~m} / \mathrm{s} . ; \Gamma=a\right) 0.025 \mathrm{~m}^{2} / \mathrm{s} ;$ b) $\left.0.10 \mathrm{~m}^{2} / \mathrm{s} ; ~ c\right) ~ 0.12 \mathrm{~m}^{2} / \mathrm{s}$ which corresponds to Figure 19.18c.
two is also clearly apparent as in the experiments.

### 19.7. OTHER RELEVANT STUDIES

One other relevant aspect of bubble / vortex interactions concerns the case where the gaseous phase or cavitation is so developed that the vortex center is filled with gas or vapor. The dynamics of such cavities have been considered in the particular cases of cavitating vortex rings and well developed tip vortices. As for the studies presented above, various simplifying assumptions were made by the various authors in order to address these problems. For the sake of brevity we will not consider these studies here. However, we refer the readers to the following publications on cavitating vortex rings (Chahine and Genoux, 1983, Genoux and Chahine 1984, Chahine and Kalumuck, 1988 and Kalumuck and Chahine, 1990). Concerning elongated developed tip vortices, the readers can consult the following publications (Bovis, 1980a, Ligneul and Latorre, 1989, and Ligneul, 1989).

### 19.8. FULL VISCOUS INTERACTION BETWEEN A CYLINDRICAL BUBBLE AND A LINE VORTEX

One weakness of the numerical approaches presented above is the fact that, while the influence of the flow on the bubble was fully accounted for, the modification of the flow by the bubble's presence and dynamics was restricted to the case where the "bubble flow" was potential (see Section 19.4.3). In the present section, we will remove this restriction in the simple but interesting case of the interaction between a cylindrical bubble and a line vortex. This corresponds to cases such as described in the previous section, where the line vortex has the central part of its viscous core gaseous or vaporous. As illustrated below, such an analysis is important to determine criteria for unstable bubble growth (cavitation inception), and
to describe how bubble dynamics affects the viscous flow itself. To do so, we consider the case where an axisymmetric elongated bubble of initial radius $a_{0}$ is located on the axis of a fully viscous line vortex. For illustration, we consider the case where, at $t=0$, the vortex line is a Rankine vortex. From there on, the vortex diffuses with time and interacts fully with the bubble. The generated flow satisfies the axisymmetric incompressible Navier-Stokes' equations in cylindrical coordinates. With all derivatives with respect to $z$ and $\theta$ being null, the continuity and momentum equations reduce to:

$$
\begin{gather*}
\frac{\partial u_{r}}{\partial t}+u_{r} \frac{\partial u_{r}}{\partial r}-\frac{u_{\theta}^{2}}{r}=\frac{-1}{\rho} \frac{\partial p}{\partial r}+\nu \frac{\partial}{\partial r}\left[\frac{1}{r} \frac{\partial}{d r}\left(r u_{r}\right)\right]  \tag{19.60}\\
\frac{\partial u_{\theta}}{\partial t}+u_{r} \frac{\partial u_{\theta}}{\partial r}+\frac{u_{r} u_{\theta}}{r}=\nu \frac{\partial}{\partial r}\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r u_{\theta}\right)\right]
\end{gather*}
$$

Denoting the radius of the bubble as $a(t)$, and its time derivative, $\stackrel{\circ}{a}(t)$, the continuity equation leads to:

$$
\begin{equation*}
u_{r}=\frac{a(t) \stackrel{\circ}{a}(t)}{r} \tag{19.62}
\end{equation*}
$$

Replacing $u_{r}$ by its expression in 19.60 and 19.61 one obtains:

$$
\begin{gather*}
\frac{1}{r}\left[a \stackrel{\circ \circ}{a}+\stackrel{\circ}{a}^{2}-u_{\theta}^{2}-\frac{a^{2} \stackrel{\circ}{a}^{2}}{r^{2}}\right]=-\frac{1}{\rho} \frac{\partial p}{\partial r},  \tag{19.63}\\
\frac{\partial u_{\theta}}{\partial t}+\frac{a \stackrel{\circ}{a}\left(\frac{\partial u_{\theta}}{r}+\frac{u_{\theta}}{r}\right)=\nu \frac{\partial}{\partial r}\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r u_{\theta}\right)\right],}{}=, \tag{19.64}
\end{gather*}
$$

This set of coupled equations ailows one to describe both the bubble dynamics and flow field modification with time accounting for the interaction with the bubble.
19.8.1. Method of Solution In order to obtain a differential Equation for the bubble radius variations, similar to the Rayleigh Plesset Equation (19.27), Equation (19.63) is integrated between $r=a(t)$ and a very large radial distance $r=R_{i n f}$, beyond which the vortex flow is assumed to be inviscid, and that due to a line vortex of circulation $\Gamma$. This leads to an integral term containing $u_{9}^{2}$. In order to obtain this term, a space and time integration of Equation (19.64) is needed. This is obtained using a Crank-Nicholson finite difference integration scheme of the partial differential equation (19.64). To do so, the domain of integration is made time independent using the variable change,

$$
\begin{equation*}
s=\frac{r}{a(t)} \tag{19.65}
\end{equation*}
$$

The integration region becomes for all times $\left[1 ; s_{\text {inf }}\right]$, with $R_{\text {inf }}(t)=a(t) s_{\text {in }}$. With $a, \stackrel{\circ}{a}$ known at a given time step through the solution of Equation 19.63, Equation 19.64 becomes:
with

$$
\bar{a}=\frac{a}{a_{0}}, \quad \bar{t}=\frac{t}{a_{0}} \sqrt{\frac{P_{\infty}}{\rho}}, \overline{u_{\theta}}=u_{0} \sqrt{\frac{P_{\infty}}{\rho}}, \quad R_{0}=\frac{a_{0}}{\nu} \sqrt{\frac{P_{\infty}}{\rho}}, \quad F=\frac{r}{a_{0}} .
$$

Similarly, Equation (19.63) becomes:

$$
\begin{align*}
& \bar{a} \frac{\infty}{a}+\frac{\frac{0}{2}^{2}}{a}=\frac{\frac{\frac{o}{a}^{2}}{2 \ln \left(s_{\text {inf }}\right)}}{}\left[-\frac{1}{s_{\text {inf }}^{2}}+1\right]+\frac{1}{\ln \left(s_{\text {inf }}\right)} \int_{1}^{x_{\text {inf }}} \frac{\bar{u}_{\phi}^{2}}{s} d s+ \\
& -\frac{1}{\ln \left(s_{\mathrm{iof}}\right)}\left[1-\left(\frac{\bar{\Gamma}}{2 \pi \bar{a} s_{\mathrm{inf}}}\right)^{2}-\overline{p_{v}}+\overline{p_{g o}}\left(\frac{1}{\bar{a}}\right)^{2 k}-\frac{1}{W_{\varepsilon} \bar{a}}-\frac{2 \frac{\circ}{a}}{R_{e} \bar{a}}\right], \tag{19.68}
\end{align*}
$$

$$
\begin{equation*}
\bar{\Gamma}=\frac{\Gamma}{a_{0}} \sqrt{\frac{P_{\infty}}{\rho}}, \quad \overline{p_{v}}=\frac{p_{v}}{p_{\infty}}, \quad \overline{p_{g}}=\frac{p_{g}}{p_{\infty}}, \quad W_{e}=\frac{a_{0} P_{\infty}}{\sigma} . \tag{19.69}
\end{equation*}
$$

Conditions The initial conditions considered are as follows. For the bubble,

$$
\begin{equation*}
a(0)=a_{0}, \quad \stackrel{\circ}{a}(0)=0 . \tag{19.70}
\end{equation*}
$$

For the line vortex, the equation at $t=0$, is that of a Rankine vortex as described in Section (1.1.14), with

$$
\begin{equation*}
u_{r}(r, t=0)=0 \tag{19.71}
\end{equation*}
$$

In addition, the following boundary condition, similar to Equation (19.38), is imposed at the bubble interface:

$$
\begin{equation*}
P(a)=p_{v}+p_{g_{0}}\left(\frac{a_{o}}{a}\right)^{2 k}-\frac{\sigma}{a}+2 \mu \frac{\partial u_{r}(a)}{\partial r}, \tag{19.72}
\end{equation*}
$$

where $\mu$ is the dynamic viscosity, and the gas compression law is given by:

$$
\begin{equation*}
p_{g}=p_{g_{0}}\left(\frac{a_{o}}{a}\right)^{2 k} \tag{19.73}
\end{equation*}
$$

In addition, the following 'at-infinity' condition is imposed on the pressure at the distance, $\boldsymbol{R}_{\text {inf }}$ :

$$
\begin{equation*}
P\left(R_{i n f}\right)=p_{\infty}-2 \rho\left(\frac{\Gamma}{2 \pi s_{\text {inf }} a(t)}\right)^{2} \tag{19.74}
\end{equation*}
$$




Fig. 19.21. Dynamics of the interaction between a cylindrical bubble and a line vortex. $\mathbf{r}=$ $0.5 \mathrm{~m}^{2} / \mathrm{s}, P_{g o}=5 \times 10^{3} \mathrm{~Pa}, P_{\infty}=1.3 \times 10^{5} \mathrm{~Pa}$. a) Bubble radius, value of maximum azimuthal velocity $u_{\theta \max }$, and position of $R_{\theta_{\max }}$. b) Bubble radius versus time with and without viscous interaction.
19.8.3. Some Preliminary Results Figures $19.21 a$ and $19.21 b$ illustrate both the bubble / vortex flow field interaction and a case where there is a need to include this full interaction in the dynamics. In these two figures, the bubble has an initial radius of 1 mm , while the viscous core of the vortex has an initial radius of 1 cm . The initial circulation in the vortex is $0.5 \mathrm{~m}^{2} / \mathrm{s}$, and the initial pressure in the bubble is $5 \times 10^{3} \mathrm{~Pa}$, while the ambient pressure is $1.3 \times 10^{5} \mathrm{~Pa}$. Therefore, the buचble starts its dynamics by collapsing. Figure 19.21a shows simultaneously three characteristic quantities of the problem versus time. The first quantity is the bubble radius versus time, while the other two quantities are the radial position, $R_{\rho_{\text {max }}}$, of the maximum azimuthal velocity, $u_{\theta_{\max }}$, and the value of this velocity. In the previous sections, these two last quantities remained constant with time. A very important first result very clearly shown in Figure 19.21a is that both the position of $R_{\theta_{\max }}$, and the value of $u_{\theta_{\max }}$, both directly depend on the variation of $a(t)$. The viscous core (of radius $R_{\theta_{\text {max }}}$ ) is seen to decrease with the bubble radius during bubble collapse, and to increase with the bubble radius during bubble growth. This tendency of the viscous core to get displaced with the bubble wall, corresponds to intuition, but is proven numerically to our knowledge for the first time here and in Desgrees du Lou et al., 1993.

Viscous effects appear more prominently when following the bubble dynamics over more than a single period of oscillation. Both maximum values of $R_{\rho_{\max }}$ and $u_{\rho_{\max }}$ are seen to decrease with time. Through conservation of momentum, the azimuthal velocity follows an tendency opposite to the core size. As the bubble wall moves inward the viscous core shrinks, simultaneously increasing the tangential velocity to a maximum when the bubble reaches maximum size. As the bubble grows again, the core expands and the tangential velocity decelerates to a minimum at the maximum bubble radius. When the fluid particles are pulled in towards the vortex axis they accelerate tangentially. This is similar to the phenomenon of

$a$

b

Fig. 19.22. Dynamics of the interaction between a cylindrical bubble and a line vortex. $P_{\text {axis }}=7 \times 10^{5}$ Pa. a) Influence of the initial bubble pressure, $P_{s o}$, on bubble radius and position of $R_{\theta_{\text {max }}} . R_{c} / a_{0}=2$. b)Infuence of $R_{c} / a_{0}$ on the bubble radius and position of $R_{0_{\max }}$. $P_{g o}=1.5 \times 10^{5} \mathrm{~Pa}$.
vortex stretching .
Figure 19.216 shows the importance of the inclusion of full viscous flow / bubble interaction in the dynamics. One graph in the figure considers the case where the underlying flow field is forced to remain that of a Rankine vortex. In that case, as apparent in the figure, the bubble oscillations are repeatable with time, and no viscous decay of the amplitude of the oscillations are visible. To the contrary when the underlying flow is modified through viscous diffusion and interaction with the bubble, the bubble radius oscillations decays very much after the first collapse, and the flow field characteristics are modified as described in Figure 19.21a.

Figures $19.22 a$ and $19.21 b$ show, respectively, the influence on the dynamics of the initial gas pressure inside the bubble, $P_{g o}$, and the ratio of initial core radius to initial bubble radius, $R_{e} / a_{0}$. For an initial pressure on the vortex axis of $7 \times 10^{5} \mathrm{~Pa}$, Figure $19.22 a$ shows the dynamics of the bubble and the viscous core size when the initial pressure in the bubble decreases from $5 \times 10^{5} \mathrm{~Pa}$ to $1.5 \times 10^{5} \mathrm{~Pa}$. For $P_{g o}=5 \times 10^{5} \mathrm{~Pa}$ the bubble collapse is very weak, and the core radius is seen to follow the bubble wall oscillations. For all three other larger values of $P_{s o}$ starting from $P_{g o}=4 \times 10^{5} \mathrm{~Pa}$ the bubble collapee is strong enough to entrain a full collapse of the viscous core which practically disappears (maximum azimuthal velocity at the bubble wall) during the later phases of the bubble collapse. This is followed by a much stronger rebound of the viscous core than the bubble rebound.

Figure 19.226 shows a behavior similar to the previous figure when the ratio, $R_{c} / a_{0}$, increases. Here again a strong core collapse and rebound is observed when the initial distance between the bubble wall and the core radius is decreased.
trend is to address the problems by a two-pronged effort involving numerical and experimental simulations. This is made possible by the development of advanced high speed computers which render direct numerical simulations possible in reasonable amounts of time. The studies presented above addressed various aspects of the problem, namely bubble capture by the vortex and bubble dynamics in the vortex flow field. Very much lacking and presently a subject of active work at our research center is the influence of the bubble's presence on the vortex behavior. It is hoped that a matching between a viscous solver, at least in the vortex viscous core region, and a bubble dynamics solver such as 2DynaFS or 3DynaFS would enable one to describe with some acceptable accuracy the full interaction between the bubbles and the vortex flow field. This is of great importance since it would enable the user to understand the mechanics involved thus enabling one to manipulate the phenomena for technological advantage such as is bubble drag reduction or cavitation inception delay.
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#### Abstract

Cavitation in a liquid is known for its deleterious effects, namely erosion, noise and loss of performance. In a mechanical heart valve, stresses generated by cavitation could lead to catastrophic failure. These deleterious effects are directly connected to the dynamics of pre-existing microscopic nuclei in the liquid medium. To highlight this, a selective review of the dynamics of the bubbles at the microscopic levels is considered here; the various aspects of the prob-


Cavitation and bubble dynamics have been the subject of extensive research since the early works of Besant (1) and Lord Rayleigh (2). The phenomenon has been studied mostly for hydrodynamic applications, where its presence is associated with deleterious effects; i.e. performance deterioration, material erosion, and noise generation. More recently, cavitation has been studied for useful purposes including sound generation, cutting, drilling, cleaning, enhancement of mixing and chemical reactions, emulsification, etc. (38).

This article studies the damaging effects of cavitation on implants such as mechanical heart valves, and its negative effects on biological cells and tissue in vivo. In both these cases stresses generated by cavitation lead to undesirable effects; in a mechanical heart valve, failure of the valve could result from the development of cracks, while cells could be damaged or induced to collect around bubbles.

This presentation does not intend to be a complete and inclusive review of the phenomenon of cavitation. Instead it will consider some aspects of the subject relevant to cavitation erosion from a microscopic point of view of the bubble dynamics. Our aim is to give an overview of the problem areas where significant knowledge has been accumulated and to discuss important aspects of the dynamics which either have not yet been addressed properly or are the subject of on-going intensive research.

[^3]lem are highlighted and briefly addressed; new areas of research in non-spherical and bubble cloud dynamics are then considered. The importance of the inclusion of these collective and non-uniform flow effects in the dynamics of bubbles in a realistic cavitating flow field is also elucidated.
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## Cavitation inception

Background
Despite a large number of investigations and publications on the subject - including several well documented books and review articles ( $6-9$ ) - the fundamentals of cavitation remain relatively poorly understood. In order to achieve a cavitation-free design of a submerged body (such as a valve, propeller, etc.), or to simulate cavitation and test a model scale in a laboratory environment, it is necessary to establish criteria for cavitation inception, and to define scaling parameters between model and full scale. From talking to engineers and practitioners of fields where cavitation is a problem, the most commonly used definition of cavitation is based on an over-simplification that serves the purpose in most engineering cases but could lead to erroneous conclusions if used to explain or model new problems areas. This traditional engineering definition is that a liquid flow experiences cavitation if the local pressure drops below the liquid vapor pressure, $p_{0}$.

## Definition of the cavitation number

A dimensional analysis of the flow around an obstacle (e.g. foil or a valve) of streamwise and transverse characteristic length scales, $L$ and $W$, shows that the pressure, $p_{M}$, at any point $M$, can be written as a function, $\mathcal{F}$, of the following variables:

$$
\begin{equation*}
p_{M}=\mathcal{F}\left(P_{\infty}, \alpha, L, W, \rho, V_{\omega} \mu\right), \tag{1}
\end{equation*}
$$

where $\alpha$ is the incidence angle of the flow relative to the obstacle, $P_{\infty}$ and $V_{\infty}$ are the characteristic pressure and


Figure 1: Curves of bulble static ciquilibrium.
velocity of the flow, respectively, and $\rho$ and $\mu$ are the liquid density and kinematic viscosity, respectively. Based on the above engineering definition of cavitation, from a cavitation inception standpoint, any pressure, $p_{M}$, in the liquid flow is important only in terms of the pressure difference, $p_{M}-p_{v}$, since the liquid cavitates when $p_{M}=\mathrm{p}_{\mathrm{v}}$. In this case, Equation (1) becomes at the inception of cavitation:

$$
\begin{equation*}
\frac{P_{\infty}-P_{v}}{1 / 2 \rho V_{\infty}^{2}}=\mathcal{F}\left(\alpha, \frac{W}{L}, \frac{\rho V_{\infty} L}{\mu}\right), \quad \text { or } \quad \sigma=\mathscr{F}\left(\alpha, \mathcal{G}, R_{e}\right) . \tag{2}
\end{equation*}
$$

$\mathbb{R}_{\varepsilon}$ is the Reynolds number, $\mathcal{G}$ is a geometric characteristic (shape parameter) of the obstacle, and $\sigma$ is the "cavitation number" defined as:

$$
\begin{equation*}
\sigma=\frac{p_{\infty}-p_{v}}{1 / 2 \rho V_{\infty}{ }^{2}} \tag{3}
\end{equation*}
$$

Scaling various cavitation experiments or a model configuration to a full scale configuration is obtained by conserving $\sigma$.

## Presence of cavitation nuclei

The above definition of cavitation inception is only true in static conditions when the liquid is in contact with its vapor through the presence of a large free surface. For the more common condition of a liquid in a
flow, or in a biological application, liquid vaporization can only occur through the presence of "micro free surfaces" or microbubbles, also called "cavitation nuclei". Indeed, a pure liquid free of nuclei can sustain very large tensions, measured in hundreds of atmospheres, before a cavity can be generated through separation of the liquid molecules. Therefore, any fundamental analysis of cavitation inception has to start from the observation that any real liquid contains nuclei which when subjected to variations in the local amibient pressure will respond dynamically by' oscillating and eventually growing explosively (i.e. cavitate). A more precise definition is presented in the next section.
Cavitation inception appears under several forms, the most recognized being (14):
(a) Explosive growth of individual bubbles,
(b) Sudden appearance of transient cavities or "flashes" on boundaries,
(c) Sudden appearance of attached partial cavities, or sheet cavities,
(d) Explosive growth of bubble clouds, behind attached cavities or a vibrating surface.
(e) Sudden appearance of rotating filaments, or vortex cavitation.
Upon further analysis, all these forms can le related to the explosive growth of pre-existing nuclei in the liquid when subjected to pressure drops generated by various forms of local pressure disturbances. These are either acoustically imposed pressure variations (ultrasound applications), uniform pressure drops due to local liquid accelerations, or strongly non-uniform pressure fields due to streamwise or transverse large vortical structures. The presence of nuclei or weak spots in the liquid is therefore essential for cavitation inception to occur when the local pressure in the liquid drops below some critical value, $p_{i}$, which is addressed next.

## Bubble static equilibrium

The first level of sophistication for the definition of a cavitation inception criterion is based on the concept of static equilibrium of a bubble in a liquid. The criterion predominantly used is based on a spherical bubble model, even though it applies only to a limited number of the cavitation forms listed above. In this model, the bubble is assumed to contain non condensable gas of partial pressure, $P_{\boldsymbol{x}^{\prime}}$ and vapor of the liquid of partial pressure, $p_{v}(6-9)$. Therefore, at any point $M$ on the bubble surface, the balance betveen the internal pressure, the liquid pressure, and surface tension can be written:

$$
\begin{equation*}
P_{L_{o}}=p_{v}+P_{80}-\frac{2 \gamma}{R_{o}}, \tag{4}
\end{equation*}
$$

where $P_{L_{\nu}}$ is the pressure in the liquid, $\gamma$ is the surface tension parameter, and $R_{0}$ is the bubble radius.


Figure 2: Influence of viscoelastic properties on spherical bubble dynamics. $\lambda_{1}$ and $\lambda_{2}$ correspond to Newtonian fluid. a) Bubble oscillations case; $\left.\lambda_{1}=2 . b\right)$ Bubble collapse case; $\lambda_{1}=10^{3}$. Reprinted from (10).

If the liquid ambient pressure changes very slowly, the bubble radius will change accordingly to adapt to the new value. This is accompanied by a modification of the pressure inside the bubble. The vaporization of the liquid at the bubble-liquid interface occurs very fast relative to the time scale of the bubble dynamics, so that the liquid and the vapor can be considered in equilibrium at every instant, and the partial pressure of the vapor in the bubble is always constant. On the other hand, gas diffusion occurs over a much longer time scale, so that the amount of gas inside the bubble remains constant. This results in a gas partial pressure which varies with the bubble volume. Since we are interested in a quasi-steady equilibrium, $P_{g}$ is considered to follow an isothermal compression law, and is related to the reference value, $P_{g \sigma^{\prime}}$ and to the new bubble radius $R$, through:

$$
\begin{equation*}
P_{g}=P_{g_{o}}\left(\frac{R_{0}}{R}\right)^{3} \tag{5}
\end{equation*}
$$

The dynamic equation at the bubble wall becomes:

$$
\begin{equation*}
P_{L}(R)=P_{v}+P_{s_{0}}\left(\frac{R_{o}}{R}\right)^{3}-\frac{2 \gamma}{R}, \tag{6}
\end{equation*}
$$

where the notation, $P_{L}(\mathrm{R})$, is meant to associate the liquid pressure, $P_{L}$, to the bubble radius, $R$.

An understanding of the bubble stable equilibrium can be obtained by considering the curve, $P_{L}(R)$. As illustrated in Figure 1, this curve has a minimum below which there is no equilibrium bubble radius. Only the left side branch of the curve corresponds to a stable equilibrium.
If the pressure in the flow field drops below the minimum of the curve, or critical pressure, $p_{c}$, an explosive bubble growth (cavitation) is provoked. This provides an improved definition for cavitation inception which depends on the size of the nuclei. The "critical pressure" is obtained by solving for the minimum of $P_{L}(\mathrm{R})$, using Equation (6) and can be expressed as:

$$
\begin{equation*}
p_{c}=p_{b}-\frac{4 \gamma}{3 \mathrm{r}_{c}}, \tag{7}
\end{equation*}
$$

where $\gamma$ is the surface tension parameter, and $r_{c}$ is the "critical radius" given by:

$$
\begin{equation*}
r_{c}=\left[\frac{3 R_{0}^{3}}{2 \gamma}\left(P_{L_{0}}-p_{v}+\frac{2 \gamma}{R_{0}}\right)\right]^{1 / 2} \tag{8}
\end{equation*}
$$

For a given ambient pressure, $P_{L^{\prime}}$, any bubble larger


Figure 3: Emission of a shock wave during bubble collapse and rebound. Reprinted from (13).
than $r_{c}$ will cavitate. This definition is much more accurate than the engineering definition, but lacks consideration of any dynamic or non-spherical effects, which can be predominant in some situations.
This new definition of cavitation inception highlights the fact that a correct scaling of the cavitation phenomenon has to account not only for the conservation of the parameters shown in Equation (2), but also for the nuclei size distribution between the model and the full scale.

## Spherical bubble dynamics

## Newtonian incompressible model - <br> Rayleigh-Plesset equation

The most commonly used bubble dynamics model is based on the assumption of a spherical bubble in an compressible liquid. In this case, the radial velocity of e liquid, $u_{r}$, at a distance, $r$, from the bubble center, is directly related to the bubble wall velocity through the continuity, or mass conservation equation:

$$
u r=\dot{R}(t)\left[\frac{R(t)}{r}\right]^{2}
$$

where $R(t)$ is the bubble radius at time $t$, and $\dot{R}(t)$ is the bubble wall velocity. This equation accounts for the kinematic condition at the bubble wall-i.e. the velocity of the bubble wall is identical to the liquid velocity at this wall. This obviously neglects any flow (mass transfer) across the bubble interface. A second boundary condition at the bubble wall, which is dynamic, expresses the balance of the normal stresses at the wall. For a Newtonian fluid it can be written:

$$
\begin{equation*}
P_{L}(R)+4 \mu \frac{\dot{R}}{R}=P_{i}-\frac{2 \gamma}{R^{\prime}} \tag{10}
\end{equation*}
$$

where $P_{L}(\mathrm{R})$ is the pressure in the liquid at the bubble wall, $P_{i}$ the pressure inside the bubble, $\gamma$ the surface tension, and $\mu$ the kinematic viscosity. As above, the bubble contains vapor of the liquid at the constant partial pressure, $p_{\nu}$ and non-condensable gas at the partial pressure, $P_{g^{\prime}}$, which is related to the reference value $P_{80}$ through:

$$
\begin{equation*}
P_{y}=P_{g 0}\left(\frac{V_{o}}{\nu}\right)^{k} \tag{11}
\end{equation*}
$$



Figure 4: Gas pressure inside the bubble as a function of time for a bubble subjected to a sudden pressure drop. Comparison between an incompressible medium case ( $c=[$ infinity]) and a compressible medium.
where the constant $k$ is between 1.0 (isothermal) and $c_{p} / c_{v}$ (adiabatic), and $V_{o}$ and $V$ are the reference and instantaneous values of the bubble volume respectively.

The pressure balance at the bubble interface then becomes:

$$
\begin{equation*}
P_{L}(M)=P_{v}+P_{g o}\left(\frac{R_{o}}{R}\right)^{3 k}-\frac{2 \gamma}{R}-4 \mu \frac{R}{R} \tag{12}
\end{equation*}
$$

A number of effects such as gas diffusion or heat transfer have been neglected in the above equation, and are usually unimportant in the case of a growing and collapsing bubble in a cold liquid. For an oscillating bubble, however, rectified diffusion can be very important.
If we replace Equation (9) in the liquid momentum equation, integrate that equation between the radius of the bubble and infinity where the imposed pressure is $P_{\infty}(t)$, and account for Equation (11), we obtain the well known Rayleigh-Plesset (RP) Equation $(2,9)$ where dots denote time derivatives:

$$
\begin{equation*}
\rho\left[R \ddot{R}+\frac{3}{2} \dot{R}^{2}\right]+4 \mu \frac{R}{R}=P_{80}\left(\frac{R_{v}}{R}\right)^{3 k}+P_{v}-P_{\infty}(t)-\frac{2 \gamma}{R} . \tag{13}
\end{equation*}
$$

This differential equation describes the bubble radius versus time when the time variations of $P_{\infty}$ are known. Integration of this equation enables one to obtain conditions for bubble oscillations, or rapid bubble growth and collapse. In addition, this equation provides the necessary input to compute the pressure generated


Figure 5: Numerical simulation of buble collapse near a solid wall using 2DynaFS. Bubbe contours at various times during collapse.
during bubble collapse. These pressures can be very large. They decrease with an increase in the amount of initial gas in the bubble. They will be considered as reference values in comparison with other models in the following sections.

## Viscoelastic liquid: modified RP' equation

When the liquid in which cavitation occurs does not have Newtonian properties, the above RP dynamics copuation must he modified to account for a non-linear stress-strain relatiomship. This is the case for instance in blood flow, or in hydrodynamics when polymer additives are used to reduce drag. The question is then to evaluate to what extent accounting for the fluid's nonNewtonian behavior is important from the cavitation view point. In previous studies (10-12), we considered theoretically (10), and experimentally the behavior of spherical and non-spherical $(11,12)$ bubbles in a viscoelastic fluid medium. The equation of state of the fluid was taken to be a general 3-parameter Oldroyd model such that the stress-strain relationship ( $\sigma$ and e are the stress and strain tensors) is given by:

$$
\sigma_{i j}^{\prime \prime}+\tau_{s} \stackrel{\left(\sigma_{i j}^{\prime \prime}\right.}{d t}=2 \mu\left(e_{i i}^{\prime \prime}+\theta_{g} \begin{array}{c}
d c_{i 1}^{\prime \prime}  \tag{14}\\
d t
\end{array}\right)
$$

where $\tau_{g^{\prime}} \tau \eta_{g^{\prime}}$ and $\mu$ are characteristic relaxation times and the dynamic viscosity of the non-Newtonian fluid. For a spherical bubble this fluid behavior shows up in both the momentum equation:


Figure 6: High speed photegraphs of bubhe collapse near a solid wall using a spark generated bubble.

$$
\rho\left[\begin{array}{l}
\partial u  \tag{15}\\
\partial t
\end{array} \frac{\partial u}{\partial r} \begin{array}{l}
\partial r
\end{array}\right]=-\frac{\partial p}{\partial r}+\frac{\partial \sigma_{r}{ }^{\prime}}{\partial r}+\frac{3 \sigma_{r}^{\prime \prime}}{r},
$$

where the last two terms have replaced the more conventional viscous terms, and in the stress balance equalien at the buble inferface, which becomes:

$$
\begin{equation*}
P_{1}(M)=P_{s_{0}}\left(\frac{R_{v}}{R}\right)^{3 k}+P_{r^{-}}-\frac{2 \gamma}{R}-\sigma_{r r}^{0} . \tag{16}
\end{equation*}
$$

Finally, for an incompressible isolated bubble the differential equation describing the bubble radius versus time becomes:

$$
\begin{align*}
& \rho\left[\dot{R} \dot{R}+{ }_{v}^{3} \dot{R}^{2}\right]=P_{S_{1}}\binom{R_{0}}{R}^{3 \mathrm{k}}+P_{v}-\frac{2 \gamma}{R_{0}}-P_{\infty}(t) \\
& -4 \mu\left[\begin{array}{l}
\theta_{g} \dot{R} \\
\tau_{g} R
\end{array} \operatorname{\theta }_{g}-\frac{\tau_{g}}{\tau_{g}{ }^{2}} \int_{0}^{1} e^{(\alpha x-H) / r_{g}}\right. \\
& \left.\times{ }^{R^{2}(x) \dot{R}(x)} R^{3}(x)-R^{3}(1) \quad \log _{g}^{R^{3}(\alpha)} \begin{array}{l}
R^{3}(1)
\end{array} d u\right] \text {. } \tag{17}
\end{align*}
$$

Figure 2 shows a comparison between the oscillation and collapse of a spherical bubble in a viscoelastic liquid and water. Negligible effects are seen for a strong bubble collapse unless for very large unrealistic values of $\lambda_{1}=\tau_{g} \rho \sigma^{2} / 64 \mu^{3}$ and $\lambda_{2}=\tau \eta_{g} \rho \sigma^{2} / 64 \mu^{3}$. Viscoelastic effects appear less negligible for weaker bubble oscillations, and when several bubble periods are considered (10). Experimental results relative to the viscoelastic effects are presented below.

## Influence of liquid compressibility

Even though generally neglected in bubble dynamics studies, compressibility of the liquid medium can become important when the speed of the bubble wall during collapse or rebound approaches the sound speed in the liquid. This is illustrated in Figure 3, where shock waves are emitted at bubble collapse (13). In order to model the liquid compressibility, an equation


Figure 7: Motion of lla retutering jat point in the presterce of a moving and rigid solid zvall. Influence of the addition of a polymer solution. Reprinted from (12).
of state of the liquid is introduced. For instance, for water the following Tait equation ( $6-8$ ) is used:

$$
\begin{equation*}
\frac{\rho+B}{p_{\infty}+B}=\left(\frac{\rho}{\rho_{\infty}}\right)^{\prime \prime} \tag{18}
\end{equation*}
$$

in which $B$ and $n$ are constants depending upon the liquid, with values of 3000 atmospheres and 7.25 , respectively, for water. The model that has been shown to be the most precise, was proposed by Gilmore (15), and is based on the Kirkwood-Bethe (16) hypothesis. This hypothesis states that the disturbance of any fluid property propagates along an outgoing characteristic of velocity of propagation of $u+c$, the sum of the local velocity of the fluid and the sound speed. In this case the equation of motion of the bubble wall can be written:

$$
\begin{align*}
R \ddot{R}\left(1-\frac{\dot{R}}{c}\right)+\frac{3}{2} & \dot{R}^{2}\left(1-\frac{\dot{R}}{3 c}\right) \\
& =H\left(1+\frac{\dot{R}}{c}\right)+\begin{array}{l}
R d \prime \prime \\
c d t
\end{array}\left(1-\begin{array}{c}
\dot{R} \\
c
\end{array}\right) \tag{19}
\end{align*}
$$

where $c$ is the sound speed at the bubble wall. $H$ is the difference between the enthalpy at the bubble wall and at infinity, and with an isentropic liquid compression assumption is defined as:

$$
\begin{equation*}
H(p)=\int_{p_{\infty}}^{p} d h=\int_{j^{\infty}}^{p} \frac{d p}{\rho} \tag{20}
\end{equation*}
$$

The pressure in the liquid is then given by the following equation at a given location $r$ :

$$
\begin{array}{r}
p(r)=\left(p_{\infty}+B\right)\left[\left(\frac{y}{r}-\frac{1^{2}}{2}\right)\left(\frac{n-1}{n} \frac{\rho_{\infty}}{\rho_{\infty}+B}\right)\right. \\
+1]^{n /(n-1)}-B \tag{21}
\end{array}
$$



Figure 8: High speed photography observation of bubble dynamics between two solid walls.

The velocity of the fluid along the characteristic surface is given by:

$$
d u=\begin{gather*}
1  \tag{22}\\
d-\|
\end{gather*}\left[(c+u) \begin{array}{c}
y \\
r^{2}
\end{array}-2 \begin{array}{c}
c^{2} u \\
r
\end{array}\right]
$$

with $y=\left(/ 1-11^{2} / 2\right) / r$. Using as the initial condition the velocity and radius of the bubble wall, the above equation can be used to compute the velocity along the characteristic. Equation (20) then gives the corresponding pressures.

The former expressions reduce to the incompressible ones as the quantity $\dot{R} / c$ drops below 0.2 . In general a slightly compressible model can be used to replace the Rayleigh-Plesset equation with the Keller-Herring cypation (8):

$$
\begin{align*}
\rho\left[\left(1-\frac{\dot{R}}{c}\right) R \ddot{R}\right. & \left.+\frac{3}{2}\left(1-\frac{\dot{R}}{3 c}\right) \dot{R}^{2}\right] \\
& =\frac{1}{\rho}\left(1+\frac{\dot{R}}{c}+\frac{R}{c} \frac{d}{d t}\right)\left[P_{L}-p_{\infty}\right] \tag{23}
\end{align*}
$$

where:


Figure 9: Numerical simulation using 3DynaFS of bubble dynamics betuect two solid walls.

$$
\begin{equation*}
P_{1 .}=P_{k n}\left(\frac{R_{0}}{R}\right)^{3 k}+P_{v}-\frac{2 \sigma}{R} . \tag{24}
\end{equation*}
$$

Figure 4 compares the pressures in the bubble when compressibility is taken into account and when it is not for a particular case of a spherical bubble collapse. Both an increase in the bubble period and a decrease in the maximum bubble pressure can be observed when a finite sound speed in the water is considered.

## Non-spherical bubble dynamics

## Introduction

In most practical applications where cavitation occurs, bubbles are seldom isolated or spherical. This is the case, for instance, in biological applications when blood flows in and out of the heart through a heart valve. During closure of the valve, flow sepraration and increased velocilies can induce bubble nuclei explosive growth followed in the higher pressure regions ty bubble collapse. Fortunately, with the recent advent of modern computational, experimental, and analytical techniques, the often-neglected bubble flow and bubble boundary interaction and deformation effects can be addressed. To do so, we developecia numerical method which accounts for strong bubble/bubble and bubble/flow interactions. This method has been used to date to study interaction between bubbles, bubbles and nearby rigid or deformable/movable Loundaries, and bubble behavior in non-uniform flows when the underlying flow is viscous. Two particular shear flow cases of relevance to cavitation in separated flows are briefly considered here; a boundary layer flow near a flat wall and the flow field of a line vortex.

Shear and boundary interactions are probably important for flow around heart valves. In both cases significant modifications of the bubble dynamics are associated with the presence of the shear and its combined effects with nearby boundaries.


Figure 10: Motion of the re-entering jet point in the presence of two solid walls or free surface. Influence of the addition of a polymer solution. Reprinted from (12).

## Bubble dynamics model:

numerical boundary element method
For cavilation bubbles, large but subsonic bubble wall velocities are involved and, as a result, viscous and compressible effects in the liquid can be neglected. This results in a flow due to bubble dynamics that is potential (velocity potential, $\phi_{b}$ ), and which satisfies the Laplace equation:

$$
\begin{equation*}
\nabla^{2} \phi_{b}=0 \tag{25}
\end{equation*}
$$

Boundary conditions are such that at all moving or fixed surfaces in the flow field an identity between fluid velocities normal to the boundary and the normal velocity of the boundary itself is to be satisfied. The bubble is assumed to contain non-condensable gas as well as vapor of the surrounding liquid, as above.

The three-dimensional Boundary Element Method developed (3DynalS, with an axisymmetric version 2DynaFS (17-19)) uses Green's equation to determine a solution to the Laplace equation. If the velocity potential, $\phi_{b^{\prime}}$ and its normal derivatives are known on the fluid boundaries (points $M$ ), and $\phi_{b}$ satisfies the Laplace equation, then $\phi_{b}$, can be determined at any point $P$ in the fluid domain using:
$a \pi=\Omega$ is the solid angle under which $P$ sees the fluid. The advantage of this integral representation is that it effectively reduces by one the dimension of the problem. If $P$ is selected to be on the boundary of the fluid domain, then a closed system of equations is obtained and used at each time step to solve for values of $\delta \phi_{b} / n$ (or $\phi_{b}$ ), assuming that all values of $\phi_{b}\left(\right.$ or $\left.\delta \phi_{b} / n\right)$ are known at the preceding time step.

To solve Equation (26) numerically, the initially


Figure 11: Influence of the presence of a linear shear velocity on the collapse of a bubble near a solid uxill. $V_{\text {shear }}$ is normalized with the Rayleigh velocity $\sqrt{ } \Delta \mathrm{P} / \rho$.
spherical bubble is discretized into a geodesic shape with flat, triangular panels. To evaluate the integrals in Equation (26) over any particular panel, linear variations of the potential and its normal derivative over the panel are assumed.

With the problem initialized and the velocity potential known over the surface of the bubble, an updated value of $\delta \phi_{b} / \delta 11$ can be obtained by performing the integrations expressed above and solving the corresponding matrix equation. The unsteady Bernoulli equation can then be used to solve for $D \phi_{b} / D t$, the total material erivative of $\delta_{b}$ while following a particular node durng its motion. Using an appropriate time step, all values of $\phi_{b}$ on the bubble surface and all node positions can be updated. This time-stepping procedure is repeated throughout the bubble oscillation period, resulting in a shape history of the bubbles. The details of the numerics are described in a report by Chahine et al. (17).

## Presence of a basic flow

To study bubble dynamics in a non-uniform flow field, the following model was used. Denoting the velocity of the non-uniform "basic flow" as $V_{o}$, and the resulting velocity field in the presence of oscillating bubbles as $V_{1}$, we defined the "bubble flow" velocity and pressure variables, $V_{b}$ and $P_{b}$ as:

$$
\begin{equation*}
\mathbf{V}_{b}=\mathrm{V}_{1}-\mathrm{V}_{0} \quad P_{b}=P_{1}-P_{0} \tag{27}
\end{equation*}
$$

By noticing that, for cavitating flows, this "bubble flow" fied can be considered to tee a potential montel, we were able to use a method similar to the one described in the previous section to study the dynamics. We then obtained the following modified Bernoulli equation $(18,19,23)$ :

$$
\nabla\left[\begin{array}{c}
\delta \phi_{b}  \tag{28}\\
\delta t
\end{array}+\frac{1}{2}\left|V_{b}\right|^{2}+V_{b} \cdot V_{b}+\frac{P_{b}}{\rho}\right]=V_{b} \times\left(\nabla \times V_{v}\right)
$$



Figure 12: Comparison of the pressures at the cloud center predicted by 3DynaFS and the asymptotic analysis code. $\varepsilon=$ $R_{\max } / l_{0}=0.047$. Pressures are normalized by maximum value for isolated bubble. Reprinted from (24).

For cavitation in a line vortex, Equation (28) becomes (18):

$$
\begin{align*}
\frac{\delta \phi_{b}}{\delta t}+\frac{1}{2}\left|V_{b}\right|^{2} & +\frac{P_{b}}{\rho} \\
& =\text { constant along a radial direction. } \tag{29}
\end{align*}
$$

In the case of a flat wall boundary layer flow such that all velocity vectors are parallel to the wall (unit direction, $e_{x}$ ), and depend only on the distance, $z$, to the wall, $V_{0}=f(z) . e_{x}$, Equation (28) becomes (19):

$$
\begin{align*}
\frac{\partial \phi_{b}}{\delta t}+\frac{1}{2}\left|V_{b}\right|^{2} & +V_{o} \cdot V_{b}+\frac{P_{b}}{\rho} \\
& =\text { constant along the } y \text { direction. } \tag{30}
\end{align*}
$$

These two expressions were used in conjunction with the numerical model described above to conduct the simulations shown below.

## Interaction with a nearby deformable structure

To study bubble interaction with deformable structures, the above described BEM codes were coupled to existing solid medhanics/structural dynamics coxles, Nike31 and Nike21), developed by lidwrence livermore National Laboratories. These codes have the ability to include complex material and structure properties. The coupling between the two sets of codes is achieved through the dynamic condition at the boundaries of the deformable boundary. At these boundaries, the pressure from the licquid obtained through solution of the BEM liquid problem is used as the input or driving force for the structural model. The resulting


Figure 13: Growth and collapse of five bubbles having the same initial size and internal pressure. Influence of the initial bubble geometry distribution on dynamics. $\varepsilon=0.474, P_{g o} / P_{\mathrm{amb}}=$ 283. Reprinted from (23).
motion of the structure is then fed back into the BEM code to calculate the fluid motion at each time step, as described above. The velocity and position of each node are transferred to the fluid model. This coupling results in a fully interactive calculation (26).

Illustrative numerical results and experimental observations: spark-generated bubbles

In all the experiments reported here vapor bubbles (with some non-condensable gas) were generated in water by discharging a capacitor across a pair of platinum or tungsten electrodes for a very brief period of time. The generators used were capable of capacitor charge up to 10 kV . Such a system has been widely used by various authors for bubble dynamics studies, and the validity of the analogy between the collapse of the bubbles it produces and cavitation bubbles has


Figure 14: Simulation of the dynamic interactions between a cloud of 21 bubbles using 3DynaFS on a Cray. Two planes of symmetry are used; each bubble has 102 nodes and 200 panels. a) Growth. b) Collapse.
been established (7). The electrodes were mounted in a large vessel which was hermetically sealed and connected to a vacuum pump. Lowering the ambient pressure was used for degasing and, when desired, for increasing the bubble size, thus slowing down the phenomena observed. This enabled the use of a moderate framing rate high-speed camera, a HYCAM, whose maximum capability was 10,000 frames per second.

## Behavior near a solid wall

The physical mechanisms by which bubble collapse


Figure 15: Bubble dynamics on the axis of a vortex line. Left side shows 3-D shapes at selected times, right side shows bubble contours at increasing times. a) Initial elongation ratio of 3, $\left.p_{i} / p_{\infty} i\right)$ No swirl, ii) $O=0.56, R_{c} / R_{\max }=3$. b) $\Gamma=0.005$ $m^{2} / \mathrm{s}, R_{0}=100 \mu \mathrm{~m}$. i) $p_{i} / p_{\infty}=2, R_{c} / R_{o}=1$, ii) $p_{i} / p_{\infty}=1$, $R_{c} / R_{o}=1$, iii) $p_{i} / p_{\infty}=2, R_{c} / R_{o}=0.57$. Reprinted from (25).
near a solid wall causes material erosion have been the subject of controversy for a long time. Indeed, a shock wave can be generated at bubble collapse (Fig. 2). In addition, bubble collapse near a solid surface proceeds with the formation of a damaging microjet. During its implosion the bubble first elongates perpendicular to the wall, then the side away from it flattens and a re-entering region is formed initiating a microjet which can pierce the bubble and hit the wall. Figure 5 shows a numerical simulation of this collapse using 2DynaFS. Very beautiful pictures of the phenomenon were taken by Lauterborn (20) who generated the bubbles using a laser. Figure 6 presents some of our high speed photographs using the spark generated bubbles (21).

Influence of fluid properties on the bubble behavior Drag-reducing polymers are known to greatly reduce the cavitation inception index for several types of flows. The onset of cavitation is also delayed in acoustic cavitation in a stagnant fluid (16). In addition, cavitation erosion has been reported to be greatly modified (in both directions) with additives. Experimental
(1) and theoretical $(2,21)$ studies on a spherical bubble growth and collapse have shown no sigrificant differences between a Newtonian and a viscoelastic fluid. This conclusion was supported by our high-speed photographic observations of spark-generated bubbles in an unbounded fluid (4).

However, these observations showed that a Polyox WSR 301 solution has a noticeable influence on nonspherical bubble dynamics near solid walls, compared to a liquid having the same viscosity (water + glycerin). The effect of the presence of the additives is to bring the bubble behavior closer to that of a spherical cavity. In order to compare bubble behavior in water and in a viscoselastic liguid, diluted polymer solutions of Polyox were used in the set up described above. In the first series of tests (11), a cylindrical aluminium specimen, used to record the damage due to the implosion, was fitted under the electrodes in a hole drilled in a Plexiglas plate. It was observed later, while analyzing the motion pictures, that this specimen, not being tight enough in the hole, was being slightly sucked up towards the bubble during its growth and then returned after the implosion.


Figure 16: Comparison of calculated bubble collapse contours using 2DyunFS and Nike2D. Top to bottom: fixed, rigidly moving, and deforming structure. Reprinted from (26).

This was in fact fortunate since it allowed the study of the influence of wall motion on the bubble dynamics. In that case the curves $R_{A} / R_{C_{\text {max }}}=f\left(t / \tau_{\text {sph }}\right)($ see Figure 7 also for definitions), where $\tau_{\text {sph }}$ is the period of oscillation of the spherical bubble obtained in the same conditions show that the period of oscillation of the bubble decreases when $\varepsilon=R_{C \text { max }} / I_{0}$ increases. This behavior, comparable to that near a free surface, is the opposite of what happens near a fixed solid wall.
The experiment was then repeated with a fixed wall. The lengthening effect on the bubble life was verified and increased with $\varepsilon$ (Fig. 7). In both cases described above, the bubble was violently attracted towards the wall during its successive collapses and rebounds.

In the presence of polymer additives the following observations were made. In the vicinity of the moving solid wall, for the same $\varepsilon$, the addition of a 250 ppm of Polyox delayed the creation of the microjet thus increasing the bubble lifetime and moving the curves $R_{A}=f(t)$ toward the spherical case curve. Near a fixed solid wall the apparently opposite effect (shortening of the period of oscillation) in the presence of polymers was also seen to reduce the differences between the considered case (given $\varepsilon$ ) and the spherical case ( 11,12 ). This seems to indicate a stabilizing effect on bubble departure from sphericity due to the presence of the viscoelastic fluid. However, as shown in Figure 10, the opposite effect was observed in the presence of a free surface (12).


Figure 17: Collapse of spark-generated bubbles below a plate. a) Rigid 0.475 in. Plexiglas plate. b) Flexible 0.125 in. nylon plate.

## Behavior between two solid walls

The collapse of bubbles between two solid walls is interesting from the practical view point of cavitation in confined areas. The large deformations involved are also of interest from the fundamental dynamics point of view. When $\varepsilon<1$, a bubble at equal distance from the walls first elongates parallel to the walls (direction of most freedom) during its growth, then perpendicularly when the implosion starts. Later the bubble constricts in the medium plane of symmetry and splits in two parts. This is observed experimentally in Figure 8 and simulated numerically in Figure 9 using the code 3DynaFS. Later on each of the two bubbles formed collapses with the formation of a microjet directed to the closer wall. When $\varepsilon \geq 1$, the bubble behaves as a cylindrical cavity until the final stages of collapse where it constricts and splits in two parts $(7,9)$.

Quantitatively the presence of the two walls augments the bubble lifetime significantly. This lengthening effect increases dramatically with $\varepsilon$ (Figure 10). When $\varepsilon$ is approximately equal to 0.7 the period increases by $50 \%$ (compared to only $7 \%$ in the presence of a single wall) and when $\varepsilon$ is approximately equal to 2 it is doubled.

In the presence of polymer additives a shortening of the period of oscillation tends, as for the single wall, to reduce the differences between the considered case and the spherical case.

## Bubble collapse near a flat wall in a shear flow

While most numerical simulations and experimental observations of fundamental bubble dynamics have been made in a quiescent liquid near an infinite wall, it is obvious that cavitating bubbles most often occur in a


Figure 18: Simulation of the growth and collapse of a bubble near a glibule. Bubble and globule shapes versus time. Indices 1 and 2 are for bubble and globule respectively. a) $\mathrm{R}_{\max 1}=$ $R_{\text {max } 2}, \sigma_{1}=\sigma_{2}=0.77 \mathrm{~N} / m, k_{1}=1.25, k_{2}=10$. b) $R_{\max }=$ $\mathrm{R}_{\max 2} \mathrm{O}_{1}=0.77 \mathrm{~N} / \mathrm{m}, \sigma_{2}=10^{4} \mathrm{~N} / \mathrm{m}, k_{1}=1.25, k_{2}=10$. c) $R_{\text {max } 1}=2 R_{\text {max } 2}, \sigma_{1}=\sigma_{2}=0.77 \mathrm{~N}^{2} / \mathrm{s}, k_{1}=1.25, k_{2}=10$.
flow with a slip velocity between the bubble and the liquid. These effects can be simulated numerically using 3DynaFS. Figure 11 illustrates the results of bubble behavior near a flat plate in the presence of a shear flow. The shear flow is such that $V_{o}=0$ at the wall and grows linearly away from it to attain $V_{\text {shear }}$ at the location of the bubble center. The figure shows interesting results for bubble behavior during bubble growth and collapse.
For an increasing ratio, $\tau=V_{\text {shear }} / \sqrt{\Delta_{\mathrm{P} / \mathrm{p}}}$, between the shear flow velocity and the characteristic bubble collapse velocity, the bubble deforms and elongates more and more during its growth. For small values of $\tau$, the re-entering jet is deviated from the perpendicular to the plate with increasing values of $\tau$. For larger values of $\tau$, the re-entering jet formation is totally modified and the bubble tends to cut itself into a toroidal bubble. With increasing values of $\tau$, an interesting lifting effect is observed, and the bubble centroid is seen to move further and further away from the wall. This results from an interaction between the shear flow and the rotation imparted to the bubble.

## Interaction between multiple bubbles

In a cavitating flow field bubbles are seldom isolated, so there is a need for simulation tools for multibubble interactions. The first model we developed was based on matched asymptotic expansions (22). This model explained the fact that collective bubble dynamics can generate pressures much higher than expected from the
simple addition of single bubble effects. This explains the very high erosion rates observed when cloud cavitation occurs. However, this model diverged when the number of bubbles increased or when the bubble spacing decreased. Using the BEM method, these limitations can be removed and more realistic and accurate results obtained. Figure 12 compares the results obtained with 3DynaFS with those using an asymptotic approach $(22,24)$. Note that the asymptotic approach is already an improvement over most previous studies, which totally neglected the interactions. The b'ubble cloud is subjected to a sudden pressure drop, and cloud configurations of $1,2,4$ and 8 bubbles are considered.
For the 2-bubble case the bubble centers are separated by a distance $I_{0}$, and the initial gas pressure in each bubble is such that the bubble would achieve a maximum radius $R_{\max }=R_{b 0}=0.047 \mathrm{I}_{0}$ if isolated. The fourbubble configuration considers similar bubbles centered on the corners of a square with sides of dimension $I_{0}$. Finally, the eight bubbles are located on the corners of a cube of side $I_{0}$. The figure presents the variations with time of the pressure measured at the "cloud center" normalized by that obtained with an isolated bubble. As expected, the asymptotic approach gives a very good approximation for a small number of bubbles, N. However, the pressures predicted by the asymptotic analysis are seen to become much higher than the more accurate 3D results for an increasing value of $N$. Similar results are observed when the cloud void fraction or the ratio, $\varepsilon \pi=r_{b o} / l_{0}$, increases (24). This result qualifies earlier conclusions about extremely large pressures generated by a bubble cloud collapse.

Figure 13 illustrates another important effect due to asymmetries in a bubble cloud configuration. It considers an asymmetric five bubble configuration. All bubbles have the same initial radius and internal pressure, and are initially spherical and located in the same plane. The most visible effect is that observed on the center bubble; its growth is initially similar to that of the other bubbles, but it ends up being the least deformed. Later on, as the collapse proceeds with the development of a reentrant jet directed towards the central bubble, this bubble appears to be shielded by the rest of the cloud. Its period is at least double that of the other bubbles. Very similar effects are seen when the number of bubbles is increased. Figure 14 shows a 21-bubble configuration, where again growth occurs without too much interference between the bubbles. However, collapse proceeds from the outer bubble shells towards the inside, indicating a cloud period of oscillation much larger than that of individual bubbles, as predicted by cloud cavitation models (8).

## Bubble dynamics on the axis of a vortex

Let us now consider the case where the bubble is
placed at the axis of a vortex line at $t=0$ and starts to grow due to the excess ketween the internal pressure and the local ambient pressure. During the growth phase the bubble elongates along the vortex axis, then starts its collapse from a significantly elongated shape (25). As shown in Figure 15a, this elongation is not the key parameler to the subsequent buble lehavior. If the rotation volocity is neglected, the collapse would proceed as for elongated bubbles with two opposing jets formed at the bubble points along the axis (Fig. 14). However, the opposite effect with a radial jet forming is in general obtained when the rotation in the vortex flow is included. The bottom of Figure 14a illustrates this for particular values of the vortex circulation, $\Gamma$, and the normalized viscous core radius, $R_{c}=R_{c} / R_{\text {max }}$.

In Figure 15b, the initial pressures inside the bubbles are taken to be larger than the pressure on the vortex axis, and the bubbles are left free to adapt to this pressure difference. For a given value of the circulation (normalized parameter, [equ 30]), the bubble behavior strongly depends on the ratio of the core radius $R_{c}$ to $R_{\max }$. In all cases where $R_{\max }$ is larger than $R_{c^{\prime}}$ it appears that the bubble tends to adapt to the vortex tube of radius $R_{c}$. This could lead to various bubble shapes, as shown in Figure 15b, ending up with a very elongated bubble with a wavy surface for large values of $R_{\max } / R_{c}$. The figure shows bubble contours at various times during growth and collapse for various values of the core radius, $R_{\boldsymbol{c}}$, and the ratio of the initial bubble and ambient pressures. Also shown are selected 3D shapes of the bubbles at various times which have the advantage of being much more descriptive.

It is apparent from these figures that during the initial phase of bubble growth, radial velocities are large enough to overcome centrifugal forces and the bubble first grows almost spherically. Later on, the bubble shape starts to depart from the spherical and adapts to the pressure field. The bubble then elongates along the axis of rotation. Once the bubble has exceeded its equilibrium volume, bubble surface portions away from the axis - high pressure areas - start to collapse, or to return rapidly towards the vortex axis.

On the other hand, points near the vortex axis do not experience rising pressures during their motion, and are not forced back toward: their initial position, thus continuing to elongate alor : the axis. As a result, a constriction appears in the mid-section of the bubble. The bubble can then separate into two or more tear-shaped bubbles. It is conjectured that this splitting of the bubbles is a main contributor to cavitation inception noise which can be used as a means of detecting cavitation.

## Bubble collapse near deformable bodies

This section illustrates the importance of accounting for the motion and deformation of a nearby body in the
study of bubble dynamics. This has been illustrated indirectly in the above experiments, where the motion of an impacted sample significantly modified the history of the jet point. Figure 16 shows the behavior of a large bubble near a spherical structure. Three characteristic interaction cases are considered (26). In the first case the sphere is rigid and does not move or deform. In that case, as for a bubble collapsing near an infinite wall, the bubble collapse proceeds with the formation of a re-entering jet perpendicular to the sphere. In the second case, the sphere is allowed to move rigidly in response to the bubble pressure field. A very significant modification of the bubble behavior is observed, leading to a constriction of the bubble top prior to the formation of the re-entering jet. Finally, in the third case, a full coupling between the structure motion and deformation and the bubble behavior is considered using the coupled 2DynaFS and Nike2D codes. In that case, a bubble behavior between the above two cases is observed. A re-entering jet is still formed, but it is wider and slower than that achieved in the presence of a rigid sphere. However, the pressure felt by the deforming structure is larger (26).

Figures 17a and 17 b compare the experimental observations of large spark-generated bubble behavior near a solid and a flexible plate. In both cases, a relatively large bubble is generated through a reduced ambient pressure in the bubble chamber, and the bubbles are sparkgenerated below horizontal plates. In Figure 17a, the plate is made of thick Plexiglas ( 0.475 inch), while in Figure 17b, the plate is made of thin ( 0.125 in ) pliable plastic. The bubbles are generated under identical conditions and would have the same radius if in an infinite medium. The difference in the behavior of the two bubbles is, however, very obvious. Two important characteristics of the rigid wall case are the formation of a bubble re-entering jet directly towards the plate, and the reflection of an expansion wave at the plate wall which creates a secondary bubble from minute air bubbles trapped under the plate (Fig. 17a).

In the flexible wall case shown in Figure 17b, the reentering jet is practically eliminated, and the bubble collapses almost spherically without moving towards the plate. Due to some asymmetry in the plate position relative to the bubble, a small motion sideways and away from the plate is observed. The formation and growth of a bubble layer near the solid plate is replaced in the flexible plate case with a very fine sheet of tiny bubbles which move away from the plate. This again illustrates the importance of nearby wall motion and deformation on bubble dynamics.

## Bubble collapse near simulated cells

The last example presented in this communication concerns the behavior of a bubble near simulated blood
cells. Undesirable effects of cavitation using ultrasound have been reported in the literature (8). The negative effects of cavitating bubbles on nearby cells are explained by the impact of re-entering jets on the cells and by the generation of large stresses on the cell. Without trying to simulate accurately the cell globule, we have considered the interaction of a growing and collapsing bubble and a nearby spherical globule with a very high surface tension and/or a very low compressibility content. The bubble behavior near such a simulated cell is seen to depend on the size ratio between the bubble and the globule.

In most cases, as in Figures 18a and b, the cell acts as a nearby free surface and tends to repel the re-entering jet formed during the bubble collapse. This jet moves away from the globule. However, it appears that the globule is seen subjected to very high stresses leading to a sharp intrusion of the fluid in the globule and a potential rupture of the globule interface. Figure 18c shows a second configuration where the globule is much larger than the bubble, in which case the globule is stretched in a different fashion.

## Conclusions

We have reviewed various aspects of cavitation inception and highlighted the potential for error in scaling if the proper definition is not used. For instance, the concept of nuclei distribution in the cavitating medium, often not addressed, can be a source of serious scaling problems. A few models for bubble growth and collapse were then presented, including the effects cf a non-Newtonian fluid which are of relevance to biological applications. The importance of non-spherical bubble dynamics was then addressed as this is very common in any conditions where cavitation erosion occurs. The influence of relative liquid bubble flow, multibubble interactions and the presence of non-uniform flow fields were then briefly considered. Finally, the importance of the inclusion of the motion and deformation of the nearby boundaries or cells was highlighted.

While this communication addressed a host of problems, showing some particular solutions, it was not able to give definite general conclusions. It did, however, highlight the fact that the study of cavitation is much more complex than usually thought. Simplified, commonly used models (spherical and axisymmetric) can lead to simplified answers. However, these results are only good in very limited conditions, and risk results that can be in error by orders of magnitudes. Fortunately, with recent advances in computational terhniques and computers, detailed simulations of particular conditions are becoming mer: and more within reach.
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## Discussion

## Swanson:

This photography is to be commended. One of the things that I would like to point out specifically is that in the very last series there were a number of rebounds for those bubbles. As the bubbles collapse, the generated jet does all those damages. These are the prettiest pictures I have seen in a long time.

## Chahine:

Thank you.

## Israelachvili:

How do you know that the damage is not caused by the spark? I would like to show some pictures given to me by Professor Ellis before he died. These pictures show that the shock waves at the inception are as strong as they are when they collapse.

## Chahine:

The subject of what generates the erosion, the shock or the re-entering jet, is very old as we saw from Professor Ellis' picture. I think that it is a combination of both effects and depending upon the bubble distance from the wall and what configuration is used it is one rather than the other. For example, in an underwater explosion it would be much more the shock. However, we have been working on instances where it is the jet that is much more erosive than the shock.

## Regnault:

Maybe you can clear up a few concerns or questions I have about cavitation. You defined cavitation as the expansion of nuclei bubbles and the recollapse of those as opposed to the generation of vapor without a nuclei. Is that correct?

## Chahine:

I have no doubt in my mind that it is practically impossible to generate vapor out of no nuclei. I think maybe $95 \%$ of the cavitation community would agree.

## Regnault:

In the case of cavitation in the body where we would have a large amount of dissolved gases, would you say that the drawing out of dissolved gases from the bloodstream then the recollapse of these bubbles would be the source for cavitation bubbles?

## Chahine:

No, I think there is a confusion between dissolved gases and gases that are in suspension as nuclei. In the first set, the molecules of the gas are mixed with the molecules of the water. The characteristic time for these dissolved gases to go into the nuclei is very long. That is not what I am talking about. I am talking about actual microscopic bubbles that are already present in the liquid, very different from the dissolved gases in the bloodstream.
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Our study consisted in analysing the interaction between a bubble and a vortex flow. Therefore, we tried to use more physically realistic vortex models, and we highlighted the effects of a fully viscous interaction.

## Statementel nork:

Theory: The theoretical part aims at showing the effects of the interaction on bubble behaviour and on the vortex flow behaviour.

A first approach examine the 2D axisymmetric interaction, considering that the fluid is perfect.

In a more general chapter, we take a fully viscous interaction into account.
Results: Two vortex models lead to realistic evolutions of the bubble and of the vortex flow, with the influence of an axial velocity.

A 1D model shows, for the first time, that the interaction seems to be non linear.

Synthesis and conclusion: We propose a matching of the two solutions for an axisymmeuric and finite bubble, which would lead to understand the non linear viscous interaction, taking the axial flow of the vortex into account.
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## NOMENCLATURE

a bubble radius.
$a_{a}$ initial bubble radius.
$A_{c}$ Rankine's core radius.
C Burgers constant.
c local curvature on the bubble surface.
$\frac{\text { D }}{\text { Dt }}$ Lagrangian or material derivative.
dt time step.
$g$ gravity field.
$j$ number of the time step.
$k$ polytropic constant for $P V^{k}=$ constant.
$P$ pressure field.
$P_{g o}$ initial partial gas pressure in the bubble.
$P_{l}$ pressure in the liquid.
$P_{\text {s }}$ pressure at $O$, the stagnation point of the initial Burgers vortex.
$P_{v}$ partial vapor pressure.
$P_{\infty}$ pressure at infinity.
Re Reynolds number
$s$ variable: $s=r / a$.
$T$ stress tensor.
$t$ time.
$\mathbf{U}$ velocity field: $U=U_{r} \vec{e}_{r}+U_{0} \vec{e}_{f}+U_{z} \vec{e}_{s}$
$V$ bubble volume.
$V_{0}$ initial bubble volume.
We Weber number
$\delta$ Burgers core radius.
$\delta_{0}$ initial Burgers core radius.
$\Gamma$ circulation of the fluid.
$\mu$ dynamic viscosity coefficient.
$\nu$ cinematic viscosity coefficient.
$\Phi$ velocity potential.
$\rho$ fluid density.

- surface tension.
$\omega$ vorticity.


## INTRODUCTION

The presence and dynamics of bubbles in a flow field can have significant effects of relevance to engineering applications of great importance. These effects include erosion, noise generation, damping of acoustic signals, degradation of performances. This has instigated a great intereat in the study of the problem, especially in high vorticity regions. These regions can be found at the tip of propellers' blades or in swirl chambers for example. The presence of cavities in such a tip vortex can have significant effects on the behavior of the flow and on its characteristics, in relation to transportation and exchanges of energy. These effects cannot be understood without adressing complicated, but nonetheless fundamental phenomena associated with the interactions and the motion of the bubble. The complexity of the general physical and mathematical problem can be approached by making assumptions, which simplify the problem. Then, once the problem has been posed, we solve it by using computational methods. In the first approach, we consider a bubble in a vortex, taking an axial velocity into account, where the vorticity is due to the initial flow. Thus the interaction is linearized, considering the addition of the flow generated by the bubble with the initial "basic flow". In a parallel approach, a fully viscous interaction between the bubble and the flow is considered. The viscous solver is one-dimensional as we look at an infinitely long cavity such as one can find on the axis of a tip-vortex behind a propeller. In the third part we try to propose a solution to the matching of the two methods, so that the interaction between the vortex flow and the bubble may be fully understood.

## 1. Generalities.

### 1.1. Cavitation.Bubble dynamics.

The variations of the pressure field in a fluid containing nuclei (cavitation germs) may produce large cavities of gas and liquid vapor, in other words bubbles.

The dynamics of these bubbles in respect to the flow around them is a complex problem which has been solved in different cases.

The cavity, submitted to forcer - y also be deformed, rebound or collapse; in accordance to the ambiant med.

### 1.2. Vorticity. Vortex models

The whole of this study is axisymmetric. Figure 1 shows the referential we are using.

A newtonian fluid in motion can rotate about iteelf. To measure this effect, we use a vector quantity named vorticity: defined by

$$
\omega=\nabla \times U,
$$

which physically coresponds to the angular velocity of two line segments ir the fluid mutually normal to $n$. (See figure2)

Figure (2) is an intuitive illustration of vorticity. The cross represents two lines of fluid particles. At time step one the cross has right angles. It is then convected in the fluid. At time step two the croes has changed it angles. We have observed the rate of change of the angle between thene two segments. This angular velocity corresponds to vorticity.

### 1.2.1. The vorticity equation.

The momentum equation, written in an inertial frame of reference is:

$$
\begin{equation*}
\frac{D U}{D t}=\frac{\partial U}{\partial t}+(U . \nabla U)=-\frac{\nabla P}{\rho}+\frac{\nabla T}{\rho}+g \tag{1.1}
\end{equation*}
$$

Replacing (U. $\boldsymbol{\nabla}) \mathbf{U}$ by $\boldsymbol{\nabla}(\mathbf{( U . U ) / 2 ) - \mathbf { U } \times \omega \text { , } , ~ ; ~}$ and taking the curl of equation (3.25) leads to:
$\frac{D \omega}{D t}=-\omega(\nabla U)+(\nabla \omega) U+\frac{1}{\rho^{2}} \nabla \rho \times \nabla P-\frac{1}{\rho^{2}} \nabla \rho \times(\nabla T)+\frac{1}{\rho} \nabla \times(\nabla T)+\nabla \times g$.
If we consider the flow of a Newtonian fluid of constant density and viscosity, with only potential body forces, the vorticity equation becomes

$$
\begin{equation*}
\frac{D \omega}{D t}=\omega(\nabla \mathrm{U})+\nu \nabla^{2} \omega . \tag{1.2}
\end{equation*}
$$

This equation has the form of a convection-diffusion equation, like a thermal diffusion equation, and characterizes the diffusion of vorticity due to the action of viscosity.

A fluid vortex is a region of concentrated vorticity and a vortex line is a line everywhere tangeant to the local vorticity vector.

Different models of vortex flows have been given through the years. We will describe two of them here.

### 1.2.2. Rankine vortex.

This is probably one of the most basic axisymmetric vortex flows. It consists in a rotating core of very viscous fluid and an outer region where the fluid is assumed to be perfect .

Mathematically, the expression of the velocity components amounts to:

$$
\begin{gathered}
u_{\theta}=\frac{\Gamma}{2 \pi A c^{2}} r, r \leq A c . \\
u_{0}=\frac{\Gamma}{2 \pi r}, r \geq A c . \\
u_{s}=0
\end{gathered}
$$

### 1.2.3. Burgers vortex.

BURGERS (1948) solved equation (3.26), demonatrating the varticity enhancement by stretching. A vortex in an incompresaible, Newtonian, body force free fluid muat satisfy the vorticity equation.

If the vortex is axisymmetric, aligned with the 2 -direction, and placed in a uniaxial straining field along its leagth, then $U_{s}=2 C z$, where $C$ is the Burgers constant.

The continuity equation dictates the presence of a radial influx of fluid:

$$
U_{r}=-C r
$$

and equation (3.26) has the following solution:

$$
\begin{gathered}
U_{z}=2 C z, \\
U_{r}=-C r, \\
U_{0}=\frac{\Gamma}{2 \pi r}\left[1-\exp \left(-\frac{r^{2}}{4 \delta^{2}}\right)\right], \text { (see figure (3)) } \\
\text { and } \omega_{z}=\frac{\Gamma}{\pi \delta^{2}} \exp \left(-\frac{r^{2}}{4 \delta^{2}}\right) ; \\
\text { where } \delta^{2}=\frac{\nu}{C}+\left(\delta_{0}^{2}-\frac{\nu}{C}\right) \exp (-C t) .
\end{gathered}
$$

$\delta$ may be defined to be the vortex core radius at any time $t$, and $\delta_{0}$ the initial vortex core radius.

Figure (4) describes the evolution of $\delta$ in time versus $C$.
At $t=0$, and for $C=0$, we find the formulation used by some researchers:

$$
\begin{gather*}
U_{z}=U_{r}=0, \\
U_{\theta}=\frac{\Gamma}{2 \pi}\left[1-\exp \left(\frac{-r^{2}}{4 \delta_{0}^{2}}\right)\right] \tag{1.3}
\end{gather*}
$$

One should note however, that this particular expression (at $t=0$ ) cannot be considered to hold at all times since (1.3) taken to be true at all times does not satisfy the general equation (3.25).

### 1.2.4. Diffusion of vorticity in a viscous fluid.

The code described in chapter 3 (see figure (5))enables us to observe the effect of viscosity on a Rankine vortex flow. We insert a cylinder of constant radius in the vortex. According to the transport of momentum principle, the vorticity spreads out and diffuses in the medium. Another illustration of viscosity would be Couette's experiment: he takes one cylinder which he inserts into a larger whollow cylinder. He then pours fluid in between these cylinders and has the inside one start spinning. Through viscosity the second one also starts spinning around a little while later.

### 1.2.5. Viscous interaction between bubbles and flows.

The understanding of the interaction phenomena remains up to now one-sided. The effects of the flow on the bubble has been instigated in several of studies. Recent studies have shown that in a region of high vorticities the bubble is accelerated to the axis of the vortex. On its way the variations of ambient pressure deforms it and once on the axis the bubble can split into elongated bubbles. The effects of the bubble on the flow are yet to be fully understood. Phenomenas related to viscosity should enable us to find leads to consistent explanations. In the following chapters we will deal with both sides of the interaction theoretically and numerically, restricting the study to cases where the bubble is on the axis.

## 2. 2D-analysis of Burgers vortex.

### 2.1. Vortex without bubble.

### 2.1.1. Discussion.

This model is only valid near the axis of the vortex, since $U_{r}$ and $U_{s}$ increase linearly with $r$ and $z$. Unlike Rankine's vortex, it does not present any discontinuity, and is physically more realistic, according to experimental studies.

- For $C>0$, if $\delta_{0}$ is less than $\sqrt{\nu / C}, \delta$ will increase in time, viscous diffusion being predominant.
On the other hand, if $\delta_{0}$ is greater than $\sqrt{\nu / C}$ (the asymptotic value of $\delta$ ), it will decrease in time. $\omega_{z}(r=0)$ will then increase in time, which occurs with vortex stretching and compression.
- If $C<0, \delta$ increases whithout bound.


### 2.1.2. Calculation of the pressure distribution.

Replacing $U_{z}$ and $U_{r}$ in the Nayier-Stokes equation by their Burgers vortex expressions leads to:

$$
\begin{gather*}
\frac{\partial P}{\partial r}=-\rho C^{2} r+\rho \frac{U_{\theta}^{z}}{r},  \tag{2.1}\\
\frac{\partial P}{\partial z}=-4 \rho C^{2} z, \tag{2.2}
\end{gather*}
$$

and, because of the axisymmetry,

$$
\begin{equation*}
\frac{\partial P}{\partial \theta}=0 . \tag{2.3}
\end{equation*}
$$

- Equation (2.2) implies that $P(r, z, t)=-2 \rho C^{2} z^{2}+F(r, t)$.
- To solve equation (2.1), we set $X=r / 2 \delta$, and $A=(\Gamma / 2 \pi)^{2} \rho / 8 \delta^{3}$. $\rho U_{0}^{2} / r$ becomes

$$
\frac{\rho U^{2}}{r}=\frac{A}{X^{3}}-2 \frac{A}{X^{3}} \exp \left(-X^{2}\right)+\frac{A}{X^{3}} \exp \left(-2 X^{2}\right) .
$$

So we integrate:

$$
\begin{aligned}
& \int \frac{\exp \left(-X^{2}\right)}{X^{3}} d X=-\frac{1}{2} X^{-2} \exp \left(-X^{2}\right)-\frac{1}{2} E_{i}\left(-X^{2}\right) \\
& \text { and } \\
& \int \frac{\exp \left(-2 X^{2}\right)}{X^{3}} d X=-\frac{1}{2} X^{-2} \exp \left(-2 X^{2}\right)-E_{i}\left(-2 X^{2}\right)
\end{aligned}
$$

(integration by parts, and change of variable $u=X^{2}$ ) where Ei is the Exponential integral:

$$
E_{i}(a x)=\int_{z}^{\infty} \frac{\exp (-a t)}{t} d t
$$

We set $B=2 A \delta$, and we get

$$
\begin{aligned}
P(r, z, t)= & -2 \rho C^{2} \delta^{2} X^{2}-\frac{B}{2 X^{3}}+\frac{8}{X^{2}} \exp \left(-X^{2}\right)-\frac{B}{22^{2}} \exp \left(-2 X^{2}\right) \\
& +B\left(E_{i}\left(-X^{2}\right)-E_{i}\left(-2 X^{2}\right)\right)+G(z, t) .
\end{aligned}
$$

- For the boundary conditions, a TAYLOR's series expansion indicates that the point $O(r=0, z=0)$ is a stagnation point, where the pressure is $P_{s}$.

Thus we finally have

$$
\begin{align*}
& P(r, z, t)=P_{s}-2 \rho C^{2} z^{2}-2 \rho C^{2} \delta^{2} X^{2}-\frac{B}{2 x^{2}} \\
&+\frac{B}{X^{2}}\left(\exp \left(-X^{2}\right)-\frac{1}{2} \exp \left(-2 X^{2}\right)\right)  \tag{2.4}\\
&+B\left(E_{i}\left(-X^{2}\right)-E_{i}\left(-2 X^{2}\right)\right) \\
& \text { where } B=\frac{\rho \Gamma}{4 \pi \delta} \text { and } X=\frac{r}{2 \delta} .
\end{align*}
$$

(see figures (6),(7),(8))

### 2.2. Bubble in a Burgers vortex.

### 2.2.1. Navier Stokes equations.

Let's consider the case of a bubble growing and collapsing in a known flow field. Let the isulated Burgers vortex constitute this basic flow, $U_{0}, P_{0}$; it satisfies the Navier Stokes equation:

$$
\begin{equation*}
\frac{\partial U_{0}}{\partial t}+U_{0} \cdot \nabla U_{0}=-\frac{1}{\rho} \nabla P_{0}+\nu \nabla^{2} U_{0} . \tag{2.5}
\end{equation*}
$$

In presence of an oscillacing bubble, the reaulting velocity field, given by $\mathbf{U}$, also satisfies the Navier Stokes equation:

$$
\begin{equation*}
\frac{\partial U}{\partial t}+\mathrm{U} \cdot \nabla \mathrm{U}=-\frac{1}{\rho} \nabla P+\nu \nabla^{2} \mathrm{U} \tag{2.6}
\end{equation*}
$$

Both $U_{0}$ and $U$ also satisfy the continuity equation:

$$
\nabla . \mathrm{U}_{0}=\nabla . \mathrm{U}=0 .
$$

Since we are interested in the modification of the basic flow by the presence of the bubble, it is convenient to define the "bubble flow" velocity and pressure variables, $\mathrm{U}_{\mathrm{b}}$ and $P_{b}$, as follows:

$$
U_{b}=U-U_{0}, \quad P_{b}=P-P_{0}
$$

If we assume that the "bubble flow" is potential,

$$
\begin{equation*}
U_{b}=\nabla \Phi_{b} . \tag{2.7}
\end{equation*}
$$

where $\Phi_{b}$ is the reduced or bubble potential.
Because of continuity, $\Phi_{b}$ satisfies Laplace's equation:

$$
\nabla^{2} \Phi_{b}=0 .
$$

We now substract equation (2.5) from equation (2.6), taking equation (2.7) into account, and we obtain

$$
\begin{equation*}
\nabla\left[\frac{\partial \Phi_{b}}{\partial t}+\frac{1}{2}\left|U_{b}\right|^{2}+U_{0} \cdot U_{b}+\frac{P_{b}}{\rho}\right]=U_{b} \times\left(\nabla \times U_{0}\right) \tag{2.8}
\end{equation*}
$$

The assumption of potential "bubble flow" implies that, as the basic filow interacts with the bubble dynamics, and is modified by it,
the bubble cannot generate any new vorticity. An attempt to remove this constraint is undertaken in chapter 3.

Equation (2.8) is now to be integrated at any point within the liquid, to obtain an equation similar to the classical unsteady Bernoulli equation.

The component of $U_{b}$ in the $\overrightarrow{e_{i}}$ direction must be zero, because the contribution in this direction of the velocity field can only come from the axisymetric basic flow; so we get

$$
\frac{\partial \Phi_{b}}{\partial t}+\frac{1}{2}\left(\nabla \Phi_{b}\right)^{2}-C r \frac{\partial \Phi_{b}}{\partial r}+2 C z \frac{\partial \Phi_{b}}{\partial z}+\frac{P_{b}}{\rho}=\text { Constant in any direction. }
$$

Very far from the bubble, the pressure tends towards the basic pressure, so the constant is zero.

At the bubble surface: the pressure in the liquid balances with the surface tension and the pressure in the bubble, so we know there the "bubble pressure":

$$
P_{b}=P_{1}-P_{0}=P_{v}+P_{g o}\left(\frac{V_{0}}{V}\right)^{k}-c \sigma-P_{0},
$$

and so

$$
\begin{equation*}
\frac{\partial \Phi_{b}}{\partial t}+\frac{1}{2}\left(\nabla \Phi_{b}\right)^{2}-C r \frac{\partial \Phi_{b}}{\partial r}+2 C z \frac{\partial \Phi_{b}}{\partial z}+\frac{P v+P_{g 0}\left(\frac{V_{v}}{V}\right)^{k}-\infty}{\rho}=\frac{P_{o}}{\rho} . \tag{2.9}
\end{equation*}
$$

### 2.2.2. Non-dimensionalization.

We normalize all variables as follow: lengths are non-dimensionalized by $R_{\max }$, the maximum radius the bubble would achieve if isolated in the absence of flow, and pressures by $P$, the initial pressure at the stagnation point ( $r=0$ ).

According to the Rayleigh-Plesset equation, the program estimates a value of $R_{\max }$, considering the case of a single bubble in an infinite fluid.

Thus, the time scale is normalized by its characteristic time, the Rayleigh time whose value is

$$
T_{\text {Rayleigh }}=R_{\max } \sqrt{\frac{\rho}{P_{s}}} .
$$

This leads to a new non-dimensionalized form of equation (2.9) used in the axisymmetric Fortran code:

$$
\begin{equation*}
\frac{D \Phi_{b}}{D \bar{t}}=\bar{P}_{0}+\frac{1}{2}\left(\frac{\partial \Phi_{b}}{\partial T}\right)^{2}+\frac{1}{2}\left(\frac{\partial \Phi_{b}}{\partial z}\right)^{2}-\left(\bar{P}_{v}+\bar{P}_{g_{0}}\left(\frac{\bar{V}_{0}}{\nabla}\right)^{k}-\Phi\right), \tag{2.10}
\end{equation*}
$$

where

$$
\begin{aligned}
& P_{0}=1-\frac{\bar{C}^{2} \gamma^{2}}{2}-2 C^{2} z^{2}+\frac{B}{X^{2}}\left(\exp \left(-\bar{X}^{2}\right)-\frac{1}{2} \exp \left(-2 X^{2}\right)\right) \\
& +B\left(E i\left(-\bar{X}^{2}\right)-E i\left(-2 X^{2}\right)\right), \\
& \bar{B}=\sqrt{\frac{\rho}{P_{0}} \frac{\Gamma}{4 \pi}{ }^{6}}, \\
& \bar{X}=\frac{7}{26}, \\
& \delta^{2}=\frac{\bar{\tau}}{c}+\left(\delta_{0}^{2}-\frac{\bar{L}}{c}\right) \exp (-\overline{C t}),
\end{aligned}
$$

In all the following, we now consider each variable as non-dimensionalized.

### 2.2.3. The Bnundary Element Method.

This method was developed by Dynaflow in the code 2DynaFs that we had to modify. This program considers closed surfaces such as bubbles in an infinite domain of fluid. We had to adapt it to take a "basic flow" interacting with a bubble into account. We now sum up the main steps tc implement the method for an axisymmetric problem.

In order to calculate the time evolution of the bubble surface, the axisymetric Boundary Elements Method is used, which reduces the dimension of the problem by one. This method is based on Green's identity, which provides $\Phi_{b}$ anywhere in the fluid, if this potential or its normal derivatives are known on the bubble surface.

Implementation. Considering the fact that $\Phi_{b}$ satisfies Laplace's equation, and defining the bubble boundary by $S$, we can write the following expression for the potential at any point $x$ in the field

$$
\begin{equation*}
\Phi_{b}(x)=\int_{0}\left[\Phi_{b}(y) \nabla_{y} G(x, y)-G(x, y) \nabla_{y} \Phi_{b}(y)\right] . n_{y} d S, \tag{2.11}
\end{equation*}
$$

where $y$ is the variable of integration of the bubble surface and $G$ is the Green's function for the Laplace operator, explicitly given by

$$
G(x, y)=-\frac{1}{4 \pi} \frac{1}{|x-y|}
$$

As we consider an axisymmetric problem, the only function which can depend on $\theta$ is the mathematical Green's function (all physical quantities are independent of the angular coordinate). Let us define the trace of the bubble surface in a
meridional plan by C. We select this plan to be $\theta=0$ in our cylindrical system of coordinates. Let the coordinate of the point x in the plan $\theta=0$ be $(R, 0, Z)$, and the coordinates of the variable of integration be $(r, \theta, z)$. As the normal to the bubble surface has no components along the angular coordinate, the integral equation (2.11) becomes:
$\Phi_{b}(R, Z)=\int_{C}\left[r \Phi_{b}(r, z) \frac{\partial}{\partial n} \int_{0}^{2 \pi} G(x, y) d \theta\right] d S-\int_{C}\left[r \frac{\partial \Phi_{b}(r, z)}{\partial n} \int_{0}^{2 \pi} G(x, y) d \theta\right] d S$
Thus the integration over the angular variable is reduced to the integral

$$
I=\int_{0}^{2 \pi} G(r, \theta, z, R, Z) d \theta
$$

Replacing the Green's function by its expression, and using the substitutions

$$
A=(R+r)^{2}+(Z-z)^{2}, m=\frac{4 r R}{A}, x=\cos \left(\frac{\theta}{2}\right)
$$

we get

$$
I=\frac{4}{\sqrt{A}} K(m)
$$

where

$$
K(m)=\frac{-1}{4 \pi} \int_{0}^{1} \frac{d x}{\sqrt{\left(1-m x^{2}\right)\left(1-x^{2}\right)}} .
$$

is the complete elliptic integral of the first kind.
The equation for the potential can then be cast in the form

$$
\begin{equation*}
2 \pi \Phi_{b}(R, Z)=-\int_{c}\left[r \Phi_{b}(r, z) h(r, z, R, Z] d S+\int_{c}\left[r \frac{\partial \Phi_{b}(r, z)}{\partial n} g(r, z, R, Z)\right] d S\right. \tag{2.12}
\end{equation*}
$$

where $g(r, z, r, Z)=K(m) / \sqrt{A}$, and $h(r, z, R, Z)=n_{r} \partial g / \partial r+n_{z} \partial g / \partial z$, $n_{r}=d z / d S$, and $n_{z}=-d r / d S$
To solve equation (2.12), we discretize the geometry of the contour of the bubble into N panels. We assume that the potential $\Phi_{b}$ is distributed linearly over each panel, while $\partial \Phi_{b} / \partial n$ is assumed to be constant over each panel. Equation (2.12) then becomes a set of $N$ equations of index $i$ of the type:

$$
2 \pi \Phi_{k i}=-\sum_{j=1}^{N}\left(\widetilde{B_{i j}} \Phi_{b j}\right)+\sum_{j=1}^{N}\left(\widetilde{A_{i j}} \frac{\partial \Phi_{b j}}{\partial n}\right),
$$

which can be rewritten as

$$
\begin{equation*}
\sum_{j=1}^{N}\left(B_{i j} \Phi_{b j}\right)=\sum_{j=1}^{N}\left(A_{i j} \frac{\partial \Phi_{b j}}{\partial n}\right), \tag{2.13}
\end{equation*}
$$

where $A_{i j}$ and $B_{i j}$ are the discrete equivalent of the integrals given in equation (2.12).

So we perform the integration over each panel, using a Gaussian quadrature, and sum up the contributions to complete the integration over the entire contour of the bubble surface.

Time stepping To advance the points on the bubble surface, we assume that they move with the fluid at velocity $\boldsymbol{\nabla} \Phi_{b}+U_{0}$. The normal "bubble velocity" $\left(\frac{\partial \varphi_{n}}{\partial n}\right)$ is known from the solution of the integral equations, while the tangencial "bubble velocity" is obtained by differenciation of $\Phi_{b}(c)$ ( $c$ is the arc length parameter along $C$ ). The nodes $N_{i}$ are then advanced according to

$$
\mathbf{O N} \mathbf{N}_{i}^{\prime}=\mathbf{O N},+\left(\nabla \Phi_{i}+U_{0}\right) d i .
$$

To advance the potential, we need $\frac{D G_{h}}{D t}$, which is given by equation (2.10). The time step $d t$ is determined as

$$
d t=\frac{\left(d \Phi_{b}\right)_{\mathrm{max}}}{1+0.5 V_{m}^{2}},
$$

where $V_{\boldsymbol{m}}$ is the maximum velocity obtained at time $t$. That ensures that smaller time steps are chosen when rapid changes in the potential occur, while larger one are chosen for less rapid changes.

Results
The results related to this study are in chapter 4.1 to 4.2.

## 3. Problem formulation

Results of 2DynFs with a Burgers Vortex (see chapter 4.1), have shown that the bubble in a vortex flow can be elongated in such a way that the ratio of the
bubble's radius over its length can be very large. In that case if we are near the bubble and far from its ends, we may assume that it is infinitely long.

This element allows us to use an axisymmetric model of an elongated bubble in a fully viscous flow.

To solve the interaction between the bubble motion and the flow into account, without making any assumptions on the flow being potential or not, a starting point can be the Navier Stokes equations applied to the model. Once determined, the equations will have to be solved numerically.

### 3.1. Model definition

Figure (8) shows the model we are studying. The bubble is infinitely long. It is located on the axis of a Rankine vortex flow. The fluid is viscous. Cylindrical coordinates are used for all variables. The symmetry of the figure shows that as long as the axial flow is considered to be constant the problem we are dealing with is one-dimensional and located from the bubble wall out along the $r$-axis.

### 3.2. General equations

To study the problem we start from the Navier-Stokes' Equations, so we can fully determine the interaction between the bubble and the flow. Cylindrical coordinates used due to the geometry of the problem.

The Navier-Stokes equation are written:

$$
\begin{gathered}
\nabla U=0 \\
\frac{D U}{D t}=-\frac{\nabla p}{\rho}+\frac{\nabla T}{\rho}+g
\end{gathered}
$$

where $\bar{T}$ is the stress tensor. In cylindrical coordinates they can be written:

$$
\begin{gather*}
\operatorname{div} U=0 \Leftrightarrow \frac{1}{r} \frac{\partial}{\partial r}\left(r \rho u_{r}\right)+\frac{1}{r} \frac{\partial}{\partial \theta}\left(\rho u_{\theta}\right)+\frac{\partial}{\partial z}\left(\rho u_{s}\right)=0 .  \tag{3.1}\\
\frac{\partial u_{r}}{\partial t}+u_{r} \frac{\partial u_{r}}{\partial r}+\frac{u_{\theta}}{r} \frac{\partial u_{r}}{\partial \theta}-\frac{u_{\rho}^{2}}{r}+u_{s} \frac{\partial u_{r}}{\partial z}= \\
=-\frac{1}{\rho} \frac{\partial p}{\partial r}+\nu \frac{\partial}{d r}\left[\frac{1}{r} \frac{\partial}{d r}\left(r u_{r}\right)\right]+\nu\left(\frac{1}{r^{2}} \frac{\partial^{2} u_{r}}{\partial \theta^{2}}-\frac{2}{r^{2}} \frac{\partial u_{\theta}}{\partial \theta}+\frac{\partial^{2} u_{r}}{\partial z^{2}}\right), \tag{3.2}
\end{gather*}
$$

$$
\begin{gather*}
\frac{\partial u_{\theta}}{\partial t}+u_{r} \frac{\partial u_{\rho}}{\partial r}+\frac{u_{0}}{r} \frac{\partial u_{0}}{\partial \theta}+\frac{u_{r} u_{0}}{r}+u_{s} \frac{\partial u_{\theta}}{\partial z}= \\
=-\frac{1}{\rho r} \frac{\partial p}{\partial \theta}+\nu \frac{\partial}{d r}\left[\frac{1}{r} \frac{\partial}{d r}\left(r u_{\theta}\right)\right]+\nu\left(\frac{1}{r^{2}} \frac{\partial^{2} u_{0}}{\partial \theta^{2}}+\frac{2}{r^{2}} \frac{\partial u_{r}}{\partial \theta}+\frac{\partial^{2} u_{0}}{\partial z^{2}}\right),  \tag{3.3}\\
\frac{\partial u_{z}}{\partial t}+u_{r} \frac{\partial u_{z}}{\partial r}+\frac{u_{0}}{r} \frac{\partial u_{z}}{\partial \theta}+u_{z} \frac{\partial u_{z}}{\partial z}= \\
=g-\frac{1}{\rho} \frac{\partial p}{\partial z}+\nu \frac{1}{r} \frac{\partial}{d r}\left[r \frac{\partial}{d r}\left(u_{z}\right)\right]+\frac{\partial^{2} u_{z}}{\partial z^{2}}+\nu\left(\frac{1}{r^{2}} \frac{\partial^{2} u_{z}}{\partial \theta^{2}}+\frac{\partial^{2} u_{z}}{\partial z^{2}}\right), \tag{3.4}
\end{gather*}
$$

### 3.3. Geometrical considerations

The bubble is infinitely long and axisymmetric, so all variables are independent of $\theta$ and $z$ :

$$
\begin{aligned}
& \frac{\partial u_{r}}{\partial z}=0, \frac{\partial u_{\theta}}{\partial z}=0, \frac{\partial u_{z}}{\partial z}=0, \frac{\partial p}{\partial z}=0 . \\
& \frac{\partial u_{r}}{\partial \theta}=0, \frac{\partial u_{\theta}}{\partial \theta}=0, \frac{\partial u_{z}}{\partial \theta}=0, \frac{\partial p}{\partial \theta}=0
\end{aligned}
$$

### 3.4. Axisymetric formulation

The axial flow is assumed constant along the r-axis. This slug axial flow has no consequences on the bubble dynamics. It corresponds to an axial translation of the referential.

So we assume:

$$
u_{x}=0 .
$$

The general equations become (3.1), (3.3), (3.2), (3.3) and (3.4)

$$
\begin{gather*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \rho u_{r}\right)=0 .  \tag{3.5}\\
\frac{\partial u_{r}}{\partial t}+u_{r} \frac{\partial u_{r}}{\partial r}-\frac{v_{0}^{2}}{r}=\frac{-1}{\rho} \frac{\partial p}{\partial r}+\nu \frac{\partial}{d r}\left[\frac{1}{r} \frac{\partial}{d r}\left(r u_{r}\right)\right] \tag{3.6}
\end{gather*}
$$

$$
\begin{equation*}
\frac{\partial u_{\rho}}{\partial t}+u_{r} \frac{\partial u_{\rho}}{\partial r}+\frac{u_{r} u_{\rho}}{r}=\nu \frac{\partial}{d r}\left[\frac{1}{r} \frac{\partial}{d r}\left(r u_{0}\right)\right], \tag{3.7}
\end{equation*}
$$

The radius of the bubble is $a(t)$; and its time derivative versus time $\dot{a}(t)$ also represents the radial velocity of the bubble wall. We can integrate Equation (3.5) over $[a(t), r]$ and write

$$
\begin{equation*}
\int_{\alpha(t)} \frac{\partial}{\partial r}\left(r \rho u_{r}\right) d r=0 \tag{3.8}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
r u_{r}=a(t) \dot{a}(t) . \tag{3.9}
\end{equation*}
$$

This continuity equation gives us a straight forward connection between the fow and the bubble behaviour.

By replacing the radial velocity in (3.6) (3.7) by the expresgion given in (3.9) and knowing that

$$
\begin{gathered}
\frac{\partial}{\partial t}\left(\frac{a \dot{a}}{r}\right)=\frac{1}{r} \dot{a}^{2}+\frac{a}{r} a \\
\frac{\partial}{\partial r}\left(\frac{a \dot{a}}{r}\right)=-\frac{a \dot{a}}{r^{2}}, \\
\frac{\partial}{d r}\left(r u_{r}\right)=\frac{\partial}{d r}\left(r \frac{a \dot{a}}{r}\right)=0,
\end{gathered}
$$

the Navier-stokes equations now become:

$$
\begin{gather*}
\frac{1}{r} \dot{a}^{2}+\frac{a}{r} \dot{a}-\frac{a^{2}}{r^{3}}(\dot{a})^{2}-\frac{u_{\theta}^{2}}{r}=\frac{-1}{\rho} \frac{\partial p}{\partial r},  \tag{3.10}\\
\frac{\partial u_{\theta}}{\partial t}+\frac{a}{r} \dot{a} \frac{\partial u_{\theta}}{\partial r}+\frac{a}{r} \dot{a} \frac{u_{\theta}}{r}=\nu \frac{\partial}{d r}\left[\frac{1}{r} \frac{\partial}{d r}\left(r u_{\theta}\right)\right], \tag{3.11}
\end{gather*}
$$

We end up with a set of coupled equations that describes the whole region of our particular vortex flow, in the presence of an interacting bubble.

### 3.5. Initial conditions and boundary conditions

### 3.5.1. Initial conditions

Bubble djnamics under water are controlled by the difference between the preasure inside the bubble and the ambient preasure. The initial conditions are simply stated as a prescribed initial bubble size and internal pressure and the value of the ambient pressure.

The initial radius of the bubble is

$$
\begin{equation*}
\alpha(0)=a_{0} \tag{3.12}
\end{equation*}
$$

and its initial rate of growth

$$
\begin{equation*}
\dot{a}(0)=0 . \tag{3.13}
\end{equation*}
$$

The initial vortex flow in which the bubble is located is based on the axisymmetry of the problem and the fact that we are interested in viscous vortex flows. The radial component must be zero due to the continuity equation (3.9) and initial conditions (3.13)

$$
\left(u_{r}(r)\right)_{t=0}=0 .
$$

The Rankine flow described in chapter (1) can be used as an initial condition.

### 3.5.2. boundary conditions

The cavity contains non condensible gas of partial pressure $P$, which follows a polytropic law $p_{g}=p_{g_{0}}\left(\frac{\epsilon_{4}}{4}\right)^{2 k}$ and liquid vapor of partial pressure $p_{n}$, which balance the external stresses on the bubble surface and the pressures due to the surface tension $\sigma$ through the equation:

$$
P(a)=p_{v}+p_{s_{0}}\left(\frac{a_{0}}{a}\right)^{2 k}-\frac{\sigma}{a}+2 \mu \frac{\partial u_{r}(a)}{\partial r},
$$

with

$$
2 \mu \frac{\partial u_{r}(a)}{\partial r}=-2 \rho \nu \frac{a \dot{a}}{r^{2}},
$$

and the pressure at the infinity remains constant and equal to the ambient pressure

$$
p_{\infty}=\text { const. }
$$

### 3.5.3. Non-dimensionalization

The problem will be non-dimensionalized in order to keep the parameters of the same order.

The scale choeen for the length is the initial bubble radius, as.
Density is normalized by $\rho$ and the pressure is non dimensionalized by the ambient pressure $P_{\infty}$

The different acales for velocity, time and acceleration are given by:

$$
\begin{aligned}
& \text { velocity: } U \sim\left(\frac{p_{\infty}}{\rho}\right)^{\frac{1}{2}}, \\
& \text { time: } T_{r} \sim \varepsilon_{0}\left(\frac{\rho}{p_{\infty}}\right)^{\frac{1}{2}},
\end{aligned}
$$

where $\mathrm{T}_{\mathrm{r}}$ is the Rayleigh time for a bubble in a fluid in the abeence of gravity.

$$
\text { acceleration: } \bar{A} \sim \frac{p_{\infty}}{\rho a_{\bullet}} .
$$

The normalized equations are written, where the bars denote nondimensional variables.

$$
\begin{align*}
& \bar{T}_{T}=\frac{\pi(t) \dot{d}(t)}{F} . \tag{3.14}
\end{align*}
$$

where Re the Reynolds number is defined as:

$$
R e=\frac{a_{0}}{\nu} \sqrt{\frac{P_{\infty}}{p}}
$$

The nondimensionalized boundary condition on the bubble surface is:

$$
\begin{equation*}
\overline{P(a)}=\overline{p_{v}}+\overline{P_{s 0}}\left(\frac{1}{a}\right)^{2 k}-\frac{1}{W e \bar{U}}-\frac{2 \dot{a}}{R c \bar{a}} \tag{3.17}
\end{equation*}
$$

where

$$
\begin{aligned}
& \overline{p_{v}}=\frac{p_{v}}{p_{\infty}} \\
& \overline{p_{s 0}}=\frac{p_{v_{0}}}{p_{\infty}}
\end{aligned}
$$

and We is the Weber number:

$$
W e=\frac{a_{0} p_{\infty}}{\sigma}
$$

### 3.5.4. Discussion on the integration boundaries. Change of variablea.

The problem will be solved once the equations have been integrated. The choice of the region over which we integrate the equations is relevant in this case because one of the boundaries - the bubble surface - is in motion.

The initial integration region is

$$
[a(t) ;+\infty] .
$$

If we make the change of variable

$$
s=\frac{F}{\bar{c}(t)},
$$

the integration region becomes for all times

$$
[1 ;+\infty] .
$$

We may also encounter problems on the left boundary: $+\infty$.
The terms in 1 of equations (3.15) and (3.16) once integrated out to infinity will diverge like $\ln (r)$.

To avoid this problem we limit the integration region to a maximum distance, the domain then becomes:

$$
\left[1 ; s_{\text {man }}\right] \text {, }
$$

with

$$
s_{\max }=\frac{r_{\text {max }}}{a(t)}
$$

In our case we will assume that far distances larger than aman from the bul ble the flow is once again potential. This means that the region we are now studying is separated into two domains: the viscous region on one side, a potential extending to infinity on the border of which the pressure is:

$$
P\left(r_{\max }\right)=p_{\infty}-2 \rho\left(\frac{\Gamma}{2 \pi r_{m x}}\right)^{2}
$$

or

$$
P\left(s_{\max }\right)=1-\left(\frac{\Gamma}{2 \pi s_{\max } \bar{a}(t)}\right)^{2},
$$

where the circulation $\Gamma$ is expressed non dimensionally

$$
\Gamma=\Gamma \frac{1}{a_{0}} \sqrt{\frac{\rho}{p_{\infty}}},
$$

Use of the variable $s$ has implications on the time and space derivatives. For a point $P$ in the transformed domain $\left[1 ; s_{\text {max }}\right]$ time variations of all the quantities are in fact made in the real domain while following a particle moving at the speed $\dot{\bar{d}}(t)$ Therefore time changes of quantities (auch as $u_{0}$ ) can be written:

$$
\frac{D \overline{u_{0}}}{D t}=\frac{\partial u_{i}}{\partial s} \frac{\partial s}{\partial t}+\frac{\partial u_{0}}{\partial t}=-\frac{s}{a} \frac{\partial u_{0}}{\partial s}+\frac{\partial u_{0}}{\partial t},
$$

In addition expressions of derivatives relative to $s$ can be obtained as follows:

$$
\begin{aligned}
& \frac{\partial s}{\partial t}=\frac{\partial s}{\partial a} \dot{d}=-\frac{s}{d} \dot{a}, \\
& \frac{\partial r_{0}}{\partial r_{r}}=\frac{1}{a} \frac{\partial r_{0}}{\partial s}, \frac{\partial^{2} u_{\theta}}{\partial r^{2}}=\frac{1}{a^{2}} \frac{\partial r_{0}^{2}}{\partial s^{2}}, \\
& \frac{\partial}{d F}\left(\frac{1}{F} \frac{\partial}{d F}\left(F u_{j}\right)\right)=\frac{1}{a^{2}} \frac{\partial}{d s}\left(\frac{1}{s} \frac{\partial}{d s}\left(s \tau_{0}\right)\right)=\frac{1}{a^{2}}\left(\frac{\partial v_{0}}{\partial s^{2}}+\frac{1}{s} \frac{\partial u_{0}}{\partial s}-\frac{\overline{T_{0}}}{s^{2}}\right),
\end{aligned}
$$

Equations (3.14), (3.15), and (3.16) become

$$
\begin{equation*}
\bar{\Psi}_{\Gamma}=\frac{\dot{\bar{\alpha}}(t)}{s}, \tag{3.18}
\end{equation*}
$$

$$
\begin{align*}
& \frac{1}{s \pi} \dot{\bar{a}}^{2}+\frac{1}{s} \tilde{d}-\frac{1}{s^{2} \bar{d}}(\dot{a})^{2}-\frac{\bar{\sigma}_{0}^{2}}{s \bar{a}}=-\frac{1}{d} \frac{\partial p}{\partial s} . \tag{3.19}
\end{align*}
$$

By isolating $\frac{D}{D t}$ in equation (3.20) it becomes:

$$
\begin{equation*}
\frac{D \overline{u_{\rho}}}{D \bar{t}}=-\frac{s}{a} \dot{\bar{a}} \frac{\partial \overline{u_{\rho}}}{\partial s}-\frac{1}{s a} \dot{a} \frac{\partial \overline{u_{\rho}}}{\partial s}-\frac{1}{s^{2} \bar{a}} \dot{\bar{a}} u_{\rho}+\frac{1}{R e} \frac{1}{\bar{a}^{2}}\left(\frac{\partial^{2} \overline{u_{\rho}}}{\partial s^{2}}+\frac{1}{s} \frac{\partial \bar{u}_{\rho}}{\partial s}-\frac{\overline{\bar{w}_{\rho}}}{s^{2}}\right) \tag{3.21}
\end{equation*}
$$

Equation (3.21) shows us that if we know $\overline{\text { a }}$, ì we have a partial differential equation for $v_{0}$ that we can solve numerically as a function of $s$.

Equation (3.19) can then be solved to provide the bubble dynamics and the pressure field along the axis.

Elongated bubble dynamics.
Equation (3.19) can be expressed as a differential equation of the form

$$
\ddot{\mathrm{a}}=R k(a, \dot{\bar{c}}, t),
$$

where $R k$ is a function.
By integrating this equation along $\left[1 ; s_{\max }\right.$ ) one can obtain the bubble radius evolution in time.

We integrate (3.19) from the bubble's surface to $s_{\text {max }}$ :

$$
\begin{aligned}
& =-\frac{1}{a} \int_{1}^{\operatorname{mos}} \frac{\partial p}{\partial s} d s,
\end{aligned}
$$

and by isolating $\ddot{a}$ the equation becomes:

$$
\begin{gathered}
\ddot{ة}=-\frac{1}{4} \dot{a}^{2}+\frac{1}{a \ln \left(s_{\max }\right)}(\dot{d})^{2}\left[-\frac{1}{2 s^{2}}\right]_{1}^{s_{\max }}+\frac{1}{a \ln \left(s_{\max }\right)} \int_{1}^{\operatorname{cosex}} \frac{\bar{\pi}^{2}}{s} d s \\
-\frac{1}{a \ln \left(s_{\max }\right)} \int_{1}^{\operatorname{sen}} \frac{\partial \bar{p}}{\partial s} d s .
\end{gathered}
$$

But we also have

$$
\int_{1}^{\operatorname{mos}} \frac{\partial p}{\partial s} d s=p\left(s_{\max }\right)-p(1)
$$

because the pressure at that boundary is that of a potential vortex flow:

$$
\mathcal{P}\left(s_{\max }\right)=\frac{p_{\text {max }}}{p_{\infty}}=1-\left[\frac{\Gamma}{2 \pi \bar{a} s_{\max }}\right]^{2},
$$

and (3.17) gives us information on the pressure at the bubble surface

$$
\bar{P}\left(s_{\max }\right)-\overline{P(1)}=\bar{P}\left(s_{\max }\right)-\overline{P_{0}}+\overline{P_{0}}\left(\frac{1}{\bar{a}}\right)^{2 k}-\frac{1}{W e \bar{a}}-\frac{2 \dot{\alpha}}{R e \bar{a}},
$$

so the equation is finally written:

$$
\begin{gather*}
\dot{\bar{a}}=-\frac{1}{a} \dot{a}^{2}+\frac{1}{\bar{d} \ln \left(s_{\max }\right)}(\dot{\bar{a}})^{2}\left[-\frac{1}{2 s_{\max }^{2}}+\frac{1}{2}\right]+\frac{1}{\bar{a} \ln \left(s_{\max }\right)} Q \\
-\frac{1}{\bar{a} \ln \left(s_{\max }\right)}\left[1-\left(\frac{\Gamma}{2 \pi \bar{d} s_{\max }}\right)^{2}-\overline{p_{v}}+\overline{p_{0 日}}\left(\frac{1}{\bar{d}}\right)^{2 k}-\frac{1}{W e \bar{a}}-\frac{2 \dot{\bar{a}}}{R e \bar{a}}\right], \tag{3.22}
\end{gather*}
$$

with

$$
\begin{equation*}
Q=\int_{1}^{\operatorname{son} \operatorname{sen}} \frac{\bar{\Pi}_{0}^{2}}{s} d s \tag{3.23}
\end{equation*}
$$

Equation (3.22) can easily be solved numerically as described below.
Second set of information: Pressure field along the s-axis.
By integrating (3.17) over [ $s_{\max }$; s] we will obtain the pressure at any point of the g-axis:

The integration gives us:

$$
\begin{aligned}
& =-\frac{1}{2} \int_{\tan }^{s} \frac{\partial p}{\partial s} d s,
\end{aligned}
$$

but we also have

$$
\int_{s_{\max }}^{0} \frac{\partial \bar{p}}{\partial s} d s=\bar{p}(s)-\bar{p}\left(s_{\max }\right)=\bar{p}(s)-\left[1-\left(\frac{\Gamma}{2 \pi \bar{d} s_{\max }}\right)^{2}\right],
$$

so the expression becomes

$$
\begin{aligned}
& =-\frac{1}{\bar{d}}\left(\bar{p}(s)-\left[1-\left(\frac{\Gamma}{2 \pi \bar{d} s_{\max }}\right)^{2}\right]\right),
\end{aligned}
$$

and the pressure field along the s-axis is finally described by

So the final set of equations we possess to solve our problem is:

$$
\begin{align*}
& \ddot{\bar{a}}=-\frac{1}{\frac{a}{a}} \dot{\bar{a}}^{2}+\frac{1}{\bar{d} \ln \left(s_{\max }\right)}(\dot{\bar{a}})^{2}\left[-\frac{1}{2 s_{\max }^{2}}+\frac{1}{2}\right]+\frac{1}{\bar{a} \ln \left(s_{\max }\right)} Q  \tag{3.25}\\
& -\frac{1}{\bar{a} \ln \left(s_{\max }\right)}\left[1--\left(\frac{\Gamma}{2 \pi \bar{a} s_{\max }}\right)^{2}-\bar{p}_{v}+\bar{p}_{o g}\left(\frac{1}{\bar{a}}\right)^{2 k}-\frac{\sigma}{a_{0} p_{\infty} \bar{a}}\right], \tag{3.26}
\end{align*}
$$

$$
\begin{align*}
& +(\bar{a})^{2}\left[-\frac{1}{2 s^{2}}\right]_{\text {mase }}^{s}+\int_{\text {sess }}^{0} \frac{\overline{5 s}^{2}}{s} d s . \tag{3.27}
\end{align*}
$$

Each of these equations are adapted to numerical solutions.

### 3.6. Method of solution

### 3.6.1. Discretization

The gridding of the s-axis is a basic linear discretization using a constant grid-step, ds.

$$
s_{i}=1+i d s ; i=1, n
$$

The parameters are discretized in time or space and both if required. The time and space stepping is given by:

$$
\begin{aligned}
& (\lambda)_{i}^{j+1}=(\lambda)_{i}^{j}+d t \frac{\partial \lambda}{\partial t} \\
& (\lambda)_{i+1}^{j}=(\lambda)_{i}^{j}+d s \frac{\partial \lambda}{\partial s}
\end{aligned}
$$

with

$$
\lambda=\bar{U}_{0} \text { or Fand dt being the time step }
$$

and

$$
(\alpha)_{j+1}=(\alpha)_{j}+d t \frac{\partial \alpha}{\partial t}
$$

with

$$
\alpha=\bar{a} \text { or } \dot{\bar{a}} \text { or } \ddot{a}
$$

### 3.6.2. Numerical tools available

Equation (3.25) is a partial differential equation of one form of a combined advectiondiffusion equation:

$$
\frac{D w_{t}}{D t}=A \pi_{i}+B \frac{\partial u_{t}}{\partial s}+C \frac{\partial^{2} u_{\theta}}{\partial s^{2}}
$$

The numerical method used to solve this type of equation is typically a CrankNicholson's method. It can be expressed by:

$$
\begin{equation*}
\left(\frac{D \bar{w}_{j}}{D \bar{t}}\right)_{i}^{j}=\frac{\bar{w}_{i}^{j}-\bar{w}_{i}^{j}}{d t}=\frac{1}{2}\left(F\left(\bar{w}_{i}^{j}\right)+F\left(\bar{w}_{i}^{j-1}\right)\right) . \tag{3.28}
\end{equation*}
$$

In our case at time atep $\boldsymbol{j}, \mathbf{F}$ is the function:

Both left and right hand sides of equation (3.28) are centered at time step ( $j-\frac{1}{2}$ ) so the method is second order accurate in time.

The character of this scheme is semi-implicit. The right hand side of equation (3.28) has terms of time step $j$ and of time step $j-1$.

To calculate the spatial derivatives we use centered differences which can be written:.

$$
\begin{gathered}
\left(\frac{\partial \bar{u}_{\theta}}{\partial s}\right)_{i}^{j}=\frac{\bar{u}_{0}^{j} j+1}{j}-\bar{u}_{0}^{j} \\
2 d s \\
\left(\frac{\partial^{2} \bar{u}_{\theta}}{\partial s^{2}}\right)_{i}^{j}=\frac{\bar{u}_{i+1}^{j}+{\overline{u_{0}}}_{i-1}^{j}-2 \bar{u}_{\theta}^{j}}{d s^{2}}
\end{gathered}
$$

By replacing the discretized expression of the derivatives in the developed form of (3.28) we obtain a set of simultanous linear equations that fortunatly forms a tridiagonal system.

By grouping the terms according to their time step in (3.28) we get:

$$
\begin{gathered}
f(i) \overline{u_{0}}{ }_{i-1}^{j}+g(i) \overline{u_{0}}{ }_{i}^{j}+h(i) \overline{u_{0}}{ }_{i+1}^{j}=f_{1}(i) \overline{u_{0}}{ }_{i=1}^{j-1}+g_{1}(i) \overline{u_{0}} \bar{u}_{i}^{j-1}+h_{1}(i) \bar{u}_{i+1}^{j-1},
\end{gathered}
$$

(the values of the variables at time-step $j$ are placed on the left and those of time-step $j-1$ on the right hand side of the equation)

In a matrix form this can be written

$$
\left(\begin{array}{ccccc}
g(1) & h(1) & 0 & 0 & 0 \\
f(2) & g(2) & h(2) & 0 & 0 \\
0 & \dot{0} & . & 0 \\
0 & 0 & . & - & 0 \\
0 & 0 & 0 & f(n) & g(n)
\end{array}\right)\left(\begin{array}{c}
u_{\partial_{1}}^{j} \\
\cdot \\
\cdot \\
\cdot \\
u_{\theta_{n}}^{j}
\end{array}\right)=\left(\begin{array}{ccccc}
g_{1}(1) & h_{1}(1) & 0 & 0 & 0 \\
f_{1}(2) & g_{1}(2) & h_{1}(2) & 0 & 0 \\
0 & . & . & . & 0 \\
0 & 0 & . & . & .0 \\
0 & 0 & 0 & \left.f_{1} n\right) & g_{1}(n)
\end{array}\right)\left(\begin{array}{c}
u_{\theta_{1}}^{j-1} \\
\cdot \\
\cdot \\
u_{\theta_{n}-1}^{j-1}
\end{array}\right)
$$

The only unknowns here are $\left(u_{0}\right)_{i=1, n}^{j}$. The right hand side only contains information from the previous time-step $(j-1)$ and the matrix on the left hand
side needs information on the bubble dynamics at time step ( $j$ ). This will have a consequence in the logical order needed to solve our problem.

To solve this matrix equation we use an algorithm given for tridiagonal matrix equations.

Equation (3.26) as an ordinary differential equation.

$$
\ddot{a}=R k(\bar{a}, \dot{\bar{a}}, t),
$$

with

$$
\begin{aligned}
& R k(\bar{a}, \dot{\bar{d}}, t)=-\frac{1}{\bar{a}} \dot{\bar{a}}^{2}+\frac{1}{\bar{d} \ln \left(s_{\max }\right)}(\dot{\bar{c}})^{2}\left[-\frac{1}{2 s_{\max }}+\frac{1}{2}\right]+\frac{1}{\bar{d} \ln \left(s_{\max }\right)} Q \\
& -\frac{1}{\bar{a} \ln \left(s_{\max }\right)}\left[1-\left(\frac{\Gamma}{2 \pi \bar{a} s_{\max }}\right)^{2}-\overline{p_{v}}+\overline{p_{0 g}}\left(\frac{1}{\bar{a}}\right)^{2 k}-\frac{1}{W e \bar{a}}-\frac{2 \dot{\bar{a}}}{R e \bar{a}}\right],
\end{aligned}
$$

can be reduced to the study of a set of first order differential equations

$$
\begin{gathered}
\dot{\bar{a}}=\bar{b}, \\
\dot{b}=R k(\bar{a}, \dot{a}, t) .
\end{gathered}
$$

hello
The numerical solution chosen to solve this set of equation is the most used fourth order Runge-Kutta method. At each time step the derivative is evaluated four times: the initial point, twice at trial mid-poinnts and at a trial end point. These derivatives then give us the final value of the function

The $4^{\text {th }}$ order Runge Kutta scheme is the following:

$$
\begin{gathered}
k_{1}=d t R k^{\prime}\left(t, b_{j}\right), \\
k_{2}=d t R k^{\prime}\left(t+\frac{h}{2}, b_{j}+\frac{k_{n}}{2}\right), \\
k_{3}=d t R k^{\prime}\left(t+\frac{h}{2}, b_{j}+\frac{\xi_{3}}{2}\right), \\
k_{4}=d t R k^{\prime}\left(t+d t, b_{j}+k_{3}\right),
\end{gathered}
$$

with $k_{1}, k_{2}, k_{3}, k_{4}$ corresponding to the four evaluations of the derivatives we obtain

$$
b_{j+1}=b_{j+1}+\frac{k_{1}}{6}+\frac{k_{2}}{3}+\frac{k_{3}}{3}+\frac{k_{4}}{6} .
$$

In our case we will also have to evaluate (3.23) at each time-step. A basic trapezoidal method was used:

$$
Q^{j}=\left(\int_{1}^{\operatorname{sen}} \frac{{\overline{w_{i}}}^{2}}{s} d s\right)^{j}=\sum_{i=2}^{n}\left[\frac{\left(\bar{u}_{6}^{j}\right)^{2}}{\overline{3}_{i}}+\frac{\left(\bar{w}_{i+1}^{j}\right)^{2}}{\overline{3}_{i+1}}\right] \frac{d s}{2}
$$

### 3.7. Algorithm of solution

By contrast with equation (3.25) in which the semi implicit method used implie that we need information on the bubble dynamics of the curreat time step to determine the unknown ( $\overline{m o}_{i}^{j}$ ), equation (3.26) only needs the initial conditions of the bubble dynamics and the initial flow. Thus (3.26) will be delt with before (3.25).

At this point a flow chart is needed to show the algorithm :see figure(9)

### 3.8. Description of the code

The program solves the Navier Stokes Equations for an infinitely elongated bubble in a viscous vortex. The input allows the user to specify the following parameters:

$$
\begin{gathered}
\frac{A_{c}}{a_{0}} \\
\frac{\Gamma}{a_{0} \sqrt{\frac{20}{\rho}}}
\end{gathered}
$$

and

$$
\frac{p_{g_{0}}}{p_{a s i s}}
$$

The Reynolds number and the Weber number are automatically calculated in the program.

### 3.8.1. Convergence study

Numerical methods need a test on the convergence. This is to check stability and convergence due to accumulating errors. The scheme applied here is to reduce the time step and grid size simultanously, keeping a constant ratio between them. Figure (10) illustrates the scheme. Each curve is related to a different timestep and grid size. As the latter decrease the curves converge to a smooth curve.

Between $d t=0.002$ and 0.001 the difference in the curves was undetectable. For running the tries that are atudied in capter 4 we chose 0.001 as a time atep and 0.01 as a grid size.

### 3.8.2. Varying time ateps and grid size in time.

The runs that we made showed that in some conditions a too audden bubble collapse could stop the code from running due to large errors.In other cases when the bubble wall velocity is at very low the time step could then have been increased to speed up the execution. A variable time step scheme atill has to be implemented on the code. It would shrink the time step in cases of high rates of growth and keep the ratio between the time step and the grid size constant.

### 3.8.3. Case of the axial flow.

The study has been neglecting the axial flow. We could observe the Navier-Stokes equations now with the axial fow:

$$
\begin{gathered}
u_{z \neq 0} \frac{\partial u_{r}}{\partial z} \neq 0, \frac{\partial u \theta}{\partial z} \neq 0 \\
\frac{D u_{r}}{D t}+u_{r} \frac{\partial u_{r}}{\partial r}-\frac{u_{\rho}^{2}}{r}+u_{z} \frac{\partial u_{r}}{\partial z}=\frac{-1}{\rho} \frac{\partial p}{\partial r}+\nu \frac{\partial}{d r}\left[\frac{1}{r} \frac{\partial}{d r}\left(r u_{r}\right)\right]+\frac{\partial^{2} u_{r}}{\partial z^{2}} \\
\frac{D u_{\rho}}{D t}+u_{r} \frac{\partial u_{\rho}}{\partial r}+\frac{u_{r} u_{\rho}}{r}+u_{z} \frac{\partial u_{\rho}}{\partial z}=\nu \frac{\partial}{d r}\left[\frac{1}{r} \frac{\partial}{d r}\left(r u_{\rho}\right)\right]+\frac{\partial^{2} u_{\rho}}{\partial z^{2}} \\
\frac{D u_{z}}{D t}+u_{r} \frac{\partial u_{z}}{\partial r}+\frac{u_{r} u_{\rho}}{r}+u_{z} \frac{\partial u_{z}}{\partial z}=\frac{-1}{\rho} \frac{\partial p}{\partial z}+\nu \frac{1}{r} \frac{\partial}{d r}\left[r \frac{\partial}{d r}\left(u_{z}\right)\right]+\frac{\partial^{2} u_{z}}{\partial z^{2}}
\end{gathered}
$$

and the continuity equation

$$
\operatorname{div} U=0 \Leftrightarrow \frac{1}{r} \frac{\partial}{\partial r}\left(r \rho u_{r}\right)+\frac{\partial}{\partial z}\left(\rho u_{z}\right)=0
$$

The assumptions on axisymetry remain valid but the problem has gained one dimension in its geometry.

## 4. Results analysis.

This chapter sums up the results obtained from the two methods develloped in the two previous chapters. The shortage of time has a considerable impact on the range of parameters we were able to study. This needs to be taken into account when reading any conclusions concerning the results.

### 4.1. 2D bubble in Burgers flow.

For each run, the value of the initial radius of the bubble was equal to $10^{-2} \mathrm{~m}$, the value of the initial core radius was $5 \cdot 10^{-2}$, and the initial pressure inside the bubble was $5 \cdot 10^{5} \mathrm{~Pa}$, while our reference pressure, $P_{s}$, was $10^{5} \mathrm{~Pa}$.

The first set of trials that we conducted aimed at determining the infuence of $C$, the Burgers constant, on the flow, and as a result on the evolution of the bubble, while the vorticity diffusion is only due to the evolution of $\delta$ in time.

We may define by $T$ the "top point" of the bubble, moving on the $z$-axis, for $z$ positive if the bubble is centered on O. B is the "bottom point" of the bubble, moving on the $z$-axis as well, where $z$ is negative if the bubble is centered. Let I be the "side point", moving on the $r$-axis during the evolution of the bubble. (see figure(11)).

### 4.1.1. Strong basic velocities.

Let us consider the case where $C$ is positive (this is the most physical case). According to the formulation of the vortex core radius, the variation of $\delta$ in time should lead to two physical cases: either the bubble is within the viscous core $(a(t)<\delta(t))$, or the bubble radius is greater than the vortex core radius. If $C$ is strong enough, we can observe the variation of $\delta$ in time. But in this case, we also notice that $U_{r}$ and $U_{s}$ cannot be neglected. Thus if $C$ is of the order of magnitude of 1 , a bubble in the vortex is submitted to these velocities, and is very quickly stretched to become an elongated cylinder along the z -axis. The ratio $\frac{o 7}{\circ \%}$ can even reach $10^{3}$ before the bubble divides into two elongated bubbles, which then move along the $z$-direction.

The more $C$ increases, the quicker the bubble is stretched and subdivides, and $\delta$ has no time to change (we cannot observe any vorticity diffusion), and so has no influence on the deformations of the bubble, because of the collapsing apeed, which depends more on $U_{r}$ and $U_{z}$ than on $U_{0}$.

So the resulting velocity and pressure field are montly due to the basic flow, which is hardly modified by the "bubble potential". It means we cannot define any region of interaction dominated by the bubble dynamics. A large number of trials showed this was still true while $C>10^{\mathbf{- 2}}$.

### 4.1.2. Strong interaction of the bubble with a low velocity field.

This case deals with trials performed with a small Burgers constant. The previous subsection leads to run the code with lower Burgers velocities, when $C$ is leas than $10^{-3}$.

If the initial pressure inside the bubble is greater than the pressure in the liquid near its boundary, the bubble has time to grow, and we then can define a zone where it has a real influence on the basic flow, in terms of pressure and of velocities.

Bubble on the axis. When the bubble is centered on the axis and in the initial conditions shown figure(12), it first grows up to twice its initial volume, and then collapses (see figures 13). During the second growth, we can observe an elongation, but only such as the ratio OT/OI reaches 2 .

We must notice the presence of a stagnation point, where the "bubble velocity" cancels the basic velocity. It means there is a stagnation ring around the bubble. $G$, the stagnation point in the plane $\theta=0$, is moving

- on the r-axis when the bubble grows (figure (14)),
- on the bubble surface when the distance of the side point from the origin is decreasing while the distance of the top point from the origin increases (figure (15)),
- and on the $z$-axis during the collapse (figure (16)).

The analysis of the resulting pressure distribution leads to considerations about the location of the highest pressure points: during the first period of the bubble, we notice, around the bubble, the presence of a high presaure ring, whose intersection with the plane $\theta=0$ is the point $H$ (see figure (17)). The distance between $H$ and the surface of the bubble varies in the same way as the distance between the bubble surface and the stagnation point. This evolution first shows a short unsteady period right after the begining of the growth, after which $H$ oscillates
around a medium position in an almoat steady pressure distribution, until the pressure in the bubble reaches its peak. It occurs at time 4 on the drawing, and the highest pressure point in the liquid is then at the bubble surface.

The explanation comes from the continuity at the bubble surface, where the pressure in the bubble, and the surface tension balance the presure in the liquid. This implies that the pressure in the liquid near the bubble must follow the pressure inside the bubble. The growth of the bubble, due to a low preasure sone near the boundary implies that the highest pressure point is near the bubble at the begining, and then moves, because the pressure in the bubble decreases. At the end of the collapse, the pressure increases in all the liquid, because of the peak in the bubble.

Thus point H characterizes the bound between the "bubble" or the basic flow predominance: beyond H, the resulting flow may be considered as following a displaced Burgers distribution still depending on the interaction; within H , the bubble flow is predominant.

Bubble moving on the 2 -axis. Figure(18) illustrates the evolution of the caracteristic points in this case. With the same initial conditions as the previous case, except for the location of the bubble, which is now initially off-centered on the $z$-axis at $Z_{0}>0$. During the growth of the bubble, the $z$ coordinate of the stagnation point follows the center of the bubble (figure(19)), moving on the $z$ axis. As the high pressure point is far from the bubble, it does not present any particular evolution due to the non symmetrical evolution of the bubble. Figure $(20,21,22)$ describe the velocity field evolution in time. $(t=4,5,6,7)$.

### 4.1.3. Intermediate interaction and atretching.

The case of $C=10^{-3}$ is an intermediate case where the bubble is quickly stretched along the $z$-direction (figure (23)), while the side point oscillates as in the previous case. The bubble has time to grow and to collapse during its elongation. As the distance of the top and the bottom points from the origin always increase in time, the stagnation point remains on the $r$-axis, moving between the bubble surface and its maximum value (figure (24) to (27)).

The highest pressure point remains close to the elongated bubble; it means that the Burgers pressure distribution, as the velocity field, is modified only near the axis at the bubble surface, where it is influenced by the bubble dynamics.

### 4.2. A more realistic vortex.

As the 2D-axisymmetric code runs with any basic flow, it becomes more intereatiag to deal with a physically more realistic model of the vortex. That is what we did, considering the results obtained with a Navier Stoken molver (FIDAP) using as boundary conditions a Rankine Vortex and a uniform axial velocity at $x=0$, and allowing the vortex to decay with distance $x$ increasing, ent to Dyanflow by the "LABORATOIRE D'HYDRODYNAMIQUE DE L'ECOLE NAVALE". Figures (28) to (33) describe the results in absence of a bubble. This flow is used as a basic fiow. We modified the axisymmetric code $s 0$ it could read in the Fidap output file each time the axisymmetric code neoded the basic flow. Since Fidap uses a predefined fixed grid, as the bubble is in motion, the basic flow at each node was calculated by linear interpolation.

In this case, the results abow that the bubble has more complicated deformstions than in a clasical Rankine or Burgers case. These deformations are characteristic of a bubble moving with a lower speed than the fluid. The consequence is a reentrant jet moving downstream in the direction of the $s$-axis when the bubble collapses. Figures (34) and (35) show the evolution of the three characteristic points of the bubble, and its deformation in time.

### 4.3. 1D viscous solver.

Our interest lies in the interaction between the bubble and the fiow. Therefore we will analyze data related to the bubble motion:
-bubble radius and velocity,
-bubble collapae period and amplitude,
and related to the flow:
-flow field,
-magnitude of the maximum tangential velocity and of the velocity.
-motion of the core radius.

### 4.3.1. Physical parameters.

The physical parameters modified for each run of the code are

$$
\frac{A_{c}}{a_{\theta}}, \frac{\Gamma}{a_{0} \sqrt{\frac{2}{n}}}, \frac{P_{f o}}{P_{\text {asis }}}
$$

The ratio of the initial core radius and the initial bubble radius relates information on the influence of the size of the viscous core on the bubble.

The circulation ratio gives us the effect of the swirl's strength on the bubble dynamics.

The ratio between initial gas preasure in the bubble and the initial pressure on the axis determines its reaction to the ambient medium.

### 4.3.2. Evidence of the interaction.

To show some evidence of the interaction between the bubble and the visoous vortex we considered two cases: one where we forced the flow not to interact and another where the flow was interacting. Figure (36) illustrates the differences in the bubble dynamics anf figure (37) shows how the flow is modified by the bubble.

Analyais of the interactiv bubble. In figures (36) and (37) the initial pressure inside the bubble is lower than the outside pressure, therefore the bubble starts by collapsing. As the bubble wall moves inward the viscous core shriaks, simultanously enhancing the tangential velocity to a maximum when the bubble rebounds. As the bubble grows again the core expands and the tangential velocity decelerates to a minimum before the bubble collapses a second time. When the flluid particles are pulled towards in towards the vortex axis they accelerate tangentially. This is similar to the phenomenon of vortex stretching. As the core is compreased the stream of vortex lines is also compresed so the vorticities are stretched and the swirl around the bubble becomes stronger.

The fact that the core moves is a relation between the diffusion through viscosity and the bubble motion. It has been observed that in physics transiers of matter, energy and momentum always tend to bring the material towards an equilibrium. In our case the bubble is growing inside the fluid; the velocity being non-uniform along the r-axis, tangential components of the local stress appear in the fluid. The layers of fluid around the bubble have different tangential velocities

$$
\frac{\partial u_{\theta}}{\partial r} \neq 0 .
$$

This derivative is related to the shear through the expression:

$$
\sigma_{1}=\nu \frac{\partial u_{e}}{\partial r}
$$

where $\sigma_{1}$ is the stress tensor.

The growth of the bubble adds a radial velocity to the layers of fluid, so they move back, which explains why the core is expanding. But as the distarce between one fluid particle and the axis of the swirl increases its tangential velocity drops. This is due to conservation of the total momentum in the fluid.

On a larger time scale viscosity also has an effect on the field. This effect is illustrated by a constant decrease of the peaks of $u_{0}$ max in time and can be related to the diffusion effect quoted in chapter 1.

Thus a viscous interaction is taking place between the bubble and the flow. Now we need to determine a criteria on the different phyaical parameters that tells us in which conditions the viscous interaction is most likely to be relevant.

### 4.3.3. Parameter analysis

This set of results allows us to find out which parameters we should vary to bring out the key elements on the viscous interaction between the bubble and the flow.
a. Circulation

By changing the circulation of the vortex, we simultanously change the initial tangential velocity in the fluid and the presare on the axis. In this case when analyzing the results we would need to find out which of the parameters $\Gamma$ or $\frac{8}{\text { pasio }}$ are acting most in the behaviour of the interacting bubble.

Figure (38) illustrates the drop of the initial preasure on the axis due to an increasing circulation. The bubble experiences growth in one case ( $\Gamma=0.6$ ) and collapees in the other ( $\Gamma=0.1$ ).

Figure (39) shows the interaction of the bubbles with the vortex is shown as we plotted the size of the viscous core and the bubble radius on the same graphic. We can observe (see figur (39)) that the viscous core practically vanishes at bubble collapse.

Figure (40) shows that the absolute pressure at collapse (curve 1) reaches 7 atmospheres.

The tangential velocity is modified at each collapse as we explained in 4.3.2. When the bubble grows from its initial value the effect on the magnitude of $u_{0}$ is leas apparent (see figure(41)).
b. Changing $A_{8}$ by modifying $A_{c}$.

The modification of the core radius influences the initial pressure on the axis. The two cases in Figure(42) and Figure(43) show a bubble collapsing and a bubble growing from their initial positions and the motion of the viscous core with the bubble. A growing bubble generates a pressure drop around it (see figure(44)).

This preasure drop seems to increase the sise of the core and decreases the magnitude of the tangential velocity. A collapping bubble sees a presure increase around it, which compresses the viscous core and increases the bubble velocity.

It is still too early to make conclusions on the interaction laws of a bubble and a viscous vortex. These first results have shown that the phyaical parameters we can modify to find an interaction criteria are:

$$
\frac{P_{f 0}}{P_{\text {cois }}}
$$

and

$$
\frac{A_{\epsilon}}{a_{\theta}}
$$

(by changing as only).
The caracteristics that seem most relevant to our study are: the bubble radius vs. time and the ratio of the core size over the bubble radius vs. time.

These two caracteristics give us information on bubble behaviour and simultanously of the effect it has on the viscous flow.
c. Varying parameter: $P_{P_{n}}$

The case of a very strong collapee for $\frac{50}{\text { paces }}=\left\{10^{-1}\right.$ on figure(45) has a relevant influence on the size of the viscous core (figure(46)). At the rebound ( $t=2.1$ ) the core size increasea as much as 8.5 times the initial buble radius and atops growing as the bubble motion decelerates. For less sudden collapses ( $\frac{10}{p, n}=0.4$ ) the core interacts with the bubble in the same way as in previously shown collapaes. In the case of an initial gas pressure inside the bubble close to that on the axis, the small variations of bubble radius in time (figure(47))have hardly any influence on the core. Let $\mathrm{pg}_{0}$ be three times that of the pressure on the axis. The bubble then grows and collapres at a given period (figure(48)), the core behaves like the bubble: it grows and decreaces with time.

A first conclusion would be that the influence of the bubble on the viscous core is diminished as pen nears 1 .
d. Varying parameter: $A_{0}$ where $a_{0}$ is being modified.

Looking at the ratio of the core radius and the bubble radius can teach us how the interaction between the bubble and the core is modified when one sive is small compared to the other.

In this study, we do not investigate initial bubble sizes larger than core sizes. Figures (49) and (50) show the evolution of the interaction when the ratio $\frac{k_{0}}{6}$ is halfed. The period of rebounds of the bubble is decreasing; It seems that the
closer the high tagential velocities are to the bubble(uane corresponds to the core boundary) the collapee ad the rebound of the bubble occur.

The amplitude of the core size variations increases with the ratio $\frac{A 8}{A_{0}}$. In figures (51) and (52), as the ratio $\frac{A_{s}}{4_{0}}$ decreases the period of rebounds still decresess, but by measuring the amplitude of the bubble motion, we observe that between $a_{0}=$ 1 mm and $a_{0}=7 \mathrm{~mm}$, the trend in the amplitude variations has changed. Figure (53) shows this non linear phenomena. We see that the bubble radius minima vs. time is increasing and then decreasing.

The only conclusion we can make at this point of the experiments is that the interaction between the bubble and the viscous vortex flow around it seerns to be non-linear.

## 5. Synthesis

In the two previous chapters we studied the interaction between a bubble and a viscous vortex flow from two points of view: one makes the assumption that a basic flow around the bubble is modified linearly by a flow created by the bubble through the equation:

$$
U=U_{0}+U_{\text {basic }},
$$

and the second uses a viscous solver.

### 5.1. Matching the solutions.

In order to match these two solutions: a viscous solver should be coupled to the code 2DynaFs. We would need to extend the viscous solver to the case where the axial flow is taken fully into account. Then the bubble studied would both be axisymmetric and finite.

2DynaFs showed that the bubble on the vortex axis elongated before splitting up. The infinitely elongated bubble viscous solver enables us to illustrate the viscous interaction with the vortex in a region far from the ends of that same bubble. The stretching of vorticity and the motion of the core radius related to the bubble dynamics only occurs in particular domains of the physical parameters. Outside these areas we can always implement 2DynaFs without the viscous solver. In the regions where viscous interaction is strong, we would need a 2D (Axisymmetric) viscous solver. So the cases where the bubble generates a potential flow in absence of ahear flow could then be complemented by adding the effects of viscosity.

## CONCLUSION

Significant results have been obtained in this parallel study of bubble and flow interaction. On one side the influence of C (Burger's vortex), and mostly of $u_{z}$ on the bubble motion, interesting results concerning FIDAP's vortex flow and its interaction with the bubble were obtained. On the other side the effects of viscous interaction on bubble behaviour and vortex flow behaviour were highlighted for the first time.

The general problem of bubble and flow interaction, especially the viscous interaction point of view which still needs to be develloped in 2D or even 3D, remains a domain not yet fully understood. Step by step and from various directions we get closer to the resolution of the problem. In our case we decided to take one approach from the point of view of the flow by studying bubble motion with new vortex models containing axial flows and which were more realistic physically. The other approach tried to take bearings from the point of view of the bubble and of the flow simultanously in a simple 1D model of fully viscous interactions.

Further studies, experimental as well as numerical, should enable the understanding of bubble and flow interaction in a near future.
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EVOLUTION OF THE CIIARACTERISTIC POINTS VERSUS TIME.
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Figure 1. Interaclici, belween a bubble and a vortex flow during bubble oscillations.
a) Inalsble radius. maximum $U_{0}$. and maximum $U_{0}$ posilion versus time.
h) Ruhble rathes versus lime with and withoul viscous interaction.

| Pog Paxis | 0.2 |  | 3 |
| :---: | :---: | :---: | :---: |
| Gama (mi | 0.1 | -0.05 |  |
| Ac/alo |  | 5 |  |
| Ficur |  |  |  |
|  |  |  |  |
| $\overline{A C}(m)$ | 1.00E.02 | 1.00E.02 | 1.00E-02 |
| a(0)(m) | $2 \cdot 10 \cdot 3$ | 2:10.5 |  |
|  |  |  |  |
| Pint ( Pa ) | $1.00 \overline{E+05}$ | $\underline{1.00 E}+05$ | 5 |
| $\overline{\mathrm{Pgo}}(\mathrm{Pa})$ | 2.00E+04 | $2.00 E+04$ | $\|2.00 \bar{E}+0.0\|$ | conditions for figures (38) to (41)




Bubble radius vs. time \& Size of the viscous core vs. time
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Maximum tangential velocity vs. time

| Poo/Paxis | 0.546299 | 0.919963 |
| :---: | :---: | :---: |
| Gama (mv | 0.5 |  |
| Ac/as) |  | 1.80 |
|  |  |  |
| Ac (m) | 1.00E-02 | 9.00E-02 |
| a(0) (m) | 5:10.3 | 5.00E-03 |
| Pinl (Pa) | 1.00E +05 | 1.00E+05 |
| Pgo (Pa) | $2.00 E+04$ | $2.00 E+04$ |
| $\overline{\text { Paxis (Pa) }}$ | 36610 | 21740 |

conditions for figures (42) to (44)


Bubble radius vs. time \& size of the viscous core vs. time


Bubble radius vs. time
\& size of the viscous core vs. time
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Pressure on the bubble surface vs. time
conditions for figures (45) to (48)

| pgo/poxi | 5/7'10-3 | 0.40 | 1 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| pama | 0.35 | 0.35 | 0.35 | 0.35 |
| AC/00 | 1.4 |  | 1.1 | 1.4 |
| Phnf (Pa) | 1.00E+05 | 1.00E+05 | $1.00 \mathrm{E}+05$ | 1.00E+05 |
| Poxis (Pa) | $7.00 E+04$ | " |  |  |
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Bubble radius vs. time
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$\frac{1 .}{9}=1.4$
Ratio of the viscous core radit to the bubble radius vs. time
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Bubble radius vs. time
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1D viscous solver results.

Condilions tor ligures (49) to (53)

| Pgo/Paxis | 0.5 | 0.5 | 0.5 | $0 . \overline{5}$ |
| :---: | :---: | :---: | :---: | :---: |
| Gama (m) | 0.35 | 0.35 | 0.35 | 0.35 |
| Ac/a(0) | 1.4 | . 00 | 5 | 10 |
| $\overline{A C}(m)$ | 1.00E-02 | 1.00E-02 | 1.00E-02 | 1.00E-02 |
| $\mathrm{a}(\mathrm{o})(\mathrm{m})$ | 7*1e-3 | $3.00 \mathrm{E}-03$ | 0.002 | 0.001 |
| Pinl (Pa) | $1.00 \mathrm{E}+05$ | $1.00 \mathrm{E}+05$ | $1.00 \bar{E}+05$ | $1.00 \overline{E+05}$ |
| $\mathrm{Pgo} \mathrm{(Pa)}$ | $3.45 E+04$ | 3.45E+04 | $3.45 \bar{E}+04$ | $3.45 \mathrm{E}+04$ |
| Paxis (Pa) | 68938 | 68938 | 68938 | 68938 |

Figure 49


Bubble radius vs. time
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Ratio of the viscous core radius to the bubble radius vs. time
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Ratio of the viscous core radius to the bubble radius vs. time
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Bubble radius vs. time
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#### Abstract

This study computes the deformations of the free surface of a liquid when a sphere is oscillating below the surface. The code 2DynaFS was adapted to this problem and, after determining some fundamental parameters, we proved that the surface tension effect can often be neglected. We primarily studied the importance of gravity and showed its effect on the amplitude of the resulting waves. The sphere frequency also seems to determine the amplitude. A brief experimental study was conducted which verified the conditions we had choosen and confirmed some of the numerical computations. A video recording of the observations is available.
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## 1. Introduction

Waves are often studied in hydrodynamic circles because they carry energy. This energy can be due to the wind: the study of swell and waves breaking on shore helps to determine a way to avoid shore erosion. The study in this report is motivated by wave-resistance: when a submerged body moves below a Free Surface, it generates waves which extract energy from the body motion. We will here only study the deformations of the free surface when a sphere is oscillating below this free surface.

We conducted experiments in the laboratory DYNAFLOW in order to validate some of the computed results. Observations are available on a NTSC video tape.

### 1.1. Nomenclature

FS: Free Surface
$\Phi$ : velocity potential
$\Psi$ : mathematical function
$\nabla$ : gradient operator
$x$ : Horizontal position
$y$ : Vertical position
$R$ : radius of the sphere
$A_{m p}$ : amplitude of the sphere motion
$\omega$ : frequency of the sphere motion ( $\frac{\mathrm{rad}}{\mathrm{s}}$ )
$T$ : period ( $=\frac{2 \pi}{\omega}$ )
$\nabla^{\mathbf{2}}$ : Laplacian operator
$\mathcal{F}$ r: Froude number
$\frac{\partial}{\partial t}$ : partial derivative Amplitude: computed amplitude of node $A$ $s$ : curvilinear abscissa $N_{H P}$ : number of half periods All figures are located in Appendix A.
$d_{\text {eptho: }}$ initial depth of sphere $\vec{\eta}$ : vertical deformation of FS
$\vec{n}$ : normal vector
$V_{\text {sph }}$ : velocity of the sphere $\Omega$ : domain of the study $S$ : boundary of $\Omega$ $c(p)$ : solid angle at $p$ $p$ : point where the influence of every , sanel is computed $q$ : moving point on a panel $F T$ : final time
$\gamma(p)$ : discrete function of $p$
$L_{a y}$ : fluid layer on the sphere var: non-dimensionalized var $n_{F S}$ : number of panels on FS Frequency: frequency of the FS waves

## 2. Hydrodynamic problem

### 2.1. Equations

The conservation of the mass in the liquid of density $\rho$ leads to the continuity equation for a flow with velocity $\vec{V}$ :

$$
\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \vec{V})=0
$$

We assume that the fluid is inviscid, incompressible and irrotational. Then it satisfies the following equations:

$$
\begin{aligned}
& \operatorname{div}(\vec{V})=0, \\
& \overrightarrow{\operatorname{rot}}(\vec{V})=\overrightarrow{0},
\end{aligned}
$$

Thanks to these conditions, the flow is a potential flow.

$$
\vec{V}=\overrightarrow{\operatorname{grad}}(\Phi),
$$

where $\Phi$ is the velocity potential. We can then write the Laplace equation :

$$
\begin{equation*}
\nabla^{2} \Phi=0 \text { inside the fluid domain } \Omega \tag{2.1}
\end{equation*}
$$

The motion of the sphere is forced and the location of its surface isprescribed by the relation :

$$
\begin{align*}
& x(\theta)=R \cdot \cos (\theta) \quad \theta \in\left[-\frac{\pi}{2} ;+\frac{\pi}{2}\right]  \tag{2.2}\\
& y(x, t)=R \cdot \sin \left(\arccos \left(\frac{\pi}{2}\right)\right)+A_{m p} \cdot \sin (\omega . t)
\end{align*}
$$

The velocity potential $\Phi$ also has to satisfy the Bernoulli equation :

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}-\frac{1}{\rho} \cdot P_{l}-\frac{1}{2} \cdot\left(V_{n}^{2}+V_{t}^{2}\right)+g \cdot y=\text { Constant } \tag{2.3}
\end{equation*}
$$

### 2.2. Boundary and initial conditions

The pressure balance on the free surface can be written:

$$
\begin{equation*}
P_{1}-P_{a}=-\sigma \cdot C_{\text {urv }} \tag{2.4}
\end{equation*}
$$

On the Free Surface, the normal potential variation determines the motion of the FS :

$$
\begin{equation*}
\frac{\partial \Phi}{\partial n}=\frac{\partial \eta}{\partial t} \vec{y} \cdot \vec{n} \text { where } \eta=y-\text { Depth }_{0} \tag{2.5}
\end{equation*}
$$

On the sphere, the potential gradient normal to the sphere surface is set equal to the normal velocity of the sphere surface :

$$
\begin{equation*}
\vec{\nabla}_{\Phi \cdot} \cdot \vec{n}=\vec{V}_{\text {oph }} \cdot \vec{n} \tag{2.6}
\end{equation*}
$$

The initial conditions are the following:
FREE SURFACE :

$$
\begin{array}{ll}
\Phi=0 \\
\frac{\partial \Delta}{\partial n}=0 & \text { at } t=0
\end{array}
$$

SPHERE :

$$
\begin{aligned}
& y=\sqrt{1-x^{2}}-A_{m p} \quad \text { at } t=0 \\
& \frac{\partial y}{\partial t}=0 \quad\left(\frac{\partial \theta}{\partial n}=0\right) \quad
\end{aligned}
$$

This last condition determines the functional form for the speed of the sphere: sine instead of cosine, in order to avoid any discontinuity in the sphere speed.

The radiation condition consists in forcing both the abscissa and ordinate of the node $\operatorname{Inf}$ (Fig.3.5.B) not to change. We also impose a minimum layer of liquid on the sphere in order to allow the abscissa of the node A not to change. The value of this layer is choosen equal to $5 \%$ of the sphere radius.

## 3. Mathematical resolution

### 3.1. Laplace equation

We use the Green's identity:
$\iiint_{\Omega} \operatorname{div}(\nabla \Phi) \cdot d \Omega=\iint_{S} \frac{\frac{\partial \phi}{\partial n}}{\partial n} \cdot d S$
to modify the Laplace equation by introducing a regular function $\Psi$ that is $\mathrm{C}^{\infty}$ in our domain $\Omega$ (except at a finite number of points):
$0=\iiint_{\Omega} \nabla^{\mathbf{2}} \Phi \cdot \Psi \cdot d \Omega=-\iiint_{\Omega} \nabla \Phi \cdot \nabla \Psi \cdot d \Omega+\iint_{S} \frac{\partial \phi}{\partial \boldsymbol{n}} \cdot \Psi \cdot d S$
We can apply the Green's identity on the first term on the right hand side:
$\iiint_{\Omega} \nabla \Phi \cdot \nabla \Psi \cdot d \Omega=-\iiint_{\Omega} \Phi \cdot \nabla^{2} \Psi \cdot d \Omega+\iint_{S} \Phi \cdot \frac{\partial 廿}{\partial n} \cdot d S$
And then obtain :

$$
\begin{equation*}
\iint_{S} \frac{\partial \Phi}{\partial n} \cdot \Psi \cdot d S-\iint_{S} \Phi \cdot \frac{\partial \Psi}{\partial n} \cdot d S+\iiint_{\Omega} \Phi \cdot \nabla^{2} \Psi \cdot d \Omega=0 \tag{3.1}
\end{equation*}
$$

A convenient function $\Psi$ is :
$\Psi(p, q)=\frac{1}{|p-q|}$ where $|p-q|=\sqrt{\left(x_{p}-x_{q}\right)^{2}+\left(y_{p}-y_{q}\right)^{2}}$
Where $p$ is the point where the influence of every panel is computed, $q$ is a moving point on the panels.

The Laplacian of $\Psi$ is then quite simple : $\quad \nabla_{i}^{2} \Psi(p, q)=-\gamma(p) \cdot \delta_{p}$
$\delta_{p}$ is the delta function: $\delta_{p}=1$ at point $p, \delta_{p}=0$ anywhere else.
$\gamma(p)$ depends on $p:=4 \pi$ if $p \in \Omega$

$$
\begin{aligned}
& =2 \pi \text { if } p \in S \text { (regular point) } \\
& =c(p)=\text { solid angle if } p \in S \text { (angular point) }
\end{aligned}
$$

And the expression of the third term in equation (3.1) is :

$$
\iiint_{\Omega} \Phi \cdot \nabla^{2} \Psi \cdot d \Omega=-\gamma(p) \cdot \Phi(p)
$$

The final equation is :

$$
\begin{equation*}
\iint_{S} \frac{\partial \Phi}{\partial n} \cdot \Phi \cdot d S-\iint_{S} \Phi \cdot \frac{\partial \Psi}{\partial n} \cdot d S-\gamma(p) \cdot \Phi(p)=0 \tag{3.2}
\end{equation*}
$$

At this step, all the equations are true for both the axisymmetric and the 3D problems. We now consider the axisymmetric problem. We can observe that we have reduced the dimension from 3 to 2 . The next step consists in discretizing the boundaries of the free surface and the sphere into panels whose size is discussed in 4.1.1.

The power of the Boundary Element method consists in its ability to solve these integrals once we know either $\Phi$ or $\frac{\partial \phi}{\partial n}$ on the boundaries (there can be a mixing of the two of them). For more complete explanations, the reader may refer to A.A. BECKER 'The Boundary Element Method in Engineering: a complete course'.

We grid the boundaries and then fill the matrix of influence of every panel on each node. The matrix equation system obtained is :

$$
[X] \cdot\left[\frac{\partial \Phi}{\partial n}\right]+[Y] \cdot[\Phi]+[Z]=0
$$

As we know $\Phi$ for some boundaries and $\frac{\partial \phi}{\partial n}$ for the others, we can arrange this system to represent it in this way :

$$
[A] \cdot \underbrace{\left[\begin{array}{l}
\partial \Phi_{1} / \partial n \\
\vdots \\
\partial \Phi_{i} / \partial n \\
\Phi_{i+1} \\
\vdots \\
\Phi_{n}
\end{array}\right]}_{\text {unknown }}=\underbrace{\left[\begin{array}{l}
B_{1} \cdot \Phi_{1}+C_{1} \\
\vdots \\
B_{i} \cdot \Phi_{i}+C_{i} \\
B_{i+1} \cdot \partial \Phi_{i+1} / \partial n+C_{i+1} \\
\vdots \\
B_{n} \cdot \partial \Phi_{n} / \partial n+C_{n}
\end{array}\right]}_{\text {known }}
$$

The matrix $A$ is fully populated with non-zero coefficients. This would have made too long and imprecise any iterative solution method. The Gaussian elimination has been chosen because of its robustness and absence of iteration.

We then obtain :

$$
\left[\begin{array}{l}
\partial \Phi_{1} / \partial n_{1} \\
\vdots \\
\partial \Phi_{i} / \partial n_{i} \\
\Phi_{i+1} \\
\vdots \\
\Phi_{n}
\end{array}\right]=[A]^{-1} \cdot\left[\begin{array}{l}
B_{1} \cdot \Phi_{1}+C_{1} \\
\vdots \\
B_{i} \cdot \Phi_{i}+C_{i} \\
B_{i+1} \cdot \partial \Phi_{i+1} / \partial n_{i+1}+C_{i+1} \\
\vdots \\
B_{n} \cdot \partial \Phi_{n} / \partial n_{n}+C_{n}
\end{array}\right]
$$

At this step, both $\Phi$ and $\frac{\partial \phi}{\partial n}$ are determined at each node and interpolated on each panel. We can now implement these results in the equations.

### 3.2. Non-dimensionalization

The original code, 2DynaFS, had all its subroutines made to solve non dimensional equations (and therefore needed non-dimensional variables). As we will show below, two characteristic numbers appear in the non-dimensionalization of the Bernoulli equation.

The characteristical scales are :
$R=$ radius of the sphere
$T=\frac{2 \pi}{\omega}$ period of sphere motion
$\rho=$ density of the fluid (M.L ${ }^{-3}$ )

The other parameters are non dimensionalized according to their units :
$\Phi\left(\mathrm{L}^{2} \cdot \mathrm{~T}^{-1}\right) \quad \Psi\left(\mathrm{L}^{-1}\right) \quad \nabla\left(\mathrm{L}^{-1}\right)$
(3.2) becomes :

$$
\iint_{S} \frac{\left.\frac{\partial \varphi}{\partial n} \cdot \Psi \cdot d S-\iint_{S} \Phi \cdot \frac{\partial \psi}{\partial n} \cdot d S-\gamma(p) \cdot \Phi(p)=0,0\right)}{}
$$

$\iint_{S} \frac{R^{2}}{\frac{R^{2}}{R}} \frac{\partial \Phi}{\partial \eta} \cdot \frac{1}{R} \bar{\Psi} \cdot R^{2} d S-\iint_{S} \frac{R^{2}}{T} \Phi \cdot \frac{\hbar}{R} \frac{\partial \bar{T}}{\partial \bar{\eta}} \cdot R^{2} d S-\gamma(p) \cdot \frac{R^{2}}{T} \Phi(p)=0$

$$
\begin{equation*}
\iint_{S} \frac{\partial \bar{\Phi}}{\partial \bar{n}} \cdot \bar{\Psi} \cdot d \bar{S}-\iint_{S} \bar{\Phi} \cdot \frac{\partial \bar{\Psi}}{\partial \bar{\pi}} \cdot d S-\gamma(p) \cdot \Phi(p)=0 \tag{3.3}
\end{equation*}
$$

(2.2) is immediately expressed :

$$
\begin{align*}
\bar{x}(\theta) & =-\cos (\theta) \quad \theta \in[-\pi ;+\pi] \\
\bar{y}(x, t) & =\sqrt{1-\bar{x}^{2}}+\left(\frac{A_{m R}}{R}\right) \cdot \sin (\omega \cdot t) \tag{3.4}
\end{align*}
$$

(2.5) becomes :

$$
\begin{gather*}
\frac{R}{T} \cdot \frac{\partial \bar{y}}{\partial z}=\frac{R^{2}}{R} \cdot \frac{\partial \bar{T}}{\partial \bar{y}}  \tag{3.5}\\
\frac{\partial \bar{\eta}}{\partial t}=\frac{\partial \bar{T}}{\partial \bar{y}} \quad \bar{y}=\frac{D_{\text {epten }}}{R}+\bar{\eta}(\text { on the free surface })
\end{gather*}
$$

(2.6) becomes :

$$
\begin{gather*}
\quad\left(\frac{1}{R} \frac{R^{2}}{T} \cdot R\right) \vec{\nabla} \bar{\Phi} \cdot \vec{n}=\left(\frac{R}{T} \cdot R\right) \vec{\nabla}_{\text {sph }} \cdot \vec{n}  \tag{3.6}\\
\vec{\nabla} \Phi \cdot \vec{n}=\vec{\nabla}_{\text {sph }} \cdot \vec{n} \text { on the sphere sur face }
\end{gather*}
$$

### 3.3. Bernoulli equation

Far from the axis of the sphere motion, $\Phi$ is constant, the velocity is $0, Z=$ dept $h_{0}$, the pressure is $P_{a}$. (2.3) can be written :

$$
\begin{gathered}
\frac{\partial \theta}{\partial t}-\frac{R_{1}}{\theta}-\frac{1}{2} \cdot\left(V_{n}^{2}+V_{t}^{2}\right)+g \cdot Z=0-\frac{P_{t}}{\theta}-0+g \cdot d e p t h_{0} \\
\frac{\partial \phi}{\partial t}=\frac{\left(P_{1}-P_{a}\right)}{\partial}+\frac{1}{2} \cdot\left(V_{n}^{2}+V_{t}^{2}\right)-g \cdot\left(Y-\operatorname{dept} t h_{0}\right)
\end{gathered}
$$

If we insert (2.4) :

$$
\begin{gathered}
P_{l}-P_{a}=-\sigma \cdot C_{w r v} \\
\eta=Y-\text { dept }_{0}
\end{gathered}
$$

We finally obtain :

$$
\frac{\partial \Phi}{\partial t}=\frac{1}{2} \cdot\left(V_{n}^{2}+V_{t}^{2}\right)-g \cdot \eta-\frac{\sigma \cdot C_{u r v}}{\rho}
$$

Units of additional parameters : $\sigma\left(M . T^{-2}\right) \quad C_{u r v}\left(L^{-1}\right) \quad P\left(M . L^{-1} . T^{-2}\right)$

$$
\begin{align*}
& \frac{\partial \bar{d} R^{2}}{\partial T^{2}}=\frac{1}{2} \frac{R^{2}}{T^{2}} \cdot\left(\bar{V}_{n}^{2}+\bar{V}_{i}^{2}\right)-g \cdot R \cdot \bar{T}-\frac{\sigma}{\rho} \cdot \frac{1}{R} \overline{C_{u r v}} \\
& \left.\frac{\partial \bar{G}}{\partial t}=\frac{1}{2} \cdot \bar{V}_{n}^{2}+\bar{V}_{t}^{2}\right)-\left(g \frac{T^{2}}{R}\right) \cdot \bar{T}-\left(\frac{\sigma}{\rho} \frac{T^{2}}{R^{3}}\right) \cdot \overline{C_{u r v}} \\
& \frac{\partial \bar{\Phi}}{\partial \bar{t}}=\frac{1}{2} \cdot\left(\bar{V}_{n}^{2}+\bar{V}_{t}^{2}\right)-\operatorname{Fr} \cdot \bar{\eta}-\frac{1}{\mathcal{W}_{\mathrm{eb}}} \cdot \overline{\mathrm{C}_{u r v}}  \tag{3.7}\\
& \mathcal{F}_{r}=\left(g \frac{T^{2}}{R}\right) \quad \mathcal{W}_{e b}=\left(\frac{\rho}{\sigma} \frac{R^{3}}{T^{2}}\right)
\end{align*}
$$

Here $\mathcal{F}_{\mathrm{r}}$ is the $\mathcal{F}_{\text {roude }}$ number and $\mathcal{W}$ eb is the $\mathcal{W}$ eber number.

### 3.4. Implementation

With $\frac{\partial \phi}{\partial n}$ on each panel, a subroutine computes the velocities of the nodes:

$$
\begin{array}{ll}
R T_{i}=\frac{\phi_{i+1}-\phi_{i}}{\text { dicance }\left(\text { node }_{i, ~ n o d e i+1)}\right.} & V n_{i+1}=\frac{\partial \varphi}{\partial i_{i}}+\left(\frac{\partial \varphi}{\partial n} n_{i+1}-\frac{\partial \varphi}{\partial n}\right) \cdot d s \\
R R_{i}=\left(\frac{\partial \phi}{\partial n} \cdot \vec{n} \cdot \vec{y}-R T \cdot \vec{n} \cdot \vec{x}\right)_{i} & V t_{i+1}=R T_{i}+\left(R T_{i+1}-R T_{i}\right) \cdot d s \\
R Z_{i}=\left(\frac{\partial \phi}{\partial n} \cdot \vec{n} \cdot \vec{x}+R T \cdot \vec{n} \cdot \vec{y}\right)_{i} & V r_{i+1}=R R_{i}+\left(R R_{i+1}-R R_{i}\right) \cdot d s \\
V z_{i+1}=R Z_{i}+\left(R Z_{i+1}-R Z_{i}\right) \cdot d s
\end{array}
$$

The indices $i$ refers to the spatial gridding. All these results will now only have the extension new.

The code determines the time step: $h t=D \Phi_{\text {max }} \cdot \frac{1}{1+\frac{1}{2} V_{m}^{2}}$. Here $D \Phi_{\text {max }}$ is an input parameter, equal to $10^{-2}$ for all the runs; $V_{m}$ is the highest velocity computed at the nodes. This is made to keep the velocities in a limited range to avoid both unnecessary long runs and error in the time stepping. The displacements of the nodes are as followed:

$$
\begin{aligned}
& x_{\text {new }}=x_{\text {prev }}+\frac{1}{2} \cdot\left(V r_{\text {new }}+V r_{\text {prev }}\right) \cdot h t \\
& y_{\text {new }}=- \text { prev }+\frac{1}{2} \cdot\left(V z_{\text {new }}+V z_{\text {prev }}\right) \cdot h t
\end{aligned}
$$

and we can determine the positions of the panels. A subroutine gets the curvature of the free surface.

The code can then compute $\frac{\partial \phi}{\partial t}$ thanks to the non-dimensional Bernoulli equation :

$$
\left.\frac{\partial \bar{\Phi}}{\partial \bar{t}}=\frac{1}{2} \cdot \overline{(V}_{n}^{2}+\nabla_{t}^{2}\right)-\mathcal{F}_{r} \cdot \bar{\eta}-\frac{1}{\mathcal{W}_{e b}} \cdot \overline{C_{w r v}}
$$

With the previous values of $\Phi$, we can then obtain the new value of the potential $\boldsymbol{\Phi}$ :

$$
\bar{\Phi}_{\text {new }}=\bar{\Phi}_{\text {prev }}+\frac{1}{2} \cdot\left({\frac{\partial \bar{\Phi}^{2}}{\partial e w}}^{\partial{ }^{\text {new }}} \frac{\partial \bar{\Phi}_{\text {prev }}}{\partial t}\right) \cdot h t
$$

The code averages the variations of the velocities and the potential normal derivatives. This is made to minimize error accumulation.

The code realizes a regridding if necessary, implements the absolute time with the time step and then use the new values of $\Phi$ and $\frac{\partial \phi}{\partial n}$ to redo the same work. The code ends when the time exceeds an imposed limit : FT.

### 3.5. Gridding

The Boundary Element Method consists in computing integrals of the influence of panels on each node. The gridding is important to obtain valid results.

In this code, the distribution of the nodes on the sphere is uniform (fig. 3.5.B). The length of the panels is constant and equal to $0.1416 * R$. This length was choosen because of the curvature of a sphere: 10 panels on half a perimeter make the gridding of the sphere precise enough.

The free surface is regularly gridded from the node we assume to be at infinity to the axis (fig. 3.5.A) but the distance between the nodes may change in time. The code calculates, at each time step, the position of each node. It then interpolates the positions of the points between the nodes. The code can then regrid the free surface in order to concentrate the panels in the fast moving zones. This option is important when the amplitude of the free surface becomes large.

The node we assume to have the highest displacement is the node above the top of the sphere. This node, number $n s e g+1$ is called node $A$.

### 3.6. Computational power

The codes were ran on three computers:

Computer:
MIPS RISComputer RS 2030 MIPS RISComputer Silicon Graphics

RC 3240
IRIS Indigo

Capacity:
12 million instructions per second 20 million instructions per second 85 million instructions per second

### 3.7. Data analysis

The code generates two data files: POLES which contains the ordinate of nodes A, B and C (Fig. 3.5.B) every 10 time steps; and 2DCONTC which contains the coordinates of every nodes - sphere and free surface - every 100 time steps.

We only focus on the node A because we estimate that the history of its ordinate has the largest variations. The second reason consists in that the abscissa of only two points cannot vary: node A and node Inf. As the node Inf is supposed not to move, we follow the node $A$.

We wrote a small fortran code, spectral.f (Appendix B), to analyze the POLES data. A subroutine calculates the Fourier transformation of the ordinate of node A. As the time step may vary, this transformation read the current time step in POLES. The evolution of node B (the top of the sphere Fig. 3.5.B) is also analyzed as a reference. A subroutine determines the maxima of the transform and arranges them in decreasing order.

The frequency that has the largest weight will be refered as the first frequency, the frequency that has the second largest weight will be refered as the second frequency.

Another subroutine computes the time average of the ordinate of node $A$, the result is Average pos. The code then determines the amplitude of all the half periods of $A$ and then divides their sum by the number of amplitudes computed; the result is Amplitude.

$$
\begin{gathered}
\text { Average pos }=\frac{1}{F T} \sum_{t=00}^{\bar{i}=\overline{F T}}\left\{\bar{Y}_{A}(t) \cdot \overline{h t}(t)\right\} \\
\text { Amplitude }=\frac{1}{N_{H P}} \sum_{i=1}^{i=N_{H P}} \bar{A}_{i}
\end{gathered}
$$

These computations are explained on the figure 3.7.A in Appendix A.
The second file 2DCONTC is used to obtain graphic representation of the evolution of the free surface. We wrote a fortran code, smart.f (Appendix B), to represent the evolution of the free surface in time, using a convenient format: abscissa $=$ abscissa $-\frac{\sqrt{2}}{2} \cdot$ Time
ordinate $=$ ordinate $-\frac{\sqrt{2}}{2} \cdot$ Time
These figures are shown in 3.7.B in the Appendix A.

## 4. Results and Interpretations

### 4.1. Reference run

### 4.1.1. Panel-Width

The first part of the runs consisted in determining the range of validity of the code. We first focused on the size of the panels on the Free Surface. This was made in order to have the widest panels but without any larger than $\frac{1}{8}$ of the wave length of the generated waves when the amplitude was above $\frac{1}{8}$ of the wave length of these waves. The average size that we determined is $\frac{1}{2}$ of the Sphere radius :R.

On the sphere, the size of the panels is: $\frac{\pi}{10} \cdot R \simeq 0.3142 * R$
Figures 3.5.B

### 4.1.2. Free Surface Width

We then determined the width of the Free Surface (fig. 3.5.A). We wanted to have the smallest free surface without any change in the results (the indicator was the behavior of node A). It appeared that this FS-width is in some way related to the frequency of the sphere movement : FS-Width $\min =20 R$ for $\omega>4 \frac{\mathrm{rad}}{\mathrm{d}}$. When $\omega=2 \frac{\mathrm{rad}}{\mathrm{s}}$ and FS-Width $=40 \mathrm{R}$, the history of the node we are following does not match the history of the same node when FS-Width $=20 R$ for more than 5 periods. These both conditions are valid for our runs.

The number of panels is related to the FS-Width: as the panel size is $\frac{1}{2} R$, the number of panels on the free surface is $n_{F S}=2 \cdot \overline{F S}-W i d t h$. As the computation time is related to $n^{3}$, where $n$ is the number of panels, we definitely needed to have the smallest value for $n$. We decided to keep the sphere pulsation $\omega>7.5$ in order to be allowed to have $n=10+20 \cdot 2=50$ panels.

### 4.1.3. Initial depth of the sphere

In the series I.1 (1 to 6), the initial depth is the only parameter that changes. The goal was to obtain the largest deformation but still stay in a parameter range in which the calculations are stable. The code is not made to deal with the sphere contacting the air. With an initial depth below $1.5 R$, the code failed to compute 20 periods because a liquid separation appeared (drop).

The average position of the node A (Fig. 4.1.3.A) is equal to the initial depth as long as the initial depth is larger than 2.5 R . At smaller initial depths, the average position stays above the initial depth as if there were a natural layer of water on the sphere. We can easily check that this layer is not the imposed layer because its value is between $\frac{1}{5} R$ and $\frac{1}{2} R$ as the imposed layer was $\frac{1}{20} R$.

The amplitude increases as the initial depth decreases, keeping the variation of the sum of Average position and Amplitude small compared to the magnitude of this sum.

We can now notice that when the initial depth is 2.25 R , neither the amplitude nor the average position seem to follow the general trend. We might be in a particular case where the conditions imposed excite a resonant frequency of the system.

A run was made with an initial depth $=10 \cdot R$. This was to check the validity of the code without the FS / SPhere interactions. We can observe that the amplitude is almost null and the spectral distribution is then quite flat.

In all these runs, the main frequency is always $1^{*}$ sphere frequency (Fig. 4.1.3.B). Its weight in the spectrum is always the highest one (Fig. 4.1.3.C) and above $40 \%$. This means that with these conditions, the response of the FS is periodic with the same period as the excitation.

The second frequency, 1.15*sphere-freq in most of the cases, can be interpreted as a modulation of the main signal by one of its harmonic responses whose frequency is $\frac{1}{7}$ of the main frequency:

$$
\begin{gathered}
y=\left(A m p+B \cdot \cos \left(\frac{\omega . t}{7}\right)\right) \cdot \cos (\omega . t) \\
y=A m p \cdot \cos (\omega \cdot t)+B \cdot \cos \left(\frac{\omega . t}{7}\right) \cdot \cos (\omega \cdot t) \\
y=A m p \cdot \cos (\omega \cdot t)+B \cdot\left(\cos \left(\frac{\omega \cdot t}{7}+\omega \cdot t\right)+\cos \left(\frac{(\cdot t \cdot t}{7}-\omega \cdot t\right)\right) \\
y=A m p \cdot \cos (\omega \cdot t)+B \cdot \cos \left(\frac{8}{7} \cdot \omega \cdot t\right)+B \cdot \cos \left(\frac{6}{7} \cdot \omega \cdot t\right) \\
\frac{8}{7} \simeq 1.15 \quad\left(\frac{6}{7} \simeq .85\right)
\end{gathered}
$$

### 4.1.4. Sphere frequency

The series $I .2$ (8 to 13) have $\omega$ as varying parameter. The Froude and Weber numbers are both varying with $\omega$ :

$$
\begin{gathered}
\mathcal{F} r=g \cdot \frac{T^{2}}{R}=g \cdot \frac{4 \pi^{2}}{R^{2}}{ }^{2}=\frac{\rho}{g} \cdot \frac{R^{2} \pi^{2}}{4 \pi^{2}} \\
\quad \mathcal{W}^{2}
\end{gathered}
$$

As $\omega$ increases, $\mathcal{F} r$ decreases and $\mathcal{W e b}$ increases. We can see that in the Bernoulli equation (3.7) : $\left.\frac{\partial \bar{T}}{\partial t}=\frac{1}{2} \cdot \overline{(V}_{n}^{2}+\nabla_{s}^{2}\right)-\mathcal{F} r \cdot \bar{T}-\frac{1}{W_{b}} \cdot \overline{C_{u r v}}$
gravity ( $\mathcal{F}_{\mathrm{r}}$ ) and surface tension ( $\mathbf{W e b}$ ) yield their importance to the inertial eflects.

As $\omega$ increases, the average position increases and the amplitude decreases. On figures 4.1.4 we can see that the sum of Average Pos and Amplitude varies smoothly with $\omega$.

We must be aware that in the meantime, the characteristics of the excitation have changed. We will only be able to further this study when the importance of the $\mathcal{F}$ roude and $\mathcal{W}$ eber numbers will be better known.

### 4.1.5. Amplitude

The amplitude of the sphere displacement were kept equal to $\boldsymbol{R}$. This was kept constant in order to only focus on the effect of the $\mathcal{F}$ roude and $\mathcal{W}$ eber numbers. We are here mainly interested in large amplitudes. The reader may refer to A.Ergin Journal of Ship Research Vol. 361992 for experiments with small amplitudes.

### 4.2. Importance of the surface tension

The effect of the surface tension is expressed in the Bernoulli equation through the inverse of the Weber number. In our runs we decreasesd the Weber number from 1394 to $\frac{1}{5}$ while maintaining the values of the other parameters (gravity and inertia).

The figures $4.2 \mathrm{~A}, \mathrm{~B}$ and C show us that the surface tension has no real effect on the FS deformation either for the amplitude or for the frequencies or their distibution.

$$
\begin{aligned}
& \Delta \text { Average } \text { Pos }_{\text {max }}=0.7 \% \\
& \Delta \text { Amplitude }_{\max }=0.8 \% \\
& \Delta \text { Frequency } 1=0 \quad \Delta \text { Frequency } 2=0 \\
& \Delta \text { Weight } 1=4 \% \quad \Delta \text { Weight } 2=13 \%
\end{aligned}
$$

The average amplitude remains constant as the Weber number decreases; its value smoothly increases as Weber number is less than 1 (coefficient greater than 1).This case is reached when the surface tension is greater than 100 . This value of the coefficient could be reached when the radius of the sphere is very small (but the $\mathcal{F}$ roude number would then be very large).

The high variation of the Weight of the second frequency indicates the beginning of the zone where the Surface Tension effect should no more be neglected.

### 4.3. Importance of the gravity

The effect of the gravity is expressed in the Bernoulli equation through the $\mathcal{F}$ roude number. We noticed in the previous paragraph that the surface tension had no effect on the deformations of the FS, so the Bernoulli equation can be written :

$$
\begin{equation*}
\left.\frac{\partial \bar{\phi}}{\partial t}=\frac{1}{3} \cdot \bar{V}_{n}^{2}+\bar{V}_{S}^{2}\right) \underbrace{-\mathcal{F} r \cdot \bar{\eta}}_{\text {gravity }} \tag{4.1}
\end{equation*}
$$

As there is no coefficient for the inertia effect, we can only increase or decrease the importance of the gravity. In many studies, the cases considered have either a $\mathcal{F} r \gg 1$ or $\mathcal{F} r \ll 1$ in order to either consider the gravity as the main effect or neglect it to easily linearize the Bernoulli equation.

As we have no intention to linearize this equation, it appeared interesting to study the particular case of $\mathcal{F r} \simeq 1$. The results can be observed in the series II.1, figures 4.3. A, B and C.

In these figures, ?!? show the aborted runs (less than 20 periods) caused by the apparition of drops; in these particular cases the results are altered by too limited data analysed.

The average position (Fig. 4.3.A) of the node A has no large variations (maximum $5 \%$ ) except in the case $\mathcal{F r} \approx \frac{1}{10}$ but this case could be interpreted as the beginning of the category $\mathcal{F r} \ll 1$.

The amplitude seems to increase with the $\mathcal{F}$ roude number. We can expect a physical limit to this amplitude because of the energy limitation.

Except in the runs \#55 and \#51b that failed to compute the 20 periods, the sphere frequency always appears in the wave frequencies (Fig. 4.3.B) with the first or second highest weight. The value of the harmonic frequency increases from $\frac{1}{10}$ to 1 as $\mathcal{F r}$ increases from $\frac{1}{10}$ to 50 . Then the value of this harmonic frequency, after a short stay at $\simeq 1.15$, seems to drop to $\frac{1}{10}$ and then re-increase but at a slower rate than in the previous zone.

The fast decay of the weights (Fig. 4.3.C) of both the first and second frquencies reduces the meaning of the values of these frequencies. But we can also understand this decay as a flater spectrum of the wave frequencies as the $\mathcal{F}$ roude number increases. When the sum of the weights of the two first frequencies becomes smaller than $40 \%$, this diffusion of the frequencies is too important to consider any regular oscillations.

### 4.4. Experiments

The experimental setup is descibed in figure 1. The phenomena were recorded on a video tape from 3 points of view, always in the vertical mid-plane of theside of the tank. The first view is in the plane of the free surface. The second one is looking down at the free surface at an angle $\approx 30^{\circ}$ to the horizontal. The third one is looking up at the free suface at an angle $\approx 15^{\circ}$.

The experiments were made with a ping-pong ball $R=\frac{1}{2}$ inch. The tank was square of width equal to $2 * 3$ feet and then free surface width $=2 * 12 * 3 R=$ $72 R$. The frequency of the sphere was in the range 2.3 Hz to 8 Hz . As the free surface is larger than $60 R$, the results obtained for the small sphere frequencies are valid.

The initial depths (non dimensional) studied are 1.8, 1.6, 1.4. 1.2. In the last experiment, the sphere gets in contact with the air.

The experiments show that as the sphere frequency increases, the amplitude of the waves decreases. This verifies the global trend of the results obtained in the series I.2.

We also noticed, and this may be a consequence of the amplitude decay, that the perturbed zone around the sphere decreases as the sphere frequency increases. This phenomena is consistent with the numerical calculations in the series I. 3 and supports the values selected for the free surface width and the sphere frequency range for the calculations.

## 5. Conclusions

The study shows that, when s sphere is oscillating below the free surface at low frequencies, the surface tension can be neglected. The average amplitude of the free surface waves increases with the gravity and a resonance mode may exist. The average amplitude is also related to the inverse of the the sphere frequency and the experimental observations validated this important phenomena (relation to the free surface width and then to the computational time).

The experiments we conducted support the choices we made for the reference parameters and the experimental observations are consistent with the trends of average amplitude and average position predicted by the numerical calculations.

## 6. Appendix A

Figure 3.5.A : Physical definition of the free surface
Figure 3.5.B : Gridding definition
Figure 1: Experimental setup
Figure 3.7. : Definition of the data analysis
Figure 4.1.2 : Comparison 40/80 panels run \#3 \& \#3b
Figure 4.1.2 : Comparison 40/120 panels run \#8 \& \#8b
Figure I: Datas sheet series I
Figure 4.1.3.A, Abis, Ater : Deformation versus initial depth
Figure 4.1.3.B : Waves frequencies versus initial depth
Figure 4.1.3.C : Weights repartition versus inital depth
Figure 4.1.4.A, Abis: Deformation versus sphere frequency
Figure 4.1.4.B, Bbis: Waves frequencies versus sphere frequency
Figure 4.1.4.C : Weights repartition versus sphere frequency
Figure II : Datas sheet series II
Figure 4.2.A, Abis: Deformation versus Weber number
Figure 4.2.B : Waver frequencies versus Weber number
Figure 4.2.C : Weights repartition versus Weber number
Figure 4.3.A,Abis: Deformation versus Froude number
Figure 4.3.B, Bbis: Waves frequencies versus Froude number
Figure 4.3.C, Cbis: Weights repartition versus Froude number
Figure 3.7.B : semi 3D visualization : run\#3 : reference
Figure 3.7.B : semi 3D visualization : run\#54 : reflecting waves
Figure 3.7.B : semi 3D visualization : run\#54 : standing waves
Figure 3.7.B : semi 3D visualization : run\#3 : reference

## 7. Appendix B

Fortran code spectral.f : data analysis (Fourier transformation)
Fortran code smart.f : semi 3D visualization
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The doted lines symbolise the time stepping: large time step when the speed of the nodes is small; small time step when the speed of the nodes is large.




Page 2

Page 3


Page 4




Page 6
WEBFR.XLS

Page 5
WF_BW.XLS

WF_BW.XLS

WF_BW.XLS

WF_Bw.xLs





1 *
"program for a spectral analysis of the output of FSURFS *YG 9/93
*
program spectral
implicit none
real z, freq, ampli, ave, freq0
real freqs (100), freqf(100), props (100), propf (100)
real*8 tsonx(16384)
real*8 sonx (16384),a(10000),b(10000)
real* 8 sonx2(16384), a2(10000),b2(10000)
integer $i, k, 1, k E, k=$
integer jnax,ilen, col, ret
character*20,filin, Eilout
write(*.*)' Enter the name of the files'
write(*,*)' Input :'
read $\left(5, '(A)^{\prime}\right)$ Eilin
write(*,*)' Output :'
read (5.' (A)') filout
*write(*,*)' Enter the number of records'
*read (5,*) jnax
*write(*,*)' Enter max freqency'
*read (5,*)ilen
open (unit=1,file=filin,status='old')
jnax=-1
100continue
read ( $1, *$, end $=1000$ ), 2
jnax=jnax+1
goto 100
1000 continue
write(*,*)jnax.' Records'
close(1)
open (unit=1, file=filin, status='old')
do $i=1$, jnax
read (1, *) tsonx (i), sonx (i), sonx2 (i)
enddo
close(1)
ref=tsonx (jnax) +1
ilen=1.5*ref
print*,ilen
47
48
49
50
51
52
53
call ftrfm(jnax, tsonx, sonx, $a, b$, ilen)
call ftrfm(jnax, tsonx, sonx2,a2,b2,ilen)
open (unit=2,file=filout, status='unknown')
do $i=2$, $i l e n+1$
write (2,*) real (i-1), 100.*sgrt (a(i)** $2+b(i) * * 2)$,
$\$ 100 . * \operatorname{sqrt}(a 2(i) * * 2+b 2(i) * * 2)$, reai (i-1)/real (ref)
write (2,*) real(i-1), 0, 0, real(i-1)/real(ref)
write (2,*)
enddo
close(2)
call frequency (filout, ilen, 1, 1.,ks, props, freqs)
call reorder (props, freqs,ks)
call frequency(filout, ilen, 2, freqs (1),kf,propf, freqf)
call reorder (propf, freqf,kf)
ave=0
do $i=1$, jnax- 1
avesave $+\operatorname{sonx} 2(i)$ *(tsonx $(i+1)-t \operatorname{sonx}(i))$
enddo

73 avesave/(tsonx (jnax)-tsonx (1)
74
75
76
77
78
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
98
99
101
102 C
SUBROUTINE TO CALCULATE COEFFICIENTS USING FOURIER TRANSFORM COEFFICIENTS FIT EQUATION OF THE FORM:
$103 \mathrm{CS}(\mathrm{t})=\mathrm{Ao} / 2+\operatorname{AnCOS}(\mathrm{nwt})+\operatorname{BnSIN}(\mathrm{nwt})$
104 C
105
106
107
108
109
110
111
113
114
115
116

117
118
119
120
121
122
123
124


```
call getampli(filin,jnax,k,ampli)
write(*,*)' File :',tilin
write(*,*)
do i=1,kf
    if (propf(i).gt.propf(1)/20.) then
write(*,*) freqf(i),' weight = ',propf(i)*100.
    endif
enddo
write(*,*)
write(*'*)ka,' frequencies for the aphere'
do i=1,ks
                    write(*,*)freqs(i)/ref,' weight = ',props(i)*100.
enddo
write(*.*)
write(*,*)' Average position at y :',ave
write(*,*)' Amplitud is there :',ampli
write(*,*)
write(*,*)' There were about ',k,' pseudo-periods'
write(*,*)
write(*,*)" Et voile ptit gars'
end
```


$\mathrm{CS}(\mathrm{t})=\mathrm{Ao} / 2+\operatorname{AnCOS}(\mathrm{nwt})+\operatorname{BnSIN}(\mathrm{nwt})$
SUBROUTINE FTRFM (JNAX, TSONX, SONX, A, B, ILEN)
IMPLICIT REAL*8(A-G,O-Z)
DIMENSION A(10000), B(10000), TSONX (16384), SONX (16384)
DIMENSION DELT(16384), HTSONX(16384)
DATA PI/3.14159/
T=TSONX (JNAX)
WMAIN $=2 . * P I / T$
DO $210 \mathrm{~J}=1$, JNAX-1
210DELT (J) =TSONX (J+1)-TSONX (J)
DU $211 \mathrm{~K}=1$, JNAX
211 HTSONX (K) =TSONX (K)
TA=2./T
DO $75 \mathrm{NN}=1$, ILEN+1
$\mathrm{N}=\mathrm{NN}-1$
W=FLOAT (N) *WMAIN
ASUM=0.
$B S U M=0$.
FCLAST=SONX (1)
FSLAST $=0$.
DO $50 \mathrm{~J}=1$, JNAX - 1
$\mathrm{L}=\mathrm{J}+1$
HANEL =W*HTSONX (L)
FCNEXT = SONX (L) *COS (HANGL)
FSNEXT $=$ SONX (L) *SIN (HANGL)
FCOS $=($ FCLAST + FCNEXT $) / 2$.
FSIN= (FSLAST+FSNEXT)/2.
FCLAST=FCNEXT
FSLASTIFFSNEXT
ASUM=ASUK + (FCOS*DELT (J))
BSUM=BSUY+ (FSIN*DELT (J))
50 CONTINUE
$\lambda(N N)=T A * A S U M$
$\mathrm{B}(\mathrm{NN})=T \mathrm{TA}^{*}$ BSUM
75 CONTINUE
200RETURN
END

"subroutine to determine the main frequencies of a signal


```
Tue Oct 26 15:25:25 1993
    145 mubroutine frequency(filout,ilen, col, fre,ks,props, freqg)
147 real props(100)
148
149
150
151
152
153
154
    155
    156
    157
158
159
160
161
endd
close(2)
    return
    end
    ***********************************************************************
    *subroutine to compute the amplitud of the signal ( average )
    **************************************************************************
    subroutine getampli(filin,jnax,k,ampli)
    implicit none
    real ori, son2,son2p,amp(1000),ampli,a
    integer k,ev,i,jnax
    character*20,filin
    k=0
    ev=1
    open(unit=1, file=filin, status=\mp@subsup{|}{}{\prime}unknown')
    raad(1,*)a,a,son2p
    ori=son2p
    do i=2,jnax
        read(1,*)a,a,son2
    if (son2.gt.son2p) then
    if (ov.eq.-1) then
        ev=1
        k=k+1
        amp (k)=0ri-son2p
        ori=son2p
    endif
        C1se
    if (ev.eq.1) then
        *v=-1
        k=k+1
        amp (k) =son2-ori
        ori=son2p
    endif
        endif
        son2p=son2
    enddo
```

217 close(1)
218
219 ampli=0.
220 do $i=1, k$
$221 \quad \operatorname{ampl} i=\operatorname{ampl} i+\operatorname{amp}(i) / k$
222 onddo
223 return
224 end
225
226
227 *subroutine to reorder a vectors in a decreasing order and maike
228 the same change in a another vector
229 *********************************************************************
230 subroutine reorder (propf, freqs,kf)
231 implicit none
232 real propf(1:1), fregs (1:1), p, f
233 integer kf,i,j
234
235 do $i=2$, $k E$
236 p=propf(i)
237 E=freqs (i)
238 do $j=i-1,1,-1$
239 if (propt (j).ge.p) goto 10
240 propf $(j+1)=p r o p f(j)$
241 freqs ( $j+1$ ) =frequ ( $j$ )
242 onddo
243 $\mathrm{j}=0$
10 propf $(j+1)=p$
$245 \quad$ Ereqs $(j+1)=f$
246 endio
247 return
248 end
249
250
251
252
253

1
2 The front-cover of '3rd days of hydrodynamic"
3 give me an idea I gonna try to adapt to my case
*YG 10/93
progran smart
implicit none
real a, b(5000,140), c(5000,140), var, cor, ale
integer $1, j$, numb, Eirst, nod,maxi
character*20, filin, Eilout, Eilopti
write (*, ") Enter the name of the files"
write (*,*)' Input :'
read $\left(5,^{\prime}(A)\right.$ ) E (1in
write (*,*)' Enter the number of nodes'
read (5, *) nod
write(*,*)' output : 2d type'
read ( $\left.5,{ }^{\prime}(A)^{\prime}\right)$ filout
write (*',*)' Output : optical type'
read ( 5, '(A)')filopti
$\operatorname{maxi}=0$
open (unit=1,file=filin, status='old')
100 continue
read (1, * end=1000) alf
$\max i=\max i+1$
goto 100
1000 continue
close (1)
$\operatorname{maxi}=\operatorname{maxi} /$ nod
write(*,*)' Enter the number of sequences'
write(*,*)' Maximum $=$ ',maxi
read $(5, *)$ numb
write(*, *)' Enter the number of the first sequence'
read (5, *) Eirst
write(*,*)' Enter the $x$ correction (indice )'
read (5, *) cor
open (unit=1, file=filin, status='old')
open (unit=2, file=filout, status='unknown')
do $i=1$, first-1
do $j=1$, nod
read (1,*)alf
onddo
enddo
do $j=1$, numb-first
read(1,*) $a, b(j, 1), c(j, 1)$
var=(a-alf)
$b(j, 1)=b(j, 1)-\operatorname{var}^{*} c o r$
$c(j, 1)=c(j, 1)-\operatorname{var}$
write (2, *)b(j,1), c(j, 1)
do $i=2$, nod -11
read ( $1, *$ ) $a, b(j, i), c(j, i)$
$b(j, i)=b(j, i)$-var*cor
$c(j, i)=c(j, i)-\operatorname{var}$
write $\left(2,{ }^{+}\right) b(j, i), c(j, i)$
enddo
write (2,*)
do $i=1, i 1$
read (1,*)a
enddo
enddo
close (1)
close(2)
open (unit=3,filexilopti,status='unknown')
do $i=1$, nod-11
do $j=1$, numb-first
write $(3, *) b(j, i), c(j, 1)$
enddo
write $(3 . *)$
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## Introduction

The study of free surfaces can be interesting in many respects. Any surface separating a liquid from a gaz could be called a free surface, though for a finite volume of gaz in a liquid, the term bubble is certainly more accurate. The typical example of free surface is the surface of the ocean.

When a free surface presents a deformation in one special direction, the stream of liquid created is called a jet. Jets have been used since earliest times and their behevior has been studied by scientists since the 16 th century at least. Recently, studies on jets have shown new possible applications, especially since it has been discovered that they were involved in cavitation phenomena.

Simple steady jets have be studied analytically. One of the oldest hydraulic problems has been the determination of the discharge rate and contraction coefficient of an orifice.

With the advent of new computational tools, further research in the understanding of jets has become possible.

In this report, we present the continuation of a numerical study of a selected example of axisymetric free surface which leads to the formation of a high speed jet on the axis. The problem concerns the modelisation of the motion of an air/water free surface created by suddenly lifting an initially empty cylinder in a tank filled with water.

The method used to solve Laplace equation is the Boundary Element Method, for which a fortran code (2DynaFS) had already been tested by Dynaflow, Inc.

Different hypothesis were made about the general boundary shape to be modelled and about the initial conditions to be imposed at the free surface. First, we shall report results obtained ignoring the part of the free surface located outside the cylinder, with a fixed cylinder in an infinite medium and when the liquid initially forming a flat free surface at the cylinder bottom is suddenly allowed to enter the cylinder. In fact, the modelisation of these much simpler cases turned out to be necessary to test the reliability of our code. Then we shall present our conclusions on a more physical modelisation, taking into account the presence of the tank below the cylinder and the whole free surface. Neverthless, we will keep for a future study the case of a moving cylinder.

Computational schemes were introduced to speed up the code or to produce a better modelisation of the physical problem. They are also reported in the following sections.

## 1 Problem formulation

### 1.1 Description of the physical phenomenon studied

The problem consists in modeling the free surface created by lifting a cylinder initially empty, opened at its boltom, and immerged in a tank of water. The problem is assumed to be axisymetric. We distinguish two free surfaces, the first one being limited by the interior surface of the cylinder, the second being limited by both the outward surface of the cylinder and the sides of the tank.


### 1.2 Results from previous studies

The following phenomena had been both studied numerically and observed experimentally.

### 1.2.1 Report from previous numerical study

The rise of liquid in the cylinder has been reported in Dynaflow's Bertin report [7] as sequenced into five different phases:

- A first phase where two water fronts converge simultaneously toward the axis of the cylinder from all around the cylinder
- Then, a possibility of capture of an air-bubble as the water fronts reach the axis in a violent impact
- Creation of an ultra-thin jet on the axis of the cylinder
- The rest of the free surface follows the ultra-thin jet while the jet itself can rise up to several times the initial depth of water in the tank
- The water touchs the cylinder sides. Oscillations start in the cylinder.


### 1.2.2 Report from previous experimental studies

Experiments have been carried out at Dynaflow using different depths of water and different ways to rise the cylinder. Experimental observations were made possible by using a high speed camera. They showed that the region of high velocity is localiscd in the vicinity of the bottom of the cylinder and inside the cylinder while the second free surface apparently did not move (the shape remains flat), velocities involved in that area being quantitatively small, except for the fluid displaced by the motion of the cylinder.

### 1.3 Behaviour of the fluid

### 1.3.1 Hypothesis

Reynolds numbers in the studied phenomenon are supposed to be large enough so that viscosity effects can be neglected in the equations of the fluid. The fluid is considered irrotationnal. The study will be restricted to cases where flow velocities remain small rompared to the speed of sound in water. As a result, compressibility effects are also neglected.

The two previous assumptions lead us to consider a potential flow which follows Laplace's equation in the whole domain $\Omega$ considered :

$$
\begin{aligned}
& \nabla^{2} \Phi=0 \text { where } \Phi \text { is the potential for velocity } \vec{U}=\vec{\nabla} \Phi \\
& \text { and where } \Phi=\Phi(r, z) \text { since the problem is axisymetric }
\end{aligned}
$$

### 1.3.2 Equation of motion

The equation of motion is :

$$
\rho \frac{d \vec{U}}{d t}=-\vec{\nabla}(p+\rho g z)
$$

The assumptions made above make it possible to re-write the equation of motion as Bernoulli's equation :

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}+\frac{u^{2}}{2}+\frac{P}{\rho}+g z=\text { Constant } \tag{1}
\end{equation*}
$$

### 1.3.3 Surface tension

Surface tension has to be taken into account, especially in the vicinity of the axis of the cylinder where the formation of the jet leads to high curvatures. To the contrary, surface tension effects are negligeable away from the axis and on the second free surface.

Given the atmospheric pressure $P_{\text {atmoo., }}$, the pressure inside the liquid at the free surface is :

$$
\begin{equation*}
P_{\text {fluid }}=P_{\text {atmoo. }}+\sigma C \tag{2}
\end{equation*}
$$

where $C$ is the local curvature of the free surface.

### 1.3.4 Boundary conditions

Since the phenomenon we want to study first is localised near the cylinder, and since it appears to be of less interest to know the velocity field in the vicinity of the sides of the tank, we decided to consider the dimensions of the tank as infinite. Therefore, the domain $\Omega$ considered for the fluid is limited by the cylinder itself and the free surface initially at the bottom, the second free surface outside of the cylinder, and a wall representing the bottom of the tank. At infinity, we assume that $\underset{r \rightarrow \infty}{ } \rightarrow 0$ and at least that $\underset{r \rightarrow \infty}{ } \Phi_{\infty}$ is limited.

We shall then keep in mind for the future the hypothesis:

$$
\begin{equation*}
\underset{r \rightarrow \infty}{ } \rightarrow 0 \text { at least like } \frac{A}{r} \text { where } A \text { is a constant. } \tag{3}
\end{equation*}
$$

## 2 Numerical resolution

### 2.1 The Boundary Element Method

The method used to determine the time evolution of the free surface is the Boundary Element Method. This method uses Green's identity to solve Laplace's equation. We shall sum up the main ideas of the method for an axisymetric potential problem in the following lines. For futher details, the reader may refer to [5] and [4].

Let us take $\Phi(x, y, z)$ regular enough and let us suppose $\nabla^{\mathbf{2}} \Phi=0$. Let us take $\Psi$, another function of space supposed to be $\mathbf{C}^{\infty}$ in the considered domain $\Omega$ limited by the surface $S(\Omega)$.

Green's formula gives us a first equation

$$
\int_{\Omega} \nabla^{2} \Phi \cdot \Psi \cdot d \Omega=-\int_{\Omega} \nabla \Phi \cdot \nabla \Psi \cdot d \Omega+\int_{S} \frac{\partial \Phi}{\partial n} \cdot \Psi \cdot d S=0
$$

A second integration using the same identity gives

$$
\int_{S} \frac{\partial \Phi}{\partial n} \cdot \Psi \cdot d S-\int_{S} \Phi \cdot \frac{\partial \Psi}{\partial n} \cdot d S+\int_{\Omega} \Phi \cdot \nabla^{2} \Psi \cdot d \Omega=0
$$

This equation remains true in the case where $\Phi$ and $\Psi$ are less regular, as long as the above integrals exists. As a consequence, if $p\left(x_{p}, y_{p}, z_{p}\right)$ and $q(x, y, z)$ are points inside $\Omega$ or on the Boundary $S$, we may take for $\Psi$ the expression

$$
\Psi(q)=\frac{1}{\left|\left(x-x_{p}\right)^{2}+\left(y-y_{p}\right)^{2}+\left(z-z_{p}\right)^{2}\right|^{\frac{1}{2}}}=\frac{1}{|p-q|}
$$

Several cases are now to be distinguished:
$-p$ is inside $\Omega$ :
We know that $\nabla^{2}\left(\frac{1}{p-q \mid}\right)=-4 \pi \delta_{p}$ which means

$$
\int_{\Omega} \nabla_{q}^{2}\left(\frac{1}{|p-q|}\right) \cdot \Phi(q) \cdot d \Omega_{q}=-\int_{\Omega} 4 \pi \delta_{p} \cdot \Phi(q) \cdot d \Omega_{q}=-4 \pi \Phi(p)
$$

$-p$ is a regular point on the boundary $S$ :
we have $\nabla^{2}{ }_{\mathrm{f}}\left(\frac{1}{p-q \mid}\right)=-2 \pi \delta_{p}$ then

$$
\int_{\Omega} \nabla_{q}^{2}\left(\frac{1}{|p-q|}\right) \cdot \Phi(q) \cdot d \Omega_{q}=-2 \pi \Phi(p)
$$

$-p$ is an angular point on the boundary $S$ :
we have $\nabla^{2}{ }_{9}\left(\frac{1}{|p-q|}\right)=-c(p) \cdot \delta_{p}$ where $c(p)$ is the solid angle from which $p$ sees $\Omega$, and

$$
\int_{\Omega} \nabla_{q}^{2}\left(\frac{1}{|p-q|}\right) \cdot \Phi(q) \cdot d \Omega_{q}=-c(p) \cdot \Phi(p)
$$

If we only consider regular surfaces in our following study, which seems an understandable hypothesis for a physical surface defined by the motion of a fluid, we therefore come to the following identity :

$$
\begin{equation*}
c(p) \cdot \Phi(p)+\int_{S} \Phi(q) \cdot \frac{\partial}{\partial n} \frac{1}{\eta-q} \cdot d S_{q}=\int_{S} \frac{\partial \phi}{\partial n}(q) \cdot \frac{1}{[p-q} \cdot d S_{q} \tag{4}
\end{equation*}
$$

$c(p)=4 \pi$ if $p$ belongs to $\Omega$ and $c(p)=2 \pi$ if $p$ belongs to the boundary $S$
The advantage of this integral representation is that it effectively reduces the dimension of the problem by one. If the field point $p$ is selected to be inside the fluid domain $\Omega$, knowing $\Phi$ and $\frac{\partial \phi}{\partial n}$ on the boundary $S$ appears to be enough to determine $\Phi$ everywhere else. If the field point $p$ is selected on the boundary $S$, (4) gives a relation between $\Phi$ and $\frac{\partial \phi}{\partial n}$ on the boundary $S$. After discretisation of this boundary (4) gives in fact a system of equations relating $\Phi$ and $\frac{\partial \varphi}{\partial n}$ at the nodes of the selected discretisation.

The Boundary Element Method in the case of a potential problem consists in solving this system of equations. Major benefit is due to this formulation, especially since it does not necessitate an heavy discretisation of the whole 3Ddomain $\Omega$.

In axisymetric problems, the integrals in (4) can be re-written in the following expression where $\Gamma$ stands for the trace of the boundary $S$ in a meridional plane:

$$
\begin{equation*}
c(p) \cdot \Phi(p)+\int_{\Gamma} \Phi(q) \cdot r_{q} d r_{q} \cdot \int_{0}^{2 \pi} \frac{\partial}{\partial n} \frac{1}{|p-q|} \cdot d \theta_{q}=\int_{\Gamma} \frac{\partial \Phi}{\partial n}(q) \cdot r_{q} d r_{q} \cdot \int_{0}^{2 \pi} \frac{1}{|p-q|} \cdot d \theta_{q}=0 \tag{5}
\end{equation*}
$$

since $\Phi(q)$ and $\frac{\partial \phi}{\partial n}(q)$ do not depend on the $\theta$-coordinate of point $q$.
Let us set

$$
\begin{gathered}
p=\left(r_{0}, 0, z_{0}\right) \\
q=(r, \theta, z) \\
k^{2}(\epsilon)=\frac{4 r(\epsilon) r_{0}}{\left(r(\epsilon)+r_{0}\right)^{2}+\left(z(\epsilon)-z_{0}\right)^{2}}
\end{gathered}
$$

Where $\left\{\begin{array}{c}r(\epsilon) \\ z(\epsilon)\end{array}\right\}$ is a given parametrisation for $\Gamma$. As reported in [6], it is possible to use the complete integral of the first kind $K(k)$ and the complete integral of the second kind $E(k)$ to rewrite (5) since we have for any surface $S$ :

$$
\int_{S} \frac{1}{|p-q|} d S=\int_{0}^{1} d \epsilon \cdot \frac{4 r(\epsilon)\left[\left(\frac{d x}{d \epsilon}\right)^{2}+\left(\frac{d r}{d \ell}\right)^{2}\right] K(k)}{\left[\left(r(\epsilon)+r_{0}\right)^{2}+\left(z(\epsilon)-z_{0}\right)^{2}\right]^{\frac{1}{2}}}
$$

and

$$
\begin{aligned}
& \int_{S} \frac{\partial}{\partial n}\left(\frac{1}{[p-q}\right) \cdot d S=-4 \int_{0}^{1} \frac{\operatorname{der}(c)}{\left[\left(r(c)+r_{0}\right)^{2}+\left(z(e)-x_{0}\right)^{2}\right]^{\frac{1}{2}}} \\
& \left\{\left[\frac{d x}{d e}\left(r(\epsilon)+r_{0}\right)-\frac{d r}{d e}\left(z(\epsilon)-z_{0}\right)-\frac{2}{k^{2}(e)} \frac{d x}{d e} r_{0}\right] \frac{E(k)}{1-k^{2}(\epsilon)}+\frac{2}{k^{2}(e)} \frac{d x}{d e} r_{0} K(k)\right\}
\end{aligned}
$$

Expressions of $E(k)$ and $K(k)$ were not necessary to reprogram since we used a previous axisymetric code in which the corresponding subroutine had already been made and tested by Dynaflow. They are available in [8].

After discretisation of the only $\Gamma$ section, it is possible to perform the integration of the above expressions so that (5) becomes of the form

$$
\sum_{j} \widetilde{B i j} . \Phi_{j}+2 \pi \Phi_{i}=\sum_{j} \widetilde{A i j}\left(\frac{\partial \Phi}{\partial n}\right)_{j}
$$

which can again be rewritten as

$$
\begin{equation*}
\sum_{j} B i j . \Phi_{j}=\sum_{j} A i j \cdot\left(\frac{\partial \Phi}{\partial n}\right)_{j} \tag{6}
\end{equation*}
$$

by including the $2 \pi$ term in the matrix $B i j$. The expressions of the elements of $A_{i j}$ and $B_{i j}$ are obtained after integration over a panel, here performed using a Gaussian quadrature.

### 2.2 Application to our problem

### 2.2.1 Case of the cylinder in an infinite medium

The previous 2DynaFS code developped by Dynaflow would consider close surfaces such as bubbles in an infinite domain of fluid. In this case, the $\Gamma$ figure which needs to be discretised is just a cross-section of the bubble, the contribution of the surface at infinity being zero according to our hypothesis (3). For a bubble, the Boundary Element Method assume that we know $\Phi$ on the surface of the bubble at each step, so that we can compute $\frac{\partial \phi}{\partial n}$ by solving system (6).

For the problem of the cylinder, our first studies considered also a closed surface in an infinite domain of water to modelise the rise of the water in the cylinder. That solution turned out to be the easiest way to re-use the already existing 2DynaFS code with few modifications. A part of that surface is representing the free surface itself, another part is representing the sides and a fictitious top for the cylinder as shown below in figure 1. The introduction of that fictitious top has been necessary to close the surface $S$.

## : elventind artoce



The above figure 1 suppose that the bottom of the tank is far enough from the cylinder so that it can be neglected.

On the sides and on the top of the cylinder, the fluid being inviscid, we have

$$
\begin{equation*}
\left(\frac{\partial \Phi}{\partial n}\right)_{C_{\Downarrow l}}=0 \tag{7}
\end{equation*}
$$

As a consequence, system (6) has been re-written in order to have on one side the known quantities $\binom{\Phi$ on free surface }{$\frac{\partial \phi}{\partial n}=0$ on cylinder } and on the other side the unknown variables $\binom{\frac{\partial \phi}{\partial x}$ on free surface }{$\Phi$ on cylinder } .

Consequently, if system (6) is equivalent to

$$
\left[\begin{array}{ll}
B 1_{i j} & B 3_{i j}  \tag{8}\\
B 2_{i j} & B 4_{i j}
\end{array}\right]\left[\begin{array}{c}
\left.\Phi_{j}\right|_{f t} \\
\left.\Phi_{j}\right|_{c y}
\end{array}\right]=\left[\begin{array}{ll}
A 1_{i j} & A 3_{i j} \\
A 2_{i j} & A 4_{i j}
\end{array}\right]\left[\begin{array}{c}
\left.\frac{\partial s}{\partial n}\right|_{f f} \\
\left.\frac{\partial k}{\partial n}\right|_{c o l}=0
\end{array}\right]
$$

we may replace it by

$$
\left[\begin{array}{cc}
A 1_{i j} & -B 3_{i j}  \tag{9}\\
A 2_{i j} & -B 4_{i j}
\end{array}\right]\left[\begin{array}{l}
\left.\frac{\partial \phi}{\partial n}\right|_{f,} \\
\left.\Phi_{j}\right|_{c y l}
\end{array}\right]=\left[\begin{array}{cc}
B 1_{i j} & 0 \\
B 2_{i j} & 0
\end{array}\right]\left[\begin{array}{c}
\left.\Phi_{j}\right|_{f e} \\
0
\end{array}\right]
$$

The above system is solved using a $\mathrm{L}-\mathrm{U}$ decomposition.

### 2.2.2 Case of a cylinder near a bottom wall

In the case where we want to consider a small distance between the cylinder and the bottom of the tank, we decide to keep from the tank only the bottom part which appears as an infinite wall, as said before. The correspondant figure is the above figure 2.

The problem is to find a potential with given values on the free suriace such as before, which still satisfies Laplace's equation in the domain above the wall and satisfies the extra boundary condition:

$$
\left(\frac{\partial \Phi}{\partial n}\right)_{\text {mell }}=0
$$

We use here the well-known method of the image. By considering an identical twin system located symmetrically to the wall, with the same boundary conditions (same $\Phi$ on the image free surface and $\left(\frac{\partial \phi}{\partial n}\right)=0$ on the sides of the image cylinder), we create another problem whose solution is identical to the solution of our problem. If we use 1 as the indice for the upper (real) system and 2 for the lower (image) system, previous equation (4) remains unchanged as long as we note:

$$
\begin{aligned}
& S=S_{1}+S_{2} \\
& \Omega=\Omega_{1}+\Omega_{2}
\end{aligned}
$$

We then have

$$
\begin{align*}
p \in \Omega, & c(p) \cdot \Phi(p)+\int_{s_{1}} \Phi(q) \cdot \frac{\partial}{\partial n}\left(\frac{1}{|p-q|}\right) \cdot d s_{q 1}-\int_{s_{1}} \frac{1}{|p-q|} \cdot \frac{\partial}{\partial n}(\Phi(q)) \cdot d s_{q 1} \\
& +\int_{s_{2}} \Phi(q) \cdot \frac{\partial}{\partial n}\left(\frac{1}{|p-q|}\right) \cdot d s_{q 2}-\int_{e_{2}} \frac{1}{|p-q|} \cdot \frac{\partial}{\partial n}(\Phi(q)) \cdot d s_{q 2}=0 \tag{10}
\end{align*}
$$

System (8) has to be replaced by:

And (9) becomes

Like previously, our system could be solved using a $\mathrm{L}-\mathrm{U}$ decomposition of matrix ( $M$ ). Nevertheless, our problem has in addition the following symmetries:

$$
\begin{aligned}
& \left.\frac{\partial \phi}{\partial n}\right|_{f_{1}}=\left.\frac{\partial \phi}{\partial n}\right|_{f o_{2}} \\
& \left.\Phi_{j}\right|_{c w_{1}}=\left.\Phi j\right|_{c l_{2}}
\end{aligned}
$$

The system may then be reduced before being solved in a system of the same size as (9), by adding columns ( $m-j$ ) of matrix ( $M$ ) to columns $j$ (where $m$ is the size of matrix $M$ ) and by keeping only the first resulting quarter of the matrix so as to obtain:

$$
\left[\begin{array}{ll}
C 1_{i j} & C 3_{i j} \\
C 2_{i j} & C 4_{i j}
\end{array}\right]\left[\begin{array}{l}
\left.\frac{\partial \Phi}{\partial n}\right|_{f a_{1}} \\
\left.\Phi\right|_{f s_{2}}
\end{array}\right]=\left[\begin{array}{llll}
B 1_{i j} & 0 & 0 & B 5_{2 i j} \\
B 2_{i j} & 0 & 0 & B 6_{2 i j}
\end{array}\right]\left[\begin{array}{c}
\left.\Phi_{j}\right|_{f c_{1}} \\
0 \\
0 \\
\left.\Phi j\right|_{f o_{2}}
\end{array}\right]
$$

What remains to be solved takes therefore about the same time as in the previous case without the wall. In practice, it turned out that cases with a wall ran much slower than without. It must not be forgotten that the above reduction supposes known expression (11) and that consequently the integration has to be performed on all the panels (image included).

Nevertheless, two remarks can be made:

- firstly, by symmetry, the influence of the panel( $i$ ) of the object system on the panel $(j)$ of the image system is identical to the influence of the panel $(i)$ of the image system on the panel $(j)$ of the object system. Therefore, we do not need to complete ( $2 N)^{2}$ integrations but only $2 N^{2}$.
- secondly, another way to say the same thing would be to notice than since the potential $\Phi$ and its normal derivative $\frac{\partial \phi}{\partial n}$ are identical on the image and on the object, (10) can be re-written as:
$p \in \Omega, c(p) \cdot \Phi(p)+\int_{s_{1}} \Phi(q) \cdot \frac{\partial}{\partial n}\left(\frac{1}{|p-q|}+\frac{1}{|p-\tilde{q}|}\right) \cdot d s_{q 1}-\int_{s_{1}}\left(\frac{1}{|p-q|}+\frac{1}{|p-\tilde{q}|}\right) \cdot \frac{\partial}{\partial n}(\Phi(q)) \cdot d s_{q 1}=0$
where $\tilde{q}$ stands for the the image of $q$. The above expression halves too the integration work ( $N^{2}$ bigger integrations and equivallent to $2 N^{2}$ are needed) and gives directly a reduced system between $\Phi$ and $\frac{\partial \phi}{\partial n}$. It enables a discretisation on a cross-section $\Gamma$ only (and not its image) which reduces the memory space used.

These remarks have unfortunately not yet been exploited in the code.

### 2.2.3 Case of a second free surface outside the cylinder

We have also developped a code to take into account the second free surface, outside the cylinder. The presence of the wall is treated the same way as before and will not be re-explained here.

The corresponding figure is figure 3.


If we call $f s_{I}$ and $f s_{I I}$ the two free surfaces considered, and their possible images $f s_{I 2}$ and $f s_{I 2}$, system (9) is, in the case there is no wall, replaced by

$$
\left[\begin{array}{lll}
A 1_{i j} & -P 4_{i j} & A 7_{i j} \\
A 2_{i j} & -B 5_{i j} & A 8_{i j} \\
A 3_{i j} & -B 6_{i j} & A 9_{i j}
\end{array}\right]\left[\begin{array}{c}
\left.\frac{\partial \phi}{\partial \mid}\right|_{f I I} \\
\left.\Phi\right|_{o I l} \\
\left.\frac{\partial \phi}{\partial n}\right|_{\rho I I}
\end{array}\right]=\left[\begin{array}{lll}
B 1_{i j} & 0 & B 7_{i j} \\
B 2_{i j} & 0 & B 8_{i j} \\
B 3_{i j} & 0 & B 9_{i j}
\end{array}\right]\left[\begin{array}{c}
\left.\Phi\right|_{\rho o I} \\
0 \\
\left.\Phi\right|_{j, I I}
\end{array}\right]
$$

and by a similar expression four times bigger if there is a wall (but it can be reduced after the integration had been made on all the panels, image included, as said previously, and by the same method). The system is then solved as before to get the normal velocity on the two free surfaces and the potential on the rigid boundary.

### 2.3 Time stepping

The previous sections have shown how Laplace's equation was solved at a given time. To determine the evolution of the shape of the free surface(s), it is necessary to introduce a time discretisation and to give a speed for each node of the dizcretisation. Given the solution to the Laplace's problem at a time $t$, time stepping operations consist in defining new positions for the nodes and new boundary conditions at a later time in order to prepare the next resolution of Lapace's problem.

### 2.3.1 For the cylinder

For the cylinder, time stepping operations are very simple. The boundary conditions used to solved Laplace's equation are always the same. As said before in (7), these conditions require that the normal velocity be zero near the cylinder.

In the case of a fixed cylinder, the nodes remain unchanged during the whole evolution if the second free surface is not taken into account. Otherwise, nodes are equally redistributed at each time step according to the new position given to the first node of the second free surface. The node located at the bottom of the cylinder does not move.

In case of a moving cylinder, we could define the movement of the nodes according to a supposedly given displacement of the cylinder, and following here again a regular distribution as it has been done in previous Bertin's study [7].

### 2.3.2 For the nodes on the free surface

The method used is the same for both free surfaces described in the previous section. At each time step, after system (6) or an equivallent system is solved for time $t$, we know $\frac{\partial \phi}{\partial n}(t)$ on each panel of discretisation. In addition, we can differentiate the potential and compute $\frac{\partial \phi}{\partial_{s}}(t)$ if we first calculate the length of each panel. We therefore come to know the two components of the velocity $V_{ \pm}(t)$ and $V_{y}(t)$ on each panel, and on each node by interpolation. Consequently, we can set a new position for each node using the Adams-Bashforth method of second order:

$$
\begin{align*}
& X\left(t+d t_{\text {new }}\right)=X(t)+\left(d t_{\text {new }}+\frac{d t_{t}^{2}}{2 d t_{\text {ow }}}\right) * V_{x}(t)-\frac{d t_{\text {cem }}^{2}}{2 d t_{\text {oud }}} * V_{x}\left(t-d t_{\text {old }}\right)  \tag{12}\\
& Y\left(t+d t_{\text {new }}\right)=Y(t)+\left(d t_{\text {new }}+\frac{d d_{2}^{2} t_{\text {e }}}{2 d t_{d d}}\right) * V_{y}(t)-\frac{d t^{2}}{2 d t_{\text {old }}} * V_{y}\left(t-d t_{\text {old }}\right)
\end{align*}
$$

To use the above expression, it is necessary to explain how to define $d t_{n e w}$ and $d t_{\text {old }}$. We could have set once for all $d t$ to a very small numerical value and use $d t_{\text {new }}=d t_{\text {old }}=d t$ in (12). Nevertheless, the velocity field present in the fluid changes with time, especially in a problem where a high speed jet is created. A constant $d t$ for time stepping would either mean very large computation time by choosing a small $d t$, acceptable for any range of speed encountered, or give wrong results if the selected $d t$ is too large. Consequently, an adaptative time discretisation was used, by calculating at each time step the maximun velocity $V_{m}$ reached on the nodes and by adapting $d t$ relatively to that velocity. At each step, $d t_{\text {old }}$ is given the former value of $d t_{\text {new }}$ and $d t_{\text {new }}$ is re-set according to the following expression:

$$
d t_{\text {new }}=\frac{d p h i_{\max }}{1+V_{m}^{2}}
$$

where $d p h i_{\text {max }}$ is a selected parameter to measure the quality of time discretisation.
For the free surface(s), the boundary condition needed to solve Laplace's equation at time $t+d t_{\text {new }}$ is the potential $\Phi\left(t+d t_{\text {new }}\right)$. Bernoulli's equation (1) can then be used:

$$
\frac{\partial \Phi}{\partial t}+\frac{U^{2}}{2}+\frac{P}{\rho}+g z=\text { Cons } \tan t
$$

and transformed using expression (2) for the pressure at the free surface:

$$
\frac{\partial \Phi}{\partial t}+\frac{U^{2}}{2}+\sigma \mathcal{C}+g z=g H
$$

if we suppose that the fluid is motionless at infinity where $z=H$ and $\frac{\partial \theta}{\partial t}=0$.
We also have:

$$
\frac{d \Phi}{d t}(t)=\frac{\partial \Phi}{\partial t}(t)+\overrightarrow{U(t)} \cdot(\vec{\nabla} \Phi)(t)=\frac{\partial \Phi}{\partial t}(t)+U^{2}(t)
$$

Consequently, we obtain the following expression:

$$
\begin{equation*}
\frac{d \Phi}{d t}(t)=\frac{U^{2}}{2}(t)+[g(H-z)](t)-\sigma C(t) \tag{13}
\end{equation*}
$$

This can be used to define the new value of $\Phi$ using again the Adams-Bashforth method:

$$
\begin{equation*}
\Phi\left(t+d t_{\text {new }}\right)=\Phi(t)+\left(d t_{\text {new }}+\frac{d t_{\text {new }}^{2}}{2 d t_{\text {old }}}\right) * \frac{d \Phi}{d t}(t)-\frac{d t_{\text {now }}^{2}}{2 d t_{\text {old }}} * \frac{d \Phi}{d t}\left(t-d t_{\text {old }}\right) \tag{14}
\end{equation*}
$$

### 2.4 Summary and flowchart

Let us summarize now the previous statements:

- We suppose that we know $\Phi$ on the free surface at the beginning time $t_{0}$ (In practice, we took zero for the initial potential on the free surface). We also know the shape of the free surface and that the normal condition (7) is satisfied on the cylinder.
- We compute using Green's Identity the value of $\frac{\partial \phi}{\partial n}\left(t_{0}\right)$ at the same time $t_{0}$.
- We deduce the velocity on the boundary $S$.
- We define $d t_{\text {new }}$ relatively to the maximum velocity found on the free surface(s).
- We can set the new values of $X\left(t_{0}+d t_{\text {new }}\right)$ and $Y\left(t_{0}+d t_{\text {new }}\right)$ at each node using the Adams-Bashforth method.
- We use (13) and (14) to define $\Phi\left(t_{0}+d t_{\text {new }}\right)$ at each node.
- We are ready to start another iteration at time $t_{0}+d t_{\text {new }}$.

A more detailed flowchart of the last version of the code used is given in figures [2.4.0] and followings [2.4.1] to [2.4.9]. [2.4.0] takes into account other computational tools that will be seen in the following sections.

### 2.5 General assumptions made in the study

### 2.5.1 Assumptions

The thickness of the cylinder has been neglected.

The problem of the shape to be given initially to the free surface remains unsolved. Therefore, in most cases, it was considered an initially flat free surface inside the cylinder. The initial conditions corresponding to such a hypothesis were unfortunately unknown too. Consequently, as said before, we took $\Phi=0$ on the initial free surface for the first time step which corresponds to assurning that all the fluid is motionless when we start.

### 2.5.2 Notations

We haved used the following physical parameters in our study :
H :depth of water
R : radius of the cylinder
$\Phi(r, z)$ : velocity potential
l: height of the cylinder
d: distance between the cylinder and the wall
$\sigma$ : surface tension parameter
$\rho$ : density of water
g: gravity

### 2.5.3 Non-dimentionalisation

We use H as the parameter to non-dimentionalise distances so that :

$$
\widetilde{H}=\frac{H}{H}=1, \tilde{R}=\frac{R}{H}, \tilde{l}=\frac{l}{H}, \tilde{d}=\frac{d}{H}
$$

We set to 1 the value of gravity which is equivalent to non-dimentionalise times by $\sqrt{\frac{H}{g}}$.

$$
\tilde{T}=\frac{T}{\sqrt{\frac{H}{g}}}, \tilde{\Phi}=\frac{\Phi}{H \cdot \sqrt{g \cdot H}}, \tilde{U}=\frac{U}{\sqrt{g \cdot H}}, \frac{\tilde{\sigma}}{\rho}=\frac{\left(\frac{\sigma}{\rho}\right)}{g \cdot H^{2}}
$$

Pressures do not need to be non-dimentionalised since they do not appear in equation (13).

## 3 Test of the reliability of the code

### 3.1 Necessity of the 'Regridder'

When the shape of the free surface changes, the geometrical repartition of the nodes changes too and may become uneven after a certain number of iterations. The purpose of a 'Regridder' is to prevent such an uneven distribution by a regular re-distribution of the position of the nodes after a certain number of time steps. First, it appears to be necessary to define a curvilinear abscissa $s$ on the crosssection $\Gamma$. Then the length of the free surface is divided equally into the number of panels to assign a new curvilinear abscissa for each node. Finally, for each node, the value of $X, Y, \Phi, \frac{d \phi}{d t}, V_{x}, V_{y}$ is re-set using a cubic interpolation of the corresponding function of $s$.

It is possible not to divide equally the length of the free surface in order to emphasize the accuracy and precision of the discretisation in a certain region of the free surface. In the case of the present problem, the axis of symmetry is very important since it is the location of the jet and the region of the highest velocities. So, it was decided to emphasize that region by subdividing the total free surface length according to the following distribution:

$$
\begin{equation*}
s(i)=s\left(N b_{\text {nodes }}\right) \cdot\left(\frac{i-1}{N b_{\text {nodes }}-1}\right)^{\alpha} \tag{15}
\end{equation*}
$$

where $\boldsymbol{i}$ is an indice for the nodes, starting at the axis, $N b_{\text {nodes }}$ the number of nodes on the free surface, and $\alpha$ a real parameter.

Results showed that this 'regridding' subroutine do not modify too much computation times. Consequently, it was used at each time step. To prevent a loss of information on the regions away from the axis of symmetry, the concentration procedure corresponding to (15) has been used only every other step (staggered regridding). Otherwise, we kept a linear re-distribution ( $\alpha=1$ ).

The differences introduced by the 'Regridder' appeared to be significant as is shown in figures [3.1.1],[3.1.2],[3.1.3].[3.1.3] shows that without 'Regridder', the computation is stopped very soon because the nodes are not equally distributed. We can see the formation of two numerical instabilities, near the sides of the cylinder. These instabilities are removed thanks to the 'Regridder' on figures [3.1.1],[3.1.2].[3.1.1] is a case of 'staggered regridding' and proves to be a better way of 'regridding' than [3.1.2], a case of linear regridding.

Different values of $\alpha$ were tried after we decided to use a 'staggered regridding'.
First we took $\alpha=2$ like on [3.1.1] and then $\alpha$ was reduced to 1.1, because it turned out that the nodes were too concentrated on axis with $\alpha=2$, especially after a great number of time steps as it is shown on figure [3.1.4].

Finally, we choose not to use any linear re-distribution but a two stage 'Regridding', using alternatively $\alpha=0.9$ and $\alpha=1.1$ and a good space discretisation.

In fact, it would have been very interesting if we could have replaced a good discretisation by a concentration of panels on the axis. But as said before, it had not been possible to do so because of problems at the end of computation as seen on [3.1.4].

Other different ways of regridding were also tested, such as a three stage 'Regridder', concentrating the panels on axis, then on the other extremity, and finally without concentrating any region (linear distribution). They did not give a better smoothing of the shape than the previous one, with the same number of panels.

### 3.2 Convergence Study on the number of panels and on time discretisation (without averaging)

After having selected a good regridding option, the first studies carried out on the code were directed to demonstrate that we had a convergence of the results on the number of panels and on time discretisation. We did not take into account the presence of the wall nor did we average here. Similar results obtained using an average procedure will be presented in the next section.

### 3.2.1 Effect of the discretisation on the free surface

Results are shown on figures [3.2.1.1] and [3.2.1.2]. As one can see, the position of the first node in time converges to a limit position when the number of panels increases from 14 to 40 . The same observation can be made for the velocity of the first node.

### 3.2.2 Effect of the discretisation on the cylinder

Results are shown on figures [3.2.2.1], [3.2.2.2] and [3.2.2.3]. Here again, the consistency of the code turned out to be very satisfying and one can observe that both figures corresponding to the first node position and the first node velocity converges when the number of panels is increased from 6 to 20.

### 3.2.3 Effect of time discretisation

One free surface Figures [3.2.3.1] and [3.2.3.2] show respectively the position of the first node and the position of a point located at absciss 0.2 m for different values of time discretisation, by using a height $1=4 \mathrm{~m}$ for the cylinder. We notice that the convergence is quite good for the beginning of computation (before 0.3 second). We also present on the same figures (doted line) the case where the height of the cylinder is increased to 6 meters.

After 0.3 second, the convergence is not satisfying at all. Especially, the fact that the two drawings corresponding to $\mathrm{dph}=0.008$ are so different proves that the height of the cylinder is very important. In fact, what we observe at this time
is mostly the influence of the top of the cylinder, obviously less important when the height of the cylinder is 6 meters. That is why it is observed that the jet rises more slowly for a height of 4 meters than for 6 meters. Not satisfied with these results, two possibilities were offered to us. Either we would increase the height of the cylinder to 6 meters and re-do the same study, or we would test the convergence on time discretisation taking into account the two free surfaces to remove the problems created by the top of the cylinder. We decided to focus on that second possibility.

Two free surface The study was carried out with the same parameters as previously. Results are shown on figures [3.2.3.3] and [3.2.3.4]. This time, the convergence is better, even if computation was not made last as long as before. Hardly any differences can be seen between the different cases of time discretisation tested before 0.6 second for the position of the first node.

### 3.2.4 Interpretation-Conclusion

The tests made above were very important. They proved the reliability of the code and gave an idea of the level of discretisation to be used for real studies.

A last remark must be made about the above convergence study on discretisation (time and panels). We have shown that a quite satisfying convergence was observed for the position of the top node, for its velocity and for the position of a node at absciss $=0.2 \mathrm{~m}$. That does not really prove that the whole shape converges so fast. An illustration is given with figures [3.2.4.1] and [3.2.4.2], which present a case made taking into account two free surfaces, and using a good space discretisation. Even if we had previously observed that the position of the first node was unchanged for $\mathrm{dphi}=0.008$ and $\mathrm{dphi}=0.005$, the corresponding shapes are different. Since the drops observed on [3.2.4.1] are removed with a better time discretisation on [3.2.4.2], they are probably not real, as we first thought they were. Figures [3.2.4.3] and [3.2.4.4] prove that time discretisation must also be adapted to the physical problem, and to the order magnitude of the velocities encountered. They represent the shape of the free surface at the beginning of the computation, with a unsually large depth of water ( 2 m ). The higher velocities involved make the computation stop in [3.2.4.3] ( $\mathrm{dphi}=0.008$ ), while it goes on for [3.2.4.4] (dphi=0.004)

### 3.3 Effects of averaging

Some numerical instabilities or perturbations can appear during the evolution of the free surface, and grow uncontrolled by the code, while in reality perturbations are smoothed and controlled by fluid viscosity. As a result, some very high speed non-physical velocities ( $100 \mathrm{~m} / \mathrm{s}$ for instance) were sometimes encountered during computation. This is due to our modelisation which supposes the fluid to be
ideal. To prevent the formation of these instabilities, the option of averaging was made possible. An average parameter $N_{\text {avg }}$ was used with different values, and corresponds to the following expression:

$$
q_{\text {corrected }}(i)=\frac{N_{\text {aug }} \cdot q(i)+q(i+1)+q(i-1)}{N_{\text {avg }}+2},
$$

where $q(i)$ is any quantity depending on the node indice.
First, we applied the averaging to the coordinates and to the velocity potential, but it turned out that the code was not consistant in this case and that this method was not necessary for computation. We went on with averaging only on the velocity potential.. Effect are shown on figures [3.3.1] to [3.3.4]. On these figures, the attention is laid on the fact that each drawing corresponds to the shape of the free surface at a time, without any similarity of time between figures. They are just shown to give an idea of the general evolution of the shape in each case. Figures [3.3.5] and [3.3.6] show the position in time of the first node and the position of a node at absciss $=0.2 \mathrm{~m}$.

It is clear that even a large number of $N_{\text {avg }}$ (like 100 for instance) might be dangerous and smooth the shape too much. Another important remark is that average effects depend strongly on time discretisation as it is proved by figures [3.3.7] to [3.3.11]. These represent a comparison of the shape of the free surface when the parameter for time discretisation varies from 0.03 (bad) to 0.002 (good). A good time discretisation means a lot of time steps and a lot of averaging (and therefore loss of information) per unit of time. That is why it has been observed that a better time discretisation gave worse results than a coarse one when using averaging. The parameter for average is the same in the five figures [3.3.7] to $[3.3 .11]: N_{\text {avg }}=100$. As one can see, the jet is killed by using a good time discretisation and undirectly averaging so much that the shape is flatened on the axis (figures [3.3.11] and [3.3.12]).

Nevertheless, as different as figures [3.3.1] to [3.3.1] and [3.3.7] to [3.3.11] may look, it has been observed that they were very similar except for the region were the jet is localised. If we consider, for instance, the vertical position of a point located at half the radius of the cylinder from the axis, for different parameters $N_{\text {avg }}=30,100,300$, and $\infty$ (no average), keeping constant the time discretisation, the corresponding figures are very similar as shown in figure [3.3.6]. The same observation can be made by keeping the same average parameter ( $N_{\text {avg }}=100$ ) and by changing time discretisation (figure [3.3.13]).

### 3.4 Effects of surface tension

Surface tension was introduced in this study since it was not present in the previous code used by Dynaflow in [7] and Bernoulli equation was replaced by the expression (13) as seen before. The curvature $\mathcal{C}$ is computed by calculating for each node the coordinates of the center of the circle going through this node and its
two neighbour nodes. As a general rule, tested cases turned out not to depend on whether surface tension was taken into account or not for the physical value of the $\sigma$ parameter for an air-water surface (see figure [3.4]). But, it is to be noticed that this is probably normal since our results never showed especially high curvatures, except may be on the axis.

### 3.5 Introduction of a numerical viscosity

To stabilize the computation when numerical instabilities would occur, especially on the axis, in the area of the jet, an artificial numerical viscosity scheme was implemented. The purpose of this research was to take into account as many terms as possible from the Navier-Stokes equations by changing the time stepping expression (13). We report here the main ideas.

The Navier-Stokes equation of motion is:

$$
\frac{d \vec{U}}{d t}=-\frac{1}{\rho} \vec{\nabla}(p+\rho g z)+\vec{\nabla}(\lambda \operatorname{div} \vec{U})+2 \operatorname{div}(\mu d)
$$

wilh $\underset{\underline{d}}{ }=\frac{1}{2}\left(\vec{\nabla} \vec{U}+(\vec{\nabla} \vec{U})^{t}\right)$.
We still neglect the fluid compressibility effects ( $\operatorname{div} \vec{U}=0$ ) and we keep $\operatorname{rot} \vec{U}=0$. That means that we keep the assumption of a velocity potential in presence of viscous effects. As a consequence, $\rho$ is still supposed constant and:

$$
\frac{d \vec{U}}{d t}=\frac{\partial \vec{U}}{\partial t}+\operatorname{rot} \vec{U} \wedge \vec{U}+\vec{\nabla}\left(\frac{U^{2}}{2}\right)=\frac{\partial \vec{U}}{\partial t}+\vec{\nabla}\left(\frac{U^{2}}{2}\right)=-\vec{\nabla}\left(\frac{P}{\rho}+g z\right)+2 \operatorname{div}(\mu \underset{=}{d})
$$

Therefore, expression (13) has to be replaced by:

$$
\frac{d \Phi}{d t}=\frac{U^{2}}{2}-g z-\sigma C+2 \frac{\mu}{\rho}(d \cdot n) \cdot n
$$

where $\underline{n}$ is the normal vector as shown in the scheme below:

we should therefore find an evaluation of (d.n).n. In the code, we compute the vector $n$ normal to the boundary which can be expressed in the cylindrical coordinates system ( $\overrightarrow{e_{r}}, \overrightarrow{e_{z}}$ ) as:

$$
\begin{aligned}
& n=\alpha \overrightarrow{e_{r}}+\beta \overrightarrow{e_{z}} \\
& \underline{s}=\beta \overrightarrow{e_{r}}-\alpha \overrightarrow{e_{z}}
\end{aligned}
$$

where $\alpha$ and $\beta$ are known. We also have:

$$
\underline{\underline{d}}=\left[\begin{array}{ccc}
\frac{\partial_{u_{r}}}{\partial r} & 0 & \frac{1}{2}\left(\frac{\partial \eta_{r}}{\partial z}+\frac{\partial u_{r}}{\partial r}\right) \\
0 & \frac{\psi_{r}}{r} & 0 \\
\frac{1}{2}\left(\frac{\partial \eta_{r}}{\partial z}+\frac{\partial u_{r}}{\partial r}\right) & 0 & \frac{\partial u_{z}}{\partial z}
\end{array}\right]
$$
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$$
(d \cdot n) \cdot \underline{n}=\alpha^{2} \frac{\partial u_{r}}{\partial r}+2 \alpha \beta\left(\frac{\partial u_{r}}{\partial z}+\frac{\partial u_{z}}{\partial r}\right)+\beta^{2} \frac{\partial u_{s}}{\partial z}
$$

Let us compute $\frac{\partial^{2} \Phi}{\partial c^{2}}$ :

$$
\begin{gathered}
\frac{\partial \Phi}{\partial s}=\frac{\partial \Phi}{\partial r}(+\beta)-\frac{\partial \Phi}{\partial z}(-\alpha) \\
\frac{\partial^{2} \Phi}{\partial s^{2}}=\frac{\partial^{2} \Phi}{\partial r^{2}} \beta^{2}+\frac{\partial^{2} \Phi}{\partial z^{2}} \alpha^{2}-2 \alpha \beta \frac{\partial^{2} \Phi}{\partial r \partial z}+\frac{\partial \Phi}{\partial r}\left(\frac{\partial \beta}{\partial s}\right)-\frac{\partial \Phi}{\partial z}\left(\frac{\partial \alpha}{\partial s}\right)
\end{gathered}
$$

Consequently, we get

$$
\begin{gathered}
(d \cdot n) \cdot n=-\frac{\partial^{2} \Phi}{\partial s^{2}}+\frac{\partial^{2} \Phi}{\partial r^{2}}+\frac{\partial^{2} \Phi}{\partial z^{2}}+\frac{\partial \Phi}{\partial r}\left(\frac{\partial \beta}{\partial s}\right)-\frac{\partial \Phi}{\partial z}\left(\frac{\partial \alpha}{\partial s}\right) \\
(d \cdot n) \cdot n=-\frac{\partial^{2} \Phi}{\partial s^{2}}-\frac{1}{r} \frac{\partial \Phi}{\partial r}+V_{r}\left(\frac{\partial \beta}{\partial s}\right)-V_{z}\left(\frac{\partial \alpha}{\partial s}\right)
\end{gathered}
$$

Finally, since $s=\beta \overrightarrow{e_{r}}-\alpha \overrightarrow{e_{z}}=\frac{\phi}{\omega} \overrightarrow{e_{r}}+\frac{\alpha a}{\omega} \overrightarrow{e_{s}}$, we have:

$$
\frac{d \Phi}{d t}=\frac{U^{2}}{2}-g z-\sigma C+2 \frac{\mu}{\rho}\left(-\frac{\partial^{2} \Phi}{\partial s^{2}}+\left.V_{s} \frac{d^{2} z}{d s^{2}}\right|_{f s}+V_{r}\left(-\frac{1}{r}+\left.\frac{d^{2} r}{d s^{2}}\right|_{f_{0}}\right)\right)
$$

The above expression does not depend on the orientation chosen for the normal vector, and remains correct for all types of geometry. It was used in the code instead of (13) after the second derivatives $\frac{e_{r}}{d \sigma^{2}}$ and $\frac{\rho_{z}}{d \sigma^{2}}$ have been computed. The quantity ${ }_{\rho}^{\mu}$ has been non-dimentionalized as:

$$
\frac{\tilde{\mu}}{\rho}=\frac{\frac{\mu}{\rho}}{H \cdot \sqrt{g H}}
$$

The results were not actually satisfactory and the expected smoothing effects were not obtained for a physical value of the viscosity parameter $\mu$. Results are shown on figure [3.5]. As one can see, no difference has been observed with and without using an artificial viscosity as long as we kept $\mu=10^{-3} \mathrm{~kg} \cdot \mathrm{~m}^{-1} . \mathrm{s}^{-1}$ which correspond to the real value. For larger values of $\mu$, a difference has been observed, but not in the right direction. On the opposite, the jet appeared more prononced and with a faster velocity field for $\mu=10^{-2} \mathrm{~kg} . \mathrm{m}^{-1} . \mathrm{s}^{-1}$ than for $\mu=10^{-3} \mathrm{~kg} . \mathrm{m}^{-1} . \mathrm{s}^{-1}$.

We were unfortunately unable to understand the reason of such results, except that such an artificial implementation of viscosity may not be compatible with a potential modelisation.

### 3.6 Adaptative space discretisation

In order to reduce computation times while improving accuracy, the idea of an adaptative space discretisation was introduced. It turned out to be easy to add to the code since the distribution of panels was already changed regularly with the 'Regridder' subroutine. As the length of the free surface changes, we adapt the number of panels proportionaly in order to gain time at the beginning of computation when that length is small. It was necessary to define a maximun number of nodes accepted, to keep the discretisation inside an acceptable range of values. The results were not very encouraging since they were in most cases the same as those obtained with an intermediate constant space discretisation nearly equivalent to the worse one in the sellected range.

### 3.7 Conclusions

Best results were obtained using:

- a staggered regridding using both $\alpha=1.1$ and $\alpha=0.9$ with the previous notations.
- no averaging. If averaging is necessary (for instance to go on the computation after the jet as become very thin), an average parameter of 500 is acceptable.
- no adaptative space discretisation, but as good a discretisation as possible (up to 100 pancls was possible for the entire discretisation).
- results were independent of whether surface tension and numerical viscosity were considered or not.

The following observations can be helpful for the future studies:

- The code is very sensible to time discretisation. Dphi=0.02 is usually too coarse. Changing for a better time discretisation is often the solution to remove numerical instabilities which stop the computation.
- The space discretisation must be adapted to the physical problem. If the important region is the jet, concentrating the panels on the jet is a necessity.
- In our problem, the bottom of the cylinder was more important than the top. Concentrating at the bottom has improved the quality of the results.
- Space and time discretisation must be adapted together. We have observed, for instance, instabilities for 50 panels on FS with dphi $=0.02$, and no problem for 24 panels with dphi=0.02. This is because $\mathrm{dphi}=0.02$ is too coarse, and some nodes would touch each other with 50 panels and not 24.
- Averaging should be used if necessary only, relatively to time discretisation.
- In case the liquid has a deformation in one special direction, scaling problems must be looked at seriously.


## 4 Results

### 4.1 Analytical approach

It is possible to get an idea of the velocity fields involved in our problem by trying to find an analytical solution of a much simpler problem. Keeping to the case where the bottom of the tank is far away from the cylinder so that it can be neglected, and also supposing the cylinder to be rigidly fixed, a solution can be easily found if we assume that the whole free surface rises with the same speed so as to remain flat all the time.

If $\mathrm{Z}(\mathrm{t})$ is the vertical position of the free surface, and $v(t)$ its vertical speed (supposed uniform), the potential is at each time:

$$
\Phi(x, y, z, t)=v(t) \cdot z
$$

Bernoulli's equation gives us the equation of motion of the free surface very easily and we have:

$$
\frac{d^{2} Z}{d t^{2}} \cdot Z+\frac{1}{2} \cdot\left(\frac{d Z}{d t}\right)^{2}+g Z=g \cdot H
$$

Non-dimentionalised as before, it becomes:

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}} x+\frac{1}{2}\left(\frac{d x}{d t}\right)^{2}=1-x \tag{16}
\end{equation*}
$$

We must notice that no solution satisfies both (as it is in reality):

$$
\begin{align*}
& \frac{d x}{d}(t=0)=0  \tag{17}\\
& x(t=0)=0
\end{align*}
$$

We set $k(x)=\left(\frac{d s}{d \hbar}\right)^{2}$ so that (16) becomes:

$$
\frac{d k}{d x}+\frac{k}{x}=\frac{2(1-x)}{x}
$$

for which a solution is:

$$
k=\frac{c}{5}+2-x
$$

$$
\text { where } C \text { is a constant. }
$$

If we assume that instead of (17), we can take:

$$
\begin{aligned}
& \frac{t}{2}(t=0)=0 \\
& x(t=0)=\delta
\end{aligned}
$$

where $\delta=\sigma(1)$, the solution is given by:

$$
\frac{d x}{d t}= \pm \sqrt{(2-x)+\frac{\delta(\delta-2)}{x}}
$$

Results of such a modelisation are given on figures [4.1.1],[4.1.2].
We notice that the speed of such a free surface increases fast at the beginning to reach 3.7 meters per second approximatively after 1 second in our example (depth=1m). The movement of the free surface is characterised by oscillations, as one could have obviously imagined, the frequency being around 2 seconds for a depth of 1 meter. Since this model ignores viscosity, oscillations do not decay but remain of constant amplitude while in reality, oscillations would cease after a few seconds.

We will compare the order of magnitude of our numerical results with these ones.

### 4.2 Numerical results

A complete convergence study on panels has not been made with the last version of the code though no difference has been noticed among all the results that were obtained with it using at least 40 panels on the first free surface (for $\mathrm{R}=0.4 \mathrm{~m}$ ), 8 panels per meter at least on the sides of the cylinder, and 10 per meter at least on the second free surface. The radius of the cylinder was set to $\mathrm{R}=0.4 \mathrm{~m}$. When the depth of water is not precised in the following results, it is meant 1 meter of water above the bottom of the cylinder. In all the cases presented below, the staggered regridding selected in 3.1 was used. When the radial distance of any node would become smaller than a very small value, averaging would start automatically in the code with a parameter $N_{\text {avg }}=500$.

In all the cases, it was necessary to prevent the nodes to touch the sides of the cylinder to enable the computation to continue. Is was also found, especially without averaging, that the high velocity field encountered in the jet area was slowing down the computation because of our adaptative time discretisation. As soon as highly non-physical speeds were found, computation was stopped.

A particular phenomenon observed was the creation of a drop on the top of the jet as it can be seen on figures [4.2.2.2] to [4.2.2.7], [4.2.2.8] to [4.2.2.12],[4.2.2.13] to [4.2.2.16], 4.2 .2 .17 ] to [4.2.2.19] and [4.2.3.1] to [4.2.3.5]. A second drop due to the constriction of the jet at its basis (figures [4.2.2.12],[4.2.2.19],[4.2.3.5]) may also appear. These drops have also been reported in the experiments. We tried once to carry on the computation after removing the top drop, but this did not prevent the code from slowing down because of the high speeds in the jet area. Nevertheless, this showed the creation of another drop at the same place as if to replace the one that had been removed.

### 4.2.1 Influence of the second free surface

It was found that the motion of the second free surface is very limited for $H=1 m$ and no wall under the cylinder. Consequently, another case was considered by using a larger cylinder radius and a lower height of the water to force the water
rising in the cylinder to come from near the second free surface. We took $R=1 m$ and $H=0.5 m$ and we only considered the case without wall. It appeared that the shape of the first free surface was nearly the same as without the second free surface even in this case. Results are given on figure [4.2.1.1],[4.2.1.2],[4.2.1.3] where we can also see that the introduction of the second free surface has not changed too much the speed of the first node or its position in time by far.

We focus on the position of the second free surface at different times on figure [4.2.1.4], [4.2.1.4'] and [4.2.1.4 ${ }^{n}$ ]. Since the depth of water used in that example is one meter, the initial shape of the second free surface is a horizontal flat line at $Z=1$ meter. Near the cylinder, the water seems to fall at first while it is rising in the cylinder (fig [4.2.1.4]). Then a small wave can be observed rising near the cylinder between 0.54 second and 0.71 second as the average level of water starts to decrease in the cylinder (fig [4.2.1.4']). It looks as if that wave starts to propagate away from the cylinder, as it is suggested by figure [4.2.1.4"] corresponding to time $=0.739$ second to 0.871 second.

Figures [4.2.1.5] and [4.2.1.6] show the velocity field at time 0.48 second. It appears that the water comes more from the sides and from under the cylinder than from the region of the second free surface. It is to notice that velocities are far more important near the bottom of the cylinder, as one would have expected.

### 4.2.2 Influence of the wall

Results without the wall were compared with satisfaction to the theoretical model described above. Figure [4.2.2.1] shows the speed of the free surface in the two cases. For the previously studied modelisation, the doted line shows the quantity $\frac{d Z}{d t}$ while the continous line corresponds to the speed of a point located at half the radius from the axis, which can be considered as a kind of average speed of the free surface. Though the two problems are completely different, we were surprised to observed that the two figures are very similar. We can also notice that after 0.6 second in the case studied, the average speed on the free surface is negative, which means that the level of water has reached its top position and is starting to decay and oscillate. Instabilities observed later are due to the very thin jet on axis and to contacts between some nodes of the discretisation.

The results of the study made on the distance of the wall are shown on figures [4.2.2.2] to [4.2.2.19]. Distances to the wall vary in the range [ 0.1 meter- 1 meter]. These figures are shown seperately to see the position of the free surface vary in time for different distances to the wall.

A first observation shows that the computation lasts longer when there is no wall and then when the wall is far, because the proximity of the wall creates higher velocities which slow down and stop the code as said before. For instance, at 0.514 sec , the jet has already reached a height of 5.9 meters (probably non-physical) if the wall is at 0.1 meter, while it has only reached 3.2 meters if the wall is at 0.3 meter and 3.4 meters if the wall is at 1 meter.

We notice that the wall does not always create higher velocity fields. The jet is higher without a wall than for a 0.3 or 1 meter away wall for times 0.514 and 0.625 sec . Nevertheless, we fortunately remarked that when the distance to the wall increases, the shapes converge to the one corresponding to the absence of wall. This observation is probably more obvious on figure [4.2.2.20] were we compare the speed of the first node on the jet for different values of the distance to the wall. It is interesting to notice that without a wall or with a far distant wall, that speed increases immediately, while it takes nearly 0.1 second when the wall is 0.1 meter far. This correspond to the time for the water fronts to converge toward the axis since there is no water to rise under the cylinder in that case.

Velocity fields are shown for two distances of the wall ( 0.1 m and 0.3 m ) on figures [4.2.2.21],[4.2.2.22] at time 0.25 s .

### 4.2.3 Influence of the depth of water

A few runs have been made with different depths of water. We have already reported (figures [3.2.4.3] and [3.2.4.4]) that with a higher depth ( 2 meters here), a greater velocity field was observed, as expected, and that it causes some computional problems since we had to improve by a factor of two the parameter for time discretisation to go on. Results for the shapes are reported in figures [4.2.3.1] to [4.2.3.5] and must be compared with [4.2.2.17] to [4.2.2.19]. The general shape is the same as for the 1 -meter depth of water except that times are reduced. Before 0.3 second the jet is already very high and the previously reported drop already created. Figures [4.2.3.6] and [4.2.3.7] show well how much speed varies with the depth of water, while all the other parameters are unchanged (distance to the wall $=0.1 \mathrm{~m}$ ).

## Conclusion

This study has helped understand better the behaviour of free surfaces and jets in a particular case.

Many computational tools were tested and introduced to take into account physical realitics which we had first intended to neglect, such as a numerical viscosity. Other improvements have to be completed.

The code used for this study may be suitable with few modifications to modelise other phenomena where free surfaces are involved. Even if our attention has been mainly focused on the problem of the cylinder, the study could be extended to air-water free surfaces in general. For instance, the code used could be easily transformed with benefit to describe what finally happens when an air bubble rises in a liquid, collapses and touch the air-water surface.

We give a few examples with figures [5.1] and following.
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## Effect of the discretisation on the cylinder <br> Position of the first node <br> Velocity of the first node <br> Velocity of the first node (Zoom at the end)



Fig. 3.2.2.1

| Free surface(s): wall: | $1$ |
| :---: | :---: |
| radius: | $\mathrm{R}=0.4 \mathrm{~m}$ |
| depth: | $\mathrm{Hz} / \mathrm{m}$ |
| average: | no |
| regrid: | staggered (0.9-1.1) |
| viscosity: | no |
| surface tension: | 10 |
| dphi: | 0.008 |
| proucls | $30 \mathrm{oa} \mathrm{FS1}$ |
|  | 6,9,12,15 and 20 on cylinder |

convergence on panels on solid


Fig. 3.2.2.2
convergence on panels on solid, end
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## Effect of time discretisation without average, one free surface <br> Vertical position of the first node <br> Vertical position at absciss $=0.2 \mathrm{~m}$

Fig. 3.2.3.1
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Effect of time discretisation without average, two free surfaces
Vertical position of the first node
Vertical position at atrciss $=0.2 \mathrm{~m}$
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Bad time discretisation wall $=0.1 \mathrm{~m}$, depth $=2.1 \mathrm{~m}$


Fig. 3.2.4.3

Good time discretisation
wall $=0.1 \mathrm{~m}$, depth $=2.1 \mathrm{~m}$

Fig. 3.2.4.4


Effect of time discretisation on the creation of drops. figure for dphi=0.008 (drops created) figure for dphi=0.005 (no drops)
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30,18, dphi=0.008, average param $=30$
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Fig. 3.3.5

| Free surfece(s): well: | no |
| :---: | :---: |
| ridiues | $\mathrm{R}=0.4 \mathrm{~m}$ |
| cylinder height: | $\mathrm{l}=2 \mathrm{~m}$ |
| deptis: | $\mathrm{H}=1 \mathrm{~m}$ |
| average | Navg $=30$ to infinit |
| regrid: | staggered (1-2) |
| viscosity: | 10 |
| surfice iension: | no |
| dphit | 0.008 |
| panels | 30 oa FS 1 |
|  | 18 on cylinder |




30 on FS. 18 on solid.dphi=0.02

${ }^{1}$ Fig. 3.3.7

Free surface(s): 1 wall: no radius: $\quad \mathrm{R}=0.4 \mathrm{~m}$ depth: $\quad \mathrm{H}=1 \mathrm{~m}$ average: $\quad$ Navg=100 regrid: viscosity: staggered (1-2) no iurface tension: no Jphi: paneis: 0.03 to 0.002 30 on FSI 18 on cylinder

30 F.5.1B solid. dini=0.08
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Fig. 3.3.9
$30,18, \mathrm{dphi}=0.002$

3.3.11
(vertical positions)
Vertical position of the first node
Vertical position at absciss $=0.2 \mathrm{~m}$



Fig. 3.3.12


Fig. 3.3.13

## Effect of surface tension



FIG. 3.4

## Effect of a numerical viscosity



FIG. 3.5

Results of the theoretical model
Doted line: velocity ( $\mathrm{m} / \mathrm{s}$ )
Line: height of water in the cylinder ( $m$ )
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Position and velocity, theoretical model
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## Effect of the second free surface
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## Zoom on second free surace
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## Comparison Modelisation-Code

## Doted line: modelisation

Line: position at abscissa $=0.2 \mathrm{~m}$ in the code

FIG. 4.2.2.1
Compare theoretical model and code



## No wall. same conditions as 4.2.2.1

Time $=0.2108 \mathrm{sec}$


FIG. 4.2.2.2

Time $=0.514 \mathrm{sec}$
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Time $=0.739$ sec
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Time $=0.625$ sec


FIG. 4.2.2.5


FIG. 4.2.2.7

## Wall $($ dist $=1 m)$, depth $=2 m$
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## Wall (dist $=0.1 \mathrm{~m}$ ), depth $=1.1 \mathrm{~m}$



FIG. 4.2.2.17


## Effect of the distance of the wall

FIG. 4.2.2.20



Velocity field at time 0.25 sec.

FIG. 4.2.2.21

Free surface(s):
wall: radius: cylinder height: depth: average: regrid: viscosity: 2 yes (dist $=0.1 \mathrm{~m}$ and 0.3 m ) $\mathrm{R}=0.4 \mathrm{~m}$ $l=a n y t h i n g$ $H=1 m+d i s t$.

Velocity field at time $=0.25 \mathrm{sec}$
surface tension: yes dphi: panels:
n0 staggered (0.9-1.1)
yes
0.008

48 on FSI 12 on cylinder 26 on FS2

FIG. 4.2.2.22


Wall $($ dist $=0.1 \mathrm{~m})$. depth $=2.1 \mathrm{~m}$
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Top node position for different depths
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## Simulation of a falling wall of water general shape <br> Zoom (creation of a bubble)



Fig. 5.1
wall of water suddenly free, Zoom


## Bubble touchinp the surface

bubble touching the surface, $t=0$ to 0.015 sec! bubble touching the surface, $t=0.054$ to 0.082 sec


bubble touching the surface, $t=0.082$ to 0.097 secbubble touching the surface, $t=0.1$ to 0.1406 sec


bubble touching the surface, $t=0.146$ to 0.153 sec


| Free surfice(s): will: | $\begin{aligned} & \mathbf{2} \\ & \mathbf{\infty} \end{aligned}$ |
| :---: | :---: |
| natius of babble | 0.1 |
| bubble openod: | 2020 degrees |
| medins: | $\mathrm{R}=1 \mathrm{~m}$ |
| leogth FS2: |  |
| regrid: | stagered (1-1.3) |
| viscosity: | yes |
| surface tension: | yes |
| dphi: | 0.004 |
| penels: | 7400 FSI |
|  | 2 oe cylinder |
|  | 1000 FS 2 |

## Non-dimentionalisation of figures 4.2.3.6 and 4.2.3.7

Position with time and Z non-dimentionalised
Position with Z only non-dimentionalised
Velocity with time and speed non-dimentionalised
Velocity with Velocity only non-dimentionalised





# ASYMPTOTIC STUDY OF BUBBLE DYNAMICS IN THE PROXIMITY OF A BODY IN POTENTIAL FLOW <br> by Jean-Bernard Ville and <br> Georges L. Chahine 

July, 1992

## Résumé

Depuis les premiers travaux de Rayleigh et Besant, beaucoup de documents ont étés consacés à l'étude d'écoulements contenant des cavités gazeuses. Avec l'apparition d'outils informatiques puissants et de méthodes à éléments finis rapides, l'attention a été portée à développer des codes de calcul tri-dimmensionnels. L'approche par développements asymptotiques raccordés permet une étude plus qualitative des résultats car elle permet de dégager directement les paramètres importants du problème.

Le but de ce travail est l'étude de l'effondrement de bulles de cavitation au voisinnage d'une paroi solide dans un écoulement potentiel, par la méthode des développements asymptotiques raccordés. Le type de problème considéré se limite à l'étude de bulles de dimensions petites relativement aux dimensions de l'écoulement. Nous adoptons donc le paramètre e, rapport du rayon initial de la bulle à la dimension caractéristique de l'écoulement. A chaque étape, le problème se décompose en deux parties:

- un problème intérieur, c'est-à -dire, à l'échelle de la bulle, où la paroi solide représentée par l'ogive est considérée comme étant à l'infini.
- un problème extérieur, c'est-à -dire à l'échelle de l'écoulement, où la bulle est considérée comme perturbation de l'écoulement initial.

A chaque étape, ces deux problèmes sont reliés l'un à l'autre par une condition de raccordement: dans une zone d'espace d'échelle intermédiaire entre les deux problèmes, ils doivent aboutir à la même solution.

Les déformations d'une bulle de cavitation, et en particulier l'observation d'un jet réentrant (origine du bruit de cavitation) peuvent rouver deux origines: l'origine physique due directement à l'instabilité de la bulle dans l'écoulement eu égard aux conditions de pression et de vitesse de celnici; et l'origine mathématique, due au fait que le déplacement du repère et
l'intensité du jet observé dans ce repère ne sont pas indépendants. पl est cependant nécessaire d'adopter un référentiel mobile pour les calculs, car les calculs présentés deviennent faux dès que l'origine du repère sort de la bulle. Ils deviennent donc très rapidement faux si l'origine du repère ne se déplace pas avec la bulle.

Les calculs de déformations présentés jusqu'à la section 4 sont effectués dans un repère se déplaçant de la mème façon qu'un point matériel dans l'écoulement potentiel initial. Appliqués au cas particulier que nous avons adopté pour les études numériques, celui d'un corps de Rankine, c'està -dire un potentiel pour l'écoulement initial égal à la superposition d'une source et d'un écoulement uniforme, ils permettent l'observation (figures 2 et 3) d'un jet réentrant orienté vers la paroi solide et opposé au déplacement de la bulle.

La section 5 présente les calculs effectués dans un repère dont l'origine est prise à chaque instant égale au centre de gravité de la bulle. Ce choix élimine toutes les déformations non-sphériques de la bulle; c'est pourquoi les comparaisons montrées par les figures 4 permettent de constater l'absence de jet dans ce repère. Ce type de calcul n'a été effectué que jusqu'à l'ordre c. Ins peuvent être sans difficultés poursuivis pour les ordres supérieurs, afin d'allonger la durće de validité des calculs. A l'ordre $\varepsilon^{2}$, en particulier, ceci permettrait d'observer des déformations plus importantes.

La section 6 étudie le probème de la représentation de lignes de courant. Son but est de démontrer que la meilleure méthode de représentation reste la méthode d'Euler et non la recherche d'une pseudo fonction de courant.

La dernière partie de ce travail (section 7) présente les calculs du développement de la forme de la bulle à l'ordre $\varepsilon^{2}$. Ceux-ci sont effectués dans un référentiel dont l'origine se déplace à la vitesse du point matériel équivalent dans l'écoulement initial. Ces calculs restent à vérifier. Leur application au cas particulier que nous avons choisi montrent de fortes déformations des bulles de cavitation.

La complexité formelle, due à la méthode des développements asymptotiques elle-mème, entraine rapidement des erreurs numériques. Il parait donc indispensable d'en comparer les résultats avec ceux fournis par un calcul fondé sur la méthode des éléments finis.
Outre ces remarques d'ordre numérique, plusieurs points restent ouverts. Ainsi, négliger les efforts de tension superficielle n'est pas nécessairement un
choix pertinent. Dc weme, les choix de repères mobiles effectués représentent deux types de choix extrêmes : dans un cas, tous les déplacements sont comptabilisés comme déformations, dans l'autre, aucun jet réentrant ne peut être observé. Il est possible d'introduire dans le modèle un paramétre permettant de choisir la mobilité du repère de façon à se situer entre ces deux cas extremes. Un tel mode de calcul conduirait vraisemblablement à un choix optimal de ce paramètre, et donc à une représentation optimale du phénomène d'effondrement. Enfin, une introduction de la viscosité dans le modèle permettrait une extension de son champs d'application.
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#### Abstract

The behaviour of a bubble in a flow field near a body is studied using a matched asymptotic expansion, the small parameter ( $r_{0} / l_{0}$ ) being the ratio of the initial bubble radius to the initial bubble standoff distance to the wall. Assuming the bubble to be small compared with the flow field length scale, a Taylor expansion of the presure and velocity of the flow field can be done. The nature of the interaction between the bubble and the flow becomes more complex as the expansion increass. The theory is applied to the problem of a bubble collapsing near a semiinfinite bluff body in a uniform flow field. Results obtained at arder $\epsilon$ and order $\varepsilon^{0}$ show the formation of a curved jet moving opposite to the bubble trajectory and towards the wall and an imparted rotetion of the bubble. Analytical results from at $\boldsymbol{c}^{2}$ are given, and have been computed. In order to lengthen the validity lap of the calculations, a translation velocity of the center of the frame has been introduced at order $s$. Results have still to be compared with a 3D boundary element method.


## Introduction

The understanding of bubble and cavity dynamics has preoccupied reserchers and engineers over the past several decades. Since the early work of Rayleigh and Beasnt, numerous papers and books have been devoted to the study of cavity flows. With the advent of new mathematical and computational tools, increasing attention has been given to develop three-dimensional nonlinear numerical codes. Approximate theoretical approaches are very useful, since they give results at a much lower cost but they may be somewhat less precise than fully 3D methods. Bovis studied the collapse of a bubble near a wall using the simplifying assumption of neglecting the pressure and velocity gradient across the bubble. In this study we shall present results from a numerical and analytical study of the growth and collapse of a bubble in a general potential flow in the vicinity of a solid object. The selected analytical approach consists of using the method of matched asymptotic expansions. The small parameter of the expansion (c), is chosen to be the ratio of the initial bubble radius to its distance to the wall. At every order the problem is decomposed into two pieces: an 'inner' problem where the characteristic leagth is the bubble radius and an 'outer' problem characterised by the bubble standoft distance from the wall. The effect of the wall appears only as a limit condition at infinity for the inner problem, and for the outer problem the bubble appears as a perturbation at the origin. A new fictitious fow is introduced by substracting the the initial fow (no bubble) from the real flow (presence of the bubble and the object). Studying this flow has the advantage of having staightforward boundary conditions at infinity. The calculations are done in a frame moving with the bubble 20 as to follow the bubble behaviour over a longer period of time otherwise the results become wrong as soon as the origin of the frame is outside the bubble. The bubble is assumed to be filled with liquid vapour and non-condensable gas which follows the polytropic law $P V^{k}=$ constant. A dimensional analysis will leads us to make assumptions on the initial flow, for example the initial radius of the bubble has to be small compared with the length scale of the flow. The theory developed here can be applied to any potential now which has at least one plane of symmetry (easier calculations) and will be applied to the problem of a bubble collapsing near a semi-infinite blufl body in a uniform fiow field. In the example presented, the potential used is that of a source in a uniform flow field so that the complete problem has a plane of symmetry.

## 1 Problem formulation

We first set the system of equations of our problem in a moving frame which we take such as its origin is inside the collapsing bubble. Its characteristics regarding to a fixed frame are given by its velocity $\vec{V}_{s}$ and its rotation $\vec{\omega}$. We will note :
$\vec{V}_{0}$ the velocity due to the initial potential flow without the bubble
$\phi$ the additionnal potential due to the presence and dynamics of the bubble, in the moving frame
$r=R(\theta, \psi, t)$ the bubble shape equation in the moving frame.
Let us note $O$ the frame center, $\bar{n}$ the normal to the bluff-body wall or to the bubble wall, $p(r, t)$ the pressure due to the initial flow,$p o(O, t)$ the pressure due to the initial flow at point 0 , and $M$ a field point. Therefore, the equations of the problem are :

$$
\begin{align*}
& \nabla^{2} \phi=0  \tag{1}\\
& \lim _{M \rightarrow \infty} \phi=0 \tag{2}
\end{align*}
$$

$$
\begin{equation*}
\{\nabla \phi \cdot \vec{n}\}_{\text {bodywall }}=0 \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\{\nabla \phi \cdot \vec{n}\}_{r=R}=\frac{\partial R}{\partial t}+\left\{\left[\left(\vec{V}_{\mathrm{e}}-\vec{V}_{0}(O, t)\right)+\vec{\omega} \times O \vec{M}\right] \cdot \vec{n}\right\}_{r=R} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\frac{\partial \phi}{\partial t}+\frac{1}{2}(\nabla \phi)^{2}+\left(\bar{V}_{0}(\vec{r}, t)-\vec{V}_{e}-\vec{\omega} \times O M\right) \cdot \nabla \phi+\frac{1}{2}\left(V_{0}^{2}(\vec{r}, t)-V_{0}^{2}(O, t)\right)+\frac{p}{\rho}\right\}_{r=R}=\frac{p_{0}(t)}{\rho}(5) \tag{5}
\end{equation*}
$$

Taking into account the fact that the pressure inside the bubble is supposed to be spatially uniform and that the gaz inside the bubble follows a polytropic law ( $P V^{k}=$ constant), we may transform the last equation of our initial system in:

$$
\begin{align*}
& \rho\left\{\frac{\partial \phi}{\partial t}+\frac{1}{2}(\nabla \phi)^{2}+\left(\vec{V}_{0}(\vec{r}, t)-\vec{V}_{e}-\vec{\omega} \times O M\right) \cdot \nabla \phi+\frac{1}{2}\left(V_{0}^{2}(\vec{r}, t)-V_{0}^{2}(O, t)\right)+\frac{p}{\rho}\right\}_{r=R}= \\
& \left(p_{0}(t)-p_{\text {init }}\right)+\left(p_{i n i t}-p_{v}\right)\left(1-\frac{V^{-k}}{V_{0}^{-k}}\right)+\frac{2 \gamma}{r_{0}}\left(r_{0} C-\frac{V^{-k}}{V_{0}^{-k}}\right)  \tag{6}\\
& p_{v}=\text { initial partial vapour pressure in the bubble } \\
& p_{\text {init }}=\text { initial total pressure inside the bubble } \\
& r_{0}=\text { initial bubble radius } \\
& \text { where: } V_{0}=\text { initial bubble volume } \\
& V=\text { bubble volume } \\
& C=\text { bubble surface curvature } \\
& \boldsymbol{\gamma}=\text { surface tension coefficient }
\end{align*}
$$

## 2 Non-dimmensionnalization of the problem

In so far as we limit our study to problems such as the bubble dimensions are small compared to the characteristic initial flow field dimension, we will use the matched asymptotic expansion method to calculate the complete flow field evolution, including the bubble collapse. This will lead us to set a small parameter that we will denote e to separate the scales of the inner and the outer problem.

### 2.1 Notations

Two problems have to be solved simultaneonsly:

- An inner problem, that is to say, the problem of the bubble behaviour in the potential flow, whose scale is given by the characteristic size of the bubble ( $r_{0}$ ), and whose variables will be denoted $\bar{X}$ :

$$
\begin{array}{ll}
r & =r_{0} \bar{r} \\
p & =(\Delta p) \bar{p} \\
t & =T_{0} \bar{t} \\
\phi & =\frac{r_{2}^{2}}{T_{0}} \bar{\phi} \\
\vec{V}_{0} & =v_{0} \vec{V}_{0} \\
\nabla V_{0} & =M\left(\nabla V_{0}\right) \\
\nabla \nabla V_{0} & =N\left(\nabla \bar{\nabla} V_{0}\right) \\
\omega & =\Omega \bar{\omega}
\end{array}
$$

- An outer problem, that is to say, the modification of the initial flow due to the presence of the bubble, whose scale is defined by the characteristic size of the flow : the radius of the semi-infinite bluff-body ( $l_{0}$ ); and whose variables will be noted $\bar{X}$.

Therefore, the small parameter we use to expand these two problems is the ratio between the two scales :

$$
c=\frac{r_{0}}{l_{0}}
$$

and we will use the following asymptotic expansions for the problem unknowns:

$$
\begin{aligned}
& \bar{\phi}(\bar{r}, \theta, \psi, \bar{t})=\bar{\phi}_{0}(\bar{r}, \hat{t})+c \dot{\phi}_{I}(\tilde{r}, \theta, \phi, \bar{t})+c^{2} \ddot{\phi}_{I I}(\tilde{r}, \theta, \phi, \bar{t})+\phi\left(\varepsilon^{2}\right) \\
& \bar{\phi}(\bar{r}, \theta, \psi, \bar{t})=\bar{\phi}_{0}(\bar{r}, \bar{t})+\varepsilon \bar{\phi}_{I}(\bar{r}, \theta, \phi, \bar{t})+\varepsilon^{2} \bar{\phi}_{I I}(\bar{r}, \theta, \phi, \bar{t})+\sigma\left(^{2}\right) \\
& \dot{R}(\theta, \psi, \tilde{t})=\bar{R}_{0}(\hat{t})+\varepsilon \tilde{R}_{I}(\theta, \psi, \hat{t})+\varepsilon^{2} \tilde{R}_{I I}(\theta, \psi, \hat{t})+\sigma\left(\varepsilon^{2}\right)
\end{aligned}
$$

To match both problems, we write that they give the same solution in an intermediate-range 20ne:
for $r_{0}<r<l_{0}$ we must have $: \phi_{\text {inner }}(r)=\phi_{\text {oucer }}(r)$.

### 2.2 Expansions calculations

We develop the following expressions using Taylor series :

### 2.2.1 Initial velocity fleld

We will first use a moving frame which origin moves at the equivalent material point in the initial flow velocity, and which $z$ axis is always parallel to this velocity : $\vec{V}_{e}=\vec{V}_{0}(O, t)$ and, $\vec{V}_{0}(O, t)=v_{0} v_{x}(t) \vec{e}_{x}$ in the moving frame. Therefore, we can write a Taylor series expansion as follows:

$$
\begin{aligned}
\vec{V}_{0}(\vec{r}, t)-\vec{V}_{e}= & M \tilde{r}_{0} \tilde{\nabla} V_{0}(O)+\frac{1}{2} r_{0}^{2} N \overline{\vec{r}} \cdot \nabla \bar{\nabla} V_{0}(O) \cdot \overline{\vec{r}}+\ldots \\
\left(V_{0}(\vec{r}, t)-\vec{V}_{e}\right) \cdot \nabla \phi= & \frac{r_{0}^{2}}{\bar{T}_{0}^{2}} \bar{\nabla} \phi \cdot\left(M T_{0} \overline{\vec{r}} \cdot \vec{\nabla} \vec{V}_{0}(O)+\frac{1}{2} N T_{0} r_{0} \overline{\vec{r}} \cdot \nabla \vec{\nabla} \vec{V}_{0}(O) \cdot \overline{\vec{r}}+\ldots\right) \\
\frac{1}{2}\left(V_{0}^{2}(\vec{r}, t)-V_{e}^{2}\right)= & \frac{r_{0}^{2}}{\bar{T}_{0}^{2}}\left(M T_{0}^{2} \frac{v_{0}}{r_{0}} \overline{\vec{r}} \cdot \vec{\nabla} \vec{V}_{0}(O)+\frac{1}{2} T_{0}^{2} v_{0} N \tilde{\vec{r}} \cdot \nabla \bar{\nabla} V_{0}(O) \cdot \overline{\vec{r}} \cdot \vec{V}_{0}(O)\right. \\
& \left.+\frac{1}{2}\left(M T_{0} \overline{\vec{r}} \cdot \vec{\nabla} V_{0}(O)\right)^{2}+\ldots\right)
\end{aligned}
$$

We suppose the problem to be symmetrical about the ( $O x z$ ) plane in the moving frame. Thus, recalling that $\nabla . \vec{V}_{0}=0$ and $\nabla \times \vec{V}_{0}=1$, we must write :

$$
\tilde{\nabla} V_{0}(O)=\left[\begin{array}{ccc}
\alpha_{1} & 0 & \alpha_{2} \\
0 & 0 & 0 \\
\alpha_{2} & 0 & -\alpha_{1}
\end{array}\right]
$$

Calculating $\bar{\nabla} V_{0} \cdot \overline{\vec{r}}$ and $\overline{\vec{r}} \cdot \nabla \nabla \nabla V_{0} \cdot \overline{\vec{r}}$ in the moving frame polar coordinates we obtain :

$$
\begin{aligned}
\dot{\nabla} V_{0 . \bar{r}} & =r\left[\begin{array}{c}
2 \alpha_{2} \sin \theta \cos \theta \cos \psi+\alpha_{1}\left(\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta\right) \\
\alpha_{1} \sin \theta \cos \theta\left(\cos ^{2} \psi+1\right)+\alpha_{2} \cos \psi \cos 2 \theta \\
-\alpha_{1} \sin \theta \cos \psi \sin \psi-\alpha_{2} \sin \psi \cos \theta
\end{array}\right]_{e_{r, c, e, e_{\phi}}} \\
& =r\left[\begin{array}{c}
G_{r}(\theta, \psi) \\
G_{\theta}(\theta, \psi) \\
G_{\psi}(\theta, \psi)
\end{array}\right]_{e_{r, e 0, e_{\psi}}}
\end{aligned}
$$

and:

$$
\overline{\vec{r}} \cdot \nabla \bar{\nabla} V_{0} . \overline{\vec{r}}=r^{2}\left[\begin{array}{l}
H_{r} \\
H_{\theta} \\
H_{\psi}
\end{array}\right]_{e_{r}, e_{0, e_{\psi}}}
$$

with:

$$
H_{r}=\left(\frac{\partial \alpha_{2}}{\partial z}+2 \frac{\partial \alpha_{1}}{\partial x}\right)\left(\cos ^{2} \theta \sin \theta \cos \psi\right)+\left(\frac{\partial \alpha_{2}}{\partial x}+2 \frac{\partial \alpha_{1}}{\partial z}\right)\left(\cos \theta \sin ^{2} \theta \cos ^{2} \psi\right)
$$

### 2.2.2 Moving frame rotation

Since the problem has a plane of symmetry, we shall take $\vec{\omega}=\omega(t) \vec{e}_{Y}$.

$$
\begin{align*}
\vec{\omega} \times O \vec{M} & =\omega r\left(\vec{e}_{Y} \times \vec{e}_{r}\right)  \tag{7}\\
& =\omega r\left[\begin{array}{c}
0 \\
\cos \psi \\
-\sin \psi \sin \theta
\end{array}\right]_{e_{r}, \epsilon_{0,0}, \epsilon_{\psi}} \tag{8}
\end{align*}
$$

$$
\begin{equation*}
(\vec{\omega} \times O \vec{M}) \cdot \vec{n}=\frac{r_{0}}{T_{0}}\left(-\omega T_{0} \cos \psi \frac{\partial R}{\partial \theta}+\omega T_{0} \frac{\sin \psi \cos \theta}{\sin \theta} \frac{\partial R}{\partial \psi}\right) \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
(\vec{\omega} \times O \vec{M}) \cdot \nabla \phi=\frac{r_{0}^{2}}{T_{0}^{2}}\left(\omega T_{0} \cos \psi \frac{\partial \phi}{\partial \theta}-\omega T_{0} \frac{\sin \psi \cos \theta}{\sin \theta} \frac{\partial \phi}{\partial \phi}\right) \tag{10}
\end{equation*}
$$

Let $\Omega$ be the characteristic rotation speed of the frame. We shall assume that $\Omega T_{0}$ is of order $\varepsilon$.

$$
\begin{aligned}
& \omega=\Omega \tilde{\omega} \\
& \omega T_{0}=\epsilon \bar{\omega}
\end{aligned}
$$

### 2.2.3 Geometrical data expansions

## VOLUME :

The expansion of the volume is necessary to know the pressure terms:

$$
\begin{aligned}
\dot{V}= & \frac{3}{4 \pi} \iiint r^{2} \sin \theta d r d \theta d \psi \\
= & \frac{1}{4 \pi} \int_{0}^{2 \pi} d \psi \int_{0}^{\pi} \sin \theta\left(\dot{R}_{0}^{3}+3 \varepsilon \bar{R}_{0}^{2} \tilde{R}_{I}+3 \varepsilon^{2}\left(\bar{R}_{0} \dot{R}_{l}^{2}+\bar{R}_{0}^{2} \tilde{R}_{I I}\right)\right) d \theta \\
= & \tilde{R}_{0}^{3}+3 \varepsilon \bar{R}_{0}^{2} R_{I 00} \\
& +3 \varepsilon^{2}\left(\tilde{R}_{0}^{2} R_{I I 00}+\tilde{R}_{0}\left(R_{I 00}^{2}+\frac{1}{3} R_{I 10}^{2}+\frac{2}{3} R_{I 11}^{2}+\frac{6}{5} R_{I 21}^{2}+\frac{1}{3} R_{I I}^{2}\right)\right)
\end{aligned}
$$

at order $\epsilon^{2}$.

## CURVATURE :

In the same way, we can work out the expansion of the curvature, to develop the surface tension terms: if $B(\theta, \psi)=\tilde{\tau}-\tilde{R}_{0}-\varepsilon \tilde{R}_{l}(\theta, \psi)-\varepsilon^{2} \tilde{R}_{I I}(\theta, \psi)$,

$$
\begin{aligned}
& \bar{C}=\nabla \cdot\left(\frac{\nabla B}{|\nabla B|}\right) \\
& \tilde{C}=\frac{1}{\vec{R}_{0}}+\varepsilon\left(-\frac{\tilde{R}_{I}}{\vec{R}_{0}^{2}}-\frac{\cos \theta}{2 \tilde{R}_{0}^{2} \sin \theta} \frac{\partial \dot{R}_{I}}{\partial \theta}-\frac{1}{2 \tilde{R}_{0}^{2}} \frac{\partial^{2} \bar{R}_{I}}{\partial \theta^{2}}-\frac{1}{2\left(\tilde{R}_{0} \sin \theta\right)^{2}} \frac{\partial^{2} \tilde{R}_{I}}{\partial \psi^{2}}\right) \\
& +\epsilon^{2}\left(\frac{\cos \theta}{\tilde{R}_{0}^{2} \sin \theta} \frac{\tilde{R}_{I}}{\tilde{R}_{0}} \frac{\partial \tilde{R}_{I}}{\partial \theta}-\frac{\cos \theta}{2 \tilde{R}_{0}^{2} \sin \theta} \frac{\partial \tilde{R}_{I I}}{\partial \theta}+\frac{\tilde{R}_{I}}{\tilde{R}_{0}^{3}} \frac{\partial^{2} \tilde{R}_{I}}{\partial \theta^{2}}-\frac{\tilde{R}_{I}}{2 \tilde{R}_{0}^{2}} \frac{\partial^{2} \tilde{R}_{I I}}{\partial \theta^{2}}\right. \\
& \left.+\frac{\tilde{R}_{I}}{2 \bar{R}_{0}^{3} \sin \theta^{2}} \frac{\partial^{2} \tilde{R}_{I}}{\partial \psi^{2}}-\frac{1}{2\left(\tilde{R}_{0} \sin \theta\right)^{2}} \frac{\partial^{2} \bar{R}_{I I}}{\partial \psi^{2}}+\frac{1}{2 \tilde{R}_{0}^{3} \sin { }^{2} \theta} \frac{\partial^{2} \bar{R}_{I}}{\partial \psi^{2}}\right)
\end{aligned}
$$

## NORMAL :

Using the same function $B$ as before, we have:

$$
\vec{n}=\frac{\nabla B}{|\nabla B|}
$$

since the scalar product with other terms will lead to higher order terms, we just need to know the expansion of the normal till order $c$ :

$$
\vec{n}=\vec{e}_{r}-\varepsilon\left(\frac{1}{\vec{R}_{0}} \frac{\partial \tilde{R}_{I}}{\partial \theta} \vec{e}_{\theta}+\frac{1}{\vec{R}_{0} \sin \theta} \frac{\partial \tilde{R}_{I}}{\partial \phi} \vec{e}_{\psi}\right)
$$

### 2.3 Consistency of the different scales

By application of least degeneracy principle to equations (4) and (6), we get the relative values for the different variables we need : we must have:

$$
\begin{aligned}
\frac{\Delta p T_{0}^{2}}{\rho r_{0}^{2}} & =1 \\
M T_{0} & =\epsilon \\
N r_{0} T_{0} & =e^{2} \\
\Omega T_{0} & =e
\end{aligned}
$$

To complete the non-dimmensionnalization of the inner pro! $\mathfrak{c m}$, let us define:

$$
\begin{align*}
\mu & =v_{0} \frac{T_{0}}{r_{0}} \\
\mathcal{P} & =\frac{p_{\text {init }}-p_{v}}{\Delta p} \\
\frac{1}{W} & =\frac{2 \gamma}{r_{0} \Delta p} \tag{11}
\end{align*}
$$

## 3 Problem formulation till order $\varepsilon$

### 3.1 Outer problem

Till order $\varepsilon^{2}$, we can approximate the shape of the bluff-body as seen by the bubble by a flat plane: we shall take $\{\vec{n}\}_{\text {bodywall }}=\vec{e}_{\mathbf{x}}$. The outer problem obeys the following system :

$$
\begin{align*}
\nabla^{2} \bar{\phi} & =0  \tag{12}\\
\lim _{f \rightarrow \infty} \bar{\phi} & =0  \tag{13}\\
\left\{\nabla \bar{\phi} \cdot \vec{e}_{z}\right\}_{\text {bodywall }} & =0 \tag{14}
\end{align*}
$$

### 3.2 Inner problem

We neglect the surface tension strength, in order to simplify the future developments on spherical harmonics. The expansion of equations (4) and (6) give us the system of equation for the inner problem till order $\varepsilon$ :

$$
\begin{align*}
& \nabla^{2} \bar{\phi}=0  \tag{15}\\
& \{\nabla \tilde{\phi} \cdot \vec{n}\}_{\tilde{r}=\tilde{R}}=\frac{\partial \tilde{R}}{\partial \vec{t}}-\epsilon\left\{\left(\tilde{\vec{r}} \cdot \tilde{\nabla} V_{0}(O)+\tilde{\tilde{\omega}} \times \tilde{\tilde{r}}\right) \cdot \vec{n}\right\}_{\tilde{r}=\tilde{R}}  \tag{16}\\
& \left\{\frac{\partial \bar{\phi}}{\partial \bar{t}}+\frac{1}{2}(\tilde{\nabla} \tilde{\phi})^{2}+\varepsilon \cdot \nabla \bar{\phi}\left(\tilde{\vec{r}} \cdot \bar{\nabla} V_{0}(O)+\tilde{\tilde{\omega}} \times \tilde{\tilde{r}}\right)+\varepsilon \mu \overline{\bar{V}}_{0} \cdot\left(\tilde{\tilde{r}} . \tilde{\nabla} V_{0}\right)\right\}_{\bar{r}=\tilde{R}}=\Delta \tilde{p}(\bar{t})+3 \varepsilon k P \frac{\bar{R}_{I 00}}{\bar{R}_{0}}( \tag{17}
\end{align*}
$$

## 4 Resolution

### 4.1 Order $\boldsymbol{\varepsilon}^{0}$

### 4.1.1 Outer problem at order $\boldsymbol{\varepsilon}^{0}$

System of equation (12) to (14) for the order zero becomes:

$$
\begin{align*}
& \nabla^{2} \bar{\phi}_{0}=0  \tag{18}\\
& \lim _{F \rightarrow \infty} \bar{\phi}_{0}=0  \tag{19}\\
& \left\{\nabla \bar{\phi}_{0} \cdot \bar{n}\right\}_{F=\frac{1}{c o m}}=0 \tag{20}
\end{align*}
$$

The general solution to this problem is a combination of spherical harmonics, such as :

$$
\sum\left(\phi_{j m}^{\prime} \bar{m}^{i}+\frac{\phi_{j m}^{\prime \prime}}{\overline{\bar{j}}+1}\right) Y_{j m}
$$

where $Y_{j m}$ are spherical harmonics depending on the values of the angular positions (see equation (42), section 4.2.2). To satisfy equation (19), we have to leave out all the terms in $r^{n}$. To respect the condition given by equation (20) we have to introduce an image bubble, symmetrical about the solid-body wall. If we write $r^{\prime}$ the distance between $M$ and the center of this new bubble, and take into account the preceding remark, we can develop the outer potential at order 0 as :

$$
\begin{equation*}
\bar{\phi}_{0}=\sum_{n=0}^{\infty} B_{n}(\bar{t}) P_{n}(\cos \theta)\left(\frac{1}{\overline{r_{n}+1}}+\frac{1}{\bar{r}^{n+1}}\right) \tag{21}
\end{equation*}
$$

$P_{n}$ are the Legendre polynomia of degree $n$.

### 4.1.2 Inner problem at order $\epsilon^{0}$

System of equation (15) to (17) for the order zero becomes:

$$
\begin{align*}
& \nabla^{2} \bar{\phi}_{0}=0  \tag{22}\\
& \left\{\frac{\partial \bar{\phi}_{0}}{\partial \bar{r}}\right\}_{\bar{r}=\dot{R}_{0}}=\dot{\tilde{R}}_{0}  \tag{23}\\
& \left\{\frac{\partial \bar{\phi}_{0}}{\partial \bar{t}}+\frac{1}{2}\left(\frac{\partial \bar{\phi}_{0}}{\partial \bar{r}}\right)^{2}\right\}_{\bar{r}=\bar{R}_{0}}=\Delta \tilde{p}(t)+\mathcal{P}\left(1-\frac{V^{-k}}{V_{0}^{-k}}\right)+\frac{1}{\mathcal{W}}\left(\tilde{C}-\frac{V^{-k}}{V_{0}^{-k}}\right) \tag{24}
\end{align*}
$$

From (23) we get the solution

$$
\begin{equation*}
\bar{\phi}_{0}=\frac{q}{\bar{r}} \text { with } q=-{\overline{R_{0}}}^{2} \dot{\bar{R}}_{0} \tag{25}
\end{equation*}
$$

where $\vec{R}_{0}(t)$ is determined by the Rayleigh-Plesset equation:

$$
\begin{equation*}
\bar{R}_{0} \tilde{\tilde{R}}_{0}+\frac{3}{2} \dot{\vec{R}}_{0}^{2}=-\Delta \bar{p}(t)+\mathcal{P}\left(\bar{R}_{0}^{-3 K}-1\right)+\frac{1}{w}\left(\bar{R}_{0}^{-3 K}-\frac{1}{\vec{R}_{0}}\right) \tag{26}
\end{equation*}
$$

the initial conditions are ${\tilde{R_{0}}}_{0}=1$ and $\dot{\vec{R}}_{0}=0$

### 4.1.3 Matching condition at order zero

If we replace the potentials by their expansions, the matching condition is:

$$
\frac{r_{0}^{2}}{T_{0}}\left(\bar{\phi}_{0}\left(\frac{r}{r_{0}}\right)+c \bar{\phi}_{I}\left(\frac{r}{r_{0}}\right)+\varepsilon^{2} \bar{\phi}_{I I}\left(\frac{r}{r_{0}}\right)+O\left(\varepsilon^{3}\right)\right)=\phi_{e x t}\left(\bar{\phi}_{0}\left(\frac{r}{l_{0}}\right)+\varepsilon \bar{\phi}_{I}\left(\frac{r}{l_{0}}\right)+\varepsilon^{2} \bar{\phi}_{I I}\left(\frac{r}{l_{0}}\right)+O\left(c^{3}\right)\right)(27)
$$

The solution to $\bar{\phi}_{0}$ is $\bar{\phi}_{0}=\sum_{n=0}^{\infty} B_{n}(t) P_{n}(\cos \theta)\left(\frac{1}{\bar{p}^{n+1}}+\frac{1}{\bar{r}^{n+1}}\right)$

$$
\dot{\phi}_{0} \text { is } \quad \tilde{\phi}_{0}=\frac{q}{\vec{r}}+C \quad C \text { is a constant to be determined }
$$

$$
\begin{equation*}
\varepsilon \frac{r_{0}^{2}}{T_{0}}\left(\frac{q}{r}+C+\varepsilon \bar{\phi}_{I}\left(\frac{r}{r_{0}}\right)\right)=\phi_{a x t}\left(\sum_{n=0}^{\infty} B_{n}(\bar{t}) P_{n}(\cos \theta) \frac{1}{r^{n+1}}\left(1+\left(\frac{r}{2 l_{0}}\right)^{n+1}\right)+\frac{\varepsilon}{l_{0}} \bar{\phi}_{I}\left(\frac{r}{l_{0}}\right)+\cdots\right)( \tag{28}
\end{equation*}
$$

At leading order we have:

$$
\begin{align*}
C & =0  \tag{29}\\
\phi_{\text {ext }} & =\varepsilon \frac{r_{0}^{2}}{T_{0}}  \tag{30}\\
B_{n}(t) & =\delta_{n, 0} q(t) \tag{31}
\end{align*}
$$

To obtain the limit condition on $\tilde{\phi}_{I}$, we must continue the expansion.

$$
\begin{equation*}
\bar{\phi}_{I}\left(\frac{r}{r_{0}}\right)+c \bar{\phi}_{I I}\left(\frac{r}{r_{0}}\right)+O\left(\epsilon^{2}\right)=\frac{q}{2}+\frac{q}{4} \frac{r}{L_{0}} \cos \theta+\epsilon \bar{\phi}_{I}\left(\frac{r}{r_{0}}\right)+O\left(\left(\frac{r}{r_{0}}\right)^{2}\right) \tag{32}
\end{equation*}
$$

$r_{0}$ is of order $O(c)$ so equating terms at leading order give us:

$$
\begin{equation*}
\lim _{f \rightarrow \infty} \bar{\phi}_{I}=\frac{q}{2} \tag{33}
\end{equation*}
$$

### 4.2 Order 6

4.2.1 Inner problem at order c

Remembering that $\vec{R}_{0}$ and $\bar{\phi}_{0}$ only depend on time, at order e the problem becomes:

$$
\begin{align*}
& \Delta \bar{\phi}_{I}=0  \tag{34}\\
& \lim _{r \rightarrow \infty} \bar{\phi}_{I}=\frac{q}{2}  \tag{35}\\
& \left\{\frac{\partial \bar{\phi}_{I}}{\partial \bar{r}}+\bar{R}_{I} \frac{\theta^{2} \bar{\phi}_{0}}{\partial \bar{r}^{2}}\right\}_{F=\tilde{R}_{0}}=\frac{\partial \bar{R}_{I}}{\partial \bar{r}}-G_{r} \bar{R}_{0} \tag{36}
\end{align*}
$$

$$
\begin{align*}
& 3 K \mathcal{P} \tilde{R}_{I} \dot{R}_{0}^{-3 K-1} \tag{37}
\end{align*}
$$

$$
\text { where } \begin{align*}
G_{r} & =2 \alpha_{2} \cos \theta \sin \theta \cos \phi+\alpha_{1}\left(\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta\right)  \tag{38}\\
F & =\alpha_{1} \sin \theta \cos \phi+\alpha_{2} \cos \theta \tag{39}
\end{align*}
$$

### 4.2.2 Resolution of the order $e$

Let us take:

$$
\begin{align*}
& \bar{\phi}_{I}=\sum_{j=0}^{\infty} \sum_{m=-j}^{j}\left(A_{I j m} \bar{r}^{j}+\frac{B_{l j m}}{\bar{r}^{j+1}}\right) Y_{j m}  \tag{40}\\
& \bar{R}_{I}=\sum_{j=0}^{\infty} \sum_{m=-j}^{j} R_{I j m} Y_{j m} \tag{41}
\end{align*}
$$

$\boldsymbol{Y}_{j m}$ are the spherical harmonics:

$$
Y_{j m}= \begin{cases}P_{j}^{m}(\cos \theta) \cos m \psi & \text { for } m \geq 0  \tag{42}\\ P_{j}^{|m|}(\cos \theta) \sin |m| \psi & \text { for } m<0\end{cases}
$$

The limit condition at infinity on $\ddot{\phi}_{I}$ leads us to take:

$$
\begin{equation*}
A_{I j m}=\delta_{j, 0} \frac{q}{2} \tag{43}
\end{equation*}
$$

Since the problem is symmetrical about the ( $O x z$ ) plane, there will not be any terms in $\sin \phi$, we do not have to consider $m<0$. Knowing that

$$
\begin{align*}
& \cos \theta \sin \theta \cos \psi=\frac{1}{3} Y_{21}  \tag{44}\\
& \sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta=-Y_{20}+\frac{Y_{22}}{6}=Y_{f}
\end{align*}
$$

$$
\begin{align*}
& -\frac{j+1}{\tilde{R}_{0}^{j+2}} B_{I j m} Y_{j m}+\frac{2 q}{\bar{R}_{0}^{3}} R_{I j m} Y_{j m}=\dot{R}_{I j m} Y_{j m}-\frac{2}{3} \tilde{R}_{0} \alpha_{2} Y_{21}+\alpha_{1} \bar{R}_{0}\left(Y_{20}-\frac{Y_{22}}{6}\right)  \tag{46}\\
& \frac{\dot{q}}{2}+\frac{\dot{B}_{I j m}}{\tilde{R}_{0}^{j+1}} Y_{j m}-\frac{\dot{q}}{\tilde{R}_{0}^{2}} R_{I j m} Y_{j m}+q \frac{j+1}{\tilde{R}_{0}^{j+4}} B_{I j m} Y_{j m}-2 \frac{q^{2}}{\bar{R}_{0}^{5}} R_{I j m} Y_{j m}-\frac{2}{3 \vec{R}_{0}} q \alpha_{2} Y_{21}- \\
& \frac{q}{\tilde{R}_{0}} \alpha_{1}\left(-Y_{20}+\frac{Y_{22}}{6}\right)+\mu \tilde{R}_{0} v_{x}\left(\alpha_{1} Y_{11}+\alpha_{2} Y_{10}\right)=\dot{R}_{I 00} Y_{00} 3 K P \tilde{R}_{0}^{-3 K-1} \tag{47}
\end{align*}
$$

For $\boldsymbol{j}>\mathbf{2}$ we have a homogeneous linear differential system where the initial conditions are zero. The solution is therefore $\boldsymbol{R}_{\Gamma j m}=B_{I j m}=0 \forall j>2$

### 4.2.3 Resolution for $\boldsymbol{m}=\boldsymbol{j}=\mathbf{0}$

We have to solve the following differential system:

$$
\begin{align*}
& -\frac{B_{100}}{\tilde{R}_{0}^{2}}+2 q \frac{\tilde{R}_{100}}{\vec{R}_{0}^{3}}=\dot{\dot{R}}_{100}  \tag{48}\\
& \frac{\dot{q}}{2}+\frac{\dot{B}_{100}}{\dot{R}_{0}}+\frac{q}{\dot{R}_{0}^{4}} B_{100}-\left(\frac{2 q^{2}}{\dot{R}_{0}^{3}}+\frac{\dot{q}}{\bar{R}_{0}^{2}}\right) \tilde{R}_{100}=\tilde{R}_{100}\left\{3 K \mathcal{P} \bar{R}_{0}^{-3 K-1}+\frac{1}{W}\left(3 K \bar{R}_{0}^{-3 K-1}-\frac{1}{\bar{B}_{0}^{2}}\right)\right\} \tag{49}
\end{align*}
$$

$\tilde{R}_{100}$ is the solution of the linear differential equation:

$$
\begin{equation*}
\tilde{R}_{0} \dot{\vec{R}}_{100}+3 \dot{\vec{R}}_{0} \dot{\vec{R}}_{100}+\overline{\tilde{R}}_{0} \tilde{R}_{I 00}=-\tilde{R}_{0} \dot{\tilde{R}}_{0}^{2}-\frac{1}{2} \dot{R}_{0}^{2} \tilde{\tilde{R}}_{0}-\tilde{R}_{I 00}\left\{3 K \mathcal{P} \dot{R}_{0}^{-3 K-1}+\frac{1}{W}\left(3 K \tilde{R}_{0}^{-3 K-1}-\frac{1}{\tilde{R}_{0}^{2}}\right)\right\}( \tag{50}
\end{equation*}
$$

and $B_{100}$ is computed using:

$$
\begin{equation*}
B_{I 00}=-\left(\bar{R}_{0}^{2} \dot{\vec{R}}_{100}+2 \bar{R}_{0} \dot{\tilde{R}}_{0} \bar{R}_{100}\right) \tag{51}
\end{equation*}
$$

### 4.2.4 Resolution for $\boldsymbol{j}=1$

We have the same differential system to solve for $\tilde{R}_{f 10}$ and $\tilde{R}_{I 11}$. We just have to replace $\alpha_{1}$ and $\tilde{R}_{I 10}$ by $\alpha_{2}$ and $\tilde{R}_{I 11}$ in the system giving $\tilde{R}_{I 10}$ to obtain the system leadding to $\tilde{R}_{I 11}$.

Resolution for $m=0$ We have to solve the following differential system:

$$
\begin{align*}
& -2 \frac{B_{I 10}}{\dot{R}_{0}^{3}}+2 q \frac{\dot{R}_{I 10}}{\tilde{R}_{0}^{3}}=\dot{\dot{R}}_{I 10}  \tag{52}\\
& \frac{\dot{B}_{I 10}}{\dot{R}_{0}^{2}}+2 \frac{q}{\tilde{R}_{0}^{5}} B_{I 10}-\left(\frac{2 q^{2}}{\dot{R}_{0}^{5}}+\frac{\dot{q}}{\dot{R}_{0}^{2}}\right) \dot{R}_{I 10}+\mu \dot{R}_{0} v_{z} a_{1}=0 \tag{53}
\end{align*}
$$

$\tilde{R}_{I 10}$ is the solution of the linear differential equation:

$$
\begin{align*}
& \tilde{R}_{0} \tilde{\tilde{R}}_{I 10}+3 \dot{\tilde{R}}_{0} \dot{\vec{R}}_{I 10}=2 \mu \tilde{R}_{0} \alpha_{1} v_{x}  \tag{54}\\
& \dot{\tilde{R}}_{I 10}=\frac{1}{\tilde{R}_{0}^{3}} \int_{0}^{t} 2 \mu \tilde{R}_{0}^{3} v_{x} \alpha_{1} d t \tag{55}
\end{align*}
$$

and $B_{110}$ is computed using:

$$
\begin{equation*}
B_{l 10}=-\frac{1}{2} \bar{R}_{0}^{3} \dot{\vec{R}}_{I 10}-\bar{R}_{0}^{2} \dot{\bar{R}}_{0} \tilde{R}_{I 10} \tag{56}
\end{equation*}
$$

Resolution for $m=1 \quad \vec{R}_{I 11}$ and $B_{I 11}$ are computed using:

$$
\begin{align*}
& \dot{\tilde{R}}_{I 11}=\frac{1}{\dot{R}_{0}^{3}} \int_{0}^{t} 2 \mu \dot{E}_{0}^{3} v_{x} \alpha_{2} d t  \tag{57}\\
& B_{I 11}=-\frac{1}{2} \dot{R}_{0}^{3} \dot{\bar{R}}_{I 11}-\bar{R}_{0}^{2} \dot{R}_{0} \tilde{R}_{I 11} \tag{58}
\end{align*}
$$

### 4.2.5 Resolution for $\boldsymbol{j}=\mathbf{2}$

We have the same differential system to soive for $\bar{R}_{I 21}$ and $\bar{R}_{I f}$. As before, to get the system giving $\bar{R}_{I f}$ from the system giving $\bar{R}_{I 21}$, we just have to replace $\alpha_{1}$ by $\frac{2}{3} \alpha_{2}$.

Resolution for $m=1$ We have to solve the following differential system:

$$
\begin{align*}
& -3 \frac{B_{I 21}}{\tilde{R}_{0}^{4}}+2 q \frac{\tilde{R}_{I 00}}{\dot{R}_{0}^{3}}=\dot{\tilde{R}}_{I 21}-\frac{2}{3} \tilde{R}_{0} \alpha_{2}  \tag{59}\\
& \frac{\dot{B}_{I 21}}{\dot{R}_{0}^{3}}+3 \frac{q}{\tilde{R}_{0}^{6}} B_{I 21}-\left(\frac{2 q^{2}}{\tilde{R}_{0}^{5}}+\frac{\dot{q}}{\tilde{R}_{0}^{2}}\right) \tilde{R}_{I 21}-\frac{2 q}{3 \dot{R}_{0}} \alpha_{2}=0 \tag{60}
\end{align*}
$$

$\tilde{R}_{\text {I21 }}$ is the solution of the linear differential equation:

$$
\begin{equation*}
\tilde{R}_{0} \dot{\tilde{R}}_{221}+3 \dot{\bar{R}}_{0} \dot{\bar{R}}_{I 21}-\overline{\bar{R}}_{0} \tilde{R}_{I 21}=\frac{10}{3} \dot{\bar{R}}_{0} \tilde{R}_{0} \alpha_{2}+\frac{2}{3} \bar{R}_{0}^{2} \dot{\alpha}_{2} \tag{61}
\end{equation*}
$$

and $B_{\text {I21 }}$ is computed using:

$$
\begin{equation*}
B_{I 21}=-\frac{\tilde{R}_{0}^{4}}{3} \dot{\tilde{R}}_{I 21}-\frac{2}{3} \tilde{R}_{0}^{3} \dot{\tilde{R}}_{0} \tilde{R}_{I 21}+\frac{2}{9} \dot{R}_{0}^{5} \alpha_{2} \tag{62}
\end{equation*}
$$

Resolution of the coefficient in front of $Y_{f} \quad \tilde{R}_{I f}$ is the solution of the linear differential equation:

$$
\begin{equation*}
\tilde{R}_{0} \overline{\tilde{R}}_{I f}+3 \dot{\tilde{R}}_{0} \dot{\tilde{R}}_{I f}-\dot{\tilde{R}}_{0} \tilde{R}_{I f}=5 \dot{\tilde{R}}_{0} \tilde{R}_{0} \alpha_{1}+\tilde{\vec{R}}_{0}^{2} \dot{\alpha}_{1} \tag{63}
\end{equation*}
$$

and $B_{I f}$ is computed using:

$$
\begin{equation*}
B_{I f}=-\frac{\bar{R}_{0}^{f}}{3} \dot{\bar{R}}_{I f}-\frac{2}{3} \bar{H}_{0}^{3} \dot{\tilde{R}}_{0} \tilde{R}_{I f}+\frac{1}{3} \tilde{R}_{0}^{5} \alpha_{I} \tag{64}
\end{equation*}
$$

The potential and radius at order $\varepsilon$ are:

$$
\begin{align*}
\bar{\phi}_{I}= & \frac{q}{2}+\frac{B_{I 00}}{\bar{r}}+\frac{1}{\bar{r}^{2}}\left(B_{I 10} \cos \theta+B_{I I I} \sin \theta \cos \psi\right)+ \\
& \frac{1}{\tilde{r}^{3}}\left(3 B_{I 21} \sin \theta \cos \theta \cos \psi+B_{I f}\left(\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta\right)\right) \tag{65}
\end{align*}
$$

$$
\begin{align*}
\tilde{R}_{I}= & \bar{R}_{I 00}+\tilde{R}_{I 10} \cos \theta+\bar{R}_{I 11} \sin \theta \cos \psi+3 \bar{R}_{I 21} \sin \theta \cos \theta \cos \psi+ \\
& \tilde{R}_{I J}\left(\sin ^{2} \theta \cos ^{2} \phi-\cos ^{2} \theta\right) \tag{66}
\end{align*}
$$

## 5 Recentring the moving frame

### 5.1 Problem formulation

In this section, we fix the origin of the moving frame in which we caculate the bubble shape to the center of gravity of the bubble. To do so, we introduce a translation velocity $\vec{V}_{t}$ in the primary set of equations: writing $\vec{V}_{e}=\vec{V}_{0}(O, t)+\vec{V}_{t}$, the system to solve is :

$$
\begin{align*}
& \Delta \phi=0  \tag{6i}\\
& \lim _{\infty} \phi=0  \tag{68}\\
&\{\nabla \phi \cdot \vec{r}\}_{b o d y w a l l}=0  \tag{69}\\
&\{\nabla \phi \cdot \vec{r}\}_{r=R}=\frac{\partial R}{\partial t}+\left\{\left[\vec{V}_{0}(O, t)+\vec{V}_{t}-\vec{V}_{0}(r, t)+\vec{\omega} \times O \vec{M}\right] \cdot \vec{n}\right\}_{r=R}  \tag{70}\\
&\left\{\frac{\partial \phi}{\partial t}+\frac{1}{2}(\nabla \phi)^{2}+\left(\vec{V}_{0}(r, t)-\vec{V}_{0}(O, t)-\vec{V}_{t}-\vec{\omega} \times O M\right) \cdot \nabla \phi+\frac{1}{2}\left(V_{0}^{2}(r, t)-V_{0}^{2}(O, t)\right)+\frac{p}{\rho}\right\}_{r=R}=\frac{p_{0}(0, t)}{\rho}(
\end{align*}
$$

If we expand this translation velocity by developing it : $\vec{V}_{t}=\vec{V}_{O}+\varepsilon \vec{V}_{I}+\varepsilon^{2} \vec{V}_{I I}+\ldots$, the system at order 0 just contains $\bar{\phi}_{0}$ and $\tilde{R}_{0}$ which have only spherical deformations. At order 0 , the origin of the frame, moving with the equivalent material point in the flow field is fixed to the center of the bubble. Thus, we shall take $\vec{V}_{0}=0$ and only consider $\vec{V}_{t}$ for order $\epsilon$ and further.

Let us choose a scale for $\vec{V}_{I}$ in order to non-dimmensionnalize the set of equations. If we take $V_{I}=\bar{V}_{I} \cdot \frac{t_{0}}{T_{0}}$, the system at order $e$ becomes :

$$
\begin{align*}
& \vec{V}_{t}=\varepsilon \frac{r_{0}}{\bar{T}_{0}} \cdot \vec{V}_{I}  \tag{72}\\
& \left\{\frac{\partial \tilde{R}_{I}}{\partial \bar{r}}+\dot{R}_{I} \frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{r}^{2}}\right\}_{r_{0}=E_{0}}=\frac{\partial \tilde{R}_{I}}{\partial \bar{t}}-G_{r} \bar{R}_{0}+\left(\overline{\vec{V}}_{I} \cdot \vec{e}_{x}\right) \sin \theta \cos \psi+\left(\overline{\vec{V}}_{I}, \bar{C}_{y}\right) \sin \theta \sin \phi+\left(\overline{\vec{V}}_{I}, \overline{\mathcal{C}}_{z}\right) \cos \theta( \tag{73}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial \bar{\phi}_{I}}{\partial \bar{t}}+\bar{R}_{r} \frac{\partial^{2} \bar{\phi}_{0}}{\partial \tilde{t}_{\dot{t}}}+\frac{\partial \bar{\phi}_{I}}{\partial \bar{T}} \frac{\partial \bar{\phi}_{0}}{\partial \bar{T}}+\tilde{R}_{I} \frac{\partial \bar{\phi}_{0}}{\partial \bar{T}} \frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{F}^{2}}+\tilde{E}_{0} G_{r} \frac{\partial \bar{\phi}_{0}}{\partial \bar{T}}+\mu v_{z}(t) \tilde{R}_{0} F \\
& \left.-\frac{\partial \bar{\phi}_{0}}{\partial \bar{T}}\left(\left(\tilde{V}_{I}, \vec{C}_{x}\right) \sin \theta \cos \psi+\left(\overline{\vec{V}}_{I} \cdot \vec{C}_{y}\right) \sin \theta \sin \psi+\tilde{\vec{V}}_{I} \cdot \bar{C}_{x}\right) \cos \theta\right)=3 k P \dot{R}_{I} \tilde{R}_{0}^{-3 k-1} \tag{74}
\end{align*}
$$

if we neglect the surface tension.
Let us write the condition for the origin of the frame to be at the center of the bubble.

### 5.2 Conditions on the value of $\bar{R}_{I}$

If $O$ is the center of the bubble, then

$$
\begin{equation*}
\iiint_{\text {bubble }} \overline{\vec{F}} d \Omega=0 \tag{75}
\end{equation*}
$$

with : $\overrightarrow{\vec{r}}=\left(\bar{R}_{0}(t)+c \bar{R}_{I}(\theta, \psi, t)+c^{2} \bar{R}_{I I}\right) \vec{e}_{r}$
Expressing this condition :

$$
\begin{equation*}
\iiint_{b u b d e} \tilde{\vec{r}} d \Omega=\iint_{\text {bebde }} \frac{1}{4}\left(\tilde{R}_{0}+\varepsilon \tilde{R}_{I}\right)^{4} \sin \theta \vec{e}_{r} d \theta d \phi \tag{76}
\end{equation*}
$$

At order $c, \frac{1}{4}\left(\tilde{R}_{0}+\varepsilon \tilde{R}_{I}\right)^{4}=\frac{1}{4} \tilde{k}_{0}^{1}+c \tilde{E}_{0}^{3} \tilde{R}_{I}+O\left(c^{2}\right)$
Thus, the condition has to be written, at order $c$ :

$$
\begin{equation*}
\iint_{\text {Cubble }} \bar{R}_{0}^{3} \tilde{R}_{I} \sin \theta \bar{e}_{r} d \theta d \phi=0 \tag{77}
\end{equation*}
$$

Recalling that

$$
\begin{align*}
& \tilde{R}_{I}=\tilde{R}_{I 00}+\tilde{R}_{I 10} \cos \theta+\tilde{R}_{I 11} \sin \theta \cos \psi+3 \tilde{R}_{I 21} \sin \theta \cos \theta \cos \psi+\tilde{R}_{I f}\left(\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta\right)(78) \\
& \vec{e}_{T}(\theta, \phi)=\cos \theta \vec{e}_{z}+\sin \theta \cos \psi \vec{e}_{z}+\sin \theta \sin \psi \vec{e}_{y} \tag{79}
\end{align*}
$$

we obtain the condition, at order e (taking into account the symmetries of the problem ):

$$
\begin{equation*}
\tilde{\boldsymbol{R}}_{I 11}=\tilde{\boldsymbol{R}}_{r 10}=0 \tag{80}
\end{equation*}
$$

### 5.3 Calculation of the translation velocity


If we re-write the projection of the system on the spherical harmonics, we have now the new linear system :

$$
\begin{align*}
& -\frac{j+1}{\bar{R}_{0}^{j+2}} B_{I j m} Y_{I j m}+\frac{2 q}{\bar{R}_{0}^{3}} \tilde{R}_{I j m} Y_{j m}=\overline{\dot{R}}_{I j m} Y_{j m}-\frac{2}{3} \bar{R}_{0} \alpha_{2} Y_{21}+\alpha_{1} \tilde{R}_{0}\left(Y_{20}-\frac{Y_{22}}{6}\right)+  \tag{81}\\
& \bar{V}_{I x} Y_{I 1}+\bar{V}_{I z} Y_{10}+\bar{V}_{l y} \sin \theta \sin \psi \\
& \frac{\dot{q}}{2} Y_{00}+\frac{\dot{B}_{I j m}}{\tilde{R}_{0}^{j+1}} Y_{j m}-\frac{\dot{q}}{\bar{R}_{0}^{2}} \tilde{R}_{l j m} Y_{j m}+(j+1) \frac{q}{\bar{R}_{0}^{j+4}} B_{I j m} Y_{j m}-2 \frac{q^{2}}{\tilde{R}_{0}^{5}} \bar{R}_{I j m}-\frac{2}{3 \bar{R}_{0}} q \alpha_{2} Y_{21}-(82)  \tag{82}\\
& \frac{q}{\tilde{R}_{0}} \alpha_{1}\left(-Y_{20}+\frac{Y_{22}}{6}\right)+\mu \bar{R}_{0} v_{x}(t)\left(\alpha_{1} Y_{11}+\alpha_{2} Y_{10}\right)+\frac{q}{\bar{R}_{0}^{2}}\left(\bar{V}_{I x} Y_{11}+\bar{V}_{I x} Y_{10}+\bar{V}_{l y} \sin \theta \sin \psi\right)= \\
& 3 \dot{R}_{l 00} Y_{00} k P \bar{R}_{0}^{-3 k-1}
\end{align*}
$$

As no term of the development contains spherical harmonics in $\sin \psi$, we may immediately deduce : $V_{I y}=0$.
We re-obtain the same system for $j=0, m=0 ; j=2, m=0,1,2$. For $j=1$, the system is different, because of the condition $\tilde{\boldsymbol{R}}_{110}=\tilde{\boldsymbol{R}}_{111}=0$. For $j=1$, the two linear systems are transformed into:
$m=0$

$$
\begin{align*}
& \frac{\dot{B}_{I 10}}{\dot{R}_{0}^{2}}+2 \frac{q}{\dot{R}_{0}^{5}} B_{I 10}+\mu \bar{R}_{0} \alpha_{I} v_{x}+\frac{q}{\bar{R}_{0}^{3}} \dot{V}_{I z}=0  \tag{83}\\
& -\frac{2}{\dot{R}_{0}^{3}} B_{I 10}=\bar{V}_{I z} \tag{84}
\end{align*}
$$

which gives:

$$
\bar{V}_{I_{z}}=\frac{2 \mu}{\bar{B}_{0}^{3}} \int_{0}^{i} \dot{H}_{0}^{3} \alpha_{1} v_{x} d \tilde{t}
$$

$\mathrm{m}=1$

$$
\begin{equation*}
\frac{\dot{B}_{I 11}}{\bar{R}_{0}^{2}}+2 \frac{q}{\dot{R}_{0}^{3}} B_{I 11}+\mu \bar{R}_{0} \alpha_{2} v_{x}+\frac{q}{\tilde{R}_{0}^{2}} \bar{V}_{l x}=0 \tag{85}
\end{equation*}
$$

$$
\begin{equation*}
-\frac{2}{\tilde{B}_{0}^{3}} B_{I 11}=\bar{V}_{l s} \tag{86}
\end{equation*}
$$

which gives:

$$
\tilde{V}_{I x}=\frac{2 \mu}{\tilde{R}_{0}^{3}} \int_{0}^{\bar{i}} \vec{R}_{0}^{3} \alpha_{2} v_{x} d \bar{t}
$$

## 6 Streamlines

The purpose of this section is to show that the most convenient way to draw streamlines in 3-D problems is to use Euler's method. We will apply it, afterwards, to the flow we are studying (including the bubble).

### 6.1 2-D problem

In two dimensions, the most convenient way to draw streamlines is to introduce a streamfunction defined by the system :

$$
\begin{align*}
& \frac{\partial \phi}{\partial x}=-\frac{\partial \psi}{\partial y} \\
& \frac{\partial \phi}{\partial y}=\frac{\partial \psi}{\partial x} \tag{87}
\end{align*}
$$

Along a line such as $\psi(x, y)=$ constant, we have:

$$
f(x, y)=\psi(x, y)-\text { constant }=0
$$

which gives :

$$
\nabla f=\left[\begin{array}{l}
\frac{\partial f}{\partial z}=-\frac{\partial \phi}{\partial z} \\
\frac{\partial f}{\partial y}=\frac{\partial f}{\partial z}
\end{array}\right.
$$

That is to say, the normal to the line at each point is normal to the velocity of the point in the flow field. In other terms, tangentes to points on lines such as $\psi(x, y)=$ constant are equal to velocities. Thus, these lines are streamlines.
Let us remark that such a definition is made mathematically consistent by the fact that $\nabla^{\mathbf{2}} \phi=0$. (To define a stream-function, we shall have :

$$
\frac{\partial^{2} \psi}{\partial z \partial y}=\frac{\partial^{2} \psi}{\partial y \partial z}
$$

This condition, in terms of $\phi$ is equivalent to $\nabla^{2} \phi=0$ )

### 6.2 3-D problem

In three dimensions, let us show that the previously described kind of approach is not applicable :
If the problem has no special symmetry (plane of symmetry, axis of symmetry), it is not possible to exhibit a stream-function : let us suppose an equation such as $\psi(x, y, z)=0$, this equation gives a surface and no line (except in the unlikely case of degeneracy).
Thus, it is not consistent to try to describe a streamline by such an equation in most general cases.
Let us assume the flow field to have a plane of symmetry. Let $z=0$ be this plane. In this plane, we have :

$$
\frac{\partial \phi}{\partial z}=0
$$

A stream-line beginning with a starting point belonging to the plane must belong to the plane. Thus, in the plane (Oay), we may describe this curve as :

$$
f(x, y)=0
$$

All the stream-lines belonging to the plane of symmetry may be described by $\psi(x, y)=$ constant, where the constant depends on the starting point.
The condition on this 2-D stream-function to fit the problem is that its gradient is perpendicular to the velocity :

$$
\begin{align*}
& \frac{\partial \phi}{\partial x}=-k(x, y) \cdot \frac{\partial \phi}{\partial y}  \tag{88}\\
& \frac{\partial \psi}{\partial y}=k(x, y) \cdot \frac{\partial \phi}{\partial x} \tag{89}
\end{align*}
$$

Trying to solve the problem in the same terms as a 2-D problem leads to:

$$
\begin{align*}
& \frac{\partial \psi}{\partial x}=-\frac{\partial \phi}{\partial y}  \tag{90}\\
& \frac{\partial \psi}{\partial y}=\frac{\partial \phi}{\partial x} \tag{91}
\end{align*}
$$

and the consistency condition :

$$
\frac{\partial^{2} \psi}{\partial x \partial y}=\frac{\partial^{2} \psi}{\partial y \partial x}
$$

leads to：

$$
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0
$$

which is not valid in most cases，since

$$
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}+\frac{\partial^{2} \phi}{\partial z^{2}}=0
$$

Thus，we must introduce a coefficient $k(x, y)$ in the system（90）－（91），which gives the system （88）－（89）．

To have the superposition property，we shall impose that $\nabla^{2} \psi=0$ ．（This is obviously respected in the 2－D calculations）．Let us figure out this condition：

$$
\begin{align*}
& \frac{\partial^{2} \psi}{\partial x^{2}}=k(x, y) \cdot\left(-\frac{\partial^{2} \phi}{\partial x \partial y}\right)-\frac{\partial \phi}{\partial y} \cdot \frac{\partial k}{\partial z} \\
& \frac{\partial^{2} \psi}{\partial y^{2}}=k(x, y) \cdot\left(\frac{\partial^{2} \phi}{\partial x \partial y}\right)+\frac{\partial \phi}{\partial x} \cdot \frac{\partial k}{\partial y} \tag{92}
\end{align*}
$$

As we have imposed $\nabla^{\boldsymbol{2}} \psi=0$ ，this gives ：

$$
-\frac{\partial \phi}{\partial y} \cdot \frac{\partial k}{\partial x}+\frac{\partial \phi}{\partial x} \cdot \frac{\partial k}{\partial y}=0
$$

which is：$\left[\begin{array}{l}\alpha \cdot \frac{\partial \phi}{\partial z}=\frac{\partial k}{\partial ⿸ 厂 ⿱ 丷 天} \\ \alpha \cdot \frac{\partial z}{\partial y}=\frac{\partial k}{\partial x}\end{array}\right.$ where $\alpha$ is a proportionnality coefficient，not depending on position． The mathematical consistency condition may then be expressed as ：

$$
\begin{align*}
& \frac{\partial^{2} \psi}{\partial x \partial y}=-k(x, y) \cdot \frac{\partial^{2} \phi}{\partial y^{2}}-\alpha\left(\frac{\partial \phi}{\partial y}\right)^{2} \\
& \frac{\partial^{2} \psi}{\partial x \partial y}=k(x, y) \cdot \frac{\partial^{2} \phi}{\partial x^{2}}+\alpha\left(\frac{\partial \phi}{\partial x}\right)^{2} \tag{93}
\end{align*}
$$

which leads to ：

$$
k(x, y) \cdot\left(\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}\right)=-\alpha\left(\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}\right)
$$

We know that $\boldsymbol{\nabla}^{\mathbf{2}} \boldsymbol{\phi}=0$ ，therefore，we must have：

$$
k(x, y) \cdot \frac{\partial^{2} \phi}{\partial z^{2}}=\alpha\left(\left(\frac{\partial \phi}{\partial z}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}\right)
$$

From :

$$
\begin{align*}
& \frac{\partial k}{\partial x}=\alpha \frac{\partial \phi}{\partial x} \\
& \frac{\partial k}{\partial y}=\alpha \frac{\partial \phi}{\partial y} \tag{94}
\end{align*}
$$

we get: $k=\alpha \phi+\beta$; then :

$$
(\alpha \phi+\beta) \frac{\partial^{2} \phi}{\partial z^{2}}=\alpha\left(\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}\right)
$$

which leads to :

$$
\left[-\phi \cdot \frac{\partial^{2} \phi}{\partial z^{2}}+\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}\right] \frac{1}{\frac{\partial^{2} \phi}{\partial z^{2}}}=\text { constant }
$$

This condition is not always respected for any kind of potential one can take (respective of the plane symmetry condition).

If we just try to solve the problem for each case separately, the approach is exactly the same, but, the single condition to remain is the mathematical consistency one :

$$
k(x, y) \cdot \frac{\partial^{2} \phi}{\partial z^{2}}=\frac{\partial \phi}{\partial y} \cdot \frac{\partial k}{\partial y}+\frac{\partial \phi}{\partial x} \cdot \frac{\partial k}{\partial x}
$$

Therefore, to find out the streamline we are looking for, we have to compute the following system:

$$
\begin{aligned}
k(x, y)\left(\frac{\partial^{2} \phi}{\partial x^{2}}\right)_{x=0} & =\frac{\partial \phi}{\partial y} \frac{\partial k}{\partial y}+\frac{\partial \phi}{\partial z} \frac{\partial k}{\partial z} \\
\frac{\partial \psi}{\partial x} & =-k(x, y) \cdot \frac{\partial \phi}{\partial y} \\
\frac{\partial \psi}{\partial y} & =k(x, y) \cdot \frac{\partial \phi}{\partial z}
\end{aligned}
$$

and, afterwards, to solve the equation : $\phi(x, y)=$ constant
This system is more complicated to solve numerically than the implementation of Euler's method, that is to say, at a given instant, to start from a chosen point in the field and to find out the next point of the streamline by expressing the fact that the streamline from one point to the next is equal to the velocity given by the flow field on this little atep of space.

### 6.3 Results

The pictures show streamlines calculated by Euler's method, at order $\varepsilon$ in both cases of a growing bubble and a collapsing bubble.

7 Inner problem at order $\boldsymbol{\varepsilon}^{\mathbf{2}}$

### 7.1 Terms of order $\boldsymbol{c}^{2}$

We need the terms of order $\varepsilon^{\mathbf{2}}$ for the following expressions :

$$
\begin{aligned}
& \frac{\partial \bar{\phi}}{\partial \bar{r}}: \frac{\partial \bar{\phi}_{I I}}{\partial \tilde{r}}+\bar{R}_{i} \frac{\partial^{2} \bar{\phi}_{I}}{\partial \bar{r}^{2}}+\bar{R}_{I I} \frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{T}^{2}}+\frac{1}{2} \bar{R}_{i}^{t} \frac{\partial^{3} \bar{\phi}_{0}}{\partial \bar{r}^{3}} \\
& -\frac{1}{\tilde{R}^{2}} \frac{\partial \tilde{\phi}}{\partial \theta} \frac{\partial \bar{R}}{\partial \theta}:-\frac{1}{\vec{R}_{0}^{2}} \frac{\partial \bar{\phi}_{I}}{\partial \theta} \frac{\partial \tilde{R}_{I}}{\partial \theta} \\
& -\frac{1}{\bar{R}^{2} \sin ^{2} \theta} \frac{\partial \tilde{\phi}}{\partial \psi} \frac{\partial \tilde{R}}{\partial \phi}:-\frac{1}{\tilde{R}_{0}^{2} \sin ^{2} \theta} \frac{\partial \bar{\phi}_{I}}{\partial \psi} \frac{\partial \tilde{R}_{I}}{\partial \psi} \\
& \left(\vec{V}_{e}-\vec{V}_{O}\right) \cdot \vec{n}:-\frac{1}{2} \tilde{R}_{0}^{2} H_{r}-G_{r} \tilde{R}_{I}-G_{0} \frac{\partial \tilde{R}_{I}}{\partial \theta}-\frac{G_{\phi}}{\sin \theta} \frac{\partial \tilde{R}_{I}}{\partial \psi} \\
& -\frac{1}{\vec{R}_{0}} \frac{\partial \tilde{R}_{I}}{\partial \theta} \tilde{\vec{V}}_{I} \cdot \vec{e}_{\theta}-\frac{1}{\vec{R}_{0} \sin \theta} \bar{V}_{I} \cdot \vec{e}_{\psi}+\overline{\vec{V}}_{I I} \cdot \vec{e}_{r} \\
& -(\vec{\omega} \times O \vec{M}) \cdot \vec{n}: \bar{\omega}\left(\cos \psi \frac{\partial \tilde{R}_{I}}{\partial \theta}-\frac{\sin \psi \cos \theta}{\sin \theta} \frac{\partial \tilde{R}_{I}}{\partial \psi}\right) \\
& \frac{\partial \bar{\phi}}{\partial \bar{t}}: \frac{\partial \dot{\phi}_{I I}}{\partial \bar{t}}+\tilde{R}_{I} \frac{\partial^{2} \bar{\phi}_{I}}{\partial \tilde{t} \theta \bar{T}}+\tilde{R}_{I I} \frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{t} \partial \bar{T}}+\frac{1}{2} \bar{R}_{I}^{2} \frac{\partial^{3} \bar{\phi}_{0}}{\partial \bar{t} \theta \bar{T}^{2}} \\
& \frac{1}{2}\left(\frac{\partial \bar{\phi}}{\partial \bar{T}}\right)^{2}: \frac{\partial \bar{\phi}_{0}}{\partial \vec{F}}\left(\frac{\partial \bar{\phi}_{I I}}{\partial \bar{T}}+\bar{R}_{I} \frac{\partial^{2} \bar{\phi}_{I}}{\partial \bar{r}^{2}}+\bar{R}_{I I} \frac{\partial^{2} \bar{\phi}_{0}}{\partial F^{2}}+\frac{1}{2} \tilde{R}^{2} \frac{\partial^{3} \bar{\phi}_{0}}{\partial \bar{r}^{3}}\right)+ \\
& \frac{1}{2}\left(\frac{\partial \bar{\phi}_{I}}{\partial \bar{T}}\right)^{2}+\frac{1}{2} \tilde{R}_{T}^{2}\left(\frac{\partial^{2} \bar{\phi}_{0}}{\partial \tilde{F}^{2}}\right)^{2}+\bar{R}_{r} \frac{\partial \tilde{\phi}_{I}}{\partial \bar{T}} \cdot \frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{F}^{2}} \\
& \frac{1}{2 \vec{R}^{2}}\left(\frac{\partial \ddot{\phi}}{\partial \theta}\right)^{2}: \frac{1}{2 \bar{R}_{0}^{2}}\left(\frac{\partial \bar{\phi}_{I}}{\partial \theta}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{1}{2 \bar{R}^{2} \sin ^{2} \theta}\left(\frac{\partial \bar{\phi}}{\partial \psi}\right)^{2}: \frac{1}{2 \bar{R}_{\sigma}^{2} \sin ^{2} \theta}\left(\frac{\partial \bar{\phi}_{I}}{\partial \psi}\right)^{2} \\
& \left(\vec{V}_{O}-\vec{V}_{a}\right) \cdot \nabla \bar{\phi}: \frac{1}{2} \bar{R}_{0}^{2} H_{r} \frac{\partial \tilde{\phi}_{0}}{\partial \bar{r}}+G_{r}\left(\dot{R}_{I} \frac{\partial \tilde{\phi}_{0}}{\partial \bar{r}}+\bar{R}_{0} \frac{\partial \bar{\phi}_{I}}{\partial \bar{r}}\right)+G_{\rho} \frac{\partial \tilde{\phi}_{I}}{\partial \theta}+G_{\phi} \frac{\partial \bar{\phi}_{I}}{\partial \dot{\psi}} \\
& -\overline{\vec{V}}_{I} \cdot \vec{e}_{r} \frac{\partial \bar{\phi}_{I}}{\partial \bar{r}_{r}}-\overline{\vec{V}}_{I I} \cdot \vec{e}_{r} \frac{\partial \bar{\phi}_{0}}{\partial \bar{r}} \\
& \frac{1}{2}\left(V_{O}^{2}-V_{O}^{2}(O, t)\right): \mu v_{x}(t) \tilde{R}_{I}\left(\alpha_{2} \cos \theta+\alpha_{1} \sin \theta \cos \psi\right)+\tilde{R}_{0}^{2}\left(G_{r}^{2}+G_{\theta}^{2}+\psi^{2}\right) \\
& +\frac{1}{2} \mu v_{x}(t) \tilde{R}_{0}^{2}\left(\gamma_{2} \cos ^{2} \theta+\gamma_{3} \sin \theta \cos \theta \cos \psi\right) \\
& \tilde{\omega} \times O \bar{M} \cdot \nabla \tilde{\phi}: \bar{\omega}\left(\cos \psi \frac{\partial \bar{\phi}_{I}}{\partial \theta}-\frac{\sin \psi \cos \theta}{\sin \theta} \frac{\partial \bar{\phi}_{l}}{\partial \psi}\right)
\end{aligned}
$$

### 7.2 Problem formulation

As before, the problem is described by the following system :

$$
\begin{align*}
\nabla^{2} \phi_{2} & =0  \tag{95}\\
\frac{\partial \bar{\phi}_{I I}}{\partial \tilde{r}}+A \cdot \tilde{R}_{I I}-\frac{\partial \bar{R}_{I I}}{\partial \tilde{t}^{2}} & =B  \tag{96}\\
\frac{\partial \bar{\phi}_{I I}}{\partial \tilde{t}}+C \cdot \tilde{R}_{I I}+D \cdot \frac{\partial \bar{\phi}_{I I}}{\partial \tilde{r}} & =E \tag{97}
\end{align*}
$$

where the $\varepsilon^{2}$ order unknowns are $\bar{\phi}_{I I}$ and $\tilde{R}_{I I} . A, B, C, D$ and $E$ are functions depending on time and on position for $C, E, D$; given directly by the asymptotic expansions of the primary system.
If we work out the values of these coefficients, we obtain :

$$
\begin{aligned}
& A=\frac{\partial^{2} \tilde{\phi}_{0}}{\partial \bar{r}^{2}} \\
& B=-\tilde{R}_{I} \frac{\partial^{2} \tilde{\phi}_{I}}{\partial \tilde{f}^{2}}-\frac{\bar{R}_{I}^{2}}{2} \frac{\partial^{3} \bar{\phi}_{0}}{\partial \bar{r}^{3}}+\frac{1}{\tilde{R}_{0}^{2}} \frac{\partial \bar{\phi}_{I}}{\partial \theta} \frac{\partial \tilde{R}_{I}}{\partial \theta}+\frac{1}{\vec{R}_{0}^{2} \sin ^{2} \theta} \frac{\partial \bar{\phi}_{I}}{\partial \phi} \frac{\partial \tilde{R}_{I}}{\partial \psi}-\frac{\bar{R}_{0}^{2}}{2} H_{r}-G_{r} \bar{R}_{I} \\
& +G_{\theta} \frac{\partial \bar{R}_{I}}{\partial \theta}+\frac{G_{\psi}}{\sin \theta} \frac{\partial \tilde{R}_{I}}{\partial \psi}-\bar{\omega}\left(\cos \psi \frac{\partial \bar{R}_{I}}{\partial \theta}-\sin \psi \frac{\cos \theta}{\sin \theta} \frac{\partial \bar{R}_{I}}{\partial \phi}\right) \\
& -\frac{1}{\vec{R}_{0}} \frac{\partial \tilde{R}_{I}}{\partial \theta} \tilde{\vec{V}}_{I} \cdot \vec{e}_{\theta}-\frac{1}{\vec{R}_{0} \sin \theta} \frac{\partial \tilde{R}_{I}}{\partial \psi} \bar{V}_{I}, \vec{e}_{\psi}+\overline{\vec{V}}_{I I} \cdot \vec{e}_{r} \\
& C=\frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{t} \bar{q}_{\bar{r}}}+\frac{\partial \bar{\phi}_{0}}{\partial \bar{r}} \frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{r}^{2}} \\
& D=\frac{\partial \bar{\phi}_{0}}{\partial \bar{r}}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{\tilde{R}_{l}^{2}}{2}\left(\frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{r}^{2}}\right)^{2}-\tilde{R}_{I} \frac{\partial \bar{\phi}_{I}}{\partial \bar{r}} \frac{\partial^{2} \bar{\phi}_{0}}{\partial \bar{r}^{2}}-\frac{1}{2 \bar{R}_{0}^{2}}\left(\left(\frac{\partial \bar{\phi}_{I}}{\partial \theta}\right)^{2}-\frac{1}{\sin ^{2} \theta}\left(\frac{\partial \bar{\phi}_{I}}{\partial \psi}\right)^{2}\right) \\
& -G_{r}\left(\bar{R}_{I} \frac{\partial \bar{\phi}_{0}}{\partial \bar{r}}+\bar{R}_{0} \frac{\partial \bar{\phi}_{I}}{\partial \bar{r}_{r}}\right)-G_{e} \frac{\partial \bar{\phi}_{I}}{\partial \theta}-\frac{G_{\psi}}{\sin \theta} \frac{\partial \bar{\phi}_{I}}{\partial \psi} \\
& -\mu v_{x}(t) \tilde{R}_{I}\left(\alpha_{2} \cos \theta+\alpha_{1} \sin \theta \cos \psi\right)-\tilde{R}_{0}^{2}\left(G_{r}^{2}+G_{\theta}^{2}+G_{\psi}^{2}\right) \\
& -\frac{\mu}{2} v_{x}(t) \bar{R}_{0}^{2}\left(\gamma_{1} \cos ^{2} \theta+\gamma_{3} \sin \theta \cos \theta \cos \psi\right) \\
& +\tilde{\omega}\left(\cos \psi \frac{\partial \dot{\phi}_{I}}{\partial \theta}-\sin \psi \frac{\cos \theta}{\sin \theta} \frac{\partial \bar{\phi}_{I}}{\partial \psi}\right)+3 k P\left(\bar{R}_{0}^{-3 k-1} \tilde{R}_{I I 00}+\ldots .\right) \\
& +\tilde{\vec{V}}_{I} \cdot \vec{e}_{r} \frac{\partial \dot{\phi}_{I}}{\partial \vec{r}}+\tilde{\vec{V}}_{I I} \cdot \vec{e}_{\mathrm{r}} \frac{\partial \tilde{\phi}_{0}}{\partial \tilde{r}_{r}}
\end{aligned}
$$

### 7.3 Inner problem expansion on spherical harmonics

The matching condition of the inner and the outer problems enables us to limitate the development of $\bar{\phi}_{I I}$ on spherical harmonics. The outer problem's solution at order $\epsilon$ is like:

$$
\bar{\phi}_{I}=K\left(\frac{1}{\overline{\boldsymbol{r}}}+\frac{1}{\overline{\bar{F}^{\prime}}}\right)+L(\overrightarrow{\boldsymbol{r}}) \quad K \text { is a constant to be determined }
$$

In equation (32), we can replace $\bar{\phi}_{I}$ by its value:

$$
\bar{\phi}_{I}=\frac{q}{2}+\frac{B_{I 00}}{\bar{r}}+\ldots
$$

Thus:

$$
B_{I 00}+\frac{r}{l_{0}} \bar{\phi}_{I I}\left(\frac{r}{r_{0}}\right)+O\left(\varepsilon \frac{r}{r_{0}}\right)=K\left(1+\frac{1}{2} \frac{r}{l_{0}}\right)+\frac{q}{4} \frac{r^{2}}{r_{0} l_{0}} \cos \theta+L \frac{r}{l_{0}}
$$

We can take $\frac{r^{2}}{\varphi_{0} r_{0}}=\overline{T r} \bar{T}<1$, term which shall appear with $\bar{\phi}_{I I}$. Finally $K=B_{100}$.

$$
\begin{aligned}
& \bar{\phi}_{I I}\left(\frac{r}{r_{0}}\right)+O(\varepsilon)=\frac{B_{I 00}}{2}+L+\frac{q}{4} \frac{r}{r_{0}} \cos \theta+O\left(\frac{r^{2}}{r_{0} l_{0}}\right) \\
& \Rightarrow \lim _{\tilde{r} \rightarrow \infty}\left(\bar{\phi}_{I I}(\bar{r})-\frac{B_{I 00}}{2}-L-\frac{q}{4} \tilde{r} \cos \theta\right)=0
\end{aligned}
$$

Therefore, we shall use the following development on spherical harmonics :

$$
\begin{equation*}
\bar{\phi}_{I I}(\overline{\tilde{r}}, \hat{t})=\frac{B_{I 00}(\hat{t})}{2}+L+\frac{q(\bar{t})}{4} \tilde{r} \cos \theta+\sum B_{I I j m}(\hat{t}) \frac{Y_{j m}}{\overline{\boldsymbol{j}}+1} \tag{98}
\end{equation*}
$$

In the same way, we are going to develop $\bar{R}_{I I}$ as:

$$
\begin{equation*}
\tilde{R}_{I I}=\sum \tilde{R}_{I I j m}(\bar{t}) Y_{j m} \tag{99}
\end{equation*}
$$

### 7.4 Resolution of the problem

Using developments (98) and (99) found in section before, we now can work out system (96) and (97) in terms of the independent spherical harmonics $Y_{j m}$ :

$$
\begin{align*}
& \frac{q}{4} Y_{10}-\sum \frac{(j+1)}{\bar{r} j+2} B_{I I j m} Y_{j m}+A \sum R_{I I j m} Y_{j m}-\sum \dot{R}_{j m} Y_{j m}=\sum B_{j m} Y_{j m}  \tag{100}\\
& \frac{\dot{B}_{I 00}}{2}+\frac{\dot{q}}{4} \tilde{r} \cos \theta+\sum \frac{1}{\bar{r} j+1} \dot{B}_{I I j m} Y_{j m}+C \sum R_{I I j m} Y_{j m}  \tag{101}\\
& -D\left(\frac{q}{4} Y_{10}-\sum \frac{(j+1)}{\tilde{r}^{j+2}} B_{I I j m} Y_{j m}\right)=\sum E_{j m} Y_{j m}
\end{align*}
$$

We have developed the previous equations respective of the fact that :

$$
A=A_{00}(\bar{t}) Y_{00} ; C=C_{00}(\tilde{r}, \bar{t}) Y_{00} ; D=D_{00}(\bar{r}, \bar{t}) Y_{00}
$$

from (100), we get an expression for $\dot{B}_{I I j m}$ :

$$
\dot{B}_{I I j m}=-\frac{\bar{R}_{0}^{j+2}}{j+1}\left(\dot{B}_{j m}+\tilde{\tilde{R}}_{I I j m}-\dot{A} \tilde{R}_{I I j m}-A \dot{\tilde{R}}_{I I j m}\right)-\frac{j+2}{j+1} \dot{R}_{0} \tilde{R}_{0}^{j+1}\left(B_{j m}+\dot{\bar{R}}_{I I j m}-A \tilde{R}_{I I j m}\right)(102)
$$

Then, we can replace $\dot{B}_{I I j m}$ by its value in equation (101) to obtain a second-order in time differential equation on coefficients $\tilde{R}_{I l j m}$ :

$$
\begin{align*}
& \dot{\bar{R}}_{I I j m}\left(-\frac{\tilde{R}_{0}}{j+1}\right)+\dot{\bar{R}}_{I I j m}\left(A \frac{\bar{R}_{0}}{j+1}-\frac{j+2}{j+1} \dot{\vec{R}}_{0}-D\right)  \tag{103}\\
& +\tilde{R}_{I I j m}\left(\dot{A} \frac{\tilde{R}_{0}}{j+1}+\frac{j+2}{j+1} A \dot{\tilde{R}}_{0}+C+A D\right)=E_{j m}+D B_{j m}+\frac{j+2}{j+1} \dot{R}_{0} B_{j m}+\frac{\bar{R}_{0}}{j+1} \dot{B}_{j m}
\end{align*}
$$

for $(j, m)=(0,0)$ and $(j, m)=(1,0)$, the second member of the previous equation has to be completed by the following additional terms:

$$
\begin{aligned}
& (j, m)=(1,0):-\frac{3}{8} q \dot{\bar{R}}_{0}-\frac{3}{8} \dot{q} \bar{R}_{0} \\
& (j, m)=(0,0):-\frac{\dot{B}_{I 00}}{2}+(3 k P) \bar{R}_{0}^{-3 k-2}\left(1-\frac{3 k(k+1)}{2}\right)\left(\tilde{R}_{I 00}^{2}+\frac{1}{3} \tilde{R}_{I 10}^{2}+\frac{2}{3} \bar{R}_{I 11}^{2}+\frac{6}{5} \dot{R}_{I 21}^{2}+\frac{1}{3} \tilde{R}_{I f}^{2}\right)
\end{aligned}
$$

The calculation of the differential equation coefficients gives :

$$
A=-2 \frac{\dot{\dot{R}_{0}}}{\frac{R_{0}}{}}
$$

$$
\begin{aligned}
\frac{d A}{d \vec{t}} & =2 \frac{\dot{\vec{R}}_{0}^{2}}{\tilde{R}_{0}^{2}}-2 \frac{\tilde{R}_{0}}{\tilde{R}_{0}} \\
C & =\tilde{R}_{0} \\
D & =\dot{R}_{0}
\end{aligned}
$$

We now can sum-up these results by the following differential equation:

$$
\begin{equation*}
C_{0}(j) \dot{\tilde{R}}_{I I j m}+C_{1}(j) \dot{\tilde{R}}_{I I j m}+C_{2}(j) \dot{R}_{I I j m}=E_{j m}+C_{3}(j) B_{j m}+C_{4}(j) \dot{B}_{j m} \tag{104}
\end{equation*}
$$

at which we add the following terms, in both cases $(j, m)=(0,0)$ and $(j, m)=(1,0)$ :

$$
\begin{aligned}
& (j, m)=(0,0):-\frac{\dot{B}_{I 00}}{2}+(3 k P) \tilde{R}_{0}^{-3 k-2}\left(1-\frac{3 k(k+1)}{2}\right)\left(\tilde{R}_{I 00}^{2}+\frac{1}{3} \tilde{R}_{I 10}^{2}+\frac{2}{3} \tilde{R}_{I 11}^{2}+\frac{6}{5} \tilde{R}_{I 21}^{2}+\frac{1}{3} \bar{R}_{I f}^{2}\right) \\
& (j, m)=(1,0): \frac{9}{8} \bar{R}_{0}^{2} \dot{\bar{R}}_{0}^{2}+\frac{3}{8} \dot{R}_{0}^{3} \overline{\mathcal{R}}_{0}
\end{aligned}
$$

The coefficients $C_{i}(j)$ are given by the following array :

| j | $C_{0}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $-\bar{R}_{0}$ | $-5 \dot{\underline{R}}_{0}$ | $-\vec{E}_{0}^{\prime}-4 \frac{\dot{R}_{0}^{2}}{\dot{R}_{n}}-3 k P \dot{R}_{0}^{-3 k-1}$ | $3 \dot{\dot{R}_{0}}$ | $\dot{R}_{0}$ |
| 1 | - $\frac{R_{0}}{2}$ | $-\frac{7}{2} \dot{\bar{R}}_{0}$ | $-4 \frac{\dot{\delta}_{0}^{2}}{k_{0}^{2}}$ | $\frac{5}{2} \dot{R}_{0}$ | $\frac{1}{2} \bar{L}_{0}$ |
| 2 | - $\frac{R_{0}}{3}$ | $-\frac{11}{4} \dot{R}_{0}$ | $\frac{1}{3} \overline{\tilde{R}}_{0}-4 \frac{\dot{R}_{0}^{2}}{R_{0}^{2}}$ | ${ }_{3}^{\frac{7}{3} \dot{E}_{0}}$ | $\frac{1}{3} \bar{L}_{0}$ |
| 3 | - $\frac{B_{0}}{4}$ | $-\frac{11}{4} \dot{\vec{R}}_{0}$ | $\frac{1}{2} \overline{\tilde{R}}_{0}-4 \frac{\dot{R}_{0}^{2}}{\hat{R}_{0}}$ | $\frac{9}{4} \overline{\underline{R}}_{0}$ | ${ }_{4}^{1} \bar{R}_{0}$ |
| 4 | - $\frac{R_{0}}{5}$ | $-\frac{13}{5} \dot{\vec{R}}_{0}$ | $\frac{3}{5} \overline{\bar{R}}_{0}-4 \frac{\dot{R}_{0}^{2}}{\hat{R}_{0}}$ | $\frac{11}{5} \dot{\text { d }}_{0}$ | $\frac{1}{3} \dot{R}_{0}$ |

Terms of order $1, \bar{R}_{I}$ and $\tilde{\phi}_{I}$ are componed of harmonics up to order 2. Their product will lead us to harmonics up to order 4; that is to say, we are going to develop 15 independent differential linear equations from $Y_{00}$ up to $Y_{44}$.
Let us write $E_{j m}^{\prime}$ the sum $E_{j m}+C_{3}(j) . B_{j m}$.
Results for calculations of terms $B_{j m}$ and $E_{j m}^{\prime}$ for the 15 spherical harmonics are given in the following pages :

## Resolution for $\mathbf{j}=\mathbf{0}$

$$
\begin{aligned}
& -\frac{\tilde{R}_{I 21}}{\dot{R}_{0}^{5}}\left(\frac{18}{5} B_{I 21}+\frac{1}{5} \dot{\vec{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I 21}\right)-\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{5}}\left(\frac{29}{5} B_{I f}+\frac{4}{5} \dot{\mathcal{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I f}\right)+\frac{4}{35} \alpha_{2} \dot{R}_{I 21}-\frac{4}{15} \alpha_{1} \tilde{R}_{I f} \\
& E_{00}^{\prime}=\frac{\tilde{R}_{I 00}}{\dot{R}_{0}^{3}}\left(4 \tilde{R}_{0} \dot{\vec{R}}_{0}^{2}+2 \dot{\vec{R}}_{0} B_{I 00}+\tilde{\tilde{R}}_{0} \tilde{R}_{0}^{2} \tilde{R}_{100}+\tilde{R}_{0} \dot{B}_{I 00}\right) \\
& +\frac{\bar{R}_{I 10}}{\tilde{R}_{0}^{4}}\left(\frac{4}{3} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{2} \tilde{R}_{I 10}-\frac{22}{3} \dot{\tilde{R}}_{0} B_{I 10}+\tilde{\tilde{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I 10}+\frac{2}{3} \tilde{R}_{0} \dot{B}_{I 10}-\frac{\mu}{3} \alpha_{2} v_{x} \tilde{R}_{0}^{4}\right) \\
& +\frac{\bar{R}_{I 11}}{\bar{R}_{0}^{4}}\left(\frac{4}{3} \dot{\vec{R}}_{0}^{2} \tilde{R}_{0}^{2} \bar{R}_{I 12}+\overline{\tilde{R}}_{0} \tilde{R}_{0}^{3} \bar{R}_{I 11}-\frac{41}{6} \dot{\vec{R}}_{0} B_{I 11}+\frac{2}{3} \tilde{R}_{0} \dot{B}_{I 11}-\frac{\mu}{3} v_{x} \alpha_{1} \tilde{R}_{0}^{4}\right) \\
& +\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{5}}\left(-\frac{18}{5} \dot{\vec{R}}_{0}^{2} \dot{E}_{0}^{3} \tilde{R}_{I 21}+\overline{\tilde{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I 21}-\frac{108}{5} B_{I 21} \dot{\bar{R}}_{0}-\frac{72}{35} \alpha_{2} \dot{\vec{R}}_{0} \bar{R}_{0}^{5}+\frac{9}{5} \dot{R}_{0} \dot{B}_{I 21}\right) \\
& +\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{5}}\left(-\frac{56}{15} \dot{\vec{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}+\overline{\tilde{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I f}-\frac{111}{5} \dot{\vec{R}}_{0} B_{I f}-\frac{16}{15} \alpha_{1} \dot{\vec{R}}_{0} \tilde{R}_{0}^{5}+\frac{4}{5} \tilde{R}_{0} \dot{B}_{I f}\right) \\
& -\frac{B_{I 00}{ }^{2}}{2 \bar{R}_{0}^{4}}-\frac{B_{I 10}{ }^{2}}{\vec{R}_{0}^{8}}-\frac{7}{12 \bar{R}_{0}^{6}} B_{I 11}^{2}+\frac{B_{I 21}}{\vec{R}_{0}^{3}}\left(-\frac{3}{8} \frac{B_{I 21}}{\bar{R}_{0}^{5}}+\frac{13}{70} a_{2}\right) \\
& +\frac{B_{I f}}{\vec{R}_{0}^{3}}\left(-\frac{11}{6} \frac{B_{I f}}{\tilde{R}_{0}^{5}}+\frac{4}{5} \alpha_{1}\right)-\tilde{R}_{0}^{2}\left(\frac{7}{12} \alpha_{1}{ }^{2}+\frac{2}{3} \alpha_{2}{ }^{2}\right) \\
& +(3 k P) \tilde{R}_{0}^{-3 k-2}\left(1-\frac{3 k(k+1)}{2}\right)\left(\tilde{R}_{I 00}^{2}+\frac{1}{3} \tilde{R}_{I 10}^{2}+\frac{2}{3} \tilde{R}_{I 11}^{2}+\frac{6}{5} \tilde{R}_{I 21}^{2}+\frac{1}{3} \tilde{R}_{I f}^{2}\right)
\end{aligned}
$$

Resolution for $\mathbf{j}=\mathbf{1}, \mathrm{m}=\mathbf{0}$

$$
\begin{aligned}
& B_{10}=-\frac{\tilde{R}_{I 00}}{\bar{R}_{0}^{4}}\left(6 B_{I 10}+6 \bar{R}_{0}^{2} \dot{\tilde{R}}_{0} \tilde{R}_{I 10}\right)-\frac{\tilde{R}_{I 10}}{\bar{R}_{0}^{\prime}}\left(2 B_{I 00}-\frac{12}{5} \dot{\vec{R}}_{0} \vec{R}_{0}^{3} \tilde{R}_{I f}-\frac{18}{5} B_{I f}\right) \\
& -\frac{\bar{R}_{I 11}}{\tilde{R}_{0}^{3}}\left(\frac{27}{5} B_{[21}+\frac{18}{5} \tilde{R}_{0}^{3} \dot{\vec{R}}_{0} \tilde{R}_{I f}\right)-\frac{3}{10} \frac{\bar{R}_{[21}}{\bar{R}_{0}^{4}} B_{I 11} \\
& +\frac{6}{5} \frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{4}} B_{I 10}-\frac{1}{5} \alpha_{1} \tilde{R}_{I 10}-\frac{3}{10} \alpha_{2} \tilde{R}_{I 11}+\frac{1}{10} \alpha_{2} \tilde{R}_{I 21}-\omega \tilde{R}_{I 11}-\frac{\tilde{R}_{0}^{2}}{10}\left(\gamma_{2}+2 \gamma_{3}\right) \\
& E_{10}^{\prime}=\frac{\tilde{R}_{I 00}}{\dot{R}_{0}^{4}}\left(2 \tilde{R}_{0} \dot{B}_{I 10}-20 \dot{\vec{R}}_{0} B_{I 10}-20 \dot{\vec{R}}_{0}^{2} \tilde{\mathcal{R}}_{0}^{2} \tilde{R}_{I 10}+2 \dot{R}_{0}^{3} \overline{\mathcal{R}}_{0} \tilde{R}_{I 10}-\mu v_{x} \alpha_{2} \tilde{R}_{0}^{4}\right) \\
& +\frac{\tilde{R}_{I 10}}{\tilde{R}_{0}^{5}}\left(\tilde{R}_{0}^{3} \dot{B}_{I 00}-9 \bar{R}_{0}^{2} \dot{\vec{R}}_{0} B_{I 00}+\frac{98}{5} \tilde{R}_{0}^{3} \dot{\dot{R}}_{0}^{2} \tilde{R}_{I f}-\frac{4}{5} \tilde{\mathcal{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I f}+\frac{81}{5} \dot{R}_{0} B_{I f}-\frac{6}{5} \bar{R}_{0} \dot{B}_{I f}-\frac{1}{10} \alpha_{1} \dot{\bar{R}}_{0} \tilde{R}_{0}^{5}\right)+ \\
& \frac{\tilde{R}_{I 11}}{\tilde{R}_{0}^{5}}\left(\frac{12}{5} \tilde{R}_{0} \dot{B}_{I 21}-\frac{51}{2} \dot{R}_{0} B_{I 21}+\frac{6}{5} \tilde{R}_{0}^{4} \tilde{R}_{I f} \tilde{R}_{0}-15 \dot{\tilde{R}}_{0}^{2} \tilde{E}_{0}^{3} \tilde{R}_{I f}-\frac{23}{20} \dot{E}_{0} \tilde{R}_{0}^{5} \alpha_{2}-\frac{5}{2} \dot{\bar{R}}_{0} \vec{R}_{0}^{5} \omega\right) \\
& +\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{4}}\left(-\frac{27}{4} \dot{\vec{R}}_{0} B_{I 11}+\frac{6}{5} \tilde{R}_{0} \dot{B}_{I 11}-\frac{3}{5} \mu v_{3} \alpha_{1} \tilde{H}_{0}^{4}+\frac{5}{4} \alpha_{2} \dot{\vec{R}}_{0} \tilde{R}_{0}^{4}\right) \\
& +\frac{\dot{R}_{I f}}{\dot{R}_{0}^{4}}\left(\frac{4}{5} \tilde{R}_{0} \dot{B}_{I 10}-\dot{\vec{R}}_{0} B_{I 10}+\frac{2}{5} \mu \alpha_{2} v_{5} \tilde{R}_{0}^{4}+\frac{5}{4} \alpha_{2} \dot{\vec{R}}_{0} \tilde{B}_{0}^{4}\right) \\
& -\frac{7}{20} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{2}\left(\gamma_{2}+2 \gamma_{3}\right)+\frac{B_{I 10}}{5 \tilde{R}_{0}^{2}}\left(18 \frac{B_{I f}}{\tilde{R}_{0}^{5}}-10 \frac{B_{I 00}}{\tilde{R}_{0}^{3}}+3 \alpha_{1}\right)+\frac{B_{I 11}}{5 \bar{R}_{0}^{2}}\left(-12 \frac{B_{I 21}}{\tilde{R}_{0}^{5}}+\alpha_{2}+5 \omega\right)
\end{aligned}
$$

Resolution for $j=1, m=1$

$$
\begin{aligned}
& -\frac{\tilde{R}_{111}}{\tilde{R}_{0}^{\delta}}\left(2 \tilde{R}_{0}^{2} B_{I 50}+\frac{12}{5} \dot{E}_{0} \tilde{E}_{0}^{2} \tilde{R}_{I S}+\frac{18}{5} B_{I J}\right) \\
& -\frac{9}{5 \tilde{R}_{6}^{K}} \tilde{R}_{I 21} B_{I 10}-\frac{6}{5 \tilde{R}_{6}^{H}} B_{I 11} \tilde{R}_{I f}+\frac{1}{5} \alpha_{2} \tilde{R}_{l 10}-\frac{1}{5} \alpha_{1} \tilde{R}_{I 11}+\frac{902}{875} \alpha_{2} \tilde{R}_{I f}-\frac{\tilde{R}_{\delta}^{2}}{10}\left(\gamma_{1}+2 \gamma_{4}\right) \\
& +\omega\left(\bar{R}_{I 10}+\frac{1237}{40} \tilde{R}_{I S}\right) \\
& E_{11}^{\prime}=\frac{\dot{R}_{I 00}}{\dot{R}_{0}^{4}}\left(2 \dot{R}_{0} \dot{B}_{I 11}-19 \dot{\dot{R}}_{0}^{2} \tilde{E}_{0}^{2} \dot{R}_{I I}+2 \dot{\bar{R}}_{0} \dot{R}_{0}^{3} \tilde{R}_{I 11}-19 \dot{\tilde{R}}_{0} B_{I 1}-\alpha_{1} \mu v_{z} \dot{R}_{0}^{4}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\tilde{R}_{121}}{\tilde{R}_{0}^{4}}\left(\frac{6}{5} \dot{E}_{0} \dot{B}_{110}-\frac{87}{10} \dot{\tilde{R}}_{0} B_{I 10}-\frac{3}{2} \mu \alpha_{2} v_{z} \tilde{R}_{6}^{4}\right) \\
& +\frac{\tilde{R}_{I I}}{\dot{R}_{0}}\left(\frac{4}{5}{\tilde{B_{0}}}_{0} \dot{B}_{I 11}-\frac{29}{5} \dot{\vec{R}}_{0} B_{I 11}-\frac{2}{5} \mu v_{z} \alpha_{1} \dot{E}_{0}^{4}+\frac{1353}{875} \alpha_{2} v_{z} \tilde{E}_{0}^{4}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\omega \frac{B_{I 10}}{\tilde{R}_{0}^{2}}-\frac{1237}{400} \frac{B_{I f}}{\tilde{R}_{\sigma}^{3}}+\frac{3}{2} \tilde{\mathcal{R}}_{0} \omega\left(\tilde{R}_{I 10}+\frac{1237}{400} \tilde{R}_{I f}\right)
\end{aligned}
$$

Revolution for $\mathbf{j}=\mathbf{2}, \mathrm{m}=\mathbf{0}$

$$
\begin{aligned}
& -\frac{\tilde{R}_{I 0}}{\dot{R}_{0}^{4}}\left(2 \dot{\vec{R}}_{0} \tilde{R}_{0}^{2} \tilde{R}_{I 10}+\frac{14}{5} B_{I 10}\right)+\frac{\tilde{R}_{I 11}}{\hat{R}_{0}^{5}}\left(\dot{\vec{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I 11}+\frac{13}{6} \tilde{R}_{0} B_{I 11}\right) \\
& -\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{3}}\left(\frac{1}{7} \dot{\tilde{R}}_{0} \tilde{E}_{0}^{3} \tilde{R}_{I 21}+\frac{27}{7} B_{I 21}\right)-\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{8}}\left(\frac{50}{21} B_{I f}+\frac{4}{7} \dot{E}_{0} \tilde{E}_{0}^{3} \tilde{R}_{I f}\right) \\
& +\frac{2}{\bar{B}_{\delta}^{3}} B_{I 00} \bar{R}_{I f}-\frac{16}{21} \alpha_{1} \bar{R}_{I f}+\frac{1}{7} \alpha_{2} \tilde{R}_{I 21}+\alpha_{1} \tilde{R}_{I 00}-3 \omega \bar{R}_{I 21} \\
& E_{20}^{\prime}=\frac{\tilde{R}_{I 00}}{\tilde{B}_{0}^{5}}\left(-\frac{3}{5} \dot{R}_{0} \dot{B}_{I f}+24 \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}-2 \dot{\tilde{R}}_{0} \tilde{E}_{0}^{4} \tilde{R}_{I f}+\frac{206}{5} \dot{\vec{H}}_{0} B_{I f}+\frac{10}{3} \alpha_{1} \dot{\tilde{R}}_{0} \tilde{R}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I 10}}{\tilde{R}_{0}^{4}}\left(\frac{4}{3} \tilde{R}_{0} \dot{B}_{n 10}-8 \dot{\dot{R}}_{0}^{2} \tilde{E}_{0}^{2} \tilde{R}_{I 10}+\frac{2}{3} \tilde{\tilde{R}}_{0} \tilde{E}_{0}^{3} \tilde{E}_{n 10}-\frac{158}{9} \dot{\vec{R}}_{0} B_{n 0}-\frac{2}{3} \alpha_{2} v_{3} \mu \tilde{E}_{0}^{4}\right) \\
& +\frac{\tilde{R}_{I I 1}}{\tilde{R}_{0}^{\prime}}\left(-\frac{2}{3} \tilde{R}_{0} \dot{B}_{I 11}+4 \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{2} \tilde{R}_{I 11}-\frac{1}{3} \tilde{\tilde{R}}_{0} \tilde{B}_{0}^{3} \tilde{R}_{I 11}+\frac{133}{8} \dot{\tilde{R}}_{0} B_{I 11}+\frac{1}{3} \alpha_{1} v_{x} \mu \bar{E}_{0}^{\prime}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{15}{14} \alpha_{1} \frac{B_{I f}}{\bar{R}_{0}^{3}}-\frac{\mu}{3} v_{2} \gamma_{1}-\frac{1}{6} \tilde{B}_{0}^{2}\left(\alpha_{1}^{2}+2 \alpha_{2}^{2}\right)+3 \omega \frac{B_{I 21}}{\hat{B}_{8}^{3}}
\end{aligned}
$$

## Reaolution for $\mathbf{j}=2, \mathrm{~m}=1$

$$
\begin{aligned}
& -\frac{2}{\tilde{R}_{0}^{3}} B_{I 00} \tilde{R}_{I 21}-\frac{2}{3} \alpha_{2} \tilde{R}_{I 00}+\frac{17}{20} \alpha_{1} \tilde{R}_{I 21}+\frac{1}{6} \tilde{R}_{I f}\left(\alpha_{2}-\omega\right) \\
& E_{21}^{\prime}=\frac{\tilde{R}_{I 00}}{\tilde{R}_{0}^{3}}\left(3 \tilde{R}_{0} \dot{B}_{I 21}-24 \dot{\tilde{R}}_{0}^{2} \dot{E}_{0}^{3} \tilde{R}_{I 21}+2 \dot{\tilde{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I 21}-\frac{476}{15} \dot{\tilde{R}}_{0} B_{I 22}-\frac{55}{18} \alpha_{2} \dot{\vec{R}}_{0} \tilde{R}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I 10}}{\tilde{R}_{0}^{4}}\left(\frac{2}{3} \dot{R}_{0} \dot{B}_{I 11}-8 \dot{\tilde{R}}_{0}^{2} \dot{E}_{0}^{3} \bar{R}_{I 11}+\frac{2}{3} \tilde{\tilde{R}}_{0} \tilde{E}_{0}^{3} \tilde{R}_{I 11}-\frac{79}{9} \dot{\tilde{R}}_{0} B_{I 11}-\frac{1}{3} \alpha_{1} v_{x} \mu \dot{E}_{0}^{4}\right) \\
& +\frac{\tilde{R}_{I 11}}{\tilde{R}_{0}^{4}}\left(\frac{2}{3} \tilde{R}_{0} \dot{B}_{n 11}-\frac{79}{9} \dot{E}_{0} B_{n 0}-\frac{1}{3} \alpha_{2} v_{x} \mu \dot{E}_{0}^{4}\right) \\
& +\frac{\tilde{R}_{I 21}}{\dot{R}_{0}^{3}}\left(\tilde{R}_{0} \dot{B}_{100}-\frac{26}{3} \dot{E}_{0} B_{100}+\frac{119}{60} \alpha_{1} \dot{\dot{H}}_{0} \tilde{E}_{0}^{3}\right)+\frac{7}{18} \tilde{R}_{I f} \dot{\tilde{H}}_{0}\left(\alpha_{2}-\omega\right) \\
& +\frac{2}{3} \alpha_{2} B_{I 00}-\frac{1}{\bar{R}_{0}^{8}} B_{I 10} B_{I 11}+\frac{1}{\bar{R}_{0}^{B}} B_{I f} B_{I 21}-\frac{3}{4 \tilde{R}_{0}^{木}} B_{I 00} B_{I 21} \\
& -\frac{\mu}{6} v_{x} \hat{R}_{0}^{2} \gamma_{3}+\frac{1}{6} \omega \frac{B_{I f}}{\bar{L}_{0}^{3}}-\frac{17}{20} \alpha_{1} \frac{B_{I 21}}{\tilde{R}_{6}^{3}}-\frac{1}{6} \alpha_{2} \frac{B_{I f}}{\tilde{L}_{0}^{3}}
\end{aligned}
$$

## Resolution for $\mathbf{j}=\mathbf{2}, \mathrm{m}=\mathbf{2}$

$$
\begin{aligned}
& -\frac{\tilde{R}_{I 11}}{\tilde{R}_{0}^{5}}\left(\frac{1}{2} \dot{\vec{R}}_{0} \dot{R}_{0}^{3} \tilde{R}_{I 11}+\frac{7}{6} \tilde{R}_{0} B_{I 11}\right)-\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{5}}\left(\frac{9}{14} \dot{\tilde{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I 21}+\frac{5939}{3080} B_{I 21}\right) \\
& -\frac{\bar{R}_{I f}}{\tilde{R}_{0}^{5}}\left(\frac{2}{7} \dot{\vec{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{l f}+\frac{6}{7} B_{I f}+\frac{1}{3} \tilde{R}_{0}^{2} B_{I 00}\right)+\frac{1}{2} \tilde{R}_{I 21}\left(\omega+\frac{1}{7} \alpha_{2}\right)-\frac{2}{21} \alpha_{1} \tilde{R}_{I f}-\frac{1}{6} \alpha_{1} \tilde{R}_{I 00} \\
& E_{22}^{\prime}=\frac{\tilde{R}_{I 00}}{\tilde{R}_{0}^{5}}\left(\frac{1}{2} \tilde{R}_{0} \dot{B}_{I f}+\frac{2}{3} \dot{E}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}+\frac{1}{3} \dot{\tilde{R}}_{0} \tilde{E}_{0}^{4} \tilde{R}_{I f}-\frac{23}{3} \dot{E}_{0} B_{I f}-\frac{5}{9} \alpha_{1} \dot{\tilde{R}}_{0} \bar{E}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I 1}}{\tilde{R}_{0}^{4}}\left(\frac{1}{3} \tilde{R}_{0} \dot{B}_{I 11}-2 \dot{\vec{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{111}+\frac{1}{6} \tilde{R}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I 11}-\frac{79}{18} \dot{\vec{R}}_{0} B_{I 11}-\frac{1}{6} \alpha_{1} v_{z} \mu \tilde{R}_{0}^{4}\right) . \\
& +\frac{\tilde{R}_{I 21}}{\vec{R}_{0}^{4}}\left(\frac{9}{14} \tilde{X}_{0} \dot{B}_{I 21}-\frac{18}{7} \dot{\bar{R}}_{0}^{2} \bar{R}_{0}^{3} \bar{R}_{I 21}+\frac{3}{14} \overline{\tilde{R}}_{0} \bar{R}_{0}^{4} \tilde{R}_{I 21}-\frac{77213}{9240} \dot{\vec{R}}_{0} B_{I 21}+\frac{1}{42} \alpha_{2} \dot{\tilde{R}}_{0} \tilde{R}_{0}^{4}+\frac{7}{6} \omega \dot{\bar{R}}_{0} \bar{X}_{0}^{4}\right) \\
& +\frac{\bar{R}_{I f}}{\bar{B}_{0}^{5}}\left(\frac{1}{6} \dot{R}_{0}^{3} \dot{B}_{I 00}+\frac{2}{7} \tilde{R}_{0} \dot{B}_{I f}-\frac{37}{63} \dot{\bar{R}}_{0}^{2} \bar{R}_{0}^{3} \bar{R}_{I f}\right. \\
& \left.+\frac{2}{21} \tilde{\tilde{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I 21}-\frac{13}{9} \dot{\tilde{R}}_{0} \tilde{R}_{0}^{2} B_{I 00}-\frac{26}{7} \dot{\tilde{R}}_{0} B_{I J}-\frac{61}{126} \alpha_{1} \dot{\vec{R}}_{0} \tilde{H}_{0}^{5}\right) \\
& -\frac{1}{2 \bar{R}_{0}^{3}} B_{I 21} \omega-\frac{11}{24 \vec{R}_{0}^{6}} B_{I 11}^{2}-\frac{10231}{6160 \tilde{R}_{0}^{8}} B_{I 21}^{2}-\frac{2}{7 \hat{R}_{0}^{8}} B_{I \rho^{2}}-\frac{1}{6 \vec{R}_{0}^{4}} B_{I 00} B_{I f} \\
& -\frac{5}{56 \dot{R}_{0}^{3}} \alpha_{2} B_{I 21}+\frac{2}{7} \alpha_{1} \frac{B_{I f}}{\vec{R}_{0}^{3}}+\frac{1}{6} \alpha_{1} \frac{B_{I 00}}{\bar{R}_{0}}-\frac{1}{6} \alpha_{1}{ }^{2} \tilde{H}_{0}^{2}-\frac{1157}{55440} \alpha_{2}{ }^{2} \bar{R}_{0}^{2}
\end{aligned}
$$

## Resolution for $\mathbf{j}=3, \mathrm{~m}=\mathbf{0}$

$$
\begin{aligned}
& B_{30}=\frac{\bar{R}_{I 10}}{\tilde{R}_{0}^{\xi}}\left(\frac{42}{5} B_{I \rho}+\frac{18}{5} \dot{\vec{R}}_{0} \tilde{B}_{0}^{3} \tilde{R}_{I f}\right) \\
& +\frac{\bar{R}_{I 11}}{\bar{R}_{0}^{5}}\left(\frac{42}{5} B_{I 21}+\frac{18}{5} \dot{R}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I 21}\right)-\frac{13}{5 \tilde{R}_{0}^{4}} \bar{R}_{I 21} B_{I 11}+\frac{24}{5 \tilde{R}_{0}^{4}} \tilde{R}_{I f} B_{I 10} \\
& +\frac{6}{5} \alpha_{1} \bar{R}_{I 10}+\frac{51}{50} \alpha_{1} \bar{R}_{I S}+\frac{\tilde{R}_{0}^{2}}{10}\left(\gamma_{2}+2 \gamma_{3}\right) \\
& E_{30}^{\prime}=\frac{\tilde{R}_{110}}{\tilde{R}_{0}^{5}}\left(-\frac{9}{5} \tilde{R}_{0} \dot{B}_{I f}+\frac{141}{10} \dot{\bar{R}}_{0}^{2} \tilde{B}_{0}^{3} \tilde{R}_{I f}-\frac{6}{5} \tilde{\tilde{R}}_{0} \bar{R}_{0}^{4} \bar{R}_{I f}+\frac{171}{5} \dot{\tilde{R}}_{0} B_{I f}+\frac{33}{10} \alpha_{1} \dot{\bar{R}}_{0} \bar{L}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I 11}}{\bar{R}_{0}^{5}}\left(-\frac{9}{5} \tilde{R}_{0} \dot{B}_{I 21}+\frac{141}{10} \dot{\tilde{R}}_{0}^{2} \bar{R}_{0}^{3} \bar{R}_{I 21}-\frac{6}{5} \tilde{\tilde{R}}_{0} \bar{R}_{0}^{4} \tilde{R}_{I 21}+\frac{171}{5} \dot{\bar{R}}_{0} B_{I 21}+\frac{11}{5} \alpha_{2} \dot{\bar{R}}_{0} \bar{R}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{4}}\left(\frac{6}{5} \tilde{R}_{0} \dot{B}_{I 11}-\frac{237}{20} \dot{\dot{R}}_{0}^{2} \tilde{E}_{0}^{3} \tilde{R}_{I 11}+\frac{3}{5} \alpha_{1} \mu v_{x} \tilde{R}_{0}^{4}\right) \\
& +\frac{\tilde{R}_{I f}}{\dot{R}_{0}^{4}}\left(-\frac{6}{5} \dot{R}_{0} \dot{B}_{I 10}+\frac{94}{5} \dot{\vec{R}}_{0} B_{I 10}+\frac{459}{200} \alpha_{1} \dot{\dot{R}}_{0} \dot{R}_{0}^{5}+\frac{3}{5} \mu v_{x} \alpha_{2} \dot{R}_{0}^{4}\right) \\
& +\frac{13}{40} \dot{\tilde{R}}_{0} \tilde{R}_{0}^{2}\left(\gamma_{2}+2 \gamma_{3}\right)+\frac{12}{5 \tilde{R}_{0}^{7}} B_{I 10} B_{I \rho}+\frac{12}{5 \bar{R}_{0}^{T}} B_{I 11} B_{I 21} \\
& -\frac{6}{5} \alpha_{2} \frac{B_{I 11}}{\vec{R}_{0}^{2}}-\frac{9}{5} \alpha_{1} \frac{B_{I 10}}{\vec{R}_{0}^{2}}-\frac{51}{50} \alpha_{1} \frac{B_{I f}}{\vec{R}_{0}^{3}}
\end{aligned}
$$

Resolution for $\mathbf{j}=3, \mathrm{~m}=1$

$$
\begin{aligned}
& B_{31}=-\frac{\tilde{R}_{I 10}}{\tilde{R}_{0}^{5}}\left(\frac{28}{5} B_{I 21}+\frac{12}{5} \dot{\bar{R}}_{0} \tilde{E}_{0}^{3} \tilde{R}_{I 21}\right) \\
& -\frac{\tilde{R}_{I 11}}{\bar{R}_{0}^{5}}\left(\frac{23}{15} B_{I f}+\dot{\tilde{R}}_{0} \bar{R}_{0}^{3} \tilde{R}_{I f}\right)-\frac{16}{5 \tilde{R}_{0}^{4}} \tilde{R}_{I 21} B_{I 10}-\frac{8}{15 \tilde{R}_{0}^{4}} \tilde{R}_{I f} B_{I 11}-\frac{\tilde{R}_{0}^{2}}{15}\left(\gamma_{1}+2 \gamma_{4}\right) \\
& -\frac{451}{250} \tilde{R}_{I f}\left(\frac{1}{8} \alpha_{2}+\omega\right)-\frac{32}{45} \alpha_{2} \tilde{R}_{I 10}+\frac{1}{15} \alpha_{1} \tilde{R}_{I 11} \\
& E_{31}^{\prime}=\frac{\tilde{R}_{I 10}}{\tilde{R}_{0}^{5}}\left(\frac{6}{5} \tilde{R}_{0} \dot{B}_{I 21}-\frac{47}{5} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I 21}+\frac{4}{5} \tilde{R}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I 21}-\frac{99}{5} \dot{\tilde{R}}_{0} B_{I 21}-\frac{71}{5} \alpha_{2} \dot{\bar{R}}_{0} \tilde{E}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I 11}}{\tilde{R}_{0}^{5}}\left(\frac{1}{2} \tilde{R}_{0} \dot{B}_{I f}-\frac{47}{12} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}+\frac{1}{3} \overline{\bar{R}}_{0} \bar{R}_{0}^{4} \bar{R}_{I f}-\frac{129}{20} \dot{\bar{R}}_{0} B_{I f}-\frac{1}{60} \alpha_{1} \dot{\bar{R}}_{0} \tilde{R}_{0}^{5}\right) \\
& +\frac{\bar{R}_{I 21}}{\dot{R}_{0}^{4}}\left(\frac{4}{5} \dot{R}_{0} \dot{B}_{I 10}-\frac{56}{5} \dot{\tilde{R}}_{0} B_{I 10}-\frac{2}{5} \alpha_{2 \mu v_{x}} \bar{R}_{0}^{4}\right) \\
& +\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{4}}\left(\frac{1}{3} \tilde{R}_{0} \dot{B}_{I 11}-\frac{43}{15} \dot{R}_{0} B_{I 11}+\frac{4059}{1000} \dot{\bar{R}}_{0} \tilde{R}_{0}^{5}\left(\frac{1}{8} \alpha_{2}+\omega\right)\right) \\
& -\frac{1}{12} \dot{\bar{R}}_{0} \bar{R}_{0}^{2}\left(\gamma_{1}+2 \gamma_{4}\right)-\frac{8}{5 \bar{R}_{0}^{7}} B_{I 10} B_{I 21}-\frac{22}{15 \bar{R}_{0}^{7}} B_{I 11} B_{I f}+\frac{451}{250} \omega \frac{B_{I f}}{\bar{R}_{0}^{3}} \\
& -\frac{7}{30} \alpha_{1} \frac{B_{I 11}}{\tilde{R}_{0}^{2}}+\frac{4}{15} \alpha_{2} \frac{B_{I 10}}{\tilde{R}_{0}^{2}}+\frac{451}{2000} \alpha_{2} \frac{B_{I f}}{\stackrel{R}{L}_{0}^{3}}
\end{aligned}
$$

Resolution for $\mathbf{j = 3}, \mathrm{m}=2$

$$
\begin{aligned}
& B_{32}=-\frac{1}{15 \dot{R}_{0}^{S}} \tilde{R}_{I 10}\left(7 B_{I f}+3 \dot{\tilde{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I f}\right)-\frac{\bar{B}_{I 11}}{\hat{R}_{0}^{5}}\left(\frac{15}{8} B_{I 21}+\frac{3}{5} \dot{R}_{0} \tilde{E}_{0}^{3} \bar{R}_{I 21}\right) \\
& -\frac{41}{40 \tilde{R}_{0}^{4}} \tilde{R}_{I 21} B_{I 11}-\frac{4}{15 \tilde{R}_{0}^{4}} \tilde{R}_{I f} B_{I 10}-\frac{\tilde{R}_{0}^{2}}{60}\left(\gamma_{1}+2 \gamma_{3}\right)-\frac{5}{24} \alpha_{2} \tilde{R}_{I 11}-\frac{1}{15} \alpha_{1} \tilde{R}_{I 10}-\frac{29}{900} \alpha_{1} \tilde{R}_{I f} \\
& E_{32}^{\prime}=\frac{\tilde{R}_{I 10}}{\tilde{R}_{0}^{5}}\left(\frac{1}{10} \tilde{R}_{0} \dot{B}_{I f}-\frac{57}{60} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}+\frac{1}{15} \overline{\tilde{R}}_{0} \bar{R}_{0}^{4} \tilde{R}_{I f}-\frac{33}{20} \dot{\tilde{R}}_{0} B_{I f}-\frac{3}{20} \alpha_{1} \dot{\tilde{R}}_{0} \bar{R}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I 11}}{\tilde{R}_{0}^{5}}\left(\frac{3}{20} \tilde{R}_{0} \dot{B}_{I 21}-\frac{47}{20} \dot{R}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I 21}+\frac{1}{5} \tilde{\tilde{R}}_{0} \tilde{R}_{0}^{H_{R}} \tilde{R}_{I 21}-\frac{813}{60} \dot{R}_{0} B_{I 21}-\frac{771}{1440} \alpha_{2} \dot{\vec{R}}_{0} \tilde{R}_{0}^{5}\right) \\
& +\frac{\bar{R}_{I 21}}{\tilde{R}_{0}^{4}}\left(\frac{1}{5} \tilde{R}_{0} \dot{B}_{I 11}-\frac{529}{160} \dot{\tilde{R}}_{0} B_{I 11}-\frac{1}{10} \alpha_{1} \mu v_{x} \bar{R}_{0}^{4}\right) \\
& +\frac{\tilde{R}_{I f}}{\vec{R}_{0}^{4}}\left(\frac{1}{15} \tilde{R}_{0} \dot{B}_{I 10}-\frac{14}{15} \dot{\tilde{R}}_{0} B_{I 10}-\frac{261}{3600} \alpha_{1} \dot{\vec{R}}_{0} \tilde{R}_{0}^{4}-\frac{1}{30} \mu v_{x} \alpha_{2} \bar{R}_{0}^{4}\right) \\
& -\frac{2}{15} B_{I 10} \frac{B_{I f}}{\tilde{R}_{0}^{7}}-\frac{9}{8} B_{I I 1} \frac{B_{I 21}}{\tilde{R}_{0}^{7}}-\frac{13}{240} \tilde{R}_{0}^{2} \dot{\bar{R}}_{0}\left(\gamma_{2}+2 \gamma_{3}\right) \\
& +\frac{1}{30} \alpha_{1} \frac{B_{I 10}}{\vec{R}_{0}^{2}}+\frac{29}{900} \alpha_{1} \frac{B_{I f}}{\tilde{R}_{0}^{3}}+\frac{17}{120} \alpha_{2} \frac{B_{I 11}}{\tilde{R}_{0}^{2}}
\end{aligned}
$$

Resolution for $\mathbf{j}=3, \mathrm{~m}=3$

Resolution for $\mathbf{j}=4, \mathrm{~m}=\mathbf{0}$

$$
\begin{aligned}
& B_{40}=\frac{36}{35} \frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{5}}\left(16 B_{I 21}+3 \dot{\bar{R}}_{0} \tilde{B}_{0}^{3} \tilde{R}_{I 21}\right)-\frac{19}{35} \frac{\dot{R}_{I f}}{\hat{R}_{0}^{5}}\left(16 B_{I f}+3 \dot{\vec{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I f}\right) \\
& -\frac{19}{35} \alpha_{1} \tilde{R}_{I f}+\frac{72}{35} \alpha_{2} \tilde{R}_{I 21}
\end{aligned}
$$

$$
E_{40}^{\prime}=\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{5}}\left(\frac{6336}{175} \dot{\tilde{R}}_{0} B_{I 21}-\frac{108}{35} \tilde{R}_{0} \dot{B}_{I 21}+\frac{2088}{175} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{221}-\frac{36}{35} \overline{\tilde{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{221}+\frac{912}{175} \alpha_{2} \dot{\vec{R}}_{0} \tilde{R}_{0}^{5}\right)
$$

$$
+\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{5}}\left(-\frac{9}{10} \tilde{R}_{0} \dot{B}_{I f}-\frac{3344}{175} \dot{\tilde{R}}_{0} B_{I f}-\frac{1102}{175} \dot{\vec{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}+\frac{57}{35} \tilde{\vec{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I f}-\frac{684}{175} \alpha_{1} \dot{\tilde{R}}_{0} \tilde{R}_{0}^{5}\right)
$$

$$
+\frac{90}{35 \tilde{R}_{0}^{8}} B_{I 21}^{2}-\frac{19}{10 \tilde{R}_{0}^{8}} B_{I f}^{2}-\frac{24}{7 \tilde{R}_{0}^{3}} \alpha_{2} B_{I 21}+\frac{57}{35 \tilde{R}_{0}^{3}} \alpha_{1} B_{I f}
$$

$$
\begin{aligned}
& B_{33}=-\frac{1}{30 \tilde{R}_{0}^{5}} \tilde{R}_{I 11}\left(7 B_{I f}+3 \dot{\tilde{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I f}\right)-\frac{2}{15 \tilde{R}_{0}^{4}} \bar{R}_{I f} B_{I 11}-\frac{1}{30} \alpha_{1} \bar{R}_{I 11} \\
& +\frac{1}{20} \tilde{R}_{I f}\left(\frac{1}{4} \alpha_{2}+\frac{3}{35} \omega\right) \\
& E_{33}^{\prime}=\frac{\bar{R}_{I 11}}{\bar{R}_{6}^{8}}\left(\frac{1}{20} \dot{H}_{0} \dot{B}_{I f}-\frac{47}{120} \dot{\tilde{R}}_{0}^{2} \dot{R}_{0}^{3} \tilde{R}_{I f}+\frac{1}{30} \overline{\tilde{R}}_{0} \bar{R}_{0}^{4} \tilde{R}_{I f}-31 \alpha_{1} \dot{\bar{R}}_{0} \tilde{R}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{4}}\left(\frac{1}{30} \tilde{R}_{0} \dot{B}_{I 11}-\frac{7}{15} \dot{\tilde{R}}_{0} B_{I 11}-\frac{1}{60} \mu \alpha_{1} v_{x} \tilde{R}_{0}^{4}+\frac{9}{80} \dot{\vec{R}}_{0} \tilde{R}_{0}^{4}\left(\frac{1}{4} \alpha_{2}+\frac{3}{35} \omega\right)\right) \\
& -\frac{13}{90 \bar{R}_{0}^{7}} B_{I 11} B_{I f}+\frac{1}{60} \alpha_{1} \frac{B_{I 11}}{\vec{R}_{0}^{2}}-\frac{3}{700} \omega \frac{B_{I f}}{\bar{R}_{0}^{3}}-\frac{1}{80} \alpha_{2} \frac{B_{I f}}{\vec{R}_{0}^{3}}
\end{aligned}
$$

Resolution for $\mathrm{j}=4, \mathrm{~m}=1$

$$
\begin{aligned}
& B_{41}=\frac{3}{5 \tilde{R}_{0}^{5}} \tilde{R}_{I 21}\left(8 B_{l f}+3 \dot{\tilde{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I f}\right)+\frac{24}{5 \bar{R}_{0}^{5}} \tilde{R}_{I f} B_{I 21}+\frac{1}{5} \alpha_{2} \tilde{R}_{I f}+\frac{9}{10} \alpha_{1} \tilde{R}_{I 21} \\
& E_{41}^{\prime}=\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{5}}\left(-\frac{9}{10} \tilde{R}_{0} \dot{B}_{I f}+\frac{174}{25} \dot{R}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}-\frac{3}{5} \tilde{\tilde{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I f}+\frac{291}{25} \dot{\vec{R}}_{0} B_{I f}+\frac{114}{50} \alpha_{1} \dot{\tilde{R}}_{0} \tilde{R}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{5}}\left(-\frac{9}{10} \dot{B}_{I 21}+\frac{399}{25} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I 21}+\frac{16}{25} \alpha_{2} \dot{\tilde{R}}_{0} \tilde{R}_{0}^{5}\right)+\frac{3}{2 \tilde{R}_{0}^{8}} B_{I f} B_{I 21}-\frac{3}{2 \tilde{R}_{0}^{3}} \alpha_{1} B_{I 21}-\frac{3}{5 \tilde{R}_{0}^{8}} \alpha_{2} B_{I f}
\end{aligned}
$$

Resolution for $\mathbf{j}=4, \mathrm{~m}=2$

$$
\begin{aligned}
& B_{42}=-\frac{1}{40 \tilde{R}_{0}^{4}} \bar{R}_{I 11} B_{I 11}-\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{5}}\left(\frac{841}{616} B_{I 21}+\frac{9}{35} \dot{R}_{0} \tilde{R}_{0}^{3} \bar{R}_{I 21}\right) \\
& +\frac{\tilde{R}_{I f}}{\bar{R}_{0}^{5}}\left(\frac{16}{35} B_{I f}+\frac{3}{35} \dot{R}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I f}\right)+\frac{1}{35} \alpha_{1} \tilde{R}_{I f}+\tilde{R}_{I 21}\left(\frac{3}{40} \omega-\frac{317}{1848} \alpha_{2}\right)
\end{aligned}
$$

$$
E_{42}^{\prime}=-\frac{11}{200 \bar{R}_{0}^{4}} \dot{\tilde{R}}_{0} \tilde{R}_{I 11} B_{I 11}+\frac{\bar{R}_{I 21}}{\bar{R}_{0}^{5}}
$$

$$
\left(\frac{9}{35} \tilde{R}_{0} \dot{B}_{I 21}-\frac{1986}{1935} \dot{R}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I 21}+\frac{3}{35} \tilde{\bar{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I 21}-\frac{8939}{1960} B_{I 21} \dot{\bar{R}}_{0}-\frac{2113}{9240} \alpha_{2} \dot{\bar{R}}_{0} \tilde{\mathcal{R}}_{0}^{5}+\frac{33}{200} \omega \dot{\bar{R}}_{0} \tilde{R}_{0}^{5}\right)
$$

$$
+\frac{\tilde{R}_{I f}}{\bar{R}_{0}^{5}}\left(-\frac{3}{35} \tilde{R}_{0} \dot{B}_{I f}+\frac{1986}{5985} \dot{R}_{0}^{2} \tilde{R}_{0}^{3} \bar{R}_{I f}-\frac{1}{35} \tilde{R}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I f}+\frac{266}{105} \dot{\vec{R}}_{0} B_{I f}+\frac{16}{105} \alpha_{1} \dot{\vec{R}}_{0} \tilde{R}_{0}^{5}\right)
$$

$$
-\frac{541}{1232} \frac{B_{I 21}^{2}}{\tilde{R}_{0}^{8}}+\frac{B_{I f}^{2}}{14 \tilde{R}_{0}^{8}}+\frac{2}{7} \alpha_{2}-\frac{1}{80 \tilde{R}_{0}^{8}} B_{I 11}^{2}+\frac{2}{7} \alpha_{2} \frac{B_{I 21}}{\tilde{R}_{0}^{3}}-\frac{3}{4 \bar{R}_{0}^{3}} \omega B_{I 21}-\frac{3}{35 \bar{R}_{0}^{8}} \alpha_{1} B_{I f}
$$

## Resolution for $\mathrm{j}=4, \mathrm{~m}=3$

$$
\begin{aligned}
& B_{43}=-\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{5}}\left(\frac{3919}{21875} B_{I f}+\frac{3}{70} \dot{R}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I f}\right) \\
& -\frac{3919}{21875 \tilde{R}_{0}^{S}} B_{I 21} \tilde{R}_{I f}-\frac{4713}{87500} \alpha_{1} \tilde{R}_{I 21}-\tilde{R}_{I f}\left(\frac{521}{43750} \alpha_{2}-\frac{67}{9375} \omega\right) \\
& E_{43}^{\prime}=\frac{\tilde{R}_{I 21}}{\tilde{R}_{0}^{5}}\left(\frac{3}{140} \tilde{R}_{0} \dot{B}_{I f}-\frac{114343}{218750} \dot{\bar{R}}_{0} B_{I f}-\frac{29}{75} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}+\frac{1}{70} \tilde{\tilde{R}}_{0} \tilde{R}_{0}^{4} \tilde{R}_{I f}-\frac{54983}{437500} \alpha_{1} \dot{\bar{R}}_{0} \tilde{R}_{0}^{5}\right) \\
& +\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{5}}\left(\frac{3}{140} \bar{R}_{0} \dot{B}_{I 21}-\frac{114343}{218750} \dot{\tilde{R}}_{0} B_{I 21}-\frac{20318}{656250} \alpha_{2} \dot{\vec{R}}_{0} \tilde{R}_{0}^{5}+\frac{77}{46875} \omega \dot{\bar{R}}_{0} \bar{R}_{0}^{5}\right) \\
& +\frac{2579}{87500 \tilde{R}_{0}^{3}} B_{I f} B_{I 21}+\frac{5963}{87500 \tilde{R}_{0}^{3}} \alpha_{1} B_{I 21}+\frac{2813}{131250 \tilde{R}_{0}^{3}} \alpha_{2} B_{I f}-\frac{67}{9375 \dot{R}_{0}^{3}} B_{I f} \omega
\end{aligned}
$$

Resolution for $\mathrm{j}=4, \mathrm{~m}=4$

$$
\begin{aligned}
& B_{44}=-\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{5}}\left(\frac{79}{1120} B_{I f}+\frac{1}{280} \dot{\vec{R}}_{0} \tilde{R}_{0}^{3} \tilde{R}_{I f}\right)-\frac{197}{6720} \alpha_{1} \tilde{R}_{I f} \\
& E_{44}^{\prime}=\frac{\tilde{R}_{I f}}{\tilde{R}_{0}^{5}}\left(\frac{1}{20} \tilde{R}_{0} \dot{B}_{I f}-\frac{29}{100} \dot{\tilde{R}}_{0}^{2} \tilde{R}_{0}^{3} \tilde{R}_{I f}+\frac{1}{840} \overline{\vec{R}}_{0} \tilde{R}_{0}^{4}-\frac{989}{5600} \dot{\vec{R}}_{0} B_{I f}-\frac{2207}{33600} \dot{\vec{R}}_{0} \tilde{R}_{0}^{5} \alpha_{1}\right) \\
& -\frac{3}{560 \bar{R}_{0}^{8}} B_{I f}^{2}-\frac{7}{240 \bar{R}_{0}^{3}} \alpha_{1} B_{I f}
\end{aligned}
$$

We give the values of the 15 harmonics used as a reminder for numerical computation:

$$
\begin{aligned}
Y_{10} & =\cos \theta \\
Y_{11} & =\sin \theta \cos \psi \\
Y_{20} & =\frac{3}{2} \cos ^{2} \theta-\frac{1}{2} \\
Y_{21} & =3 \sin \theta \cos \theta \cos \psi \\
Y_{22} & =3 \sin ^{2} \theta \cos 2 \psi \\
Y_{f} & =\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta \\
Y_{30} & =\frac{5}{2} \cos ^{3} \theta-\frac{3}{2} \cos \theta \\
Y_{31} & =\frac{3}{2} \sin ^{2}\left(5 \cos ^{2} \theta-1\right) \cos \psi \\
Y_{32} & =15 \sin ^{2} \theta \cos \theta \cos 2 \psi \\
Y_{33} & =15 \sin ^{3} \theta \cos 3 \psi \\
Y_{40} & =\frac{1}{8}\left(35 \cos ^{4} \theta-30 \cos 2 \theta+3\right) \\
Y_{41} & =\frac{1}{2}\left(35 \cos ^{3} \theta-15 \cos \theta\right) \sin \theta \cos \psi \\
Y_{42} & =\frac{1}{2}\left(105 \cos ^{2} \theta-15\right) \sin n^{2} \theta \cos 2 \psi \\
Y_{43} & =105 \cos ^{2} \theta \sin ^{3} \theta \cos 3 \psi \\
Y_{44} & =105 \sin ^{4} \theta \cos 4 \psi
\end{aligned}
$$

To calculate $\bar{R}_{I}$ and $\bar{\phi}_{I}$, we use the expressions found previously :

$$
\begin{aligned}
& \tilde{R}_{I}=\tilde{R}_{I 00}+\tilde{R}_{I 10} Y_{10}+\tilde{R}_{I 11} Y_{11}+\tilde{R}_{I 21} Y_{21}+\tilde{R}_{I f} Y_{f} \\
& \tilde{\phi}_{I}=\frac{q}{2}+\frac{B_{I 00}}{\tilde{r}}+\frac{1}{\bar{F}^{2}}\left(B_{I 10} Y_{I 10}+B_{I 11} Y_{I 11}\right)+\frac{1}{\overline{F 3}}\left(B_{I 21} Y_{21}+B_{I f} Y_{I f}\right)
\end{aligned}
$$

Potential at order 1 and $q$ (intensity of the equivalent source for the brbble at order 0 ) are computed using the expressions found previously:

$$
\begin{aligned}
q & =-\bar{R}_{0}^{2} \dot{\tilde{R}}_{0} \\
B_{I 00} & =-\left(\tilde{R}_{0}^{2} \dot{\tilde{R}}_{I 00}+2 \dot{R}_{0} \dot{\vec{R}}_{0} R_{I 00}\right) \\
B_{I 10} & =-\frac{\bar{R}_{0}^{3}}{2} \dot{\bar{R}}_{I 10}-\bar{R}_{0}^{2} \dot{\tilde{R}}_{0} \bar{R}_{I 10}
\end{aligned}
$$

$$
\begin{aligned}
& B_{I I I}=-\frac{\tilde{H}_{0}^{2}}{2} \dot{\vec{R}}_{I 11}-\tilde{H}_{0}^{2} \dot{\tilde{R}}_{0} \tilde{R}_{I I I} \\
& B_{l 21}=-\frac{\dot{R}_{0}^{4}}{3} \dot{\bar{R}}_{I 21}-\frac{2}{3} \bar{E}_{0}^{3} \dot{\bar{R}}_{0} \tilde{R}_{I 21}+\frac{2}{9} \dot{E}_{0}^{5} \alpha_{2} \\
& B_{I f}=-\frac{\tilde{R}_{0}^{4}}{3} \dot{\tilde{R}}_{I f}-\frac{2}{3} \tilde{R}_{0}^{3} \dot{\tilde{R}}_{0} \tilde{R}_{I f}+\frac{1}{3} \tilde{R}_{0}^{5} \alpha_{2}
\end{aligned}
$$

$\tilde{\omega}$ which didn't appear in the previous equations is calculated as follows:

$$
\begin{equation*}
\vec{\omega}=\frac{1}{\left|V_{0}\right|^{2}}\left(\vec{V}_{0} \times \frac{d \vec{V}_{0}}{d t}\right) \tag{105}
\end{equation*}
$$

where $V_{0}$ is the velocity of the origin of the frame. The normalisation of $\omega$ is given by the scale $\Omega$ such as : $\boldsymbol{\Omega} \boldsymbol{T}_{\mathbf{0}}=e$. In the particular case where the origin of the frame is following a material point in the initial flow field, the expression of $\omega$ is easy to find : if we denote $W_{r} \vec{r}_{r}+\vec{V}_{\infty}$ the velocity of this point,

$$
\begin{equation*}
\frac{d \vec{V}_{0}}{d t}=\frac{d W_{r}}{d r}\left(\vec{V}_{0} \cdot \vec{e}_{r}\right)+\frac{W_{r}}{r}\left(\vec{V}_{0}-\frac{d r}{d t} \vec{e}_{r}\right) \tag{106}
\end{equation*}
$$

which gives:

$$
\begin{equation*}
\omega=-\sin \theta \frac{V_{\infty}}{\left|V_{0}\right|^{2}}\left(W_{r}+V_{\infty} \cos \theta\right)\left(\frac{W_{r}}{r}-\frac{d W_{r}}{d r}\right) \tag{107}
\end{equation*}
$$



Figure la-c: Fig. Ib and Fig. Ic show the geometry and fow field of the problem coasidered. The trajectary of the bubble center along the beedrorm ( $\alpha$ radius 10 cm ) is iadiealed in Fis. 16. The presure (in $\mathrm{Pa}-\mathrm{y}$ axis) and the velocity (in $\mathrm{ms}^{-1}$ - right $y$ axis) of the becic flow along this streamline, are ploted againat the som-dimensional time. The free stream velocity is $1.15 \mathrm{mas}^{-1}$. Fif. 1a ahowe the computed bubble conloure for $\mathrm{c}=0.3$, and time between $0.1 T_{0}$ to 2T. Bubble treaslation, rotation and ro-eatraat jet formation ase clearly men.


Figure 2are: Bubble contoure th varionstima for $c=0.15,0.3$ and 0.6. Rere the iaitial bubble radive mas bept constant at 1 cm , while the initial atandof from the bead form was variod to change c . Increasing interaction in man with decrensing standof.

 consleat of 3.333 cm , while the inistial redius wes veried to chagge s . Increasing interaction ie men mith increming initial bubble rise.

## 8 Conclusion

Application of the theory previously described has been made in the case of a Rankine body, described by the initial flow potential :

$$
\phi_{0}=V_{\infty} x+\frac{Q}{r}
$$

The broadth of the body at infinity is : $R=2 \sqrt{\frac{Q}{\pi v_{\infty}}}$ and the stagnation point occurs for: $x=-\frac{R}{4}$

Figures 1,2 and 3 describe the conditions of calculations, and show results for a frame moving with the equivalent point on the streamline at order 6 (section 4).

Figures 4 show the comparison at order e between results obtained in a frame moving with the equivalent point on the streamline and a frame fixed at the center of the bubble (section 5).

Figures 5 are results for streamlines at order 1 for the inner problem: they encounter of the streamlines obtained in the potential $\phi_{0}+\phi_{\text {ext }} \bar{\phi}_{0}$, in both cases of a growing bubble and a collapsing bubble (section 6).

Figures 6 are results for bubble shapes at order $\epsilon^{\mathbf{2}}$. They enable the comparison with results of order $\varepsilon$. The frame center is moving as the equivalent material point in the initial potential flow. The re-entering jet is rotating increasingly towards the body wall as $e$ grows. ( $z$ axis is directed towards the trajectory, $y$ axis is directed opposite to the body wall). Taking a frame center moving as the bubble mass center would allow results closer to the end of the collapse.

## 9 Improvments

In order to deacribe the evolution of the bubble collapee longer, a translation velocity of the frame should be introduced. The description of the reentering jet has two causes: the bubble collapee is the physical one, the movement of the frame is the second one. Using the fact that the frame is moving with the equivalent point on the streamline or that the frame is fixed to the center of the bubble are two different assumptions, and, therefore, the results obtained are different. The most interesting description would probably be to use a frame meving with a velocity belonging to the two extreme cases we have selected. This has to be completed.
The introduction of the surface tension at orders $\boldsymbol{c}^{1}$ and $\boldsymbol{c}^{2}$ would also be an improvment.
Finally, results should be compared with those of the three dimensional boundary element method (3DYNAFS).


Figures 4 : Bubble contours at various times and for varions values of - angle $\downarrow$. Figures above are for $\mathrm{E}=0.3$ and figures below are for $\mathrm{E}=0.6$. From the left to the right, we have: $\psi=0, \pi / 4, \pi / 2$. Top ones correspond to a frume fitted to the equiraleat material point on the streasa-lise, bottom ones correspond to a frame such as the origin is kept at bubble center.
The standoff distance to the Rankine body wall is kept constant equal to 3.33 cm .








Figures 5 : Flow field stream-lines modified by the presence of the bu ble, in the plane ( $\mathrm{O}_{2 z}$ ).
Figure above correaponds to a growing bubble, figure below to a collapsi: one ( $c=0.3$, tame case than figure 4 during the expansion and the collay ing).
Both have boen compated using Euler's method.










 ralees of $e$.
The jor is much scrogom and rocetes nore at orler $\mathrm{c}^{2}$; aloo rumatt thas the opposice face of the trabtre lastens.
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## Introduction

Every liquid which is not completely pure contains many microscopic bubbles. In an oscillating pressure field these bubbles can grow explosively and collapse developing high pressures: this phenomenon is called cavitation.

Useful or harmful cavitation can arise in numerous applications, antisubmarine warefare is surely the most famous one. In fact, naval research programs include a great part on cavitation. Localization and identification of submarine can be facilitated by cavitation, also erosion of propeller blade is caused by cavitation. The power of underwater explosion can be increased thants to progress in control of the generated bubble collapse. Cavitation is used for medical purposes like eye surgery. Industry needs cavitation to emulsify a system of two immiscible liquids such as oil and water. It is used in ultrasonic cleaning systems. Recently it has been reported that a Japanese company plans to market ultrasonic washing machines and dishwashers. The cavitation which appears sometimes in nuclear reactors becomes very harmful for the cooling system.

Although cavitation mostly occurs in a cluster of microbubbles, most of the models are developed using a single bubble dynamics. However most of the time the interaction with the collapse of surrounding bubbles cannot be neglected. Thus in this report we will try to modelise the dyamic of a bubble cloud. Indeed the past studies proposed by G. Chahine [3] gave us a model neglecting the compressibility of the fluid. The object of this work is to introduce the influence of compressibility in the equations and to compute the change using Chahine's software.

The first part of this report shows the influence of the compressibility of the fluid at order 0 using Keller-Herring equation [ and Chahine's numerical code [3]. In the second part we try to develop a model of bubble cloud taking into account the weaknesses of previous studies: the medium is compressible not only because of the fluid itself but also because of the presence of gas. We will try to combine the approaches of Prosperetti and Lezzi [5] and that of D'Agostino and Brennen [6].

## 1 Cloud behaviour in a slightly compressible flow

### 1.1 Asymptotic theory for bubble flow interactions

Consider a cloud of $N$ bubbles of radius $r_{b}^{i}, i=1, \ldots, N$ immersed in $a$ liquid. The bubbles are initially assumed to be at rest and at equilibrium with the surrounding fluid. The characteristic radius of the bubbles is twe . We denote the initial distance between bubbles $i$ and $j$ as $l_{0}^{j}$, which we take to be of the order of the characteristic distance $l_{0}$.

The asymptotic method that we have developed is centered on the following approach. The problem is addressed by a decomposition of both time and space domains into multiple scales. For instance, the dynamics of any bubble is obtained by considering an inner problem of scales $\mathrm{rb}_{\mathrm{b}}$ and $\mathrm{T}_{i}$ (a characteristic inner problem time scale), and a outer problem of scale $l_{0}$ and $T_{o}$. An asymptotic analysis of the problem can be developed when these various scales are of different orders of magnitude. For the bubble interactions the expansion inay be realised when the scale of the inner problem and the onter problem are really different. We introduce in this case a small parameter that will be responsible for the perturbation. Let's call e this perturbation parameter: $c=\frac{r_{2}}{T_{0}}$. We assume in the following $\varepsilon<1$.

In sections 2.2 and 2.3 the outer problem is associated with the macroscopic behaviour of the cloud. A bubble then appears as a superposition of singularities of various orders, whereas the inner problem provides the microscopic details of the behaviour of the flow in the vicinity of an individual bubble center $B_{i}$. The boundary conditions at infinity for the inner problem are therefore obtained at each order of approximation by the asymptotic behaviour of the outer solution in the vicinity of $B_{i}$. Thus if one knows the behaviour of all bubbles except $B_{i}$, the motion, deformation and preesure field due to this cavity can be determined by solving easier linearizod forms of the equations. At the lowest order, $\varepsilon=0$, each bubble (of index i) behaves spherically. The combination of all these first approximations of each inner problem provides a description of the whole first order flow field (i.e. a distribution of sources or sinks representing all bubble oscillations). The behaviour of this outer flow field in the vicinity of each bubble sets the
boundary conditions at infinity at the following order of approximation, e, for the corresponding inner problem. The same process is then repeated for the successive orders.

### 1.2 Incompressible fluid

The study of the cloud in an incompressible fluid, using the preceding method, has been done by G. Chabine, K. Kalumuck and T. Perdue [3] .

For this work we will use the numerical codes they have created where they neglect not only the viscosity and the compressibility but also the heat and mass transfer. The great contribution of these reseachers was to discover that until order $O\left(\varepsilon^{3}\right)$ the problem of the cloud was similar to a problem of two bubbles: the bubble $i$ and an equivalent bubble $G_{i}$ (figure 1 ). This constatation simplifies a lot the problem without affecting the precision of the calculation.
figure 1: Multibubble Interaction Equivalence Concept


During this study we showed using the work of Takahira and Akamatsu [7] that at higher orders the above approximation was not justified. We will not explain all the resolution of Chahine's work, but we just give the most important equations to understand the goal of the work. Thanks to the concept of equivalent bubble the equations are easier, at least for the lowest orders. Neglecting the compressibility Chahine considers two different problems: the inner and the outer problem. In the next section we will come back on this assumption.

The equivalent bubble is centered at $G_{i}$. The growth rate and position of this equivalent bubble are determined by the distribution and the growth rate of the other cavities. In general, this fictituous bubble equivalent to the "rest-of-the-cloud", and the corresponding "cloud center" and "equivalent bubble intensity" are different for each bubble. If $\theta_{i g}$ is the angle between the centers' direction $B_{i} G_{i}$ and the direction of a field point $B_{i} M$, the equation of the surface of the axisymmetric bubble $B_{i}$ can be written in the form:

$$
\begin{aligned}
R\left(\theta_{i g}, \phi, t\right)= & a_{0}^{i}(t)+\varepsilon a_{1}^{i}(t)+\varepsilon^{2}\left[a_{2}^{i}(t)+f_{2}^{i}(t) \cdot \cos \theta_{i g}\right] \\
& +\varepsilon^{3}\left[a_{3}^{i}(t)+f_{3}^{i}(t) \cdot \cos \theta_{i g}+g_{3}^{i}(t) \mathcal{P}_{2}\left(\cos \theta_{i g}\right)\right]+o\left(\varepsilon^{3}\right)
\end{aligned}
$$

where $\mathcal{P}_{2}$ is the Legendre polynomial of order 2 , and argument $\cos \theta_{i g}$. The components, $a_{n}^{i}$, $f_{n}^{i}$ and $g_{n}^{i}$, satisfy linear second order differential equations which can be written in symbolic form as follows:

$$
D_{2}\left(y_{n}^{i}\right)=\sum\left(\frac{l_{o}}{l_{0}^{i j}}\right)^{m} F_{j}^{i}\left(y_{0}^{i}, \ldots, y_{n-1}^{i}\right) P_{m}\left(\cos \theta_{i g}\right) .
$$

Here $D_{2}\left(y_{n}^{i}\right)$ represents a differential operator of the second order in time acting on the radius component $y_{n}^{i}$ (one of $a_{n}^{i}, f_{n}^{i}, g_{n}^{i}$ ) of the bubble $i$; $m$ is an integer indicating the order of the spherical harmonic.

The behaviour of $B_{i}$ can be computed by integration of the obtained system of differential equations using a multi-Runge-Kutta procedure. the behaviour of the whole cloud is thus obtained. Earlier studies have shown that collective bubble behaviour can have a dramatic effect on both bubble growth and implosion. Specifically, bubble growth is inhibited by babble interactions, while bubble collapse is enhanced. This cumulative effects come from the fact that the interaction reduces any driving pressure drop as a result of the other bubble growth, while it increases the collapse driving pressure as a result of the other bubble collapse. Due to the cumulative effects of the collapse of all the bubbles in the cloud, each bubble ends its collapse under the influence of a pressure which is orders of magnitude higher than that for an isolated bubble.

### 1.3 Slightly compressible fiuid.

We will not go into the details of obtention of the equations which we will do in the next section. We will say that the component $a_{0}^{i}(t)$ of the bubble $i\left(r=R\left(\theta_{i g}, \phi, t\right)=a_{0}^{i}(t)+\sigma a_{i}^{i}(t)+\ldots\right)$ verifies the Rayleigh-Plesset equation (Equation 1).

$$
\begin{equation*}
\rho\left[a \ddot{a}+\frac{3}{2} \dot{\varepsilon}^{2}\right]=p_{B}-p_{\infty} \tag{I}
\end{equation*}
$$

where $p_{B}$ is the pressure at the bubble wall:

$$
\begin{equation*}
p_{B}=p_{v}+p_{90}\left(\frac{V_{0}}{V}\right)^{\gamma}-C \sigma \tag{2}
\end{equation*}
$$

Where $p_{y} a$ and $V_{0}$ are the initial gas pressure and volnme respectively, $\sigma$ is the suriace tension, $C$ the local curvature of the bubble, $V$ the instantaneous value of the bubble $i$ volume, and $\gamma$ the polytropic constant, with $\gamma=1$ for isothermal behaviour and $\boldsymbol{y}=1.4$ for adiabatic conditions. Here $p_{f 0}$ and $V_{0}$ are known quantities at $t=0$.

In fact introducing the compressibility of the fluid at order 0 modiñes the equation of the radius of the bubble. The classical Rayleigh-Plesset equation becomes of the Keller-Herring form (Equation 3).

This equation can be written as

$$
\begin{equation*}
\rho\left[\left(1-\frac{\dot{i}}{c}\right) a \vec{a}+\frac{3}{2}\left(1-\frac{\dot{a}}{3 c}\right) \dot{a}^{2}\right]=\left(1+\frac{\dot{a}}{c}+\frac{a}{c} \frac{d}{d \dot{t}}\right)\left(p_{B}-p_{\infty}\right) \tag{3}
\end{equation*}
$$

where $c$ is the sound speed.
To nondimensionalize this equation we need to introduce a new perturbation parameter $\mathbb{M}$ which is a Mach number:

$$
\begin{equation*}
M=\frac{r_{0} / T_{i}}{c_{r a f}} \tag{4}
\end{equation*}
$$

Where $G_{r a f}$ is the sonnd speed in the fluid at rest.

Let's call

| $U$ | $=$ | $\left(V_{0} / V\right)^{\top}$ |  |
| :--- | :---: | :---: | :---: |
| $\mathcal{P}$ | $=$ | $\left(p_{0_{\infty}}-p_{v}\right) / \Delta P$ | $\left(r_{1_{0}} \Delta P\right) / 2 \sigma$ |$\quad:$ Weber number

Equation (3) becomes:

$$
\begin{align*}
& (1-M \dot{\bar{a}}) \bar{a} \overline{\tilde{a}}+\frac{3}{2}(1-M \dot{\bar{a}}) \dot{\bar{a}}^{2}= \\
& (1+M \dot{\bar{a}})\left[\mathcal{P}\left(J-1-3 \gamma \bar{\sigma}_{\bar{a}}^{\dot{a}}\right)+2 W^{-1}\left(\frac{U}{\tilde{a}_{0}}-\frac{1}{\bar{a}}-\frac{3 \gamma M \overline{\dot{a}}}{\tilde{a}_{0}}+M \frac{\dot{\bar{a}}}{\bar{a}}\right)\right. \\
& \left.-\bar{p}_{\infty}(\bar{t}+M \bar{a})+\bar{p}_{0_{\infty}}\right] \tag{5}
\end{align*}
$$

Taking $M=0$ in (5), we find the classical equation of Rayleigh-Plesset (1).

This equation verified at order $e^{0}$ by the component of the radius $c_{0}$ of each bubble shows that the compressibility at order $M$ is only a correction of the Rayleigh evolution of each bubble. As we know that the behaviour of each bubble has a cumulative effect on the collapee of all bubbles, we may predict that the compressibility can have a strong effect on the cloud. To verify this assumption and to know how strong is the effect of the compressibility on the cloud, we have investigated the effects of this equation on Chahine's code. In most figures shown below the bubbles are in the same plane OYZ. This simplification could seem useless if we know how Chahine's code proceeds: each bubble is computed using the equivalent babble comcept. One could have used more general cases. Our choice was motivated by
two reasons. The first one is because it is easier to understand the changes of the clond seaing the all bubbles together. The most accurate representation is to cat the cloud by 2 plane including all the shapes. Then one has only to compute the translations and the rotations of all the bubbles. The second reason is that we could compare the results of this code with those obtained with a completly different method which accounts for large bubble deformations. Indeed Dynaflow Inc. is working on a 3D code (3DyaaFS). Most of the studied cases were in a plane.

### 1.4 Figures :

Figure 2 shows $R\left(\theta_{i g}=0, t\right)$ versus time for one bubble in a 6 -bubble cloud. The bubbles are at equilibrium at $t=0$ when they are subjected to a sudden pressure drop. The bubbles have an initial radius of 0.01 cm and are arranged at equal distances from the origin along the three coordinate axes:


The solid line indicates the incompressible solution. Also plotted is the corresponding curve for $M=0.01$ (small dashes), $M=0.03$ (small dashdot), and $M=\epsilon=0.07$ (dash dot). Even if for $M=c$ our approximation is not compledy justified this figure gives a good idea of the effect of the compressibility. Not only the compressibility reduces the magnitude of the radius variation but also it changes slightly the frequeace of the oscillations. This is fundamental from an acoustician point of view.

Figure 2


Figures 3, 4, 5, 6 shows a 6 -bubble cloud evolution in a liquid more or less compressible. The bubbles are at equilibrium at $t=0$ when they are subjected to a sudden pressure drop. The bubbles have an initial radius of $10^{-3} \mathrm{~m}$ and are arranged in the plane $O Y Z$ symetricaly with respect of the two coordinate axes: figure 3 shows $R\left(\theta_{i g}=0, t\right)$ versus time, the solid line indicates the incompressible solution which breaks down at $t=3.2$. Also plotted is the corresponding curve for $M=0.08$ (small dashes), and $M=\varepsilon=0.2$ (dash dot). Figure 4 shows growth and collapse of the bubble cloud in an incompressible fluid. Figure 5 shows growth and collapse of the bubble cloud in a slightly compressible fluid: $M=0.08$. Figure 6 shows growth and collapse of the bubble cloud in a compressible fluid: $M=\varepsilon=0.2$


Figure 3


Figure f: $M=0$


Figure 5: $\boldsymbol{M}=0.08$


Figure 6: $M=c=0.2$

The figures $7,8,9,10$ shows 24 -bubble cloud evolution in 2 liquid compressible or not. The bubbles are at equilibrium at $t=0$ when they are subjected to a sudden pressure drop. The initial radius of the big bubble is $5 \times 10^{-3} \mathrm{~m}$ and $10^{-3} \mathrm{~m}$ for the small one. They are arranged in the plane $0 Y Z$ symetricaly with respect to the two coordinate axes:

Figure 7 shows $R\left(\theta_{i g}=0, t\right)$ versus time of the big bubble. Figure 8 shows $R\left(\theta_{i g}=0, t\right)$ versus time of the small bubble. The solid line indicates the incompressible solution. Also plotted is the corresponding carve for $M=0.2$ (small dashes). Figure 9 shows the cloud in a compressible fluid $M=0.2$. Figere 10 shows the cloud in a incompressible fluid. On this figures we observe clearly the formation of the jet. The collapse in the compressible fluid is slightly delayed.

$$
\begin{array}{ll}
r_{b_{0}} & =5 \times 10^{-3} \mathrm{~m} \\
\dot{\sigma} & =0.25 \\
\boldsymbol{\sigma}=\frac{r_{00}-p_{0}}{\Delta P} & =7.28 \times 10^{-2} \mathrm{~N} / \mathrm{m} \\
W=\frac{r_{0} \Delta P}{2 \sigma} & =680
\end{array}
$$
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Figure $7^{-}$
Figure !


Figere 9

Figure 10


These following figures show a 12 -bubble clond in an incompresrible fixid. All bubbles have not the same initial size. Initial radius of big bubbles is $5 \times 10^{-3} \mathrm{~m}$, initial radius of medium bubbles is $2.5 \times 10^{-3} \mathrm{~m}$, initial radius of small bubbles is $10^{-3} \mathrm{~m}$. The reason for taking different sizes of bubble is that the code is limited by the collapse of bubbles. With same size bubble cloud the collapse of bubbles which are inside the cloud appears too early. Then the collapse of the cloud is not interesting. Thus we have chosen a bubble cloud with two big bubbles inside and four small bubbles at extremities. The bubbles are at equilibrium at $t=0$ when they are subjected to a sudden pressure drop.

$$
\begin{array}{ll}
r_{b_{0}} & =5 \times 10^{-3} \mathrm{~m} \\
c & \\
\sigma & =0.25 \\
\boldsymbol{P}=\frac{20}{\Delta P}= & =5 \times 10^{-3} \\
W=\frac{0^{-2}}{20} \mathrm{~N} / \mathrm{m} \\
W & =680
\end{array}
$$




Bubble 7


Bubble 8


Bubble 11


These figures represent the same cloud with the same initial conditions but in a compressible fluid $M=c=0.25$.



Bubble 7


Bubble 8


Bubble 11


## 2 Dynamic of the cloud

### 2.1 Problem statement

The reader should have certainly noticed the different approximations made in the previous problem. In this section we try to take into account most effects of the compressibility. The resolution of the "inner" and the "outer" problems will be very similar to Chahine's study, the difference is that we include the compressibility of the fluid. However, a very important change occurs when compressibility is included. The pressure imposed at infinity in the "inner" and "outer" problems now depends on the local volumic mass i.e. at the scale of the cloud on the void fraction. Therefore at the bubble scale or at the cloud scale the fluid has to be considered differently. In fact we need to consider two different global scale: the microscale problem and the macroscale one. In the first one the fluid is seen as a compressible fluid with bubbles inside it, in the second one the liquid is a two-phase medium and the compressibility comes mainly from the presence of the gas phase and not from the compressibility of the fluid itself.

## Characteristic scales:

$$
\text { microscale } \begin{cases}\text { inner: } & r_{b_{0}}, T_{i} \\ \text { outer: } & l_{0}, T_{0}\end{cases}
$$

macroscale $\left\{\begin{array}{l}\text { cloud: } l_{c}, T_{c} \\ \text { far away: } l_{f}, T_{f}\end{array}\right.$


### 2.2 Microscale problem

The microscale problem is a room on the bubble cloud and it can be decomposed into an "inner" and an "outer" problems. Thus there is not a single "inner" problem but as many "inner" problems as there are bubbles. To each "inner" problem corresponds an "outer" problem.

At the length scale of the microscale problem each bubble being far away for other bubbles, sees a compressible liquid. Explicit expressions for the sound speed, $c$. and the enthalpy, $h$, will be needed. To this end we make use of an equarion of state of the modified Tait form for water:

$$
\begin{equation*}
\frac{p+B}{p_{\mathrm{ref}}+B}=\left(\frac{\rho}{\rho_{\mathrm{ref}}}\right)^{n} \tag{6}
\end{equation*}
$$

Here the reference is chosen in the undisturbed liquid (subscript ref). The values $B=3049.13$ bars, $n=7.15$ give an excellent fit to the experimental pressure-density relation for water up to $10^{5}$ bars (Fujikawa and Akamatsu 1980). With (6) we find the following relation:

$$
\begin{equation*}
\frac{d p}{d \rho}=c^{2}=\frac{n(p+B)}{\rho} \tag{7}
\end{equation*}
$$

$c_{\text {ref }}^{2}=n\left(p_{\text {ref }}+B\right) / \rho_{\text {ref }}$ is the square of the undisturbed speed of sound in the liquid.

### 2.2.1 "Inner" problem

Mathematical formulation:

Let's call $p^{i}(M, t)$ the pressure at a point $M$ in the liquid at time $t$ in the "inner" problem. Let's call $p_{\infty}^{i}(t)$ the pressure at time $t$ at infinity at the scale of the "inner" problem. Let's call $p(\Delta, t)$ the pressure at a point $M$ in the liquid at time $t$ in the "outer" problem. Let's call $p_{\infty}^{\circ}(t)$ the pressure at infinity at the scale of the "outer" problem. The value of $p_{\infty}^{i}(t)$ is given by the boundary condition of the "outer" problem:

$$
\begin{equation*}
p_{\infty}^{i}=\lim _{r \rightarrow \infty} p^{i}(M, t)=\lim _{r \rightarrow B^{i}} p^{0}(M, t) \tag{8}
\end{equation*}
$$

Let's take the nondimensionalized pressure parameter $\Delta P_{i}$ :

$$
\Delta P_{i}=\max \left|p^{i}(M, t)-p_{\infty}^{i}(t)\right|
$$

We denote $\quad \bar{p}=\frac{p\left(M_{1} t\right)-p_{r e f}}{\Delta P_{i}} ; \quad \vec{p}_{\infty}=\frac{p_{00}(t)-p_{r a l}}{\Delta P_{i}}$.

Let's call $\eta_{i}^{2}=\frac{\Delta P_{1}}{p_{\text {raf }}{ }^{\text {cha }}}$ and assume that $\eta_{i}<1$.

We have:

$$
\begin{aligned}
\frac{1}{\rho} & =\frac{1}{\rho_{\mathrm{ref}}}\left(\frac{p^{i}+B}{p_{\mathrm{ref}}+B}\right)^{-\frac{1}{2}}=\frac{1}{\rho_{\mathrm{ref}}}\left(1+\frac{p^{i}-p_{\mathrm{ref}}}{p_{\mathrm{ref}}+B}\right)^{-\frac{1}{n}} \\
& =\frac{1}{\rho_{\mathrm{ref}}}\left(1+\frac{n}{\rho_{\mathrm{ref}} f_{\mathrm{ref}}^{2}}\left(p^{i}-p_{\mathrm{ref}}\right)\right)^{-\frac{1}{n}}=\frac{1}{\rho_{\mathrm{ref}}}\left(1+n \bar{p} \eta_{i}^{2}\right)^{-\frac{1}{n}}
\end{aligned}
$$

We can do the following expansion for $\eta_{i}<1$ up to order $O\left(\eta_{i}^{4}\right)$ :

$$
\begin{equation*}
\frac{1}{\rho}=\frac{1}{\rho_{\text {ref }}}\left(1-\tilde{p} \eta_{i}^{2}+\frac{n+1}{2} \bar{p}^{2} \eta_{i}^{4}+\alpha\left(\eta_{i}^{4}\right)\right) \tag{9}
\end{equation*}
$$

Thanks to this expansion we can express $h^{i}$ up to order $O\left(\eta_{i}^{4}\right)$.

$$
\begin{align*}
& h^{i}=\int_{p_{\infty}}^{p} \frac{d p}{\rho}=\int_{p_{\infty}}^{p} \frac{\Delta P_{i}}{\rho} d \bar{p} \\
& h^{i}=\eta_{i}^{2} c_{r e f}^{2}\left(\bar{p}-\bar{p}_{\infty}-\frac{1}{2}\left(\bar{p}^{2}-\bar{p}_{\infty}^{2}\right) \eta_{i}^{2}+\frac{n+1}{6} \vec{p}^{3} \eta_{i}^{4}+o\left(\eta_{i}^{d}\right)\right) \tag{10}
\end{align*}
$$

Using cine same kind of expansion we get $\frac{1}{j^{2}}$ :

$$
c^{a^{2}}=\frac{d p}{d \rho}=\frac{n(p+B)}{\rho}=\frac{1}{\rho}\left(n\left(p-p_{\text {raf }}\right)+n\left(p_{\text {ref }}+B\right)\right)
$$

$$
\begin{align*}
c^{i^{2}}= & \frac{\rho_{r o f} c_{r e f}^{2}}{\rho}\left(1+n \tilde{p} \eta_{i}^{2}\right)=c_{r e f}^{2}\left(1+n \tilde{p} \eta_{i}^{2}\right)^{1-1 / n}  \tag{11}\\
\frac{1}{c^{2^{2}}}= & \frac{1}{c_{r e f}^{2}}\left(1+(1-n) \tilde{p} \eta_{i}^{2}\right. \\
& \left.+\frac{1}{2}(1-n)(1-2 n) \bar{p}^{2} \eta_{i}^{4}+o\left(\eta_{i}^{4}\right)\right) \tag{12}
\end{align*}
$$

First, we will consider the expansion until order $o\left(\eta_{i}^{3}\right)$, equation (11) and (12) become:

$$
\begin{align*}
\frac{1}{c^{i^{2}}} & =\frac{1}{c_{r e f}^{2}}\left(1+(1-n) \tilde{p}_{i}^{2}+o\left(\eta_{i}^{3}\right)\right)  \tag{13}\\
h^{i} & =\eta_{i}^{2} c_{r o f}^{2}\left(\tilde{p}-\tilde{p}_{\infty}-\frac{1}{2}\left(\bar{p}^{2}-\bar{p}_{\infty}^{2}\right) \eta_{i}^{2}+\phi\left(\eta_{i}^{3}\right)\right) \tag{14}
\end{align*}
$$

## Motion equations.

The bubble behaviour and the motion of the liquid in the neighborhood of each bubble is governed by the equation of continuity

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla\left(\rho u^{i}\right)=0 \tag{15}
\end{equation*}
$$

and the momentum equation

$$
\begin{equation*}
\rho\left(\frac{\partial u^{i}}{\partial t}+u^{i} \nabla u^{i}\right)+\nabla p^{i}=0 . \tag{16}
\end{equation*}
$$

Furthermore with the assumption that the motion is irrotational, we may introduce a velocity potential $\phi$ such tha: $u^{i}=\nabla \phi$. With this definiton equation (15) may be rewritten as

$$
\begin{equation*}
\frac{1}{c^{3^{2}}}\left(\frac{\partial h^{i}}{\partial t}+\nabla \phi \nabla h^{i}\right)+\nabla^{2} \phi=0 \tag{17}
\end{equation*}
$$

while equation (16) may be integrated once to give

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\frac{1}{2}|\nabla \phi|^{2}+h^{i}=0 . \tag{18}
\end{equation*}
$$

To complete this matheratical formulation we need the kinematic boundary condition at each bubble wall $r=R^{i}(t)$
for each bubble $i: \quad\left(\nabla \phi^{i} \cdot n^{i}\right)_{r=R^{i}(t)}=\frac{\partial R^{i}(t)}{\partial t} e_{r i} . n^{i}$
where $n^{i}$ represents the :ormal at the bubble $i$ surface, $r=B^{i}(t)$ is the equation of its surface, $e_{r i}$ is the radial vector in a frame linked to the center of the bubble.

The pressure in the liquid at each bubble $B_{i}$ surface:

$$
\begin{equation*}
p_{B_{i}}^{i}=p_{v}^{i}+p_{g 0}^{i}\left(\frac{V_{0}^{i}}{V^{i}}\right)^{\gamma}-C^{i} \sigma, \tag{20}
\end{equation*}
$$

where $p_{g 0}^{i}$ and $V_{0}^{i}$ are the initial gas pressure and volume respectively, $\sigma$ is the surface tension, $C^{i}$ the local curvature of the bubble, $V^{i}$ the instantancous value of the bubble $i$ volume, and $\gamma$ the polytropic constant, with $\gamma=1$ for isothermal behaviour and $\gamma=1.4$ for adiabatic conditions. Here $p_{50}^{i}$ and $V_{0}^{i}$ are known quantities at $t=0$. The curvature $C^{i}$ and the normal $n^{i}$ to the surface $B^{i}$ are given by:

$$
\begin{equation*}
C^{i}=\nabla n^{i} ; \quad n^{i}=\frac{\nabla B^{i}}{\left|\nabla B^{i}\right|} . \tag{21}
\end{equation*}
$$

Nondimensionalisations

In the inner problem the parameters we will use for the nondimeasionalisation are :

| $\max \left\|p^{i}(M, t)-p_{\infty}^{i}\right\|$ | $\begin{aligned} & =m_{h_{0}} \bar{r} \\ & =\Delta P_{i} \end{aligned}$ | $r_{10}$ : the initial characteristic bubble radius <br> $\Delta P_{i}$ : pressure change scale |
| :---: | :---: | :---: |
| $t$ | $=T_{i} \vec{t}$ | $T_{i}$ : the characteristic collapee time |
| $\phi$ | $=\phi_{i} \cdot \dot{\phi}$ | $\phi_{i}$ : inner velocity potential scale |
| $\boldsymbol{\eta}_{\mathbf{i}}^{\mathbf{2}}$ | $=\frac{\Delta P_{1}}{M_{0} / c_{0}^{2} f}$ |  |
| $M$ | $=\frac{m_{0} m_{i}}{40 t}$ | M : Mach number |

We will use: $\quad \overrightarrow{p^{2}}-\vec{p} \vec{\infty}_{\infty}=\left(\bar{p}-\vec{p}_{\infty}\right)\left(\bar{p}+p_{\infty}\right)$

Previous equations (17), (18), (19) become:

$$
\begin{align*}
& \frac{\phi_{i}}{r_{i j}^{2}} \nabla^{2} \dot{\phi}+ \\
& \eta_{i}^{2}\left(\frac{1}{\mathcal{F}_{i}} \frac{\partial}{\partial t}\left(\bar{p}-\bar{p}_{\infty}\right)+\frac{\phi_{i}}{r_{b_{0}}^{2}}(\nabla \bar{\phi} \cdot \nabla)\left(\bar{p}-\tilde{p}_{\infty}\right)\right)+0\left(\bar{\eta}_{i}^{4}\right)=0  \tag{22}\\
& \frac{\phi_{i}}{\overline{T_{i}}} \frac{\partial \bar{\phi}}{\bar{\partial}}+\frac{1}{2} \frac{\phi_{i}^{2}}{r_{i_{0}}^{2}}|\nabla \bar{\phi}|^{2}+ \\
& \eta_{i}^{2} c_{r i f}^{2}\left(\bar{p}-\bar{p}_{\infty}\right)\left[1-\frac{1}{2} \eta_{i}^{2}\left(\bar{p}+\bar{p}_{\infty}\right)+O\left(\eta_{i}^{4}\right)\right]=0  \tag{23}\\
& \frac{\phi_{i}}{r_{b_{0}}}\left(\nabla \bar{\phi}_{i} \cdot n^{i}\right)_{r_{i=A}(t)}=\frac{r_{p_{0}}}{T_{i}} \frac{\partial \bar{B}_{i}^{i}(t)}{\partial \dot{t}} e_{r i} . n^{i} \text { for each bubble } i . \tag{24}
\end{align*}
$$

The least degeneracy of equation (24) gives the order of $\phi_{i}$ :

$$
\begin{equation*}
\phi_{i}=\frac{r_{n}^{2}}{T_{i}} \tag{25}
\end{equation*}
$$

The least degeneracy of equation (23) gives the order of $T_{i}: \frac{T_{1}^{2}}{T_{i}^{2}} \eta_{i}^{2} r_{\text {nef }}^{2}=1$ :

$$
\begin{equation*}
T_{i}=\pi_{i} \sqrt{\frac{p_{\text {ref }}}{\Delta P_{i}}} \tag{26}
\end{equation*}
$$

which gives the value of $\eta_{i}$ :

$$
\begin{equation*}
\eta_{i}^{2}=\frac{\Delta P_{i}}{P_{\text {reaf }} c_{r o f}^{2}}=\left(\frac{\tau_{0}}{T_{i}} \frac{1}{c_{r o f}}\right)^{2}=M^{2} \tag{27}
\end{equation*}
$$

it means that $\eta_{i}$ is exactly the previous Mach number $M$. Thus the assumption we made about $\eta_{i}$ is justified for 2 slightly compressible fluid.

The inner problem equations are:

$$
\begin{align*}
& \nabla^{2} \bar{\phi}+M^{2}\left(\left(\frac{\partial}{\partial \bar{t}}+(\nabla \bar{\phi} \cdot \nabla)\right)\left(\bar{p}-\bar{p}_{\infty}\right)\right)+O\left(M^{4}\right)=0  \tag{28}\\
& \frac{\partial \bar{\phi}}{\partial \bar{t}}+\frac{1}{2}|\nabla \bar{\phi}|^{2}+\left(\bar{p}-\bar{p}_{\infty}\right)\left[1-\frac{1}{2} M^{2}\left(\bar{p}+\bar{p}_{\infty}\right)\right]+O\left(M^{4}\right)=0  \tag{29}\\
& \left(\nabla \bar{\phi}^{i} \cdot n^{i}\right)_{r=R^{i}(t)}=\frac{\partial \bar{R}^{i}(t)}{\partial \bar{t}} e_{i} \cdot n^{i} \text { for each bubble } i .  \tag{30}\\
& \bar{p}=\frac{1}{\Delta P_{i}}\left(p_{v}^{i}-p_{r e f}+p_{\rho 0}^{i}\left(\frac{V_{0}^{i}}{V^{i}}\right)^{\gamma}-C^{i} \sigma\right), \text { at each bubble wall } \tag{31}
\end{align*}
$$

### 2.2.2 Outer problem

## Mathematical formulation:

Let's call $p(M, t)$ the pressure at a point $M$ at time $t$ in the outer problem. Let's call $p_{\infty}(t)$ the pressure at time $t$ at infinity at the scale of the outer problem. Let's call $p(M, t)$ the pressure at a point $M$ at time $t$ in the cloud problem. The value of $p_{\infty}^{\rho}(t)$ is given by the boundary condition of the cloud problem:

$$
\begin{equation*}
p_{\infty}^{0}=\lim _{r \rightarrow \infty} p^{\rho}(M, t)=\lim _{r \rightarrow B^{i}} p^{f}(M, t) \tag{32}
\end{equation*}
$$

Let's call the scale prescure parameter $\Delta P_{0}$. We have

$$
\begin{equation*}
\bar{p}=\frac{p(M, t)-p_{\text {ref }}}{\Delta P_{0}} \quad ; \quad p_{\infty}=\frac{p_{\infty}(t)-p_{\text {ref }}}{\Delta P_{0}} . \tag{33}
\end{equation*}
$$

Let's call $\eta_{0}^{2}=\frac{\Delta P_{2}}{D_{0+1} \tau_{\text {ase }}}$ we assume that $\eta_{0}<1$.

We have like in the previous section:

$$
\frac{1}{\rho}=\frac{1}{p_{\text {rof }}}\left(\frac{p+B}{p_{\text {ref }}+B}\right)^{-\frac{1}{n}}=\frac{1}{\rho_{\text {rof }}}\left(1+n p_{r_{B}^{2}}^{2}\right)^{-\frac{1}{2}}
$$

We can make the same expansion for $\eta_{0}<1$ up to order $O\left(\eta_{0}^{4}\right)$ and we get
$h^{\circ}$ and $c^{\circ}$

$$
\begin{equation*}
\frac{1}{\rho}=\frac{1}{\rho_{\text {ref }}}\left(1-\bar{p} \eta_{0}^{2}+\frac{n+1}{2} \bar{p}^{2} \eta_{0}^{4}+o\left(\eta_{0}^{4}\right)\right) \tag{34}
\end{equation*}
$$

Thanks to this expansion we can expand $h^{\circ}$ up to arder $O\left(\eta_{0}^{4}\right)$,

$$
\begin{align*}
& h^{0}=\int_{p_{\infty}}^{p} \frac{d p}{\rho}=\int_{p_{\infty}}^{p} \frac{\Delta P_{0}}{\rho} d \bar{p} \\
& h^{0}=\eta_{0}^{2} c_{T r f}^{2}\left(\bar{p}-\bar{p}_{\infty}-\frac{1}{2}\left(\bar{p}^{2}-\bar{p}_{\infty}^{2}\right) \eta_{0}^{2}+\frac{n+1}{6} \bar{p}_{p}^{3} \eta_{0}^{4}+\phi\left(\eta_{0}^{4}\right)\right) \tag{35}
\end{align*}
$$

and $\rho^{0}$ up to order $o\left(\eta_{0}^{4}\right)$.

$$
\begin{align*}
\frac{1}{c^{2}}= & \frac{1}{c_{\text {ref }}^{2}}\left(1+(1-n) \dot{p} \eta_{0}^{2}\right. \\
& \left.+\frac{1}{2}(1-n)(1-2 n) \vec{p}^{2} \eta_{0}^{4}+\alpha\left(\pi_{0}^{4}\right)\right) \tag{36}
\end{align*}
$$

First, we will consider the expansion until order $O\left(\boldsymbol{r}_{\mathbf{3}}{ }^{3}\right)$ :

$$
\begin{align*}
\frac{1}{\sigma^{2}} & =\frac{1}{c_{r e f}^{2}}\left(1+(1-n) \bar{p}_{0}^{2}+o\left(\eta_{0}^{3}\right)\right)  \tag{37}\\
h^{\circ} & =\eta_{0}^{2} c_{r o f}^{2}\left(\bar{p}-\bar{p}_{\infty}-\frac{1}{2}\left(\bar{p}^{2}-\bar{p}_{\infty}^{2}\right) \eta_{0}^{2}+o\left(\eta_{0}^{3}\right)\right) \tag{38}
\end{align*}
$$

## Motion equations

With the assumption that the motion is irrotational, we find again the same motion equations:

$$
\begin{align*}
& \frac{1}{c^{\rho^{2}}}\left(\frac{\partial h^{\circ}}{\partial t}+\nabla \phi \nabla h^{\circ}\right)+\nabla^{2} \phi=0 .  \tag{39}\\
& \frac{\partial \phi}{\partial t}+\frac{1}{2}|\nabla \phi|^{2}+h^{\circ}=0 . \tag{40}
\end{align*}
$$

In this case the kinematic boundary conditions derived from the fact that there are singularity points located at the center of each of the bubbles. These singularities are sources to the first order of approximation.

## Nondimensionalisations

In the outer problem the parameters we will use for the nondimensionalisation are :

| $\boldsymbol{R}$ | $=l_{0} 0$ | $l_{0}$ : the characteristic distance between two bubbles |
| :---: | :---: | :---: |
| $p(M, t)-p_{\text {ref }}$ | $=\Delta P_{a p}$ | $\Delta P_{0}$ : pressure change scale |
| $t$ | $=T_{0} \bar{E}$ | $T_{0}$ : the characteristic collapse time |
| $\phi$ | $=\phi_{0} \cdot \bar{\phi}$ | $\phi_{0}$ : outer velocity potential scale |
| $\boldsymbol{\eta}_{0}^{2}$ | $=\frac{A P_{0}}{p_{0} / c_{\text {ref }}}$ |  |
| M |  |  |

Previous equations (38) and (39) become:

$$
\begin{gather*}
\frac{\phi_{0}}{\bar{l}_{0}^{2}} \nabla^{2} \bar{\phi}+\eta_{0}^{2}\left\{\left(\frac{1}{\bar{T}_{0}} \frac{\partial}{\partial \bar{t}}+\frac{\phi_{0}}{\bar{l}_{0}^{2}}(\nabla \bar{\phi} \cdot \nabla)\right)\left(\bar{p}-\bar{p}_{\infty}\right)\right. \\
-\eta_{0}^{2}\left[\frac{1}{2}\left(\frac{1}{T_{0}} \frac{\partial}{\partial \bar{t}}+\frac{\phi_{0}}{\bar{l}_{0}^{2}}(\nabla \bar{\phi} \cdot \nabla)\right)\left(\bar{p}^{2}-\bar{p}_{\infty}^{2}\right)\right. \\
\left.\left.-(1-n) \bar{p}\left(\frac{1}{T_{0}} \frac{\partial}{\partial \bar{t}}+\frac{\phi_{0}}{\bar{l}_{0}^{2}}(\nabla \bar{\phi} \cdot \nabla)\right)\left(\bar{p}-\bar{p}_{\infty}\right)\right]+O\left(\eta_{0}^{4}\right)\right\}=0  \tag{41}\\
\phi_{0} \frac{\partial \bar{\phi}}{\bar{T}_{0}}+\frac{1}{2} \frac{\phi_{0}^{2}}{\bar{l}_{0}^{2}}|\nabla \bar{\phi}|^{2}+ \\
\eta_{0}^{2} c_{r, f}^{2}\left(\bar{p}-\bar{p}_{\infty}\right)\left(1-\frac{1}{2} \eta_{0}^{2}\left(\bar{p}+\bar{p}_{\infty}\right)\right)+O\left(\eta_{0}^{4}\right)=0 \tag{42}
\end{gather*}
$$

i.e.

$$
\begin{gather*}
\nabla^{2} \bar{\phi}+\left\{\frac{\eta_{0}^{2} \Gamma_{0}^{2}}{T_{0} \phi_{0}} \frac{\partial}{\partial \bar{t}}+\eta_{0}^{2}(\nabla \bar{\phi} \cdot \nabla)\right\}\left(\bar{p}-\bar{p}_{\infty}\right) \\
-\eta_{0}^{2}\left[\frac{1}{2}\left\{\frac{\eta_{0}^{2} \Gamma_{0}^{2}}{T_{0} \phi_{0}} \frac{\partial}{\partial \bar{t}}+\eta_{0}^{2}(\nabla \bar{\phi} \cdot \nabla)\right\}\left(\bar{p}^{2}-\bar{p}_{\infty}^{2}\right)\right. \\
\left.-(1-n) \bar{p}\left\{\frac{\eta_{0}^{2} r_{0}^{2}}{\bar{T}_{0} \phi_{0}} \frac{\partial}{\partial \bar{t}}+\eta_{0}^{2}(\nabla \bar{\phi} \cdot \nabla)\right\}\left(\bar{p}-\bar{p}_{\infty}\right)\right]+O\left(\eta_{0}^{4}\right)=0  \tag{43}\\
\frac{\partial \bar{\phi}}{\partial \bar{t}}+\frac{1}{2} \frac{\phi_{0} T_{0}}{\bar{l}_{0}^{2}}|\nabla \bar{\phi}|^{2}+ \\
\frac{T_{o} \eta_{0}^{2} c_{r e f}^{2}}{\phi_{0}}\left(\bar{p}-\bar{p}_{\infty}\right)\left(1-\frac{1}{2} \eta_{0}^{2}\left(\bar{p}+\bar{p}_{\infty}\right)\right)+O\left(\eta_{0}^{4}\right)=0 \tag{44}
\end{gather*}
$$

the matching condition is :

$$
\begin{equation*}
\lim _{i \rightarrow 0} \phi_{0} \bar{\phi}=\lim _{\beta \rightarrow \infty} \phi_{i} \bar{\phi} \tag{45}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{p \rightarrow 0} \Delta P_{o} \bar{p}=\lim _{p=\infty} \Delta P_{i} \bar{p} \tag{46}
\end{equation*}
$$

The least degeneracy of equation (44) using the kinematic boundary conditions gives the order of $\phi_{0}$ :

$$
\begin{equation*}
\phi_{0}=c \frac{r_{b_{0}}^{2}}{T_{i}}=\varepsilon \phi_{i} \tag{47}
\end{equation*}
$$

The least degeneracy of equation (42) and (43) give the following order:

$$
\begin{equation*}
\frac{\eta_{0}^{2} T_{0}^{2}}{\phi_{0} T_{0}}=\eta_{0}^{2} \frac{T_{i}}{T_{0} e^{3}}=1 \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{T_{0} \eta_{0}^{2} c_{r e f}^{2}}{\phi_{0}}=\frac{\eta_{0}}{M}{ }^{2} \frac{T_{0}}{T_{i} c} \tag{49}
\end{equation*}
$$

thus

$$
\begin{align*}
& \eta_{0}=c \sqrt{M}  \tag{50}\\
& T_{0}=\frac{M T_{i}}{c}=\frac{l_{0}}{c_{r e f}} \tag{51}
\end{align*}
$$

The previous equations (42) and (43) become:

$$
\begin{gather*}
\nabla^{2} \bar{\phi}+\left\{\frac{\partial}{\partial \bar{t}}+M c^{2}(\nabla \bar{\phi} \cdot \nabla)\right\}\left(\bar{p}-\bar{p}_{\infty}\right) \\
-M c^{2}\left[\frac{1}{2}\left\{\frac{\partial}{\partial t}+M c^{2}(\nabla \bar{\phi} \cdot \nabla)\right\}\left(\bar{p}^{2}-\vec{p}_{\infty}^{2}\right)\right. \\
\left.-(1-n) \bar{p}\left\{\frac{\partial}{\partial t}+M c^{2}(\nabla \bar{\phi} \cdot \nabla)\right\}\left(\bar{p}-\vec{p}_{\infty}\right)\right]+O\left(c^{4}\right)=0  \tag{52}\\
+\left(\bar{p}-\bar{p}_{\infty}\right)\left(1-\frac{1}{2} M c^{2}\left(\bar{p}+\bar{p}_{\infty}\right)\right)+O\left(c^{4}\right)=0
\end{gather*}
$$

i.e.:

$$
\left.\begin{array}{l}
+M \varepsilon^{2}\left[(\nabla \bar{\phi} \cdot \nabla)\left(\bar{p}-\bar{p}_{\infty}\right)-\frac{1}{2} \frac{\partial\left(\bar{p}^{2}-\bar{p}_{\infty}^{2}\right)}{\partial \bar{t}}+(1-n) \bar{p}-\frac{\partial\left(\bar{p}-\bar{p}_{\infty}\right)}{\partial \bar{t}}-\bar{p}_{\infty}\right) \\
\partial \bar{t}
\end{array}\right] \quad+O\left(c^{4}\right)=0(54) .
$$

But the equation (50) shows that the speed at this scale is of order $c_{\text {raf }}$ it doesn't agree with the previous assumption. The perturbations dor't include shock wave. Thus we need to use the second order of degeneracy.

$$
\begin{align*}
& \frac{T_{0} \phi_{0}}{l_{0}^{2}}=\frac{\varepsilon^{3} T_{0}}{T_{i}}  \tag{56}\\
& \frac{T_{0} \eta_{0}^{2} c_{r e f}^{2}}{\phi_{0}}=\frac{\eta_{0}^{2}}{M} \frac{T_{0}}{T_{i} c} \tag{57}
\end{align*}
$$

thus

$$
\begin{align*}
& \eta_{0}=\varepsilon^{2} M=\frac{l_{0} / T_{0}}{c_{r e f}}  \tag{58}\\
& T_{0}=\frac{l_{0}}{c^{2} c_{r e f}} \tag{59}
\end{align*}
$$

The outer problem equations are:

$$
\begin{align*}
& \nabla^{2} \bar{\phi}+c^{4} M^{2}\left\{\frac{\partial}{\partial \bar{t}}+(\nabla \bar{\phi} \cdot \nabla)\right\}\left(\bar{p}-\bar{p}_{\infty}\right)+O\left(c^{4}\right)=0  \tag{60}\\
& \frac{\partial \bar{\phi}}{\partial \bar{t}}+\frac{1}{2}|\nabla \bar{\phi}|^{2}+\left(\bar{p}-\bar{p}_{\infty}\right)\left(1-\frac{1}{2} c^{4} M^{2}\left(\bar{p}+\bar{p}_{\infty}\right)\right)+O\left(c^{4}\right)=0 \tag{61}
\end{align*}
$$

i.e.:

$$
\begin{align*}
& \nabla^{2} \bar{\phi}+O\left(\epsilon^{4}\right)=0  \tag{62}\\
& \frac{\partial \bar{\phi}}{\partial \bar{t}}+\frac{1}{2}|\nabla \bar{\phi}|^{2}+\left(\bar{p}-\bar{p}_{\infty}\right)+O\left(\epsilon^{4}\right)=0 \tag{63}
\end{align*}
$$

### 2.3 Macroscale problem

In the macroscale problem we consider the medium as a continuous mixture of liquid and gas. This is the classical point of view of two-phase flow studies. The compressibility of the liquid can be neglected with respect to the compressibility due to the presence of the bubbles.

### 2.3.1 Cloud problem

## Mathematical formulation:

The medium is composed by a liquid and a gas, the void fraction is $\alpha(M, t)$. The liquid and the gas are assumed inviscid and incompressible, with a respective density $\rho_{f}$ and $\rho_{g}$. We assume that no bubbles are created or disappear. The volumic mass of the medium is:

$$
\begin{equation*}
\rho=\rho_{f}(1-\alpha(M, t))+\rho_{g} \alpha(M, t) \tag{64}
\end{equation*}
$$

The void fraction $\alpha\left(M, \cdot 1\right.$ is taken in the small volume element $d V=\frac{4}{3} \pi l_{0}^{3}$ which contains $n(M)$ bubbles at the point $M, l_{0}$ being the scale of the outer problem in the microscale. The order of $\alpha(M, t)$ is:

$$
\begin{equation*}
\alpha(M, t)=n \varepsilon^{3} \alpha^{*}(M, t) \quad(\alpha(M, t)<1 \text { for } \in<1) \tag{65}
\end{equation*}
$$

where $n$ is the average value of $n(M)$ in the cloud. $a^{*}(M, t)$ is of order unity.

Thanks to the work of Van Wijngaarden [4], we know how the sound speed is modified in a two-phase medium. Under the further assumption that gas and fluid move at the same velocity, the mass of gas in a unit mass of the mixture is constant,

$$
\begin{equation*}
\frac{\rho_{g} \alpha(M, t)}{\rho_{f}(1-\alpha(M, t))}=\text { constant. } \tag{66}
\end{equation*}
$$

In a homogeneous mixture, as envisaged here, the pressure $p$ in the mixture equals the pressure $p_{g}$ in the gas, which is at constant temperature $T$ proportional to $\rho_{g}^{\gamma}$ (isentropic case),

$$
\begin{equation*}
\frac{p^{\frac{1}{7}} \alpha(M, t)}{\rho_{f}(1-\alpha(M, t))}=\text { constant } . \tag{67}
\end{equation*}
$$

For the sound velocity $c$, we have from equation (63),

$$
\begin{equation*}
\frac{1}{c^{2}}=(1-\alpha(M, t)) \frac{d \rho_{f}}{d p}+\alpha(M, t) \frac{d \rho_{g}}{d p}+\left(\rho_{g}-\rho_{f}\right) \frac{d \alpha(M, t)}{d p} \tag{68}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\frac{1}{c^{2}}=\frac{(1-\alpha(M, t))}{c_{f}^{2}}+\frac{\alpha(M, t)}{c_{g}^{2}}+\left(\rho_{g}-\rho_{j}\right) \frac{d \alpha(M, t)}{d \rho} \tag{69}
\end{equation*}
$$

Let's note $\alpha(M, t)$ by $\alpha$. Differentiation of equation (65) gives:

$$
\begin{equation*}
d \alpha=\alpha(1-\alpha)\left(\frac{d \rho_{f}}{\rho_{f}}-\frac{d \rho_{g}}{\rho_{g}}\right) . \tag{70}
\end{equation*}
$$

Differentiation of equation (66) gives:

$$
\begin{equation*}
d \alpha=\alpha(l-\alpha)\left(\frac{d \rho_{f}}{\rho_{f}}-\frac{d p}{d p}\right) \tag{71}
\end{equation*}
$$

Using (69) and (70)

$$
\begin{equation*}
\frac{1}{c^{2}}=\frac{(1-\alpha)^{2}}{c_{f}^{2}}+\frac{\alpha^{2}}{c_{g}^{2}}+\frac{\rho_{f} \alpha(1-\alpha)}{\gamma p}+\frac{\rho_{g}}{\rho_{f}} \frac{\alpha(1-\alpha)}{c_{g}^{2}} \tag{72}
\end{equation*}
$$

We have assumed that $\mathrm{pp}_{\mathrm{g}}^{-\gamma}=$ constant i.e.:

$$
\begin{equation*}
\frac{d \rho_{g}}{d p}=\frac{1}{c_{3}^{2}}=\frac{\rho_{g}}{\gamma p} \tag{73}
\end{equation*}
$$

thus we can write :

$$
\begin{equation*}
\frac{1}{c^{2}}=\frac{(1-\alpha)^{2}}{c_{f}^{2}}+\frac{\alpha^{2}}{c_{g}^{2}}+\frac{\rho_{f}}{\rho_{g}} \frac{\alpha(1-\alpha)}{c_{g}^{2}}+\frac{\rho_{g}}{\rho_{f}} \frac{\alpha(1-\alpha)}{c_{g}^{2}} \tag{74}
\end{equation*}
$$

Using equation (73) the speed of sound in a bubbly fluid is lower than the speed of sound in a pure gas. We know that $\alpha \sim n c^{3}$, for water $c_{f}^{2} \sim 25 c_{g}^{2}$, and $\rho_{f} \sim 1000 \rho_{g}$. With the assumption that $\alpha>\left(\rho_{g} c_{g}^{2} / \rho_{f} c_{f}^{2}\right)$ i.e. $n c^{3}>$ $1 / 25000$, the speed can be approximate in an isentropic case by :

$$
\begin{equation*}
c^{2}=\frac{d p}{d \rho}=\frac{\gamma p}{\rho_{f}(1-\alpha(M, t)) \alpha(M, t)} \tag{75}
\end{equation*}
$$

According to equation (66) we have:

$$
\begin{equation*}
p=\mathcal{P}_{0} \frac{(1-\alpha)^{\gamma}}{\alpha^{\gamma}} \tag{76}
\end{equation*}
$$

$\mathcal{P}_{0}$ is given by the initial conditions.

$$
\begin{equation*}
\mathcal{P}_{0}=p_{\infty}\left(\frac{\alpha_{0}}{1-\alpha_{0}}\right)^{\top} \tag{77}
\end{equation*}
$$

where $p_{\infty}$ is the pressure in the fluid at rest at $t=0$ and $\alpha_{0}$ is the void fraction in the bubble cloud at $t=0$. Then

$$
\begin{equation*}
c^{2}=\frac{\gamma P_{s}}{P_{f}} \frac{(1-\alpha)^{\gamma-1}}{\alpha^{1+\gamma}} \tag{78}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\rho=\rho_{f}(1-\alpha)+\rho_{g} \alpha=\rho_{f}\left(1-n c^{3} \alpha^{-}\right)+\rho_{g} n c^{3} \alpha^{-} \tag{79}
\end{equation*}
$$

With the previous assumption we may approximate $\rho$ with:

$$
\begin{equation*}
\rho \sim \rho_{f}\left(1-n \varepsilon^{3} \alpha^{\star}\right) \tag{80}
\end{equation*}
$$

## Motion equations

Let's call $p^{c}(M, t)$ the pressure at the point $M$ at time $t$ in the cloud problem. Let's call $p_{\infty}^{c}(t)$ the pressure at time $t$ at infinity at the scale of the cloud problem. Let's call $p^{\prime}(M, t)$ the pressure at the point $M$ at time $t$ in the far away problem. The value of $p_{\infty}^{f}(t)$ is given by the boundary condition of the cloud problem:

$$
\begin{equation*}
p_{\infty}^{c}=\lim _{r \rightarrow \infty} p^{c}(M, t)=\lim _{r \rightarrow C} p^{f}(M, t) \tag{81}
\end{equation*}
$$

where $C$ is the fictituous center of the bubble cloud. In our problem where the fluid is at rest the pressure $p_{\infty}^{6}$ is a known of the problem, this is the pressure imposed on the bubble cloud. We find using (76) and (iT) that

$$
\begin{equation*}
\nabla p^{c}=-\rho_{f} c^{2} \nabla \alpha \tag{82}
\end{equation*}
$$

. The medium behaviour is governed by the equation of continuity

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla(\rho u)=0 \tag{83}
\end{equation*}
$$

where $u$ is the speed of the medium, and momentum

$$
\begin{equation*}
\rho\left(\frac{\partial u}{\partial t}+u \nabla u\right)+\nabla p^{c}=0 . \tag{84}
\end{equation*}
$$

These equations give

$$
\begin{align*}
& \nabla u-\frac{1}{1-\alpha}\left(\frac{\partial \alpha}{\partial t}+u \cdot \nabla \alpha\right)=0  \tag{85}\\
& \frac{\partial u}{\partial t}+u \cdot \nabla u-\frac{c^{2}}{1-\alpha} \nabla \alpha=0 . \tag{86}
\end{align*}
$$

We may consider the cloud like a bubble with its own oscillations, the boundary conditon is also

$$
\begin{equation*}
(u . n)_{r=A(t)}=\frac{\partial A(t)}{\partial t} e_{r .} n \tag{87}
\end{equation*}
$$

where $n$ represents the normal at the cloud surface, $r=A(t)$ is the equation of its surface, $e_{r}$ is the radial vector in a frame linked to the center of the cloud.

## Nondimensionalisations

In the cloud problem the parameters we will use for the nondimensionalisation are :

$$
\begin{aligned}
& r=l_{c} r^{*} \quad l_{c}: \text { the characteristic distance of the bubble cloud } \\
& t=T_{c} t^{*} \quad T_{c}: \text { the characteristic time of the bubble cloud } \\
& u=J_{c} \cdot u^{*} \\
& \alpha=n \varepsilon^{3} \alpha^{*}
\end{aligned}
$$

We will use the followiig expansion for $1 / 25000<n e^{3}<1$ :

$$
\begin{equation*}
\frac{1}{1-\alpha}=\left(1-n e^{3} \alpha^{*}\right)^{-1}=1+n e^{3} \alpha^{-}+O\left(e^{4}\right) \tag{88}
\end{equation*}
$$

Expansion of $c^{\mathbf{2}}$ :

$$
\begin{align*}
c^{2} & =\frac{\gamma P_{0}}{\rho_{f}} \frac{(1-\alpha)^{\gamma-1}}{\alpha^{1+\gamma}} \\
& =\frac{\gamma p_{\infty}}{\rho_{f} n \varepsilon^{3}} \frac{\alpha_{0}^{* \gamma}}{\alpha^{* \top}}\left[1+\pi \varepsilon^{3}\left((1-\gamma) \alpha^{\alpha}+\gamma \alpha_{0}^{\alpha}\right)+O\left(\varepsilon^{4}\right)\right] \\
& =\frac{\gamma p_{\infty}}{\rho_{f} n e^{3}} \varepsilon^{\alpha^{2}} \tag{89}
\end{align*}
$$

where $c^{\circ}$ is of order anity. Previous equations (84) and (85) become:

$$
\begin{equation*}
\nabla u^{*}-\frac{1}{1-n \varepsilon^{3} \alpha^{e}}\left(\frac{n \varepsilon^{3}}{J_{c}} \frac{l_{c}}{T_{c}} \frac{\partial \alpha^{-}}{\partial t^{*}}+n \varepsilon^{3} u^{*} \cdot \nabla \alpha^{\bullet}\right)=0 \tag{90}
\end{equation*}
$$

The least degeneracy of equation (89) gives the characteristic speed $\sigma_{c}$ :

$$
\begin{equation*}
\sigma_{c}=\pi \kappa^{3} \frac{b_{c}}{T_{c}} \tag{92}
\end{equation*}
$$

and the least degeneracy of equation (90) gives the characteristic time $T_{c}$ :

$$
\begin{equation*}
T_{c}=l_{c} \sqrt{\frac{n c^{3} p_{f}}{\gamma p_{\infty}}} \tag{93}
\end{equation*}
$$

Thus equation (89) and (90) give:

$$
\begin{align*}
& \nabla u^{*}-\left(1+n \varepsilon^{3} \alpha^{-}+O\left(c^{4}\right)\right)\left(\frac{\partial \alpha^{-}}{\partial t^{*}}+n \varepsilon^{3} u^{-} \cdot \nabla \alpha^{-}\right)=0  \tag{94}\\
& \frac{\partial u^{*}}{\partial t^{*}}+n \varepsilon^{3} u^{*} \cdot \nabla u^{-}-\left(1+n \varepsilon^{3} \alpha^{-}+O\left(c^{4}\right)\right) c^{2} \nabla \alpha^{-}=0 . \tag{95}
\end{align*}
$$

i.e. up to order $o(c)$ :

$$
\begin{align*}
& \nabla u^{*}-\frac{\partial \alpha^{*}}{\partial t^{*}}+\alpha(c)=0  \tag{96}\\
& \frac{\partial u^{*}}{\partial t^{*}}-c^{\alpha^{2}} \nabla \alpha^{*}+\alpha(c)=0 . \tag{97}
\end{align*}
$$

If $c^{*}$ was constant, we would find the cisesic wave equation:

$$
\begin{equation*}
\nabla^{2} u^{*}-\frac{\partial^{2} u^{\bullet}}{\partial u^{2}}=0 \tag{98}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla^{2} \alpha^{-}-\frac{\partial^{2} \alpha^{*}}{\partial \alpha^{2}}=0 \tag{99}
\end{equation*}
$$

### 2.3.2 Far away problem:

This problem is assier, the cloud is ouly a small disruption at the ceater of the frame. We just need to write the equations of the outer problem of an incompressible fluid with a single bubble.

$$
\begin{equation*}
\nabla^{2} \phi=0 \tag{100}
\end{equation*}
$$

and the boundary condition:

$$
\begin{equation*}
\lim _{\cdot \rightarrow \infty} \nabla \phi=0 \tag{101}
\end{equation*}
$$

$p_{\infty}^{f}(t)$ is given by the user.

## Conclusion:

The first part of this report has showed how strong could be the influence on a bubble cloud of a slightly compressible fluid. The second part has lightened all the assumptions made in the first one, and raised the equations we need to solve numerically for the problem which takes into account all the effects of the compressibility.

At $t=0$, we know the pressure every where in the fluid. We may solve step by step, the inner, the outer, then the clond and at least the far away problem. We get the behaviour of the cloud at time dt i.e. the value of $\alpha(M, d t)$ every where in the cloud and the pressure at this time. We need to go back step by step to the inner problem and we obtain the motion of each bubble. This recurrence is easy to compute using the concept of equivalent bubble.

In fact the main application of this modelisation is to know precisely the growth and the collapse of the babbles in the clond near a certain profile.
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# The final stage of the collapse of a cavitation bubble near a rigid wall 
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During the collapse of an initially spherical cavitation bubble near a rigid wall, a reentrant jet forms from the side of the bubble farthest from the wall. This re-entrant jet impacts and penetrates the bubble surface closest to the wall during the final stage of the collapse. In the present paper, this phenomenon is modelled with potential flow theory, and a numerical approach based on conventional and hypersingular boundary integral equations is presented. The method allows for the continuous simulation of the bubble motion from growth to collapse and the impact and penetration of the reentrant jet. The numerical investigations show that during penetration the bubble surface is transformed to a ring bubble that is smoothly attached to a vortex sheet. The velocity of the tip of the re-entrant jet is always directed toward the wall during penetration with a speed less than its speed before impact. A high-pressure region is created around the penetration interface. Theoretical analysis and numerical results show that the liquid-liquid impact causes a loss in the kinetic energy of the flow field. Variations in the initial distance from the bubble centre to the wall are found to cause large changes in the details of the flow field. No existing experimental data are available to make a direct comparison with the numerical predictions. However, the results obtained in this study agree qualitatively with experimental observations.

## 1. Introduction

Cavitation is an important engineering phenomenon that commonly occurs in fluid machinery, piping systems, liquid jets and a variety of boundary-layer flows. The major harmful effects of cavitation are erosion, noise and decrease in fiuid-machinery efficiency (Hammitt 1980; Arndt 1981). In an effort to understand the fundamental physics of cavitation phenomena, a number of researchers have investigated the growth and collapse of individual bubbles near rigid boundaries. Experiments have been performed by Benjamin \& Ellis (1966); Gibson (1968); Lauterborn \& Bolle (1975); Chahine (1979, 1982); Gibson \& Blake (1982); Tomita \& Shima (1986); and Vogel, Lauterborn \& Timm (1989). Using spark-generated or laser-generated cavitation bubbles and high-speed photographs it was found that, once generated, the bubble grows to a maximum size, and then starts to collapse, inducing a radial flow directed toward the bubble centroid. As the collapse proceeds, the surface of the bubble farthest from the wall moves much faster than the surface closer to the wall. This asymmetric motion creates a wall-directed re-entrant jet as the volume of the bubble decreases. Eventually, a liquid-liquid impact occurs between the front of the re-entrant jet and the
opposite side of the bubble. During this impact process, the jet penetrates the slowermoving fluid close to the wall.
Numerous theoretical and numerical studies of an individual bubble collapsing near a rigid boundary have also been made (see review articles by Prosperetti 1982; Blake \& Gibson 1987). Because the available theoretical analysis is limited to asymptotic studies in which the deformation of the bubble is confined to a small perturbation range (Chahine 1982), numerical simulation has become an important tool for investigating the detailed physics of this phenomenon. Using a finite-difference approach. Plesset \& Chapman (1971) conducted the first fully numerical study. Later, Mitchell \& Hammitt (1973) used a modified Marker-and-Cell method to simulate similar cases. An approximate integral-equation approach was introduced by Bevir \& Fielding (1974). In this work, sources and doublets were distributed along the axis of symmetry inside the bubble. Though this method requires less computational effort than the finite-difference method, it failed to simulate the formation of the re-entrant jet. Gibson \& Blake (1980) and Blake \& Gibson (1981) modified this method to study the bubble collapse near a rigid wall and a free surface. Based on Green's theorem and the direct boundary-integral approach, more detailed studies of cavitation bubbles near rigid boundaries have been presented by Guerri, Lucca \& Prosperetti (1981); Cerone \& Blake (1984); and Blake, Taib \& Doherty (1986) for axisymmetric cases and by Chahine \& Perdue (1988) and Chahine (1991) for three-dimensional cases. The numerical calculations of the migration of the bubble toward the rigid wall, the profiles of the bubble and the formation of the re-entrant jet were found to be in excellent agreement with experimental observations (Blake et al. 1986).

Once the re-entrant jet begins to penetrate the opposite side of the bubble, dificulties in experiments, theory and numerical calculations appear. Most experiments use photographs to track the bubble surface. Unfortunately, the jet impact process occurs inside a toroidal bubble and the images are consequently blurred and difficult to interpret. Theoretical analysis of the jet impact and penetration process is difficult because of the nonlinearity associated with the large motions of the bubble surface. Benjamin \& Ellis (1966) postulated that upon jet impact the bubble must be transformed into a vortex ring bubble in order to conserve the Kelvin impulse of the flow. Several attempts have been made to simulate the jet impact and penetration processes numerically. Rogers et al. (1990) and Szymczak et al. (1993) have assumed an inviscid incompressible flow and used a finite-difference field approach. They demonstrated the capabilities of the method by simulating a single bubble collapse near a rigid wall including the impact of the re-entrant jet. Owing to limits in computing time and memory, the calculation was done at low resolution. It was therefore difficult to resolve the impact interface and there was a non-physical energy loss before impact. Attempts to use the direct boundary element method without modification to simulate the penetration process have failed. The failure is due to the inherent mathematical degeneracy of the conventional integral equation under this circumstance. In an effort to avoid this degeneracy problem, Best (1993) devised a two-phase procedure to carry out the calculations with the conventional boundary integral equation. The first phase includes the growth and collapse of the bubble up to the point in time when the north and the south poles of the bubble meet. Then, in the second phase, a ring bubble is assumed with a continuous velocity field everywhere in the fluid. The initial conditions for the ring bubble problem are based on the fluid motion just before impact and some ad hoc assumptions about the geometry of the ring bubble and the fluid velocity in the vicinity of the impact surfaces. The entire impact process occurs instantaneously in this
model. A similar two-phase method with a boundary integral approach was also reported by Lundgren \& Mansour (1991) for the simulation of a vortex ring bubble.
In the present paper, the physics of cavitation bubbles is studied with a new boundary-integral technique that can compute the growth and collapse of the bubble including the impact and penetration of the re-entrant jet. This method allows for a continuous liquid-liquid impact as the two curved sides of the bubble collide, the penetration of the re-entrant jet into the fluid close to the wall and the formation of a shear layer along the impact interface. The physical and mathematical modelling of these processes is presented in $\S 2$. This modelling uses modified conventional and hypersingular boundary integral equations with non-regular boundaries to form a well-posed problem for times before and during jet impact and penetration. The details of the numerical scheme are discussed in §3. This scheme ir verified and tested in §4 by computing static and dynamic problems with known solutions. The results of simulations are presented in §5. These results include velocity and pressure fields and bubble profiles. Calculations showing changes in the circulation and energy of the flow during jet impact and penetration are also computed and discussed in this section. The concluding remarks of this study are given in $\$ 6$.

## 2. Mathematical formulation

### 2.1. Physical assumptions, definitions and coordinates

In the present paper, as well as numerous previously published studies of bubble collapse, the fluid motion is treated by potential theory. Viscous effects are neglected on the grounds that the timescale for viscous diffusion is much longer than the timesale for the collapse. Thus. the vorticity generated at the boundaries does not have sufficient time to diffuse into the flow. The extension of these studies to include the penetration phase of the motion does not alter this conclusion. In studies of bubble collapse before jet impact. the assumption of incompressibility has been made based on the idea that only a small fraction of the energy of the bubble motion is radiated away as sound. In the present case, the jet impact will cause an increase in the radiated sound; however, it will be shown that the potential flow model allows for the loss of energy due to impact. Surface tension effects are also neglected in the present calculations. Though the influence of surface tension grows as the bubble volume becomes very small, it has been shown that the inertia and pressure terms are still dominant (Hammitt 1980).
Profiles of a cavitation bubble just before the impact of the re-entrant jet and at a time later in the evolution of the bubble are shown in figures $1(a)$ and $1(b)$, respectively. These profiles are from the results of the present numerical model. From figure $1(a)$, it can be seen that the radius of curvature at the north pole ( $N_{p}$, defined as the point on the bubble axis that is farthest from the wall) is less than the radius of curvature at the south pole, $S_{p}$. Thus, the jet impact process begins with impact at a single point. This instant in time is defined as the initial impact. As the process continues, more and more of the two surfaces impact in a continuous manner and the bubble volume decreases. The fluid that was originally above the bubble in the figure penetrates into the fluid that is below the bubble creating the profile as shown in figure $1(b)$. In a real flow, the interface between the fluid from above and below the bubble (called the impact or penetration interface in this paper) contains a mixture of gas, vapour and micro-bubbles, and a local shear layer is generated with the fluid in the jet moving toward the wall and the fluid outside the jet moving away from the wall. In the present potential flow approximation, the penetration interface is represented as a sheet with infinitesimal thickness. This sheet has the properties of a vortex sheet in that the


Figure 1. A cylindrical coordinate system and two axisymmetric bubble profiles corresponding to stages (a) before and ( $b$ ) after penetration. The profiles have been separated vertically for clarity. $S_{0}$ represents a regular surface, $S^{+}$and $S^{-}$comprise a common surface which is connecied to $S_{\text {, at }}$ at the triple point $T_{\text {, and }} S_{\boldsymbol{w}}$ denotes an infinite rigid wall. $N_{p}$ and $S_{p}$ are respectively the north and south poles on the bubble surface.
pressure and normal velocities of the fluid are required to be continuous across the sheet while the tangential velocities are allowed to be discontinuous. The remainder of the bubble is toroidal in shape and is called a ring bubble. The circular line at which the vortex sheet attaches to the ring bubble is called the triple-point line and its intersection with the plane of the paper is denoted by the point $T$ in figure $1(b)$. In the experiments, the ring-bubble contains some non-condensible gas which will cause the bubble to grow again after reaching a minimum volume. In the present model, the pressure in the bubble is assumed to be constant, therefore rebound will not occur. Current efforts are being directed toward simulating the rebound process with a volume-dependent pressure inside the bubble.

A cylindrical coordinate system is used to describe the motion of the fluid and bubble surface, with $r, \theta$ and $z$ representing the radial, circumferential and axial coordinates, respectively. The fluid motion is assumed to be axisymmetric. A rigid wall is located in the plane $z=0$ and extends to infinity. The pressure in the fluid far from the bubble, $P_{\infty}$, is maintained constant as is the pressure in the bubble, $P_{0}$. Before initial impact, the bubbie surface, as shown in figure 1 (a), is entirely a regular surface (Kellogg 1953) and the fluid domain, $D$, is a simply connected region bounded by the bubble surface, $S_{b}$, the rigid wall, $S_{w}$, and an imaginary boundary at infinity, $S_{\infty}$. After initial impact, $S_{b}$ is transformed into an irregular surface as shown in figure $1(b)$. This surface consist of two different regions: a common surface region which comprises the two surfaces $S^{+}$ and $S^{-}$, representing the vortex sheet, and a regular surface region $S_{0}$ which includes the ring bubble. The fluid domain is still simply connected when the internal boundary is taken as the union of $S_{b}, S^{+}$and $S^{-}$.
The lengthscale for the problem is taken as $R_{\text {max }}$ (the maximum radius the bubble would have achieved in an infinite fluid), the timescale is taken as $R_{\text {max }}\left[\rho /\left(P_{\infty}-P_{0}\right)\right)^{\mid}$ (the collapse time of a spherical bubble in an infinite fluid of density $\rho$ ), and the
pressure scale is $P_{\infty}-P_{0}=\Delta P$. With respect to the three scaling parameters, the nondimensionalized coordinates, $r^{*}$ and $z^{*}$, time $t^{*}$ and pressures $P^{*}$ can be expressed as

$$
\begin{equation*}
\left\{r^{*}, z^{*}, r^{*}, P^{*}\right\}=\left\{\frac{r}{R_{\max }}, \frac{z}{R_{\max }}, \frac{t}{R_{\max }}\left(\frac{\Delta P}{\rho}\right)^{\prime}, \frac{P}{\Delta P}\right\} . \tag{I}
\end{equation*}
$$

Other geometric, kinematic and dynamic quantities in the following mathematical formulations are non-dimensionalized in the same manner. In the remainder of this paper, all variables are dimensionless and the superscript * is dropped for $\mathrm{c} u$ nvenience.

### 2.2. Mathematical statement of problem

Based on potential flow theory, the velocity $u$ can be represented by the gradient of the velocity potential $\phi, u=\nabla \phi$, with $\phi$ satisfying Laplace's equation inside the fluid domain $D$,

$$
\begin{equation*}
\nabla^{2} \phi(x, t)=0, \quad x \in D, \tag{2}
\end{equation*}
$$

where $x$ is the spatial coordinate. Initially, the bubble boundary is assumed to be a spherical surface with radius $\boldsymbol{R}_{\mathbf{0}}$. Over this surface, a uniformly distributed velocity potential $\phi$ is prescribed using Rayleigh's (1917) spherical bubble theory:

$$
\begin{equation*}
\phi_{0}=-R_{0}\left[\frac{2 \Delta P}{3 \rho}\left(\frac{R_{\max }^{3}}{R_{0}^{3}}-1\right)\right]^{1} . \tag{3}
\end{equation*}
$$

The boundary conditions before the impact of the re-entrant jet are as follows. The kinematic boundary condition on $S_{b}$ is

$$
\begin{equation*}
\frac{\mathrm{d} x_{p}}{\mathrm{~d} t}=\nabla \phi, \quad x_{p} \in S_{0} \tag{4}
\end{equation*}
$$

where $x_{p}$ is the position vector to a material point $p$. The kinematic boundary conditions on the rigid wall, $S_{w}$, and at infinity are, respectively,

$$
\begin{equation*}
\frac{\partial \phi}{\partial n}=0, \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
|\nabla \phi| \rightarrow 0 . \tag{6}
\end{equation*}
$$

The dynamic boundary condition on $S_{b}$ is

$$
\begin{equation*}
P\left(x_{p}, t\right)=P_{0}, \quad x_{p} \in S_{b} . \tag{7}
\end{equation*}
$$

After initial impact, the boundary conditions (4) and (7) still apply without modification to fluid particles on $S_{b}$; however, matching conditions must be introduced on the common surface, $S^{+} \cap S^{-}$. The component of the velocity normal to the common surface must be continuous across the surface,

$$
\begin{equation*}
\left.\frac{\partial \phi^{+}}{\partial n_{p}^{+}}\right|_{\rho e S^{+}}=-\left.\frac{\partial \phi^{-}}{\partial n_{p}^{-}}\right|_{\rho e s s^{-}}, \tag{8}
\end{equation*}
$$

where $n_{p}^{+}$and $n_{p}^{-}$are outward normals (directed away from the fluid) to $S^{+}$and $S^{-}$at $\boldsymbol{p}^{+}$and $\boldsymbol{p}^{-}$, respectively. The pressure across the common surface must also be continuous,

$$
\begin{equation*}
\left.P\right|_{p a s^{+}}=\left.P\right|_{\rho a s^{-}} \tag{9}
\end{equation*}
$$

Note that the pressure varies along the common surface and is not in general equal to $P_{0}$.

In order to solve the problem, the dynamic boundary conditions on the bubble surface and the common surface, (7) and (9), must be written in terms of $\phi$. On $S_{b}$, the condition on $\phi$ is Bernoulli's equation written in material derivative form:

$$
\begin{equation*}
\frac{\mathrm{D} \phi}{\mathrm{Dt}}=\frac{1}{\Sigma}|\nabla \phi|^{2}+\frac{P_{\infty}-P_{0}}{\rho}, \quad p \in S_{b} . \tag{10}
\end{equation*}
$$

To derive the equation for $\phi$ on the common surface, consider Bernoulli's equation written for $p^{+}$:
and for $p^{-}: \quad \frac{\partial \phi^{-}}{\partial t}+\left(\frac{\partial \phi^{-}}{\partial n^{-}}\right)^{2}=\frac{1}{2}\left[\left(\frac{\partial \phi^{-}}{\partial n^{-}}\right)^{2}-\left(\frac{\partial \phi^{-}}{\partial s^{-}}\right)^{2}\right]+\frac{P_{\infty}-P^{-}}{\rho}$.
The left-hand sides of these two equations are the time rates of change of $\phi$ following the component of the fluid motion in the direction normal to the common surface. After subtracting (12) from (11) and employing the matching conditions (8) and (9), the above equations become

$$
\begin{equation*}
\frac{\mathrm{D}\left(\phi^{+}-\phi^{-}\right)}{\mathrm{D}_{n} t}=-\frac{1}{2}\left[\left(\frac{\partial \phi^{+}}{\partial s^{+}}\right)^{2}-\left(\frac{\partial \phi^{-}}{\partial s^{-}}\right)^{2}\right] \tag{13}
\end{equation*}
$$

where the subscript $n$ indicates the derivative following the normal component of the flow.

### 2.3. Conditions at the instant of impact

As was pointed out in $\S 2.1$, the liquid-liquid impact occurs continuously. In the numerical model, this continuous impact will be simulated by a finite number of discrete impacts of surface panels of finite size. Each panel impact generates pressure impulses and, as is shown below, temporal discontinuities in $\phi$ and $\nabla \phi$ at the instant of the impact. The pressure impulse, $I$, is defined by

$$
\begin{equation*}
I=\lim _{t^{\prime} \rightarrow t^{\prime}} \int_{t^{\prime}}^{t^{\circ}} P \mathrm{~d} t \tag{14}
\end{equation*}
$$

where $P$ is the impact pressure and $t^{\prime}$ and $t^{\prime \prime}$ represent the instants just before and just after the impact, respectively. Since the interval from $t^{\prime}$ to $t^{\prime \prime}$ is infinitesimal, it can be shown from Bernoulli's equation that the velocity potential and pressure impulse satisfy the following relation (Batchelor 1967):

$$
\begin{equation*}
\phi^{\prime \prime}-\phi^{\prime}=-1 / \rho \tag{15}
\end{equation*}
$$

in which $\phi^{\prime}$ and $\phi^{\prime \prime}$ are, respectively, the velocity potentials just before and immediately after the impact. This equation states that whenever an impact occurs, the velocity potential is discontinuous at that instant and has a jump which is equal to $-I / \rho$. For any two impacting material points ( $p^{+}$and $p^{-}$) on the bubble surface, the above condition can be written as

$$
\begin{align*}
& \phi^{\prime++}\left(x_{\left.p^{+}, t\right)}=\phi^{\prime+}\left(x_{p^{+}}, t\right)-I^{+} / \rho,\right.  \tag{16}\\
& \phi^{\prime \prime-}\left(x_{p^{-}}, t\right)=\phi^{\prime-}\left(x_{p^{-}}, t\right)-I^{-} / \rho . \tag{17}
\end{align*}
$$

Subtracting (17) from (16) and noting that $I^{+}$is equal to $I^{-}$at the impact point, a relation for the difference in $\phi$ across the impact surface at the instant of impact is obtained,

$$
\begin{equation*}
\phi^{\prime \prime+}\left(x_{p^{+}}, t\right)-\phi^{\prime \prime}-\left(x_{p^{\prime}}, t\right)=\phi^{\prime+}\left(x_{p^{+}}, t\right)-\phi^{\prime-}\left(x_{p^{-}}, t\right) . \tag{18}
\end{equation*}
$$

This relation states that the difference in $\phi$ between two impacting points remains the same during the impact. In the present model, the difference in $\phi$ varies along the impact interface. Best (1993) derived the same relationship, but applied it only to the impact of the north and south poles. After impact, he created a simply connected fuid domain by using a fictitious cut along which the difference in $\phi$ was assumed constant.

### 2.4. Benurudury integral eqmutions

The initial boundary value problem for the velocity potential $\$$ as defined in the previous subnections, is solved by the boundary integral equation method. For times before inital impact, the numercal solution method, which is explained in the following section, is the one used by Blake et al. (1986) and others. In this method, the boundary conditions, (4) and (10), are integrated over each time step to yieid the new position of $S_{b}$ and the value of $\phi$ on this surface To proceed on to the next time step. the values of $d \Phi /$ an on $S$, must be determined This problem is solved with a wellknown boundary integral representation dertved from Green's theorem:

$$
\int_{s_{0}, x_{0}}\left[C(p, q) \frac{i \phi(q)}{i n_{i}}-\frac{i C(p, q)}{i n_{i}} \phi(q)\right] d S_{i}= \begin{cases}2 n \phi(p), & p \in S_{0} \cup S_{\infty}  \tag{19}\\ 4 n \phi(p), & p \in D .\end{cases}
$$

where $p$ is a field point, a is a source point varyng as an integration vanable on the surfaces $S_{n} \cup S_{4} . d S_{\text {, }}$ is the dificrential area evement of $S_{*} \cup S_{\infty} n_{8}$ is the normal to $S_{n}$ । $S_{w}$ al $q$ directed outward from the fuxd and the kernet $G(\rho, q)$ is equal to $1 / 1 p-$ - 1 Equation (19) is often called the conventional boundary integral equation (CBIE) in the sense that the kernets invoived are weakly angular for $G(p, q)$ and Cauchy sugular for $\mathrm{B}(\mathrm{p}, \mathrm{q}) / \mathrm{In}_{\mathrm{g}}$, which are integrable without the need of any upecial ureatment.

Unfortunately, the above approach fats when the re-entrant eet epproactes the opposite surface of the bubble ta the tianal mage of the collapme Thus falure is caused by two problems with ibe CBIE First, fust before intial umpect, as equatoon writen for a point on the sup of the re-entrant fet will be dearly dentical to that wniten for a cortesponding point near the wouth pote of the bubble Thus. for mstance. If one is wiving for i $\phi /$ in with known $\phi$. an ill-cooditomed or nearly maguler coefficent matix will result in the Boundary element cakuhations Second. just ather tatial impect. due to the matchung condition (\$) the integral of idim along $5^{\circ}$ and $5^{\circ}$ nill canced Thua. additional equations are neoded to caiculate $i \phi / 2$ an along the comanon sarfice la the following. a now approweh is prosented in whach the CBIE is modified to scocouat for the common surface and a hypersuggher boundary notegral equation (HBIE) os introduced to form a closed equation system With thas sew approech. the culculations bused on the boundary inteqpal equanino method can be carred out continuously from before intial umpect into the pernetration process

Making use of the propertwes of singhe- and dowble-beyer potentahs (Gênter 1967. Burton a Miller 1971) as well as the matchung condition (8). We CDIE (19) is moditiod in Appendix A for cmses with a common rufface to yived

In this motified CBIE. the equation ss writien with respect to $p \notin 5^{2}$ when the feld point $p$ is on the common surface $5^{*} \cap 5^{\text {- }}$ In the following section, on the numerical technique. It will be shown that during penetration the boundery conditions can be
integrated over each time step to yield the new positions of the surfaces $S$, and $S^{+} \cap S^{-}$. the values of $\phi$ on $S_{\phi}$ and the values of $\phi^{+}-\phi^{-}$on $S^{+} \cap S^{-}$. With these values, $\partial \phi / \partial n$ on $S_{\phi}$ and $\phi^{*}+\phi^{-}$on $S^{*} \cap S^{-}$can be determined from (20). However, $\alpha \phi / \partial n$ on the sheet is still unknown.

In order to find an analytical expression for $\partial^{\phi} / \partial m$ on the common surface, the modified HBIE is derived in Appendix A by performing a directional derivative of the CBIE with $\rho$ inside the domain $D$ and then letting $\rho$ approach the boundary along a direction normal to the boundary. The expression of the modified HBIE has the form

$$
\begin{align*}
\int_{s_{0} \cup S_{v}} & {\left[\frac{\partial G(\rho, q)}{\partial n_{p}} \frac{\partial \phi(q)}{\partial n_{q}}-\frac{\partial^{2} G(\rho, q)}{\partial n_{p} \partial n_{q}} \phi(q)\right] d S_{q} } \\
& -\int_{s^{2}}, \frac{\partial^{2} G(p, q)}{\partial n_{p} \partial n_{q}}\left[\phi^{*}(q)-\phi^{-}(q)\right] d S_{q}^{*}= \begin{cases}2 \pi \partial \phi(\rho) / \partial n_{p} & \rho \in S_{0} \cup S_{\infty} \\
4 \pi \partial \phi^{*}(p) / \partial n_{p}^{*} & \rho \in S^{*}\end{cases} \tag{21}
\end{align*}
$$

where $n_{p}$ is the outward normal of the surface at p. Like (20), this modified HBIE is valud for the field point $p$ either on the common surface or on the ress of the boundaries. From (21), d $\phi /$ in on both $S^{*} \cap S^{-}$and $S$, can be determined as long as $\phi$ on the surfaces $S_{\phi} \cup S_{\phi}$ and $\phi^{*}-\phi^{-}$on $S^{*}$ are prescribed.

### 2.5. Energy considerations

The equation governing the enerty of the fow is

$$
\begin{equation*}
\int_{V_{\mu}(t)} t q^{2} d V-\int_{V, d \theta} d q^{2} d V+\frac{P_{g}-P_{0}}{\rho}\left(V_{0}(t)-V_{0}(0)\right)=0 . \tag{22}
\end{equation*}
$$

where the integration timits $V_{( }(1)$ and $V_{\lambda}(0)$ are the tuid volumes al times $;$ and $t=0$. respectively, and $V_{0}(t)$ and $V_{d}(0)$ are the volumes of the bubble at times 1 and $i=0$. respectively (see Duncan \& Zhase 1991, equation (12)). The firs two terms on the len are the kinetice enerpes of the fund at the two tumes and can be cakulated from surfece integrats over the bubble and the common surface (Lamb 1945):

$$
\begin{equation*}
\int_{r \rightarrow \infty} n^{2} d r=\frac{1}{2} \int_{3} \phi_{2}^{2 n} d r \tag{23}
\end{equation*}
$$

where $S$ is the internal boundary $S, \cup S^{\circ} \cup S^{*}$. The third term in (22) is the potential energy defined at the work done agninst the preseure at infinity due to changon in the bubble volume.
For times up to the instant before mitial unpect, the total ebersy of the system is constant. During the collapse phase before muppect, the potential energy decreasea and the kunetic enerty mcreases by equal amounta. However, there is a lom of kibetic eneryy associnted with the bquid-iqquid impect and this energy is not coaverted to potential enermy Thua, the total energy decreases. This tweetic ewergy low is piven by the following equation which se derived in Appestia B:

$$
\begin{equation*}
\left.\Delta E_{4}=\int_{0} \mid x \nabla \phi\right)^{2}-b(\nabla \phi)^{n} d V=-\frac{1}{2} \int_{2} r\left(\nabla(\phi)^{2}-\nabla(\phi)-\right)^{2} \cdot a_{0} d S . \tag{24}
\end{equation*}
$$

Rogers ef al (1990) and Sxymcrit et el. (1993) aleo noted an eversy low duriag impect and presented a similar formula. In the sbove equation, the value of $r^{+}$is a positive maximum at the impect interface since the gradien of 1 muss acoctrate the floid on both sides of the interface in directions awny from the interfice. The differeace in the normal components of the velocitios inside the brackets is always positive as long as there is an impuct. Thus. $\Delta E_{8}$ muat be hass then aero. It should be noted that the above
expression was derived on the assumption that the colliding surfaces stick together after impact. It is this assumption that causes the loss in energy.

As an example of a simple impact problem demonstrating the energy loss, consider two parallel liquid layers of infinite extent in planes normal to the $z$-axis. One layer is above the $z=0$ plane and has a uniform velocity $\boldsymbol{v}=-V \dot{k}$ and a thickness $h^{+}$while the other layer is below the plane $z=0$ and has a uniform velocity $\theta=V k$ and $a$ thickness $h$ '. Impact occurs when the 'inner' surfaces meet at $z=0$. In this example, the divergence of equation ( $\mathrm{B}_{1}$ ) yields

$$
\begin{equation*}
\frac{\partial^{8} I}{\partial z^{3}}=-2 \rho V B(z), \tag{25}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
I^{*}=\frac{-2 \rho V h^{-}}{h^{\circ}+h^{-}}\left(z-h^{\circ}\right) \tag{26}
\end{equation*}
$$

in the upper layer. Evaluation of (24) in this case yields

$$
\begin{equation*}
\Delta E_{t}=2 p V^{2} \frac{h^{\circ} h^{-}}{h^{2}+h^{-}} \tag{27}
\end{equation*}
$$

per unit area. Thus, for the case when $h^{+}=h^{-}=H$, the kinetic energy change is $-\rho V^{2} H$ per unit area. This change is equal to the total kinetic energy before impact and indicates that, as expected, the iwo layers will come to rest after impact.

## 3. Numerical scheme

The numerical schemes to be discussed in this section deal with two issues: the accurate solution of the integral equation system (20) and (21) at a given time instant and the tume advancement of the boundary conditions (4), (10) and (13). For the first issue. it is important to note that while the introduction of the modified HBIE (21) produces a well-pored syilem of equations during penctration. it unfortunately makes the numerical scheme more compticated than schemes that use the CBIE alone in cases before penetration. These complications anse ous of the need for regulanang the hypersingular kernel, making the solutions unique and discretiziag the geometry and density functions properly for the second issue, the kinematic boundary condition must be modified sightly to treat the node points on the vortex sheet.

### 3.1. Regularitation of the Ayperstiguler inicgral

As can be seen from (21), the kernel $\gamma^{2} G(p, q) / \partial n_{p} d n_{f}$ has a chird-order singularity ( $1 / 1 p-q^{(1)}$ as $p$ approaches $q$, which makes it nom-integrable in the ordinary sense. Several regularization techniques to treat integrals of this kind exisp (Meyer. Bell a Zinn 1978. Ingber at Rudolph 1990: Knshnasamy of al. 1990). In this paper. the hypersungular kernel has been transformed to a Cauchy-singular kerned. The retation between the iwo kernels can be expressed in the identity (lagber a Rudoiph 1990)

$$
\begin{equation*}
\int_{s} \phi(q) \frac{\partial^{0} G(p . \varphi)}{\partial n_{p} m_{\theta}} d S_{q}=\int_{s}\left(n_{v} \times \nabla_{q} d(q)\right) \cdot\left(n_{p} \times \nabla_{\theta} G(p . q)\right) d S_{r} \tag{28}
\end{equation*}
$$

where the gradient operator with a subecript indicates that the operation is carried out with that subscript as a variable. The decomposition of this intepral in a cytiodrical coordinate system with axisymmetry (ransforms the density function $\boldsymbol{\alpha}_{\boldsymbol{q}}$ ) in (28) to the clensity funcition ip(o)/it. where if is the arciength along the curface. The corresponding derivations related to this decomposition and expressions for other terms in (21) can be found in Appendix C.

### 3.2. Uniqueness of solutions of the hypersingular integral equation

.....g the hypersingular integral equation (21) alone to solve the Dirichlet problem of Laplace's equation will result in non-unique solutions. (Solutions are only unique up to an additive constant.) This non-uniqueness can be easily deduced from the identity (28) in that, if $\phi(q)$ is a constant along the surface, the integral with the hypersingular kernel is identically equal to zero; thus, (21) will yield $\partial \phi / \partial n=0$ at all points on the surface. However, this contradicts the well-known case of a Rayleigh spherical bubble in an infinite fluid where a uniformly distributed $\phi$ on the bubble corresponds to a nonzero $\partial \phi / \partial n$ on the surface. In the present work, this nun-uniqueness is resolved by introducing a combined scheme in which the modified CBIE and HBIE are jointly used. In this combined wheme. the CBIE is responsible for recovering the constant in $\phi$ along the surface ${ }^{\text {.inkith would be lost if the HBIE were used alone. }}$

## ; Time adeancement algorithem

The time advancement techniques for times before and during penetration are discussed separately in': . su'section. All of the temporal integrations are performed by the following predictor-corrector scheme. Given an ordinary differential equation $d y / d t=f(t, y)$ with an initial convition $y(t)=y_{0}$, the numerical solution for $y$ at step $i+1(i=0, l, \ldots)$ is given by
predictor step:

$$
\begin{gather*}
y_{i+1}^{*}=y_{1}+\left(t_{101}-t_{1}\right) f\left(t_{1}, y_{1}\right)  \tag{29}\\
\left.\left.y_{1+1}=y_{1}+k_{1+1}-t_{1}\right) \dot{( }\left(t_{10} y_{1}\right)+f\left(t_{1+1}, y_{t+1}^{*}\right)\right) \tag{30}
\end{gather*}
$$

corrector step:
For ease of presentation, only the predictor step is presented in the following.

### 33.1 Time marchung before anitiol impact

Let us assume that at time $t$ all quancities are known. To proceed on $101+\Delta 1$, the boundary conditions (4) and (10) are intetrated following the flud particie on the surface $S_{\text {. }}$

$$
\begin{align*}
& x_{p}(1+\Delta)=x_{0}(1)+\nabla M\left(x_{m}, 1\right) \Delta N .  \tag{3i}\\
& \alpha\left(x_{,}, 1+\Delta\right)=\alpha\left(x_{n}, t\right)+\Delta\left(\frac{\mid V\left(x_{r}\right)}{2}+\frac{P_{g}-P_{0}}{\rho}\right) . \tag{32}
\end{align*}
$$

These equations yield the new position of $S_{0}$ and the values of on this surface at $1+\Delta f$. From this information, the dervivitive of $\$$ in the direction tangent to the surface can be computed. In order to proceed to integrate (4) and (10) over the next time step the values of $\partial \phi / \partial n$ are required These values are obtioned by solving the integral equations.

### 3.3.2. Time mapchine after intilal inpert

After inicisl impect. anterial points on the torpidal bubble are treated like those before impact by integrating (4) and (10). The integration of the boundary conditions for points on the common surface is somewhat more complicated sioce two fiud particles. $P^{*}$ on $5^{*}$ and $F^{*}$ on $5^{*}$, occupring the same location on each side of the surface at time I will in general not be together at the next time step (the tangential velocities are not equal on each side of the sheef). The relation between the velocity of a flud particle p and the velocity of its projection in the direction normal to the surface *

$$
\begin{equation*}
\left(\frac{d x_{t}^{*}}{d t} \cdot n_{p}\right) n_{p}=\frac{\partial}{\partial n_{1}} n_{p}=\frac{d x_{t}^{*}}{d t} . \tag{33}
\end{equation*}
$$

where $x_{p}^{A}$ is the position vector of the projection of $x_{p}$ in the normal direction $n_{p}$. Writing this relation at $\rho^{*}$ and $p^{-}$on $S^{\dagger}$ and $S^{-}$for the predictor step yields
and

$$
\begin{equation*}
x_{p}^{n} \cdot(t+\Delta t)=x_{p}^{*} \cdot(t)+\Delta t \frac{\partial \phi^{+}}{\partial n_{p}^{+}} n_{p}^{+}, \tag{34}
\end{equation*}
$$

$$
\begin{equation*}
x_{p}^{*}-(t+\Delta t)=x_{p}^{n}-(t)+\Delta t \frac{\partial \phi^{-}}{\partial n_{p}^{-}} n_{p}^{-} . \tag{35}
\end{equation*}
$$

respectively. In view of the matching conditions (8) and the fact that $n_{p}^{*}=-n_{p}^{-}$, the above equations reduce to a single equation yiedding the new poeition of the common surface at time $t+\Delta t$. The boundary condition (13) integrated for the predictor step is

$$
\begin{equation*}
\phi_{:}^{*}(t+\Delta t)-\phi_{a}^{-}(t+\Delta t)=\phi_{:}^{*}(t)-\phi_{a}^{*}(t)-\frac{\Delta t}{2}\left[\left(\frac{\partial \phi^{*}}{\partial s^{*}}\right)^{2}-\left(\frac{\partial \phi^{-}}{\partial s^{*}}\right)^{2}\right] . \tag{36}
\end{equation*}
$$

where the subecript $n$ indicales the values of $\phi$ at a point following the sormal fow.
It should be emphasized that it is the values of $\$$ on the bubble surface $\left(S_{\nu}\right)$ and the values of $\Delta \phi\left(=\phi^{*}-\phi^{\circ}\right)$ on the impect interface $\left(S^{*} \cap S^{-}\right)$that are adranced in time by (32) and (36). Both quantities are continuous with respect to time.

### 3.3.3. Time step derermunation

In the time advancement, a variable time step technique is adopled. At eech step, the time increment $\Delta t$ is determined by

$$
\begin{equation*}
\Delta f=\frac{C}{1+0.5 V} \tag{37}
\end{equation*}
$$

where $V_{\text {wat }}$ is the maximum velocity on the bubble surface al the current time mep and $C$ is a constant that is taken as 0.04 before penetration when the CBIE is used and 0.01 during penetration when the combused scherme is employed. The determination of there values of $C$ is explored in $\$ 43$.

### 3.4. Numerical implemencation of the intagrel equartions

The modifed CBIE (20) and HBIE (21) are solved by the boumdary elemeat method. The infinte rigid wall is smulated by an mang bubble. The bubble surfice is discretised by $n_{0}$ panets. Given the $r$ and $z$-coordisatien of $n_{0}+1$ panal nodea aloag the surface, the coordinates r and a along each pased can be writuen as functions of a cubic spline parameter. G. which is chosen as a verable aloag the chord leagth of each pased (Dommermuth \& Yue 1987, and Prem at al. 1999).

$$
\begin{equation*}
r=H(\zeta) \quad z=z(\zeta) \tag{38}
\end{equation*}
$$

Thus, the arclength coordipate. s. aloses each pased can be calculated by

$$
\begin{equation*}
x(\zeta)=\int_{0}^{1} d r=\int_{0}^{T}\left[\left(\frac{d}{d K}\right)^{0}+\left(\frac{d r}{d X}\right)^{T}\right] d x \tag{39}
\end{equation*}
$$

Oiher geometric quaptities in the integrle equations such as $G(p .9)$ and $\nabla G(p . \rho)$ are computed from the above equations. The most thable calculationa were performed with the density functions $\downarrow$ and $\$ / 2$ inside ach pasel interpohated as cutic splive and linear functions of s. respectively.
The spline fitting of the surface duriag penetration is complicated by the presence of the triple point where the cormmon surface attuctes to the riag babble. In the present
work, the surface is fitted continuously from the north pole to south pote by a path covering $S^{+}$. So and $S^{-}$sequentially. As a result, the normal to the surface directed into the fluid changes continuously during the integration around the surface and a cusp is formed in the bubble at the triple point (see figure $1 b$ ). This treatment is based on the fact that at the final stage of the bubble collapse, the speed of the surface of the reentrant jet is generally on the order of $10^{1}-10^{2}(\triangle P / \rho)^{1}$ while the fluid near the wall is moving more slowly in the opposite direction. Thus, there exists a strong shear layer in the region close to the triple point. In experiments, this shear layer contains a layer of gas. A similar Sow is generated when a liquid jet impects on a fat water surface and air entraimment occurs along the periphery of the jet. Surface tension forces have the tendency to round the cusp, but in the present case this does not occur owing to the effects of inertia and the short timescale.

Since the problem is axisymmetric about the $z$-anis, the terms in the integral equations can first be incegrated analytically with respect to the circumferential variable 0 . The resulting terms then invotve elliptical integrals of the firs and second kinds as functions of the arciength s in the $\theta=0$ plane (see Appendix C). The field points (collocation points or nodes) are taken at the edge points of the pancts. As a result, the integral equations (20) and (21) can be written in discretized forms within each panel.

$$
\begin{align*}
& = \begin{cases}2 \pi p_{1}: & i=m+1, \ldots, n_{0}-m+1 \\
2 x\left(p_{i}+p_{i}\right): & i=1, \ldots, m .\end{cases} \tag{40}
\end{align*}
$$

Where $m$ is the inden of the triple point; / and / represeat the indexes of the teld point and source panel, neppectively: 4 , is the arclengit of pased $;$; 1 and $f$ are the tercme correspondiag to the concribution from the mage bubble, $C_{0} D_{0}$. $E_{0}$ and $F_{y}$ are functions of the elippex integrals and can be found ir Appendix C. $w$, (ap/an) and
 at the point i. Gaus-Legendre quadrature formuise were uned to culculate the integrals in (40) and (41), in whech the regulas integrands were integrated with a $S$-point formula while the noo-regular mitegrands. which conctia logariltmic siagularities. were treated with ithe formulation given by Andersoa (19\%). The hipear sytuem of algebraic equations formed in this way were solved with the LDU Algorithon (Press of al 1949).

Various combinations of (40) and (41) were applied at the nodes durina different phases of the calculations. For cases mithout a comsena surfece, two combiontions were used. In somp cases the CBIE was applied ot all the aoden. In other caves the HBIE was applied at the first na sodes on top of the bubble startiag with the aorth pole and the last $m$, notes ending with the south pole whike the CBIE was applied at the remaining $n_{4}+1-2 n_{\text {a }}$ nodes. In caves during penetration with on doebte nodes aloug the common surfice. the HBIE was applied at the first $n_{4}+1-m$ noden starting with the north pole and the CBIE was spplied to the last wionen eading with the south pole.

The adjustment of the time step during the impact of adjacent nodes was found to be critical to achieving an accurate calculation. The general technique employed here was to adjust the time step so that, given the distance and relative velocity between the nodes at the current time, the nodes would impact at the end of the time step. To implement this scheme a minimum distance e was chosen. If the distance between one or more pairs of nodes on the ring bubble adjacent to the tripte point was less than $\epsilon$, the time step was adjusted so that all of these pairs collided by the end of the time step. In performing the catculations, it was found that as $\varepsilon$ was decreased the calculation converged initially. However, if e was too small, an overlapping of the nodes on the ring bubble near the triple point occurred at the next time step. It is thought that these problems arise because the Green's function between nearly touching nodes from opposite sides of the bubble becomes singular as the distance between the nodes tends to zero. Thus, for small enough e the solutions of the boundary integral equations are probably inaccurate. After a number of test calculations, it was found that $\varepsilon=0.002$ was a typical minimum value that produced a converged calculation without overtapping of adjacent nudes. This value was used for all the cakulations presented in this paper

### 3.5. Numerical instablitios

The numerical method presented above exhibis unstable behaviour when the volume of the ring bubbie approsches the initial volume of the bubble. The causes of the numerical instability are not ciear. There is no theoretical analysis availabte to examine the numerical instability because the boundary conditons (4), (10) and (13) are coupled and the conditions (10) and (13) are nonhnear Several researchers (Longuet-Higeins \& Coketet 1976. Dommermuth a Yue 1987. Ofuy \& Prosperetil 1990) have reported similar instabilites encountered in boundary etement calculations employing higherorder elemenis when umulating nonlincar waves and water dropkets
To cope with the instabilities. aspoint smoothing technique (Mathematical Handbook 1977. pp. 907-908) was introduced. Civen a data met $y_{1}(1=0.1,2 \ldots . \mathrm{m})$. the modifed data set $y_{i}(1=0,1,2, \ldots, m)$ as computed by the followna smoothing formulations

$$
\begin{align*}
& y_{i}=\frac{1}{b}\left(31 y_{0}+9 y_{i}-3 y_{1}-5 y_{3}+3 y_{1}\right) .  \tag{43}\\
& \left.y_{i}=\frac{1}{4} 9 y_{0}+13 y_{1}+12 y_{1}+6 y_{0}-5 y_{j}\right) . \\
& y_{m-1}^{\prime}=d\left(-5 y_{m-4}+6 y_{m-1}+12 y_{m-1}+13 y_{m-1}+9 y_{m}\right) \text {. }  \tag{45}\\
& y_{m}=d\left(3 y_{m-0}-9 y_{m,}-3 y_{m, 0}+9 y_{m-1}+31 y_{m}\right)
\end{align*}
$$

Mesh rugridding is abo adopted to keep equal papel surea durias the time stepping.

## 4. Vertifacion of the aumerical modeting

In this section. the results of several static and dynamic tests deagned to venfy the mathematical model and to assess the performance of the combined numerical schene developed in $\boldsymbol{h}_{3} 2$ and 3 are presented.

## 11. A sheet athacted to a toroid

The first test of the numerical moded in to examine the cocurncy of the boundary element rolver with the combined scheme on a static probtem. In order for this tex to have relevance to the penetration problem, it most gatiofy the following conditions: the boundary geometry must include both repular and common surfaces, acrom the



 (-) didan ow the show and rorond.

 The boundary geometry of the chowen problem is that of a toroid about the $z$-axia connected to a fat circular sheet on the plane $z=0$ an shown in dgare 2 (a). In the domain exterior to this boundary. Lepleci's equabion cas be easily solved ia toroidel coordinates (, $.0 . \phi$ ) gwo by the followias trasformations (for exisymenetric problems):

$$
\begin{align*}
& x=\frac{a \sinh (y)}{\operatorname{cosin}(\eta)-\cot (\eta)} .  \tag{47}\\
& x=\frac{a \sin (\theta)}{\operatorname{cosin}(\eta)-\cos (\eta)} . \tag{40}
\end{align*}
$$

Thus, the crose-section of the toroid is given by $;=0-\pi \leqslant 0 \leqslant \pi$ asd $\downarrow=0$ in the




 2.065, and 3.066

While the crose-section of the sheet is given by $0 \leqslant 7 \leqslant \% 0- \pm 2$ and $\eta=0$ or
 respectively. In ithe proseat test, n, is chowen as 2.690454 and o is 1.117637 . From the infiaite number of particular solutions of Laplecr's equation the the $(p, 0, p)$ system (Moon Spencer 1961. pp. 369-372), ooe it choven such that it metheles the requirements of the numarical lusta cited above. Them, givea on the sheat aod the toroid in the form

$$
\begin{equation*}
\left.\alpha_{*} . \theta\right)=(\cosh (\theta)-\cos (\theta))_{\sin }(1) \tag{49}
\end{equation*}
$$

the corroppoding aprumions for $\alpha / / 0$ are, reapectively.

$$
\begin{align*}
& \alpha \Delta / 2=0 \text { oa the sheot. } \tag{50}
\end{align*}
$$

 on the shaet from the amalytical soletion (49). The ispegral equations (20) asd (21) were then solved with the combiend setrmex for $\Delta /$ /on on the matire morfoce aad $\phi$ on the shoet. The comportson bermem the amalytical and ammerical calculations of to the
 results show that the aumesicel cakalations apres woll with the gealytical omen with the errors in $d / 2 \mathrm{~m}$ and $\phi$ at the sorth pote mis than $0.3 \%$ and $0.2 \%$. reqpectivdy. The deviation of $\partial / / 3$ n neas the tripte poist betwen the shat and torid is as expected
 by a cubic-spline fitine rather thas a woo-mpooth coepection at that point as in thin tret caen. Thie ie not comidered to be a problew siece, in the simention of the
 coatinuoudy.







## 

As a dynamic lent. the compined schame was uned to comppete the gromith asd collape of a cavitation bubte adjeceat to a ripid wat up to the theve jug bafore peretration
 case, the numarical calculation unias the coonbised scheme are compared with thove unins the CBIE scheme. The fucta of the prowent CPIE schane mere compared to smilar calcutations in the binmters and found to be in escelleat agreanent. Ititially. the bubote is splacical and cuntred at $r=0$ and $Z_{2}=1.5$ with radive $R_{4}=0.1$. The combined schome man und whth $n_{i}=32$ and $n_{1}=16$ Liwar boparametric dements
 profile at different time insteats in the collapere phave obained by both die combened and conventional schore se plotted together. Both achemes give troont the ame

 penetration. (a) The height of the eorth pole vurnen dime: (b) the sormel velocity of the north and
 leastal impact.
bubble proflies at the same time. The beights of the porth and south poles, the velocity potentials at the north and south poles and the kinetic and potential energies of the now are plotted versus time in agures 4(a), 4(b) and 4(c), respectively, for both schemes. There is good agreement in all cases.

### 4.3. Conorrance studies

Several computations simed at examining the convergence of the combined scheme versus panel size and time step size during penetration simniations were also made. Figure $3(a)$ and $5(b)$ show the beight and velocity of the sorth pole from before penetration through the penetration process for various pasel numbers. As can be seen from the figure, the results converge as the aumber of panets increaces. Figures 6(a) and 6(b) show the same quantitien converging as the timp step decreases. The number of panels and time step ased in the present results are given in the following section.


Figurs 6. Convergence as a function of time atep size for the combined scheme before and after penetration. (a) The height of the north polo versus time; (b) the normal velocity of the north and south poles versus time. ----, $C=0.06 ;-C=0.04 ; \cdots \cdots, C=0.02 ;-C=0.01$. The parameter $C$ is related to the variable time step, $\Delta t=C /\left(1+0.5 V_{\text {mas }}^{2}\right)$. $T$ denotes the instant of initial impact.

The tests conducted in this section show that the combined scheme developed in $\boldsymbol{\xi}_{\boldsymbol{8}} 2$ and 3 is valid in both static and dynamic cases.

## 5. Simulation of the penetration process

The calculations presented in this section were done with $n_{b}=64$ and $R_{0}=0.1$. From the initial instant up to the time when the distance between the north and south poles becomes less than 0.03, the CBIE method is used for all nodes. At this point, the scheme is switched to the combined CBIE-HBIE method with $n_{d}=32$. When penetration begins, the scheme is agnin switched to that described in $\S 3.4$ for cases with a common surface. The parameter $C$ for time stepping is taken as 0.04 before penetration and 0.01 during penetration. The value of $\varepsilon$ is chosen as 0.002 (see §3.4).



 and 6.30 in (a). (b). (c) and (d). respectrvety.

| 2. | $T$ | 2. | $v$ 。 | $\nu$ | $V$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.1 | 2.16048 | $\cos$ | -9.03s | 0.042 | -4.234 | 9.000 |
| 1.25 | 2.11679 | 0.318 | -8.499 | 1.126 | -4.167 | 5.331 |
| 1.5 | 2.08013 | 0.77 | -11.574 | 3.40 | -4.079 | 4.717 |
| 1.75 | 2.051\% | 1.17 | -12013 | 4.350 | -4.239 | 4.371 |

 south poie at $I=7$ ): $V_{0}$ : velocity of the north pole before impect (in the -2 direction): $V_{y}$ : whlocity of the south poin before inpect: $V$ : velocity of the eorth (or south) pole jurt after the isitial inemet; $r_{\infty}$ : circulation around the riag bobtle of the inamat of the initial impoct

In the following, results are presented for $Z_{0}=1.1,1.25,1.5$ and 1.75 . The results for $Z_{0}=1.5$ and 1.1 are presented first and in more detail than those for the other $Z_{0}$ values. For reference throughout the discussion. table I gives the time ( $T_{f}$ ), the beight $\left(Z_{e}\right)$, the velocities of the north and south poles of the bubble ( $V_{\mathrm{a}}$ and $V_{0}$ ) at the instant before initial impact and the velocity of the north pole of the sheet $\left(V_{\mathrm{c}}\right)$ as well as the circulation ( $\Gamma_{\text {as }}$, defined below) at the instant after initial impact for all four values of Z.

## 51 Bubble profiles and velocily fields

The general features of the flow field just before and during penetration are illustrated in figure 7, for $Z_{0}=1.5$. Figure 7(a) shows the low field one time step before penetration. The re-entrant jet has formed at the top of the bubble surface and is moving toward the rigid wall. The fluid on the lower sude of the bubble has not yet sensed the jet and is still moving away from the wall. The relative normal velocity between the north and south potes at this instant is 15.05 (see table I). The poles of the bubble meet at $z=0.78$ and the fiow field soon after penetration is shown in figure $7(b)$ As can be seen in the figure, the geometry of the bubble surface has become a ring bubble with an altached sheet. The fow pattern has suddenly changed such that the now on the lower side of the bubble has reversed direction and it now moving townard the wall The velocity of the re-entrant eet is still directed toward the wall but with a much smaller magnitude ( $\mathbf{4} \mathbf{0 8}$ ) than before impact ( 11.57 ). The velocity componeats tangent to the common surface and the ring bubble surface are directed mainly toward the axis of symmetry on the jet side of the common surface and bubble and away from the axis on the other side. this indicates that there are vortex eternents along the sheet and in the bubble that circte the z-axus. The mechanisut that brings about this sudden change in the fow field is the liquad-liquid impect dunge jet penetration.

Further development of the penctration process shown in figure 7(c). The dominant changes in the bubble profik are the drastac reduction in the volume of the ring butite aud the extension of the vortex sheet due to continuing impacts of the surface pancls of the ring bubble There is also some trasslacuoal motion of the bubble and the sheet in the direction of the nigd wall. In figure $7(d)$, the volume of the ring bubble has reached about 072 tumes the initual bubble volume. The calculation becomes unstahie soon after thas tume it is presumed that if gat were included in the bubble. the bubble would beepn a second growth phase at approsumately this lime, depending on the amount of gas. The flow pattern in figure $7(d)$ is characterized by a large vortex sheet attached to a unall nins bubble mith a rotating fow concentrated in the area around the ning bubble in the vainity of the tnple point.

Bubble profikes and velocity leads for $Z_{2}=1.1$ are given in figure 8. As in the previous case. the impect of the reentrant jet results in the formation of a no bubble and a vortex theet. Af the instant before initial impect, the north and south poles of the bubble are much closer to the wail $(z=0.10)$ than in the previous case and the relative normal velocity between the north and south poles is 9.10 compared to 15.05 for $Z_{n}=15$ see table 1 . The remmining bubble volume at the instant of impect ( 46.19 for $Z_{0}=11$ ) is much laryer than in the case for $Z_{8}=1.5$. Later in the penetration process. the tip of the vortex sheet hats the rigid wall for $Z_{0}=1.1$ (figure $8 c, d$ ) while the up of the sheet for $Z_{0}=1.5$ is still relatively far away from the wall even at the end of the first collpos. The shape of the vortex sheet also shows marked differencest between the two cases. For $Z_{*}=1.5$. the vortex sheet is ' $U$ '-shaped while for $Z_{\text {s }}=1.1$ the sheet rolls up at the sides due to the stronger infucace of the wall. The calculation for $Z_{*}=11$ is terminated when the bubble volume is reduced to about 7.1 times its initial volume because of numerical instabilities

 $1=2.16400,(6) f=2.16074 .(d) 1=2.19429$. The loapthy of the walociky vecors are sculed with rapect to the fiow speats as the locition ( $r=0.8=0.7125$ ) in esch plot. These ppeede are S.16, 4.30. 3.24 and 2.45 in ( $0 \lambda$ ( $b)$, (c) and (d), reppectively.

### 5.2. Pressure fields

The presure at any point in the fluid domain was computed from the non-dimensional Bernoulli equation.

$$
\begin{equation*}
\frac{P-P_{s}}{P_{\infty}-P_{\theta}}=-\frac{\partial p}{\partial r}-\frac{1}{2}\left[\left(\frac{\partial p}{\partial \phi}\right)^{2}+\left(\frac{\partial p}{\partial z}\right)^{\prime}\right] . \tag{52}
\end{equation*}
$$

The required spatial and temporal derivatives of $\$$ were cakulated by finite difference from local values of $\$$ that are calculated from the intepral equations (A 7 ) and (A 13) in Appendix $A$ using values of $\phi$ and $\$ \$ / a n$ oo the surface of the babble and the vortex sheet. Note that the pressure can be computed after the calculation of the bubble motion is completed. Unfortunately, during penetration, at each time instant when new surface panets of finite sive come together, \$soes through finite jumpa as can be

 (c) $1=2.09241$ and $(C) i=2.09351$. The bebbin proeles are shown as a docted line.
seen from (15). These jumps cause the derivative of $\phi$ with respect to time, and thus the pressure, to fluctuate wildly. If the pasel size were infinitesimal these jumpe in $\phi$ would also be infinitesimal and the pressure would vary rapidly but in a smooth manner. To remedy this probtem, a linear least-squares fitting techaique was used to smooth $\$$ in a given time interval before computing $\partial \phi / \partial r$ and the pressures.

Corresponding to the flow ficids in agure $7(a-d)$ for $Z_{0}=1.5$, four plots of the pressure contours are presented in ifgure 9(a-d), respectively. The pressure contours are given as solid lines while the profiles of the bubble are shown as dotted lines. The pressure field one step before penetration is eiven in figure 9(a). The highest pressare region in the field is within the contour with magnitude 29 which is located on the $2-$ axis above the bubble. The prossure field just after impect, figure $9(b)$, is dramatically different than that before impect. The highest pressure region in figure $9(b)$ is at the tip of the jet where the magnitude of the eaclosing contour is 80 . This high-pressure buildup at the penetration interface in turn causes a large deceleration of the fluid in


Ficura 10. Promure coatours for $Z_{0}=1.1$ asd $R_{1}=0.1$. (a) $t=2.15059$ asd $(b) t=2.16400$, (c) $1=2.15074 \mathrm{and}(d) i=2.19429$. The bubble protiee ere shown as doted limes
the re-entrant jet and an acceleration toward the wall of the fiuid between the sheet and the wall. From the pressure contours in fifure $9(c, d)$, it can be seen that the pressure at the penetration interface continues to increase, reaching 165 in the final figure. The preseure contours far from the bubble are nearly circular at this time.

The pressure contours corresponding to the velocity fields in figure $8(a-d)$ for $Z_{0}=$ 1.1 are presented in figure $10(a-d)$, respectively. As can be seen from figure $10(a)$, at the instant just before penetration, a high-pressure region is again located on the $z$-axis above the bubble. The maximum pressure contour in this case is 9 , considerably less than in the case for $Z_{0}=1.5$. Immediately following the iaitial impect, figure $\mathbf{1 0 ( b )}$, large pressures are located around the impect interface. The presure contour surrounding this region has a magnitude of 30 and intersects the wall. The further development of the pressure fields is given in figure $10(c, d)$ from which it can be seen that the pressure reaches more than 45 at the penetration interfsce and the wall. It should be noted that the high-pressure region on the wall covers a smaller area for


Frouna II. The disphecments of the sorth pole on the comemon surfice for various vilues of $Z_{0}$ as functions of time after initial impect, $1-T\left(Z_{2}\right)$.
$Z_{0}=1.1$ compared to $Z_{0}=1.5$. This concentration may be partially responsible for the well-known increase in the potential for surface damage as $Z_{0}$ is decreased. Also of interest in figure 10(d) are the two pairs of closed low-pressure contours. The upper pair encloses the ring bubble while the lower pair, which is located near the bend in the vortex sheet. indicates the presence of a localized vortex-ring-like structure. This structure is also visible in the velocity contours in figure $8(d)$.

### 5.3. Morion of the north and south poles

In this and the following subecctions, selected quantities from four calculations with $Z_{0}=1.75,1.5,1.25$ and 1.1 are examined as functions of time. In order to make comparisons of various quantities alter initial impect, it was decided to define a common time origin, $T_{\text {e }}$ the time when the north and south poles of the bubble meet at the instant of initial impact. From the data in table 1 , it can be seen that $T_{e}$ increases with decreasing $Z_{\text {. }}$. The heights of the north pole for the four cases are plotted in tigure 11. Afer initial impact, the north pole is defined as the point where the vortex sheet intersects the $z$-axis. As can be seen from figure 11, the north pole continues moving toward the wall after the initial impect in all casea. The relative velocity of the north and south poles of the bubble just before initial impect can be found in table 1 along with the velocity of the vortex sheet just after initial impact. The relative velocity, $V_{0}-V_{n}$, decreasea steadily from 16.56 at $Z_{0}=1.75$ to 9.10 at $Z_{0}=1.1$; bowever, the speed of the jet tip just anter initial impact is between 4.1 and 4.25 in all four casea. The slope of the curves in figure 11 indicates the velocitios of the porth poles. As can be seen from the figure the velocity is relatively constant after initial impect for the larger $\mathcal{Z}_{0}$; however, for small $Z_{\text {o, the }}$ velocity decreases with time and is nearly zero at the end of the collapee for $Z_{0}=1.1$.

### 5.4. Presire at the centre of the wall

In figures 12(a) and 12(b), the velocity potential 申 and the pressure on the wall directly under the centre of the bubble $((r, 2)=(0,0))$ are plotted verus time for differeat $Z_{\text {. }}$. Note that the plot of $\phi$ starts at $\mathrm{i}=0$ while the plot of the pressure starts fairly late in


Frouna 12. (d) The velocity poceatial asd (b) the promere at the ceatre of the rigid well for various values of $Z_{0}$ se froctions of time.
the collapee phase, $t=1.80$. From Bernoulli's equation (52), the pressure at the centre of the wall is equal to $-\alpha \phi / \partial$ since $x=0$ at this location. Thus, the pressures plotted in figure 12(b) were obtained by differentiating the curves of $\phi$ in figure 12(a). Before differentiation, the $\phi$-data were smoothed with a ruaning 40 -point least-squares fit of a second-order polynomial in order to eliminate the jumps in $\phi$ caused by the panel impects. Each pressure curve has a short gap near the time of the initial impect. This gap is due to the inability of the second-order polynomial to fit the $\phi$-data well due to the rapid fluctuations at that point in time. All cases show sudden rises in the pressure during jet penetration. For the case of $Z_{8}=1.1$, there is a plateau in the prespure after initial impact at about the time when the vortex sheet reaches the wall.

Figure 12(b) provides useful information of the time history of the pressure at the centre of the wall. However, it should be pointed out that the 'maximum' values in this plot occur while the prespure is still rising at the point when the calculations terminate due to numerical instabilities. To obtrin a true maximum value of the impulsive


Fround 13. The cotal circulation. $\Gamma_{0}=\phi_{\phi p}-1$, and the circulation aspociated with the rine

pressure on the wall, a rebounding mechanism such as that provided by aoncondensible gas inside the bubble must be considered. A study of the impulsive pressure due to a gas bubble collapee and rebound is currently underway.

### 5.5. Circulation

Before penetration, the fiuid domain is simply consected and the bubble boundary is a regular surface. In this case, there is no circulation alons any ciosed path inside the Auid. However, after initial impact, if a closed path is drawn such that it pierces the vortex surface, the circulation along this path is not zero, and the fluid domain is no longer simply connected. The generation of this circulation is due to the tiquid-liquid impact rather than viscous effects. If a closed path is drawn starting from the south pole and ending at the north pole of the bubble and enclosing the sheet and ring bubbie, the circulation for this path, $\Gamma_{n o n}$ is given by $\left(\phi^{+}-\phi^{-}\right)$evaluated at $r=0$. From ( 13 ) it is easy to show that

$$
\begin{equation*}
\frac{d \Gamma_{\pi t}}{d t}=\left.\frac{D\left(\varphi^{+}-\varphi^{-}\right)}{D i}\right|_{m \rightarrow}=0 \tag{53}
\end{equation*}
$$

since $\partial \phi / \partial s=0$ at $r=0$. This findias was used in the two-etep method of Beat (1991) to choose a value of the circulation for the ring bubble. The values of $\Gamma_{\text {m }}$ are given in table $I$. As can be seen from the table the circulation increases monotonically from 4.37 to 5.40 as $Z$. decreases from 1.75 to 1.1 . It is also interesting to examine the divition of the source of the circulation between the vortex sheet and the ring bubble. This division can be seen by comparing the total circulation, $\Gamma_{\text {mo }}$ to the circulation around the ring bubble, $r_{0}$ which is obtained with a peth that starts at the triple point on the underside of the bubble, extends around the outer side of the bubbie and ends on the top side of the bubble at the triple point. Thus, $\Gamma_{0}=\phi_{F}^{+}-\phi_{F}^{-}$, where the subecript $T$ refers to the triple point. The values of the two circulations are plotted versus time in figure 13 for the four values of $Z_{\text {. }}$. The solid tines in this figure reprewent the circulations associated with the ring bubbles, $\Gamma_{\infty}$ while the dificrences between the dotted and solid lines are the circulations aseociated with the vortex sheets for differeat $Z_{0}$. As noted in the previous subections, the step-like appearasce of the plots is due

 values of $Z_{0}$ an fusctions of time efter inicial ingper, $1-T\left(Z_{2}\right)$. Vol is the initial beblie volume.
to the discrete panel impects. This figure shown that, for all four caven, after penetration the circulation associated with the ring bubble decreases with time and, since the total circulation is constant, the circulation aseociated with the sheet increases with time. As $Z_{0}$ decreases, the rate of increase of circulation associsted with the vortex sheet increases. At the end of the simulations the percentage of the total circulation associated with the sheet is on the order of $50 \%$ for the cases with larger $Z_{\text {o }}$.

### 5.6. Energy

The potential and kinetic energies of the thow were calculated ming (22) and (23). Figure 4 (c) is a plot of the potential, finetic and total enerty versus time from $i=0$ up to the instant before initial impect for $Z_{0}=1.5$. As can be seen from the figure, the total energy is constant. Figures 14(a) and 14(b) give information on the energy versus time after initial impect. The potential energy is proportional to the bubble volume, which is plotted in fagure 14(a). As can be seen from the figure, the volume at the first
instant of impact increases with decreasing $\mathcal{Z}_{0}$. For example, the bubble volume for $Z_{0}=1.75$ has reduced to almost its initial volume at $t=T_{c}$ while the corresponding volume for $Z_{0}=1.1$ is about 48 times as large as its initial value. Note also from figure 14(a) that the bubbles with larger volume at the first instant of impact take a longer time to reach minimum volume while the rate of decrease in volume with time does not vary appreciably with $Z$. The total mechanical energy versus time after initial impact is presented in figure $14(b)$. As was noted in $\S 2.5$, the total mechanical energy of the system should decrease with time for $t>T_{s}$ owing to the liquid-liquid impacts of the panels. Energy loss should only occur at the time steps where an impact between two or more surface panels occurs. This behaviour is generally evident in the results of the calculation as is shown in figure $14(b)$ at early times for $Z_{0}=1.25$ and 1.1. It is believed that the changes in energy between impacts in the other calculations are caused by the extensive regridding of the surfaces necessitated by the movement of the panels from $S_{b}$ to $S^{*} \cup S^{-}$combined with finite panel sizes and time steps. In general, the rate of energy loss with time increases as $Z_{0}$ is increased. For $Z_{0}=1.75$, the flow loses about $18 \%$ of its total energy by the time the calculation becomes unstable. When the caiculation for $Z_{0}=1.1$ becomes unstable, the energy loss has reached only $7 \%$ of its original value. In a compressible flow this energy would primarily be radiated away in the form of sound or shock waves. In the present incompressible calculations this energy is effectively radiated away at infinite speed.

## 6. Conclusions

The final stage of the collapse of a cavitation bubble near a rigid wall bas been simulated with a boundary element method. The method allows for the simulation of the growth and collapse of the bubble including the re-entrant jet impact and penetration processes that occur toward the end of the collapse. During the impact process, the bubble is transformed into a toroidal-shaped cavity (ring bubble). This ring bubble is attached to an impact interface that separates the fluid masses that were initially on opposite sides of the bubble. The impact interface is assumed to be infinitesimally thin and the pressure and the normal velocity across the interface are assumed to be continuous. This modelling allows for the formation of a vortex sheet along the interface.

The results of the calculation show that the impact of the re-entrant jet starts at a single point on the north and south poles of the bubble. As the process continues, more and more of the surface of the bubble participates in the impact process. Before initial impact, the fluid in the re-entrant jet is moving toward the wall with high speed and the fluid on the other side of the bubble is moving away from the wall. The relative velocity of the poles of the bubble at the instant before initial impact increases with increasing $Z_{9}$ (the initial distance of the bubble centroid from the wall). During impact, a high-pressure region that is generated around the vortex sheet dramatically decelerates the fiuid in the re-entrant jet and forces the fluid on the other side of the bubble to accelerate toward the wall. The impact process generates circulation in the potential flow system. The circulation along a closed path that starts at the north pole, ends at the south pole and encloses both the impact interface and the ring bubble is constant after the initial instant of impact. This circulation increases with decreasing $Z_{0}$. Just after initial impact, the source of this circulation is a bound vortex in the ring bubble. However, by the end of the calculation as much as one-half of this total circulation is associated with the vortex sheet. The liquid-liquid impact process results in a loss of energy in the potential fow system. The energy loss increases with
increasing $Z_{0}$ and its value at $Z_{0}=1.75$ is about $17 \%$ of the total flow energy. In a compressible flow this energy would primarily generate pressure waves. It is thought that in the potential flow system this energy is radiated away suddenly by the infinite sound speed. When $Z_{0}$ is small (on the order of the maximum bubble radius), the impact interface forms very close to the wall and the pressure on the wall directly under the bubble increases suddenly upon initial impact. This high-pressure region is quite small in radial extent. As $Z_{0}$ increases, the pressure rise at the wall due to impact is spread over a larger area. This may explain the enhanced potential for cavitation erosion with small $Z_{0}$ values.
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## Appendix A. Derivations of the integral equations with regular and nonregular surfaces

Let $D_{i}$ and $D_{\text {, be defined as the interior and exterior regions, respectively, in a three- }}^{\text {a }}$ dimensional space. An interior boundary dividing $D_{1}$ and $D_{f}$ is denoted by $S$. The field point is represented by $p$ which can be inside $D_{1}$ or $D_{\text {, or on }} S$, while the source point, q. is on $S$ only. Based on potential theory (Günter 1967; Burton \& Miller 1971), the single-layer and doubte-layer potentials are, respectively.
and

$$
\begin{align*}
& \eta \sigma(p) \mid=\int_{s} G(p, q) \sigma(q) d S_{\rho}  \tag{AI}\\
& M \sigma(p)]=\int_{s} \frac{\partial G(p, q)}{\partial n_{\varphi}} \sigma(q) d S_{r} \tag{A2}
\end{align*}
$$

where $\sigma$ is the density function. Assuming that $\sigma$ is sufficiently continuous on $S$, as the field point $p$ appronches the boundary $S$ from $D_{1}$ or $D_{\text {. }}$. the single-layer potential and the normal derivative of the double-layer potential are continuous across the boundary.

$$
\begin{gather*}
\left.V(\sigma)\right|_{s}=\left.V(\sigma)\right|_{\text {med }}=V(\sigma) I_{\text {onv }}  \tag{A3}\\
\left.\frac{\partial W(\sigma)}{\partial n_{p}}\right|_{s}=\left.\frac{\partial W(\sigma)}{\partial n_{p}}\right|_{\text {sat }}=\left.\frac{\partial W(\sigma)}{\partial n_{p}}\right|_{\text {asi }} . \tag{4}
\end{gather*}
$$

where in (A 3) and (A 4). S. int and ext subscripts represent the limit values of a function of $p$ for the cases of $p \in S, p \rightarrow S$ from $D_{i}$ and $p \rightarrow S$ from $D_{\rho}$ respectively, and $n_{p}$ is the outward normal to $S$ at the field point $p$. However, the double-layer potential and the normal derivative of the single-layer potential are discontinuous as $p$ crosses $S$. These discontinuities satisfy the following relations:

$$
\begin{align*}
& \left.\frac{\partial V(\sigma)}{\partial n_{s}}\right|_{s}=\left.\frac{\partial V(\sigma)}{\partial n_{s}}\right|_{\operatorname{lat}}-2 \pi \tau=\left.\frac{\partial V(\sigma)}{\partial n_{s}}\right|_{\sigma a s}+2 \pi \sigma,  \tag{AS}\\
& \left.W(\sigma)\right|_{s}=\left.W(\sigma)\right|_{m+1}+2 \pi \sigma=\left.W(\sigma)\right|_{a x}-2 \pi \sigma . \tag{A6}
\end{align*}
$$

According to these fundamental relations, the modified conventional and hypersingular boundary integral equations with common points are derived as follows.

## A.1. Modified CBIE with a common surface

In view of the fact that the surface $S$ is composed of a regular surface $S$, and a common surface $S^{+} \cap S^{-}$(see figure $1 b$ ), and on the common surfece is imposed

$$
\frac{\partial \phi^{+}(p)}{\partial n_{p}^{\dagger}}=-\frac{\partial \phi^{-}(p)}{\partial n_{p}^{-}},
$$

the CBIE (19) can be rewritten as, for $p \in D_{1}$,

$$
\begin{align*}
\Delta \times \phi(p)=\int_{s_{v}}\left[G(p, q) \frac{\partial \phi(q)}{\partial n_{q}}-\frac{\partial G(p, q)}{\partial n_{q}}\right. & \phi(q)] d S_{q} \\
& -\int_{s^{*}} \frac{\partial G(p, q)}{\partial n_{q}^{+}}\left(\phi^{+}(q)-\phi^{-}(q)\right) d S_{i}^{+} . \tag{A}
\end{align*}
$$

As $\boldsymbol{P}$ approaches $S^{+}$from $D_{1}$, the discontinuity condition ( $\mathbf{\wedge} \mathbf{6}$ ) requires that

$$
\begin{equation*}
\left.\int_{s} \frac{\partial G}{\partial n_{p}} \phi d S_{1}\right|_{1=m}=\left.\int_{s} \frac{\partial G}{\partial m_{p}} \phi d S_{p}\right|_{s}-2 x \phi . \tag{A8}
\end{equation*}
$$

Thus, the integral along $S^{*}$ in (A $)$ becomes

$$
\begin{array}{r}
\left.\int_{s^{*} \cdot} \frac{\partial G(p, q)}{\partial n_{i}^{*}}\left(\phi^{*}(q)-\phi^{-}(q)\right) d S_{i}^{*}\right|_{i=4}=\left.\int_{2 \cdot} \frac{\partial G(p, q)}{\partial n_{i}^{*}}\left(\phi^{*}(q)-\phi^{-}(q)\right) d S_{i}^{;}\right|_{s} \\
-2 x\left(\phi^{*}(p)-\phi^{-}(p)\right) . \tag{A9}
\end{array}
$$

The substitution of ( $\mathbf{A} 9$ ) into ( $\mathbf{A} \boldsymbol{7}$ ) yielde the modified CBIE with a common surface $S^{*} \cap S^{-}$for pes*:

$$
\begin{align*}
& 2 x\left(\phi^{*}(\rho)+\phi^{-}(\rho)\right]=\int_{s_{0}}\left[G(\rho . q) \frac{\partial(q)}{\partial n_{\theta}}-\frac{\partial G(\rho \cdot q)}{\partial n_{p}} \alpha(q)\right] d S_{4} \\
& -\int_{s^{\circ}} \frac{\partial G\left(p_{i} \varphi\right)}{\partial n_{i}^{q}}\left(\phi^{*}(\varphi)-\phi^{-}(q)\right) d S_{i}^{*} . \tag{A10}
\end{align*}
$$

For $p \in S_{p}$, the lef-hand side of ( A 10 ) becomes $2 x(\rho)$ and there is no change on the right-hand side.

## A.2. Madfied HBIE with a comemon swface

A hypersingular integral equation with a common surface can be derived in a similar fashion. First, the directional differentiation of (A $\eta$ ) with reapect to $n$, with $p \in D_{1}$ yieids

$$
\begin{align*}
& 4 \pi \frac{\partial \mu(p)}{\partial n_{p}}=\int_{s_{0}}\left[\frac{\partial G(p, q)}{\partial n_{p}} \frac{\partial(\varphi)}{\partial n_{p}}-\frac{\partial \theta G(p, \varphi)}{\partial n_{p} \partial n_{\varphi}} d(\varphi)\right] d S_{c} \\
& -\int_{0} \frac{\partial^{2} G(p \cdot \varphi)}{\partial n_{p} \partial n_{i}^{+}}\left(\phi^{+}(\varphi)-\phi^{-}(q)\right) d S_{j}^{*} .
\end{align*}
$$

Then. ket $n$, be an outward normal to the boundary $S$ at the inner limit of $p$ or $S$ and pass the limit of $p$ from $D_{1}$ atong the normal $n$, to the boundary $S$. From (A 5), onily
the derivative of the single-layer potential, the first integral in (A 11), has a jump according to the relation

$$
\begin{equation*}
\left.\int_{s} \frac{\partial G}{\partial n_{p}} \frac{\partial \phi}{\partial n_{p}} \mathrm{~d} S_{4}\right|_{I m}=\left.\int_{s} \frac{\partial G}{\partial n_{p}} \frac{\partial \phi}{\partial n_{p}} \mathrm{~d} S_{4}\right|_{s}+2 \pi \frac{\partial \phi}{\partial n_{p}}, \tag{A|2}
\end{equation*}
$$

while the other two integrals along $S_{b}$ and $S^{+}$in ( $A 11$ ) are continuous according to (A 4). Thus, (A II) becomes

$$
\begin{align*}
& c_{p} \frac{\partial \phi(p)}{\partial n_{p}}=\int_{s_{p}}\left[\frac{\partial G(p, q)}{\partial n_{p}} \frac{\partial \phi(q)}{\partial n_{q}}-\frac{\partial^{2} G(p, q)}{\partial n_{p} \partial n_{q}} \phi(q)\right] d S_{q} \\
&-\int_{s^{*}} \frac{\partial^{2} G(p, q)}{\partial n_{p} \partial n_{q}}\left(\phi^{+}(q)-\phi^{-}(q)\right) d S_{q}^{+} \tag{A|3}
\end{align*}
$$

where $c_{\text {, satisfies }}$

$$
c_{0}= \begin{cases}0, & \rho \in D_{0} \\ 2 \pi, & \rho \in S_{b} \\ 4 \pi, & \rho \in D_{1} \cup S\end{cases}
$$

Appendis B. Derivation of the equation for the energy loes
The first step in the analysis that demonstrates the energy loss due to impact is to take the gradient of the pressure impulse equation (15):

$$
\begin{equation*}
\nabla \phi^{\circ}=-\nabla I / \rho+\nabla \phi^{\prime} . \tag{B1}
\end{equation*}
$$

where $\phi^{\prime}$ and $\phi^{\circ}$ are the velocity potentiats of any point inside the furid domain at the instants just before and just a Mer the impect, respectively. Next, the difference in the kinetic enersy per unit volume before and alter the impact, $\Delta e_{k}$, is calculated by squaring ( $B 1$ ) and rearranging the terms:

$$
\begin{equation*}
\Delta x_{4}=b(\nabla \phi)^{2}-b(\nabla \phi)^{2}=-\nabla l \cdot \nabla \phi+(\nabla I)^{2} / 2 \rho . \tag{B2}
\end{equation*}
$$

Since the boundaries of the tow move only an infinitesimal amount over the time of the impulse, the total enerty lose is found by integrating f, over the simply connected volume bounded internally by $S_{0} S^{\circ}$ and $S^{-}$and exterailly by $S_{\infty}$ and $S_{\infty}$ :

$$
\begin{equation*}
\Delta E_{\mathrm{i}}-\int_{0} e_{0} \mathrm{~d} V-\int_{0}-\nabla / \cdot \nabla \rho \mathrm{d} V+\int_{0}(\nabla)^{8} / 2 \rho \mathrm{~d} V . \tag{B3}
\end{equation*}
$$

The first term on the right-hasd side can be maniputated using the chain ruke to obtain

$$
\begin{equation*}
\int_{0} \nabla I \cdot \nabla \phi d V=\int_{0} \nabla \cdot(N \phi) d V-\int_{0} N \nabla \cdot d V . \tag{B4}
\end{equation*}
$$

The last term on the right in this equation is equal to zero sioce the bow feld is incompressible before (and after) impect and $D$ in a simply coanected rejion. Using Gause's theorem and the fact that $I=0$ on $S_{y}$ and $S_{o} \nabla \phi \cdot n_{0}=0$ on $S_{\infty}$ and $m_{-}=-\omega_{1}$ and $f^{\circ}=f^{-}$on the common surfece, the first term on the right of (B 3 ) can be written as

$$
\begin{equation*}
\int_{0} \nabla r \cdot \nabla \phi d V-\int_{0} r^{*}(\nabla(\phi)-\nabla(\phi)-) \cdot n_{0} d s . \tag{B}
\end{equation*}
$$

The second term on the right of (B3) can be manipulated in a similar manner. First, the chain rule is used to obtain

$$
\begin{equation*}
\int_{D}(\nabla I)^{\mathrm{a}} \mathrm{~d} V=\int_{D} \nabla \cdot(I \nabla I) \mathrm{d} V-\int_{D} \nabla^{\bullet} I \mathrm{~d} V . \tag{B6}
\end{equation*}
$$

The second term on the right of this equation is equal to zero since the Laplacian of the pressure impulse is zero in $D$, as can be seen by taking the divergence of (BI). Using Gauss's theorem, and the conditions $I=0$ on $S_{\infty}$ and $S_{b}$.

$$
\nabla / \cdot n_{w}=\rho\left(\nabla \phi^{\prime} \cdot n_{w}-\nabla \phi^{\prime} \cdot n_{w}\right)=0 \text { on } S_{w}
$$

(see (BI)), and $I^{+}=I^{-}$and $n_{-}=-n_{+}$on the common surface, the first term on the right of ( $B 6$ ) can be written

$$
\begin{equation*}
\int_{0} \nabla \cdot(I \nabla I) \mathrm{d} V=\int_{s^{+}} I^{+}\left(\nabla I^{+}-\nabla I^{-}\right) \cdot m_{+} \mathrm{d} S . \tag{BT}
\end{equation*}
$$

This last integral can be further manipulated using (B 1) and the matching condition on the common surface (8) just after impact to obtain

$$
\begin{equation*}
\int_{D} \nabla \cdot(I \nabla I) \mathrm{d} V=\rho \int_{s^{+}} I^{+}\left(\nabla\left(\phi^{\prime}\right)^{+}-\nabla\left(\phi^{\prime}\right)^{-}\right) \cdot n_{+} \mathrm{d} S . \tag{B8}
\end{equation*}
$$

Finally, plugging (B) and (B8) into (B3) the equation for the change in kinetic energy is obtained:

$$
\begin{equation*}
\Delta E_{k}=-\frac{1}{2} \int_{s^{*}} I^{+}\left(\nabla\left(\phi^{\prime}\right)^{+}-\nabla\left(\phi^{\prime}\right)^{-}\right) \cdot n_{+} d S \tag{B9}
\end{equation*}
$$

## Appendix C. Representation of the hypersingular integral equations in terms of elliptical integrals

Assume a cylindrical coordinate system ( $r, \theta, z$ ), and let the three unit vectors in the $r-, \theta$ and $z$-directions be denoted by $e_{r}, e_{p}$ and $e_{z}$, respectively. Assume that both the source point $q\left(r_{q}, \theta_{e}, z_{0}\right)$ and the feld point $p\left(r_{p}, \theta_{p}, z_{p}\right)$ are on the surface $S_{b}$ and that $\theta_{p}=0$. Since the problem is axisymmetric about the $z$-axis, the two unit vectors representing the outward normals to $S_{\phi}$ at $p$ and $q$ are given by $n_{p}\left(\sin \alpha_{p}, 0, \cos \alpha_{p}\right)$ and $n_{p}\left(\sin \alpha_{p}, 0, \cos \alpha_{q}\right)$, respectively, where $\alpha_{p}$ (or $\alpha_{\theta}$ ) is the angle between $n_{p}$ (or $n_{p}$ ) and the positive $r$-direction. With the above assumptions and definitions, (28) can be written as

$$
\begin{align*}
\int_{s} \phi(q) \frac{\partial^{2} G\left(\rho_{p} q\right)}{\partial n_{p} \partial_{c}} d S_{q} & =\int_{s}\left[n_{q} \times \nabla_{q} \phi(q)\right] \cdot\left[n_{p} \times \nabla_{p} G(\eta, q)\right] d S_{q} \\
& =\int_{s}\left[\sin \alpha_{p} \frac{\partial\left(G \cos \theta_{l}\right)}{\partial r_{p}}-\cos \alpha_{p} \frac{\partial\left(G \cos \theta_{l}\right)}{\partial p_{p}}\right] \frac{\partial \phi}{\partial_{s}} d S_{\varphi} \tag{C1}
\end{align*}
$$

The atove equation can also be written as

$$
\begin{equation*}
\int_{s} \phi(q) \frac{\partial^{2} G\left(p_{1} q\right)}{\partial n_{p} \partial n_{q}} d S_{q}=\int_{s}\left[-\sin \alpha_{p} \frac{\partial G}{\partial r_{q}}+\cos \alpha_{p} \frac{\partial\left(G \cos \theta_{k}\right)}{\partial z_{q}}\right] \frac{\partial \phi}{\partial r_{q}} d S_{p} \tag{C2}
\end{equation*}
$$

by using the relation $\nabla, G(p, q)=-\nabla, G(p, q)$. This latter equation is easier to treat than (C I) as $r_{p} \rightarrow 0$.

The integral equations in $\$ 2$ can be integrated analytically in the $\theta$-direction and represented in terms of elliptical integrals. Introducing the elliptical integrals of the first kind $K(m)$ and the second kind $E(m)$ as

$$
\begin{align*}
& K(m)=\int_{0}^{\pi / 2} \frac{\mathrm{~d} \beta}{\left(1-m^{2} \sin \beta\right)^{\prime}}  \tag{C3}\\
& E(m)=\int_{0}^{\pi / 2}\left(1-m^{2} \sin \beta\right)^{\prime} \mathrm{d} \beta \tag{C4}
\end{align*}
$$

where $m^{2}=4 r_{p} r_{q} / A$ and $A=\left(r_{p}+r_{\phi}\right)^{2}+\left(z_{p}-z_{\rho}\right)^{2}$, the terms resulting from the $\theta$ integrations in (21) are

$$
\begin{align*}
& I_{1}=4 K(m) / A!  \tag{C5}\\
& I_{1}=\left\{8(K(m)-E(m)) / m^{2}-4 K(m) \mid / A!\right. \tag{C6}
\end{align*}
$$

Substituting these relations into (19) and (21) yieids

$$
\begin{align*}
& c_{p} \phi(p)=\int_{L}\left[C_{m} \frac{\partial \phi(q)}{\partial n_{q}}+D_{m \phi} \phi(q)\right] d L_{r}  \tag{C7}\\
& c_{p} \frac{\partial \phi(p)}{\partial n_{p}}=\int_{L}\left[E_{\infty} \frac{\partial \phi(q)}{\partial n_{q}}+F_{p q} \frac{\partial \phi(q)}{\partial s_{q}}\right] d L_{r} \tag{C8}
\end{align*}
$$

where $L$ is an intersection curve between $S_{5}$ and the plape $\theta=0$, and

$$
\begin{gather*}
C_{\phi}=r_{\phi} I_{1}  \tag{C9}\\
D_{\infty}=-r_{\theta} \partial I_{1} / \partial n_{\varphi} .  \tag{C10}\\
E_{\infty}=r_{\varphi} \partial I_{1} / \partial n_{p} \tag{C11}
\end{gather*}
$$

With the relations

$$
\begin{align*}
& \frac{d K(m)}{d m}=\frac{1}{m}\left(\frac{E(m)}{1-m^{2}}-K(m)\right),  \tag{C13}\\
& \frac{d E(m)}{d m}=\frac{E(m)-K(m)}{m},
\end{align*}
$$

the partial derivatives of $I_{3}$ and $I_{3}$ needed to calculate $D_{\infty} E_{\infty}$ and $F_{\infty}$ can be expressed as follows

$$
\begin{align*}
& \frac{\partial I_{1}}{\partial r_{1}}=\frac{4\left(r_{r}-r_{0}\right) E(m)}{A\left(1-m^{2}\right)}-\frac{2(K(m)-E(m))}{A r_{0}},  \tag{C15}\\
& \frac{\partial I_{1}}{\partial z_{0}}=\frac{4\left(z_{n}-z_{8}\right) E(m)}{A\left(1-m^{2}\right)},  \tag{C16}\\
& \frac{\partial I_{1}}{\partial r_{n}}=-\frac{4\left(r_{0}-r_{0}\right) E(m)}{A\left(1-m^{2}\right)}-\frac{2(K(m)-E(m))}{A r_{p}},  \tag{C17}\\
& \frac{\partial I_{1}}{\partial z_{0}}=-\frac{4\left(z_{0}-z_{0}\right) E(m)}{A\left(1-m^{2}\right)},  \tag{C18}\\
& \frac{\partial I_{2}}{\partial z_{e}}=-\frac{8\left(z_{0}-z_{0}\right)(K(m)-E(m))}{A m^{2}}+\frac{4\left(z_{0}-z_{2}\right) E(m)}{A\left(1-m^{2}\right)} . \tag{C19}
\end{align*}
$$

## REFERENCES

Andesson, D. C. 1965 Gaussian quadrature formule for $-\int \frac{1}{\rho} \ln (x) f(x) d x$. Math. Compur. 19. 477-481.
ARNDT, R. E. 1981 Recent advances in cavitation research. Adb. Hydrasei. 12, 1-78.
Batchelor. G. K. 1967 An Introduction to Fhidd Dymamics. Cambridge University Press.
Binjamin. T. B. \& ELISB, A. T. 1966 The collape of cavitation bubblea and the pressures thereby produced against solid boundaries. Phil. Travs. R. Sac. Lond. A 260, 221-240.
Best, J. 1993 The formation of toroidal bubbles upon the collapee of transient cavities. J. Fhuid Mech. 251, 79-107.
Bevir, M. K. Fuelono. P. J. 1974 Numerical solution of incomprescible bubble collapee with jetting In Moving Boumdary Problems in Heat Flow and Diflusion (ed. J. R. Ockendon \& W. R. Hodgkins). Clarendon.
Blaxe, 3. R. Gnson, D. C. 1981 Growth and collapee of a vapour cavity near a free surface. J. Fhid Mech. 111, 123-140.

Blaki, J. R. \& Gisson, D. C. 1987 Cavitation bubblea near boundaries. Ann. Reo. Fhuid Mech. 19. 99-123.
Blakf. J. R., Tais, B. B. Dowmaty, G. 1986 Transient cavitiea near boundaries. Part I. Rigid boundary. J. Fluid Mech. 170, 474-497.
Burtow, A. J. a Miller, G. F. 1971 The application of integral equation methods to the numerical molution of sonve exterior boundary-value problems. Proc. R. Soc. Lond. A 323, 201-210.
Craone. P. a Blakr. 1. R. 1984 A note on the instantaneous streamlines, pathlines and pressure contours for a cavitation bubble mear a rigd boundary. J. Austral. Math. Soc. B 26, 31-44.
Chanima, G. L. 1979 Etude locale du phénomine de cavitation - analyses dea facteurs rériseant la dynamique des interfaces. Doctorat D'Etat Es-Sciences Thesis. Université Pierre et Marie Curie.
Chanaman G. L. 1982 Experimental and asymptotic study of nonspherical bubble collapac. Appl. Sei. Res. 38, 187-197.
Crumane, G.L. 1991 Dyamics of the intersction of no0-spherical cavities. In Mathematical Approaches in H)drodymamies (ed. T. Miloh). SIAM.
Channer O. L. a Perdur. T. O. I988 Simulation of the three-dimensional behavior of an unsteady targe bubble near a structure. In Droper and Bubbles, Third Intl Colloq., Monterey, CA (ed. T. G. Wang). pp. 188-199. American Inatitute of Physics.

Domamamutr, D. G. YUR D. K. P. 1987 Numerical simulatios of nonlinear axisymmetric flows with a froe surfece. J. Fhid Mech. 178, 195-219.
Duncan, J. H. anano. S. 1991 On the interaction of a collapaing cavity and a compliant wall. J. Fhid Mach. 226, 401-423.

Gramon, D. C. 196t Cavitation adjacent to phane boundarien. Proc. 3rd Austral. Conf. on Hydrewilcs and Fhud Mret., pp. 210-214. Inatitution of Engiveers, Sydney, Australia.
Gusow. D.C. \& Baks, J.R. 1980 Growth and collappe of caviation bubble near sexible boundaries. Proc. 7th Awstral. Hyarawics and Fhud Mech. Conf., Brisbane, pp. 283-286. Institution of Eaginears, Sydney. Australia.
Gisoon, D. C. a Burcs. J. R. 1982 The growth and coliapee and bubbles near deformable surfaces. Appl. Scl. Res. 23. 215-224.
Gumat, L., Lucca. O. a Prospesmrn. A. 1981 A oumberical method for the dyaamics of noospberical cavitation bubblea. Proc. 2nd Inll Collop. on Drops and Bubbles, Collfornia, pp. 175-181.
COnmm. N. M. 1956 Porential Theory and Its Application to Basic Problems of Mothematical Physics. Frederick Ungar.
Hamartt. F. G. 1980 Cooiletion and Mulitphase Flow Phencmena. McGraw-Hill.
Inuman, M.S. \& Rudolimi, T. J. 1990 Solution of poteatial problems using combinations of the regular and derivative boundary integral equationa. Apd. Marh. Modeltey 14, 536-543.
Kelocoo, O. D. 1953 Fonadations of Potential Theory. Dover.
Krishnasamy. G., Schmarn, L. W., Rudoumh, T. J. Rrzeo, F. J. 1990 Hypersingular boundary integral equations: some applications in scoustic asd ehastic wave scatteriag. Traws. ASME E: J. Appl. Mech. 57, 404-414.

Lame, H. 1945 Hydrodynamics. Dover.
Lautrabonn, W. \& Boles. H. 1975 Experimental investigations of cavitation-bubble collpase in the neighbourhood of a solid boundary. J. Fluid Mech. 72, 391-399.
Longuet-Higoins, M. S. a Cokelet, E. D. 1976 The deformation of steep surface waves in water, I. A numerical method of computation. Proc. R. Soc. Lond. A 350, 1-26.

Lundgaan, T. S. \& Mansour, N. N. 1991 Vortex ring bubbles. J. Fluid Mech. 224, 177-196.
Mathematical Handmook Edronlal Group 1977 Mathematical Handbook. Beijing: Higher Education Publications (in Chinese).
Meyer, W. L., Bell, W. A. \& Zinn, B. T. 1978 Boundary integral solutions of three dimensional acoustics radiation problems. J. Sound Vib. 59, 245-262.
Mrtchell, T. M. \& Hammitt, F. G. 1973 Axisymmetric cavitation bubble collapse. Trans. ASME I: J. Fluids Engng 95, 29-37.
MOON, P. \& Spencel, D. E. 1961 Field Theory Handbook. Springer.
OAUU2, H. N. \& Pxospeartri, A. 1990 Bubble entrainment by the impact of drops on liquid surfaces. J. Fluid Mech. 219. 143-159.

Plesset, M.S. \& Chapman, R.B. 1971 Collapse of an initially spherical vapour cavity in the neighbourhood of solid boundary. J. Fluid Mech. 47, 283-290.
Prass, H. W., Flannery, B. P., Tenkolsky, S. A. \& Vettrling, W. T. 1989 Numerical Recipes. Cambridge University Press.
Prospeartri, A. 1982 Bubble dynamics: a review and some recent results. Appl. Sci. Res. 38, 145-164.
Raylioh, Lond 1917 On the preasure developed in a liquid during the collapse of a spherical void. Phil. Mag. 34, 94-98.
Rogens, J. C. W.. Szymczak, W. G., Beacma, A. E. \& Solomon, J. M. 1990 Numerical solution of hydrodynamic free boundary problems. Intl Series Numer. Maths 95, 241-266.
Silima. A., Tomita. Y., Giason, D. C. \& Blaxe, J. R. 1989 The growth and collapse of cavitation bubbles near composition surfaces. J. Fluid Mech. 203. 199-214.
Szymczak, W. G., Rogers, J. C. W., Solowon, J. M. \& Barger, A. E. 1993 A numerical algorithm for hydrodynamic free boundary problems. J. Comput. Phys. 106, 319-336.
Tomita. Y. a Stima. A. 1986 Mechanisms of impulsive pressure generation and damage pit formation by bubble collapse. J. Fluid Mech. 169, 535-564.
Vocel. A. Lautereorn, W. \& Tım, R. 1989 Optical and acoustic investigations of the dynamics of laser-produced cavitation bubbles near a solid boundary. J. Fhuid Mech. 206, 299-338.

# Study of the Interaction Between a Bubble and a Vortical Structure 

Georges L. Chahine, Eric Delepoule*, and Pierre Hauwaert*DYNAFLOW, Inc.<br>7210 Pindell School<br>Fulton, Maryland 20759


#### Abstract

Some aspects of the interaction between bubbles and shear flowa were simulated experimentally and numerically. In the experimental set-np the shear flow was obtained using a vortex ring. A spark-generated bubble is produced where needed and interacts with the ring. The degree of interaction between the vortex shear flow and the bubble is modified and investigated. The dynamics of both the vortex ring and the bubble are observed using dye injection and high speed photography. Bubble deformation is seen to significantly increase with shear. These observations are used to check a 3D numerical method developed to study large bubble deformations. Good comparison between the model and the experimental observations can be seen.


## INTRODUCTION

Practical liquid flows contain many microscopic bubbles which respond dynamically to the flow. These bubblea can grow explosively and collapee, leading to cavitation noise, erocion and decrease in performance. A better understanding of the bubble dynamics may give new solutions for delaying cavitation inception or using cavitation's destructive effects for useful purpooes. In practice, unlike for most cavitation modeling studies, the bubbles grow and collapse in nonuniform flows and do not remain spherical or axisymmetric. Such flows can be due either to the presence of nearby solid walls flow or to vorticity shed from obstacles(1). In this paper we will consider bubble behavior in such a flow both experimentally and numerically. To do this a fundamental experiment consiating of the obeervation of the interaction between a vortex ring and a bubble is considered. The resalts of the experiment are then compared with those ob-

[^4]tained with a numerical model based on the 3D free surface dynamica numerical code 3DynaFS.

## EXPERIMENTAL STUDY.

A Plexiglas cylinder equipped with a 2.5 cm radius piston was attached to the top cover of a Plexiglas tank of inner dimensions: $37.6 \mathrm{~cm} \times 37.6 \mathrm{~cm} \times 27.3 \mathrm{~cm}$ filled with water. A shaft is attached to the piston and crosses the cover of the tank through a sealed hole to isteract with an electro-magnet. A magnetic plate located outside the tank holds the piston/shaft assembly in its high position when the electro-magnet is powered. The pressure on both frees of the piston can be controlled by pumps. Once the electro-magnet power is turned off, the piston moves due to the difference of pressure between its two faces and pushes the water out of the cylinder, generating a vortex ring. To minimize pressure variations behind the piston an additional reservoir maintained at the same pressure is connected to the volume behind the piston. The cylinder has an sharp lip exit to enhance the roll up of the fluid vortex generated at the lip. This results in an vortex ring with a diameter slightly larger than that of the cylinder [2].

The water in the tank is degassed. A gap between the surface of the water and the tank cover is left to allow air evacuation and creation of a partial vacuum in the tank. Most of the case studies presented here were conducted with a partial vacuum ( $\sim 5000$ Pascals) maintained in the tank. Two manometers are used to read the pressure in the tank and behind the piston.

The spark generated bubblea are produced using two tungaten electrodes submerged in the tank which can be manipulated from outside the tank to be placed where desired. The spark is produced by discharging during a very short time period ( $\simeq 10^{-4}$ s.) a high voltage ( 6000 volts) from a series of capacitors.

The pressure and temperature of the plasma generated by the spark are much higher than those of the surrounding water. This forces a vapor/gas bubble to grow until fluid inertia prevents further growth. The bubble then reaches its maximum radius with an internal pressure much lower than the fluid pressure. It then starts to implode and its behavior is governed by the pressure differences as for a cavitation bubble. This classical way of generating simulated cavitation bubbles allows one to choose precisely when and where the phenomenon will occur which is essential to coordinating the positions of the bubble and the ring and the starting time of the high speed camera.

## Measurement equipment

The pressure at selected locations in the tank was measured using a BNC model 101A05 transducer. The pressure signal was recorded using a digital storage oscilloscope and a PC with a GPIB interface. A triggering line (Fig. 1) allows one to synchronize the departure of the piston and the triggering of the spark generator. It includes the piston magnet, the transducer power supply, a delay generator, an amplifier and a power generator. The operator turns off the magnet power supply at time $T_{0}$. As the piston starts to move down, a pressure pulse is created in the tank by the fluid impulsive motion which is detected by the transducer probe $3.3 \times 10^{-4} s$ later the time to travel the distance ( 50 cm ) between the piston and the probe. This delay is very small compared to the time needed for the ring to reach the electrodes ( $\simeq 0.5 s$ ). The output of the transducer is amplified to trigger the delay generator. The output signal, a very short pulse, then triggers the spark generator.

Visualization was obtained using a high speed camera, a video camera and a regular reflex camera. High speed photography was employed using a HYCAM 2 camera with a rotating prism capable of 11,000 frames per second. Before taking a film with the high speed camera, a video camera was used to check each case and to determine in first approximation the characteristics of the ring (its velocity, diameter).

The pressure signal detected by a transducer located on the axis of the vortex ring was used to determine the correct time to initiate the spark-generated bubble for a given vortex flow configuration. After the initial presure signal following the 'impulaive' ejection of the water from the cylinder the transducer detects the pressure field of the translating vortex ring. When the ring plane is at the level of the probe the detected pressure is at its minimum. The shape
of the pressure signals depends on whether or not the ring is cavitating.

## EXPERIMENTAL RESULTS

A total of seventeen high speed movies were taken covering a large range of shear rates obtained by varying either the relative distance between the generated bubble and the initial vortex ring center or by varying the ring circulation. The ring diameter varied between 6 and 6.4 cm while its velocity varied between 0.2 and $0.8 \mathrm{~m} / \mathrm{s}$ giving ring Reynolds numbers between $1.2 \times 10^{4}$ and $5 \times 10^{4}$. A reference movie was also taken with the bubble isolated in the absence of the vortex ring.

On three of the films and on many of the videos very small gas bubbles were left under the piston when the movie sequences were taken. The visualization of the motion of these bubbles allows one to observe their trajectory around the ring. The existence of a "viscous core" was apparent from the velocity profile whether or not the vortex ring was cavitating. For the cavitating cases, the "viscous core" surrounded the vaporous/gaseous core. A typical trajectory of the small bubbles is shown in Figure 2. Also shown in this figure is a sketch of a bubble and the particle trajectory line ( $T$ ). Figure 2 also shows the geometric characteristics of the bubble/ring positions. $D_{1}$ is the distance between the bubble center and the viscous core center when the bubble is at its maximum volume and has the equivalent maximum radius $R_{m} . D_{2}$ is the horizontal distance between the bubble and the center of the viscous core. The normalized quantities $\overline{D_{1}}=D_{1} / R_{m}$ and $\overline{D_{2}}=D_{2} / R_{m}$ characterize the bubble / vortex ring interactions. It is expected and confirmed below that smaller $\overline{D_{1}}$ and $\overline{D_{2}}$ correspond to stronger interactions and larger bubble deformations.

## Bubble shape deformation

Figure 3a-c drawn in the ring reference frame shows the bubble motion and deformation with time for three selected cases of increasing bubble/shear interaction. The electrodes position shown on each graph is the one at the instant of the spark generation. The vortex ring side view indicates the position of the reference frame..

As can be seen from the pictures in Figure 4 a ( $\overline{D_{1}}=2.16, \overline{D_{2}}=0, V_{\text {ring }}=0.28 \mathrm{~m} / \mathrm{s}$ ) and from the contours in Figure 3a, the bubble remains practically spherical during its growth. The interaction is weak due to the relatively large distance between the bubble and the ring, and also due to the relatively
small circulation of the ring. The first collapse is too fast and no significant deformation of the bubble is seen until the rebound when a reentrant jet appears on the bottom face of the bubble followed after the rebound by an outgoing jet on the top face. It appears that during the first bubble oscillation period the bubble translation velocity is smaller than the vortex generated fluid velocity. The bubble therefore sees a flow moving upward. The jet direction (including the reentrant and the outside jet) is on a pathline of shear flow, and the bubble motion after the collapse follows a particle path line while oscillating and cutting itself in two.

In Figure $4 \mathrm{~b}\left(\overline{D_{1}}=2.38, \overline{D_{2}}=1.5, V_{\text {ring }}=\right.$ $0.78 \mathrm{~m} / \mathrm{s}$ ) the bubble first grows spherically, then it starts to stretch into an ovoid shape: the bottom face is less curved and the top face more curved than in the spherical case. Here the distance $\overline{D_{1}}$ is not too different from the previous case but the circulation in the vortex ring is about three times larger. When the bubble volume decreases, the stretching due to the shearing action becomes more pronounced and two reentrant jets (or rather a constriction along the bubble periphery) appear. This constriction appears along the pathlines ( $T$ ) around the bubble. The bubble then rebounds with a dumbbell shape.

In Figure $4 c\left(\overline{D_{1}}=1.1, \overline{D_{2}}=0.37, V_{\text {ring }}=\right.$ $0.82 \mathrm{~m} / \mathrm{s}$ ) the bubble appears to be stretched more and more in the pathlines direction during its growth, with the top region more stretched than the bottom one, and the top right part growing more than the left one. When the bubble collapses, its left part continues to be sheared by the flow into a pathline direction and a beak forms at the top left part and becomes more pronounced once the volume of the bubble starts to decrease. Then, there is a constriction all around the bubble which appears first on the top face of the bubble. The bubble then cuts itself in two and rebounds as two side-by-side very distorted bubbles (or bubble clouds). The left one then touches the cavitating ring and splits again into two parts. The deformations of the bubble are more significant in this case than in the two previous cases, because the bubble is closer to the center of the ring core and sees a strong shear flow. In addition, there appears to be a "venturi effect" between the bubble and the viscous core that further increases the stretching of the left part of the bubble

Within the margin of errors of the measurements comparison of the time variation of the average radius of each bubble shows no significant effect of the presence of shear on the bubble period. However,
indications of a lengthening effect of the bubble period can be seen on the characteristic distances between the bubble 'center' and the two upstream and downstream points along a particle pathline (direction ( $T$ )). This effect however seems small in the cases presented here and should be investigated further.

## Physical explanations

The observations made above can be explained by considering the velocity and pressure fields around the bubble. The motion of each point on the surface of the bubble is the result of the combination of the underlying (shear) fluid velocity and of the velocity of the bubble growth or collapse. The effect of the underlying fluid flow (whose characteristic speed is about $2 \mathrm{~m} / \mathrm{s}$ ) is minor during initial bubble growth and later bubble collapse phases, but becomes most important at the end of the growth and at the beginning of the collapse where bubble wall velocities reach a minimum. Indeed, right after the spark generation, the speed of each point of the bubble surface is very high (about $40 \mathrm{~m} / \mathrm{s}$ ). It then decreases to zero at about the maximum radius, and then increase during the bubble collapse. For a bubble in a uniform flow, the existence of the flow reflects on the bubble shape by a larger bubble growth in the downstream direction and by a flattening of the bubble shape in the upstream direction. Later on due to inertia, the downstream part that has extended further collapses faster forming a reentrant jet directed upstream in the plane of symmetry of the bubble.

When the flow is not uniform, a similar phenomenon occurs but is stronger on one side of the bubble than on the other due to the typical asymmetry of a shear flow. In addition, the possibility that the underlying shear flow becomes at some point during the bubble history stronger than the bubble wall velocity creates the possibility of an underlying flow generated jet which can be opposite to the one described above and directed downstream. In the case of the figures shown here the velocity profile seen by the bubble decreases from left to right. When the bubble starts to grow, the speed of each point is much more important than the velocity of the fluid flow: the bubble is therefore almost spherical. Then, when the speed of each point decreases, the influence of the fluid flow increases. The top part of the bubble grows more than without the presence of the basic flow and, due to the shear, the left part grows more than the right one. In addition the top part is more stretched than the bottom face because on the top, the speeds
add up while they subtract on the bottom. The opposite is true during the collapse where velocities add up on the bottom part of the bubble and subtract on the top.

As the fluid flow is moving upward, the reentrant jet is expected to appear on the top face $[7,10]$. However, due to the strong shear the left part of the bubble is prevented from collapsing forcing a compensating middle of the bubble constriction all along the bubble, with a tendency to form reentrant jets on both ends of the bubble along the pathline. This constricted shape of the bubble is similar to that obtained with a bubble collapsing between two walls.

## NUMERICAL MODELING

In order to model the bubble/shear flow interaction described above, Dynaflow's 3D Boundary Element Method (BEM) code for the description of free surface deformations, 3DynaFS was used. The BEM method uses Green's identity to solve Laplace's equation. If the velocity potential, $\phi$, or its normal derivative is known on the fluid boundaries (points M ), and $\phi$ satisfies the Laplace equation, then $\phi$ can be determined anywhere in the domain of the fluid (field points $P$ ) using the identity:

$$
\begin{equation*}
\iint_{0}\left[-\frac{\partial \phi}{\partial n} \frac{1}{|\mathrm{MP}|}+\phi \frac{\partial}{\partial n}\left(\frac{1}{|\mathrm{MP}|}\right)\right] d s=a \pi \phi(p), \tag{1}
\end{equation*}
$$

where $a \pi=\Omega$ is the solid angle under which $P$ sees the fluid. $a=4$, if $P$ is $a$ point in the fluid, $a=2$, if $P$ is a point on a smooth surface, and a $<4$, if $P$ is a point at a sharp corner of the discretized surface.

If the field point $P$ is selected to be on the boundary of the fluid domain, then a closed system of equations can be obtained and used at each time step to solve for values of $\partial \phi / \partial n$ (or $\phi$ ) assuming that all values of $\phi$ (or $\partial \phi / \partial n$ ) are known at the preceding step. The method was described in details in previous publications [47]. The above equation is subjected to kinematic and dynamic boundary conditions on the bubble wall. In absence of underlying flow the liquid pressure at the bubble interface is given by the unsteady Bernoulli equation which is used to solve for $D \phi / D t$, the total material derivative of $\phi$,

$$
\begin{equation*}
\frac{D \phi}{D t}=\frac{\partial \phi}{\partial t}+|\nabla \phi|^{2}=\frac{P_{a}-P_{L}}{\rho}-g z+\frac{1}{2}|\nabla \phi|^{2} . \tag{2}
\end{equation*}
$$

Using an appropriate time step, all values of $\phi$ on the bubble surface can be updated using $\phi$ at the preceding time step and $D \phi / D t$. New coordinate positions of the nodes are then obtained using the
position at the previous time step and the knowledge of the boundary velocities.
This time stepping procedure is repeated throughout the bubble occillation period, resulting in a shape history of the bubbles. This method has been extended to the case where the bubble is embedded in an underlaying fluid flow characterized by its velocity field $V_{0}$ and pressure field $P_{0}$. If we then define bubble flow velocity and pressure variables, $\mathbf{V}_{\mathbf{b}}$ and $P_{\mathrm{b}}$, as follows:

$$
\begin{equation*}
\mathbf{V}_{\mathrm{b}}=\mathrm{V}-\mathrm{V}_{0}, \quad P_{\mathrm{b}}=P-P_{\mathrm{o}} . \tag{3}
\end{equation*}
$$

and assume that this bubble flow field $\left(\mathbf{V}_{\mathbf{b}}\right.$ and $\left.P_{b}\right)$ is potential, we can use the BEM to study the bubble dynamics. Within this restriction, Equation (2) is replaced by a modified Bernoulli equation

$$
\begin{equation*}
\nabla\left[\frac{\partial \phi_{b}}{\partial t}+\frac{1}{2}\left|\mathbf{V}_{\mathrm{b}}\right|^{2}+\mathrm{V}_{0} \cdot \mathrm{~V}_{\mathrm{b}}+\frac{P_{b}}{\rho}\right]=\mathrm{V}_{\mathrm{b}} \times\left(\nabla \times \mathrm{V}_{0}\right) . \tag{4}
\end{equation*}
$$

## The vortex ring

In order to simulate the problem at hand in the above described experiments, the flow field of the moving vortex ring was modeled using the following classical expression for the velocity potential at the point M produced by a vortex ring (R):

$$
\phi(M)=-\frac{\Gamma}{4 I I} \iint_{S} \frac{e_{t} \cdot P M}{|\mathbf{P M}|^{2}} d s_{P}
$$

where $\Gamma$ is the circulation, and $S$ is any surface limited by the ring vortex ring line (R), and $e_{t}$ is the tangential direction along ( R ). This enables one to determine the velocity and pressure field outside of the "viscous core" region of the vortex ring. The velocity in the core region is modeled using a matching solution to an infinite vortex line model. Since, for a non-zero value of the viscous core the velocity obtained from the inviscid solution is not the same when the viscous core is approached from the inside of the vortex ring as from its outside, the pressure at the center line was set to be the average value between the pressure at each end of the core diameter. The two points on the edge of the viscous core were then connected to the value on the axis using two sections of parabola whose tangents are horizontal when $r=0$. These approximations were needed to start the computation but had little influence on the results since the studied bubbles were outside of the viscous core most of the time.

## NUMERICAL RESULTS

In order to test the code the conditions of Fig. 4c were reproduced, then the circulation was reduced to obtain other cases in the same physical conditions but with a smaller circulation of the vortex ring. This simulates qualitatively only the two other cases shown above. The crosesections obtained with a plane perpendicular to the ring axis and which contain the initial bubble center are shown in figure 5a-c. The viscous core radius was assumed to be 0.6 cm , a value given by movie analysis. The ambient pressure, ring velocity and initial position of the bubble are those of Fig. 4c. A set of runs was made with the bubble discretized with 162 nodes and 320 panels. The conditions of the run were as follows: ambient pressure: $12,600 \mathrm{~Pa}$, minimum bubble radius: 1 mm ; Maximum bubble radius, $\mathrm{R}_{\mathrm{m}}=1 \mathrm{~cm}$, gas compression constant $k=1.25$, initial gas pressure, $P_{g o}=2.58 \times 10^{7} \mathrm{~Pa}$, viscous core radius, $A_{c}=0.6 \mathrm{~cm}$, Ring radius, $A_{0}=0.031 \mathrm{~m}$, ring translation speed: $0.8 \mathrm{~m} / \mathrm{s}$, bubble radial distance from ring : 0.042 m , bubble vertical distance from the ring $: 0.025 \mathrm{~m}$.
Figure 5 c shows simulations for these same experimental conditions as in Figure 4 c with $\mathrm{r}=$ $0.12 \mathrm{~m}^{2} / \mathrm{s}$., while Figures 5 a and 5 b show the same conditions but for $\Gamma=0.25 \mathrm{~m}^{2} / \mathrm{s}$. and $\Gamma=0.10 \mathrm{~m}^{2} / \mathrm{s}$. As in the experiment Figure 5 c shows elongation of the left side of the bubble in the shear flow direction. The formation of a beak at the end of the bubble growth is also evident but not as pronounced as in the experiment. Later a constriction in the bubble shape along the fluid pathline is also apparent. The overall comparison between this numerical modeling and the experiment is encouraging. However, the strong shearing effect on the beak preventing the bubble top from collapsing from the left side is not as strongly reproduced in the numerical simulation. This is most probably due to the fact that the simulation neglected the bubble vortex ring behavior and did not include any modification of the flow due to the growth of the ring bubble near the spark-generated bubble creating the venturi effect we mentioned earlier.

At the smaller circulation the tendency of the bubble to elongate and then cut itself into two is clearly apparent as in the experiments.

## CONCLUSIONS

The study presented here has enabled us to achieve two main objectives:

1. The behavior of a bubble in a particular shear flow was observed and tested
2. The capability of the program 3DynaFS to simulate such a flow was demonstrated.

The shear flow was seen to significantly influence the bubble behavior. During the collapse and rebound the bubble shape deformation was seen to always be significantly affected. During the bubble growth the bubble behavior and shape is the more affected the larger is the degree of interaction between the bubble and the vortex; that is the closer is the bubble to the vortex core center, or the greater is the vortex circulation.

## ACKNOWLEDGMENTS

We would like to acknowledge the support of the Office of Naval Research, Contract N00014-89-C-0025 and Dr. Edwin Rood's interest. We also acknowledge the French Ecole Navale for making the stay at Dynaflow of the last two authors possible.

## REFERENCES

1. P.Kezios, and W.R. Schowalter, "Rapid Growth and Collapse of single Bubbles in Polymer Solutions Undergoing Shear," phys. Fluids 29 (10), 3172-3181, Oct 1986.
2. K. Kalumuck, and G.L. Chahine, "Cavitating Vortex Ring Formation and Dynamics.' ASME paper, Cavitation and Multiphase Flow Forum, Toronto, June 1990.
3. G.L. Chahine and T.O. Perdue, "Simulation of the Three-Dimensional Behavior of an Unsteady Large Bubble Near a Structure," in "Drops and Bubbles" edited by T.G. Wang, A.I.P. Conference Proceedings, 197, 169-187, 1989.
4. G.L. Chahine, "Nonspherical Bubble Dynamics in a Line Vortex," in Proceedings of the Cavitation and Multiphase Flow Forum, Toronto, June 1990.
5. G.L. Chabine, "Numerical Modeling of the Dynamic Behavior of Bubbles in Nonuniform Flow Fields" ASME 1990 Symposium on Numerical Methods for Multiphase Flows, Toronto, Canada, June 1990.
6. G.L. Chahine "Dynamics of the Interaction of Non-Spherical Cavities," in "Mathematical Approaches in Hydrodynamics," ed. T. Miloh, SLAM, Philadelphia, 1991.


Fis 1. Sketch of experimental setup.


Fig 2. Particle trajectory around the ring riscons core and sketch of bubble position parameters.


Pig 3. Bubble contours at various times from HS sequences of Fig 4. a) $\overline{D_{1}}=2.16, D_{2}=0, V_{\text {ring }}=0.28 \mathrm{~m} / \mathrm{s}$; b) $\bar{D}_{1}=2.38, \bar{D}_{2}=1.5, V_{\text {rimg }}=0.78 \mathrm{~m} / \mathrm{s} ;$ c) $\overline{D_{1}}=1.1$, $\bar{D}_{2}=0.37, V_{\text {ring }}=0.82 \mathrm{~m} / \mathrm{s}$.


Fig 5. Numerical aimulation of bubble/vortex ring interaction a) circulation: $0.025 \mathrm{~m}^{2} / \mathrm{s} ;$ b) circulation: 0.10 $\mathrm{m}^{2} / \mathrm{s} ;$ c) ciscelation: $0.12 \mathrm{~m}^{2} / \mathrm{s}$; correaponde lo Fite 3 c and $4 c$.




# Asymptotic Study of Bubble Dynamics in a Nonuniform Potential Flow 

Matthieu Rebut* and Georges L. Chahine!<br>DYNAFLOW, Inc.<br>7210 Pindell School Road, Fulton, MD $20 i 759$


#### Abstract

The dynamic behavior of a bubble in a aonuniform flow is atadied using a matched asymprotic expansion meihod, the small parrarneter \& being the ratio of the initial bubble radius, ro, to the initial bubble distance to the body wall, io. The theory is applied to the problem of a bubble collapsing in the shear region mear a cemi-infinite bluf body advancing at a constant speed. Results obtained at orders $8^{0}$ and e ahow the imposition of a rotation oa the bubble and the formation of a jes directed upstream and towards the wall. As the order of the expansions iscreases, more complex aspects of the interaction between the bubble and the flow are an. covered. Analytical results at order $e^{2}$ are given while numeriey solutions of the equations at that order are still not completed and are given up to order a for the case of a bubble near a Rankine ogive body.


## Introduction

The understanding of bubble and cavity dyammics has preoccupied researchers and engineers over the past several decades. How. ever, due to the complexity of the geaeral problem, most butble dynamic studies have either aeglected bubble deformation and based their approich on isolated spherical bubble dynamica, or considered axisymmetric deformations. With the advent of computational techaiques and facilities, significant attention has beea given over the lat decade to the study of axisymmetric bubble dynamics, particalarly in the vicinity of a colid infinite wall or a free surface (Shima et al., 19i7, Guerri el a., 1981, Chahiae et al. 1952, 1983 ; Blake et à., 1986, 1987, Wilkerson, 1989, Duncan, 1990). However, deviations from this simplifying axisyrametry 2:sumption which render the problern fully three-dimeasional and are expected to significantly afect the results were not coacid. ered. For instance, seas a solid wall and in the presence of a pres. sure gradient or a nonuniform fow a relacive velocity between the bubble and the flow exiss leadiag to sijnificant three dirneacioad efferts on the bubble dynamics. To address this general problem a fulty threr-dimensional approach is being developed (Chahise et a. 1985. 1990. 1991). However, this method is purely numerical and shouild be supplemented by an analyucal apprcack, evea if app:oximate, since chis will enable, at a mich lower cost. a betcer anderstanding of the influence of the parameters in the domaia of validity of the metiod.

In this paper we will preses: such an analytical study of the grow: hand collapbe of a bubble in a gene:d potential fow ia the virinit, of a wid object. This appromel. is based on the method of matched asymptotic expassious. The smal! pa:amete: of the expalusiot. C, is choset. to be the ratio of she siutial bubble radius

[^5]to its distance the wall. This approach follows earlier worls by Chahiae and Bovis (1983) who atudied the axisymmetric case of the collapse of a bubble neas a wall, and later the studies of Ctahine et al. (19) who concidered the dynacnical beliavior of a bubble cloud.

At every order of approximation the problent is decompusenl into two subproblems: an inner problem where the characteristic length is the characteristic bubble radius and an outer problem where the characteristic length is the standof distance berwee: the bubble and the wall. The effect of the wall appears only through the limit condition at infinity for the inner protheut. Fur the outer problem the bubble appears as a singular perturbition at the origin. The calculations are pefformed in a frame of ref. erence altached to the bubble so as to follow its beliavior over a longer period of time, otherwise the mathenatical expressions become non-univocal as soon as any bubble wall point crosses the origia of coordinates. The bubble is assumed to be filled with ve. por of the host liquid and non-condensible gas with a poljtropic compressioa law.

The results of the theory presented here can be applied to any potential tow which has a plane of symmetry parallet to the flow direction (non fundamental assumption only; used to simplify the analytical expressions). As illustration the probleen of a bublule colliopsing near a semj-infaite bluff avisymuetric body in a uniform tow field is considered. In that case the beste potential duw esed is that of a cource in a uniform low field.

## Problem formulation

Let us consider a basic flow field (dow in abselice of the bubble) that is potential, with a velocity vector $V_{0}(M)$ deriving frum the potential ( $M$ ). Let the pressure be po ( $M$ ) and the liquid deusity p. The velocity potential satisfies the Laplace equator and thic Berzoulli equation:

$$
\begin{align*}
& \Delta \phi_{0}=0,  \tag{1}\\
& \frac{1}{2}\left(\nabla \phi_{0}\right)^{2}+\frac{p_{0}}{p}=\text { constant. } \tag{:1}
\end{align*}
$$

Tie so-flow condition across the subnierged bed: wati is.

$$
\begin{equation*}
\{\nabla \propto \cdot \vec{n}\}_{\text {act }}=0 . \tag{3}
\end{equation*}
$$

Let $\vec{V}^{\prime}$ and $p^{\prime}$ be the potential. Ibe spoed and jrtewurv in preserice of the bubble. and le: $r=\boldsymbol{R}^{\prime}\left(z, \phi, w^{\prime}\right.$, be the bulolite wie: equation. Wie now tave suilke equatosir as ! 13 . wisi thew co:. piete fow vaiablea In addinot. I fourti. equ:alu: inar alko the contivuit of the somma' velocities at the bubbir =i-:

$$
\begin{equation*}
\left\{\nabla \overline{\left.\phi^{\prime} \cdot \pi\right\}_{r=N}}=\left\{\frac{\partial R^{\prime}}{\left.\theta_{R} \overline{\sigma_{T}} \cdot \pi\right\}_{r=A \cdot 1}}\right.\right. \tag{4}
\end{equation*}
$$

and far away from the bubble, we have $y=$ do.
We will coasider sow the whble polentiai, th, difereace of the potentials $\psi$ and to.

$$
\begin{equation*}
\phi=\phi^{\prime}-\phi_{0} . \tag{5}
\end{equation*}
$$

Sisce as iafiaity $V_{1}$ and $\boldsymbol{\phi}_{1}$ decay to zero, and the preasure in mo, the Bernoulli equation becomes:

$$
\left\{\frac{\partial \phi_{1}}{\partial t}+\frac{1}{2}\left(\nabla \phi_{0}\right)^{2}+\frac{1}{2} V_{0}^{2}+\nabla \phi_{0} \cdot V_{0}+\frac{V_{1}}{?}\right\}_{r=N}=\left\{\frac{1}{2} V_{0}^{2}+\frac{D_{0}}{p}\right\}_{N=\infty}(6)!
$$

If we limit the study to the cace where the bevic sow is steady, $\theta \$ 0 / \partial t=0$, she right hand wide of the equation is a coastant of the basic fiow feld, which can be writtea for instance at any selected refereace point, 0 .

Let us chooce now a general frame of reference $R$ with rotation relative to the fixed frame defined by $w$, and whone origin $O$ has a translation velocity $\nabla_{0}$ ( see figure 1 for defnitions). Since:

$$
\begin{equation*}
\nabla_{M}=\nabla_{a}+\Xi \times 0 \mathbf{M} . \tag{7}
\end{equation*}
$$

We now have the relationships:

$$
\begin{align*}
\frac{\partial \phi_{0}}{\partial t} & =\frac{\partial \phi}{\partial t}-\nabla_{0} \cdot \nabla-\left(\nabla \times O \mathcal{K}_{1}\right) \cdot \nabla \phi_{1}  \tag{8}\\
\frac{\partial R^{\prime}}{\partial t} \bar{\psi}_{t} & =\frac{\partial R}{\partial t} \bar{\epsilon}_{+}+\vec{V}_{0}+\vec{\omega} \times O M_{1} \tag{9}
\end{align*}
$$

where $\phi$ is the bubble pelocity potential in the moming frame $R$. The system of equations of the problem then becomes:

$$
\begin{align*}
& \Delta \phi=0,  \tag{10}\\
& \lim \phi=0 \text {, }  \tag{11}\\
& \{\nabla\rangle \cdot m\}_{\text {mol }}=0 \text {, }  \tag{12}\\
& \left.\left.\left.\overline{\left(\nabla_{0} \cdot \vec{n}\right\}_{r=R}}=\frac{\partial R}{\partial R}+\overline{\left(\left(V_{0}\right.\right.}-\nabla_{0}\right)+\bar{\theta} \times O \bar{Y}\right) \cdot \bar{\pi}\right\}_{r=R_{0}}  \tag{13}\\
& \left\{\frac{\partial \phi}{\partial z}+\frac{1}{2}(\nabla \phi)^{2}+\left(\bar{v}_{0}-\nabla_{0}-\nabla \times 0 \psi_{p}\right) \cdot \nabla_{\phi}\right. \\
& \left.+\frac{1}{2}\left(V_{0}^{2}-V_{0}^{2}(O, t)\right)+\frac{p}{p}\right\}_{r=R}=\frac{p(O, t)}{p} . \tag{14}
\end{align*}
$$

## Pressure inside the bubble

We will acsume that the prossure iaside the bubble is spatially uniform and thus oaly depends on time. Pmit being the initial prossare iacide the bubble, we can write:

$$
\begin{equation*}
\rho_{\text {inut }}=\rho_{n}+p_{0}^{0} \tag{15}
\end{equation*}
$$

where pr is the vapor preasure and go the initial soncondencible gas pressure which obeys the polytropic law $P V^{\prime \prime}=$ comelans. At any time the balance of pressures on the curface of the bubble can be vritten:

$$
\begin{equation*}
P(R, t)=p_{r}+p_{p}-z_{7} C \tag{16}
\end{equation*}
$$

where $C$ is the local curvature of the bubble surface and 7 the surface unsion. We fiadly obiain for equation(14):

$$
\begin{align*}
& +\left(\frac{\partial \phi}{\partial t}+\frac{1}{2}\left(\nabla_{\phi}\right)^{2}+\left(V_{0}-V_{0}-\nabla \times O V_{1}\right) \cdot \nabla_{\phi+}+\right. \\
& \left.+\frac{1}{2}\left(V_{0}^{2}-V_{0}^{2}(0, t)\right)\right\}_{r=R}=\left(V_{0}(0, t)-\lambda_{n+1}\right)+ \\
& +\left(\rho_{\text {innt }}-R\right)\left(1-\frac{V-k}{V_{0}^{-k}}\right)+\frac{27}{V_{0}}\left(r_{0} c-\frac{V^{-1}}{V_{0}^{-1}}\right) \tag{17}
\end{align*}
$$

## Matched Asymptotic Expancione

We consider the cace where the ratio a botwoen the bubble radiuo iu and the distasce io between the ceater of bubble aad the wall is sinall:

$$
\begin{equation*}
c=r_{0} / b_{0}<1 \tag{18}
\end{equation*}
$$

Using the matched asymptotic expanaions method the problem call be cubdivided iato iwo subproblems: an inner problent where the characteristic leagth is the bubble radius $r_{0}$ and the wall is colusider $r$-d to be at iafinity, and an outer problem where the characteristic lengis is $b_{0}$ and the bebble appeass ofly as a siagular perturbation at the origin.

## Outar problem

In the outer problem we oaly have Equations (10)(11) and (12) io satisfy. They can be written using non-dimencional variables $p=10 f$ and $\phi=\phi_{\text {are }} \phi$, as:

$$
\begin{align*}
& \Delta \bar{j}=0,  \tag{19}\\
& \lim _{i=\infty} \bar{j}=0 .  \tag{zu}\\
& \{\nabla \bar{\phi} \cdot \bar{n}\}_{\infty, \text { ect }}=0, \tag{21}
\end{align*}
$$

## Inner problem

In the inner problem we noudimensionalize Equatious (15) thruygh (18) using the following normalizations:

$$
\begin{aligned}
& \begin{array}{lll}
2 & =p_{0} \text { i } & r_{0}: \text { she initial bubble radius } \\
p & =\Delta p j & \Delta p: \text { chararteristic presure }
\end{array} \\
& 8 \quad \Delta \rho F \quad \begin{array}{l}
\Delta p \text { change in the initial fium }
\end{array} \\
& t \quad=T_{0} i \quad T_{0} \text { :characteristic collapse time }
\end{aligned}
$$

$$
\begin{aligned}
& \nabla V_{0} \quad=\boldsymbol{M} \boldsymbol{\nabla} V_{0} \\
& P_{0}(0, t)-\text { Pmis }=\Delta \rho \dot{\Delta g}(t) \\
& \begin{array}{c}
P_{0}(0,8)-\text { Pinis } \\
\text { Matehing condisions }
\end{array}
\end{aligned}
$$

The matehing conditions between the inner aud the outer wiutions - theme being nothing buz two approximations of the saur volucit; poteasial of which are valid is iwo separate regions - is ublainerl hy formally writing thas there exists an intermediate region chalartericed by $\mathrm{r}^{\circ}$. where both solutions are valid. For the inner problrim, lins region must be at infinity so that $\Gamma^{\circ}>$ Po. whereas for the outer problem, it must be done to the origin $\infty 0$ " $<\mathrm{l}_{0}$. This san lue written a:

$$
\begin{align*}
& { }^{\circ} \ll r^{\circ}<10 \tag{22}
\end{align*}
$$

## Taylor series expansions of the bacic velocity feld

Siace we are coasidering the case where the size of the mner regnoll is small compared to the characteristic length of the banac mow, we can express the velocity field in the inser region as a Tajlur cerico expansion about the selected origio 0 .

$$
\begin{equation*}
\bar{V}_{0}(r)=\bar{V}_{0}(0)+\bar{F} \cdot \nabla \bar{V}_{0}(0)+\frac{1}{2} \bar{r} \cdot \nabla \nabla \vec{b}_{u}(0) \cdot \bar{r}+O_{\left(r_{u}\right)} \tag{25}
\end{equation*}
$$

Let wo be the characteristic velocity of the Aow field. $M$ the chatar seristic dimeasion of the velocity gradient and $N$ the chatarlarmal" dimeasiou af the velocity bigradient. We wil! clooose an orthig', i, al coordioate system fuxed to a streamline so that $\left.\vec{V}_{1}=V_{w} O_{(1)}\right) \infty$ tha: the z -axis is paralled to $\mathrm{V}\left(\mathrm{O}^{\prime}\right)$.

$$
\begin{equation*}
\frac{\bar{v}_{0}}{v_{s}}=\dot{\vec{V}}_{0}=v_{x}(t) \overrightarrow{\varepsilon_{s}} \tag{Nu}
\end{equation*}
$$

Note that wit the characteristic velocit! of the iwuat tum and io a consiant wherem $t_{r}(t)$ is a function: of turue

In orde: to compute the various verimb in Eqtatsor. (it) we hered the following quatities.

$$
\begin{aligned}
& \nabla_{\alpha}(\eta)-\nabla_{0}=\omega r_{0} \bar{r} \cdot \dot{\nabla} \nabla_{0}(0)+\frac{1}{2} r_{0}^{2} N i \cdot \nabla \nabla V_{0}(0) \cdot \bar{F}+\cdots(27)
\end{aligned}
$$

$$
\begin{align*}
& \text { - } \left.\nabla_{0} \nabla_{0}(0) \cdot \bar{i}+\cdots\right)  \tag{28}\\
& \frac{1}{2}\left(\nabla_{0}^{2}(\eta)-\nabla_{0}^{2}\right)=\frac{F_{0}^{2}}{T_{0}^{2}}\left(N T_{0}^{2} \omega_{P_{0}}^{i} \cdot \nabla V_{0}(0) \cdot \nabla_{0}(0)+\right. \\
& +\frac{1}{2} r_{0}^{2} w_{0} N \dot{\vec{r}} \cdot \nabla \dot{\nabla} \nabla_{0}(0) \cdot \dot{\tilde{r}} \nabla_{0}(0)+\frac{1}{2}\left(\mu T_{0} \dot{r} \cdot \dot{\nabla} \nabla_{0}(0)\right)^{2}+\cdots \tag{29}
\end{align*}
$$

If we conider the case where the problem is cymmetrical about the （Ozz）plase then

$$
\theta \nabla_{0}(0)=\left[\begin{array}{ccc}
a_{1} & 0 & a_{2}  \tag{30}\\
0 & 0 & 0 \\
a_{2} & 0 & -a_{1}
\end{array}\right]_{0, \alpha_{1}, \ldots}
$$

Choosiag ouch an abitrary gradient is coasistent with haviag o po tential gow cince we atill have $\nabla \cdot V_{0}=0 \operatorname{ud} \nabla \times V_{0}=0$ ．Revrithan ale in polar coordiastes we have：
where：

$$
\begin{equation*}
r_{1}=\frac{\partial_{\alpha_{2}}}{\partial_{2}}, n_{2}=\frac{\partial_{o_{2}}}{\partial_{2}}, n_{3}=\frac{\partial_{a_{1}}}{\partial_{2}}, r_{4}=\frac{\partial_{o_{1}}}{\partial_{2}} . \tag{3}
\end{equation*}
$$

 $\omega(t) r_{r}$.

$$
\begin{equation*}
\overline{E \times 01}=\omega+\left(d_{r} \times c\right) \text {. } \tag{1}
\end{equation*}
$$

and defise $\Omega$ at the characteristic rocestion apped of the frame $\omega=\Omega$ ت̈．

Discurcion on the relative aize of the probleme cealee

 clectiod rize relative to s the maia percmenter of the problea．Tie choice of the relative dize wat dotiermimed frot by a hat dencerricy priaciple to conserve the maximum terres，whan by a raxation of this constrinat for come paramptera ias order to be able to obtcias colutione is come practical plywien coafigurations．

2．The characteristic lasgith of the ineor problem is anch manber than thas of the oetur problem：

$$
\begin{equation*}
\frac{10}{10}= \tag{3}
\end{equation*}
$$

2．The characteristic velocity of the initid fow，we in of anme order so the chasactansuc collspue velocity．mo／$T_{0}$ ：

$$
\frac{\theta_{0}}{v=0 \text { icom }}=\mu=O(1)
$$

3．The characienistic velocily pradient sol the ocste of ibe maer problem is fas asstler tha that of the maer problem：

$$
\begin{equation*}
N T_{0}=\frac{M_{P_{0}}}{a_{0} 0_{0}}=M=O(1) \tag{5i}
\end{equation*}
$$

4．The characieciasic velocity bigradient at the ceate of the inger probietin is far amaller thas that of ibe mane problem

5．The characteriatic rotation apend at the scale of the inaner prob－ lem is fur cmaller then the collape velocity：

6．The collapee velocity is diroclly melaed to the local preasure by：

The bubble is coasidered to be dowe to the submerzed body wo that at lendiag order，co，is the enter problem，the body is culsideted wh that plase．Al the mext order，the curvature is taben into account．Mathematically，this meass that the ratio of the bubble standof distance to the local curvature of the body is of order e．In the inace problem，the effert of the wall is seen first order $e$ for the potential and at order $\boldsymbol{a}^{2}$ for the bubble radius．The effert of the curvature oaly interferen at order $f^{2}$ on the poteatial and will unl； add a coastant to the equations．

## Resolution

We will we the following notations for the expansioss：

$$
\begin{align*}
& \delta=\delta_{0}+\alpha_{1}(t, 0,0)+a^{2} \phi_{1}\left(f_{1}, 0, i\right)+\cdots \tag{+1}
\end{align*}
$$

## Order \＆

## Outer problian ot order so

The syotes of muntion（20） 6 （22）Sor the order sero becomes：

$$
\begin{align*}
& \Delta \alpha_{0}=0  \tag{4-1}\\
& \text { 孟思 } \boldsymbol{\sigma}=0 \tag{+5}
\end{align*}
$$

The geoural malulion 20 this probleten is a combination of spherical Marmonica whid dueay at inflity and include the ininge of the hulblete oymmetric vill repert to ite wall at a ligtasce of from the feld puat：

$$
\begin{equation*}
\delta_{0}=\sum_{i=0}^{\infty} S_{n}(i) P_{n}(\cos \theta)\left(\frac{1}{p+1}+\frac{1}{p+1}\right) \tag{+7}
\end{equation*}
$$

Po（e）are the Lepadre polysomind of degree on．

## Iaser moblemen arder of

；The systere of equation（10）co（14）for the order sero bacomes：

$$
\begin{align*}
& \Delta \dot{\phi}=0, \tag{40}
\end{align*}
$$

From（48）te get the colution

$$
\begin{equation*}
\dot{i}=t \text { rith }=-\boldsymbol{L}^{2} h \tag{51}
\end{equation*}
$$



$$
\left.\hat{H}_{0} i_{4}-\frac{3}{2} \dot{A}_{0}^{\prime}=-\Delta p i\right)+P\left(\dot{H}_{0}^{-2}-1\right)+\frac{1}{w}\left(\dot{i}_{4}^{-2 n}-\frac{1}{2_{0}} i_{1}(3-1\right.
$$



## Matchias condition at order samo

If we replace the poteatinls by their expaaciona, Equation (25) bocomen:

$$
\begin{align*}
& {\left[\dot{\sigma}_{0}\left(\frac{r}{L_{0}}\right)+\varepsilon \bar{\phi}_{1}\left(\frac{r}{L_{0}}\right)+\varepsilon^{2} \bar{\phi}_{1}\left(\frac{r}{L_{0}}\right)+O\left(\varepsilon^{3}\right)\right]} \tag{33}
\end{align*}
$$

The colutions are

$$
\begin{aligned}
& \omega_{0}=\sum_{i=0}^{\infty} B_{n}(t) P_{m}(\cos \theta)\left(\frac{1}{p^{n+1}}+\frac{1}{p^{n+1}}\right) \\
& \dot{j}_{0}=\frac{1}{f}+C \quad \text { where } C \text { is a coastant to be determiaed }
\end{aligned}
$$

Replace in (54):

$$
\begin{align*}
& \text { e } \frac{p_{p}^{2}}{T_{0}}\left(\frac{q}{p}+\frac{C}{r_{0}}+<\dot{\phi}_{1}\left(\frac{r}{r_{0}}\right)\right)=\lambda_{\text {ent }} \\
& \left(\sum_{n=0}^{\infty} B_{n}(t) P_{n}(\cos \theta) \frac{1}{r^{n+1}}\left(1+\left(\frac{\theta}{2 i_{0}}\right)^{n+1}\right)+\frac{e}{i_{0}} \delta_{1}\left(\frac{p}{L_{0}}\right)+\cdots\right) \tag{54}
\end{align*}
$$

At leadiag ordes we thea have:

$$
\begin{align*}
& C=0  \tag{55}\\
& \phi_{\text {ant }}=6 \frac{T_{0}^{\prime}}{T_{0}} \tag{56}
\end{align*}
$$

To obtain the limit condition co $\delta_{1}$, we mat contince the exparion.

$$
\begin{align*}
& i_{1}\left(\frac{\pi}{r_{0}}\right)+i_{1 i}\left(\frac{\pi}{r_{0}}\right)+O\left(e^{2}\right)=\frac{1}{2}+\frac{1}{4} \frac{p}{5}+\cos _{1}\left(\frac{\pi}{r_{0}}\right)+ \\
& \left.+O\left(\frac{1}{r_{0}}\right)^{2}\right) \tag{58}
\end{align*}
$$



$$
\begin{equation*}
\lim _{\infty} j_{1}=\frac{1}{2} \tag{50}
\end{equation*}
$$

## Order e

## Inaer problem at order e

Siace $h_{0}$ and $\dot{\phi}_{0}$ only depend an timen, at order a the equations of the problem become:

$$
\begin{align*}
& \Delta \dot{\phi}_{i}=0 \\
& \lim _{\infty} i_{1}=\frac{1}{2} \tag{61}
\end{align*}
$$

- here

$$
\begin{align*}
& \text { C. } \left.=20_{i} \cos \theta \operatorname{\omega ia} \theta \cos \right\rangle+a_{1}\left(\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta\right)(\theta) \\
& F=\theta_{1} \sin \theta \cos \psi+\theta_{2} \cos \theta \tag{©3}
\end{align*}
$$

Eecolution of the order
The general eolution of the Laplace equation can be written:

$$
\begin{align*}
& i_{l}=\sum_{j=0}^{\infty} \sum_{m=-j}^{j}\left(A_{l j m}+\frac{B_{l j m}}{N_{j+l}}\right) Y_{j m}  \tag{66}\\
& \boldsymbol{k}_{l}=\sum_{j=0}^{\infty} \sum_{m=-j}^{j} R_{l j m} Y_{j m} . \tag{67}
\end{align*}
$$

$\boldsymbol{Y}_{\mathrm{j}}$ are the spherical harmonics:

$$
Y_{j m}= \begin{cases}P_{j}^{m}(\cos \theta) \cos m \psi ; & \text { for } m \geq 0  \tag{68}\\ P_{j}^{p m}(\cos \theta) \sin |m| \psi ; & \text { for } m<0\end{cases}
$$

The limit condition at infinity on $\dot{\phi}_{1}$ leads us to take:

$$
\begin{equation*}
A_{I J m}=d_{, ~ م}^{2} \tag{u}
\end{equation*}
$$

Since the problem is symmetrical about the ( $O x=$ ) platuc, theite itre in. termes in ain $\psi$,and we do sot have to consider $m<0$. Unills the fact that

$$
\begin{equation*}
\cos \theta \sin \theta \cos \phi=\frac{1}{3} Y_{22}, \tag{iu}
\end{equation*}
$$

$$
\begin{equation*}
\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta=-Y_{20}+\frac{Y_{22}}{6}=Y_{\rho} \text {. } \tag{71}
\end{equation*}
$$

Equation (18) becomes:

$$
\begin{equation*}
+a_{1} \dot{X}_{0}\left(Y_{20}-\frac{Y_{22}}{6}\right) \tag{72}
\end{equation*}
$$

$$
\frac{\dot{i}}{2}+\frac{\dot{B}_{l j m}}{\dot{X}_{0}^{+1}} Y_{j m}-\frac{\dot{i}}{\dot{j}_{j}^{2}} \mathbf{R}_{l j m} Y_{j m}+\frac{j+1}{\dot{R}_{0}^{j+1}} B_{l j m} Y_{j m}-
$$

$$
-2 \frac{\frac{1}{2}^{2}}{i_{0}} Z_{I j m} Y_{j m}-\frac{2}{3 R_{0}} \varepsilon_{2} Y_{21}-\frac{1}{i_{0}} a_{1}\left(-Y_{20}+\frac{Y_{22}}{6}\right)+
$$

$$
\begin{equation*}
\mu X_{0} v_{z}\left(\alpha_{1} Y_{11}+\sigma_{2} Y_{10}\right)=\psi_{100} Y_{00} 3 K P \dot{E}_{0}^{-3 K_{-1}-1} \tag{73}
\end{equation*}
$$

For $j>2$ we bave a bomogeneons linear difiterentia aysteun whure the initià conditioss are sero. The solution is therefore $\boldsymbol{R}_{I_{j} m}=\boldsymbol{B}_{l, m}=$ $0 ; \forall j>2$.

Lesolution for $m=j=0$
We have to solve the following differeatial aystem:

$$
\begin{equation*}
-\frac{B_{100}}{L_{8}}+24 \frac{\delta_{100}}{L_{0}}=\dot{i}_{100} \tag{74}
\end{equation*}
$$

$\$_{100}$ is the eolution of the lines differeatia equation:
add $B_{\text {lac }}$ is computed usiog

$$
\begin{align*}
& -K_{1 \infty}\left\{3 K P \dot{g}_{j}^{-3 h-1}+\frac{1}{w}\left(3 K \dot{g}_{0}^{-3 h-3}-\frac{1}{\dot{k}_{j}}\right)\right\} \tag{iu}
\end{align*}
$$

$$
\begin{align*}
& =k_{100}\left(3 K P k_{0}^{-3 K^{-1}}+\frac{1}{W}\left(3 K \dot{X}_{0}^{-2 N-1}-\frac{1}{X_{0}}\right)\right) \tag{75}
\end{align*}
$$

- Resolution for $j=1$

We have she came differential system to molve for $\boldsymbol{k}_{110}$ and $\boldsymbol{i}_{121}$. The only difference is $a_{1}$ instead of $a_{2}$.

Resolution for $m=0$ We have to colve the following differential system:

$$
\begin{align*}
& -2 \frac{B_{110}}{\dot{R}_{0}^{3}}+2 q \frac{\dot{R}_{10}}{\dot{h}_{0}^{2}}=\dot{\dot{k}}_{110}  \tag{78}\\
& \frac{\dot{B}_{110}}{\dot{R}_{0}^{2}}+2 \frac{q}{\dot{R}_{0}^{3}} B_{110}-\left(\frac{2 q^{2}}{\dot{R}_{0}^{3}}+\frac{\dot{q}}{\dot{R}_{0}}\right) \dot{R}_{110}-\mu \dot{R}_{0} v_{2} a_{1}=0 \tag{79}
\end{align*}
$$

$\dot{\boldsymbol{k}}_{120}$ is the solution of the lineas differeatial equation:

$$
\begin{align*}
& \dot{R}_{0} \overline{\tilde{R}}_{/ 10}+3 \dot{\bar{R}}_{0} \dot{R}_{110}=2 \mu \dot{R}_{0} a_{1} v_{z}  \tag{80}\\
& \dot{\tilde{R}}_{110}=\frac{1}{\dot{R}_{0}^{3}} \int_{0}^{1} 2 \mu \dot{R}_{0}^{3} v_{z} \alpha_{1} d t \tag{81}
\end{align*}
$$

and $B_{110}$ is computed using:

$$
\begin{equation*}
B_{h 0}=-\frac{1}{2} \dot{R}_{0}^{J} \dot{R}_{h 10}-2 \dot{R}_{0}^{2} \dot{E}_{0} \hat{R}_{h 0} \tag{82}
\end{equation*}
$$

Rasolution for $m=1 \quad i_{1 / 1}$ and $B_{11}$ are computed using:

$$
\begin{align*}
& \dot{R}_{I A 1}=\frac{1}{R_{6}^{2}} \int_{0}^{1} 2 \mu \dot{R}_{0} v_{x} a_{3} d \tag{83}
\end{align*}
$$

Resolution for $\bar{j}=\mathbf{2}^{-}$
We have the same differential aystem to solve for $\boldsymbol{R}_{\boldsymbol{m}}$ and $\boldsymbol{R}_{\boldsymbol{f}}$. The only difference is that we have $\int a_{2}$ instead of $a_{1}$.
Resolution for $m=1$ We have io molve the following differential system:
$\hat{R}_{122}$ is the solution of the linere difierential equation:

$$
\begin{equation*}
\hat{k}_{0} \dot{R}_{l 21}+3 \dot{\vec{R}}_{0} \dot{k}_{121}-\bar{H}_{0} \tilde{R}_{121}=\frac{10}{3} \dot{\dot{H}}_{0} \dot{K}_{0} a_{3}+\frac{2}{3} \dot{L}_{0}^{2} \dot{\alpha}_{2} \tag{87}
\end{equation*}
$$

and $B_{121}$ is computed using:

$$
\begin{equation*}
B_{121}=-\frac{A_{0}^{0}}{3} \dot{R}_{121}-\frac{2}{3} \dot{R}_{0}^{3} \dot{R}_{0} \dot{R}_{121}+\frac{2}{9} \dot{R}_{0}^{\}} \alpha_{2} \tag{88}
\end{equation*}
$$

Resolution of the coefficient in froat of $Y_{f} \quad X_{f /}$ is the colution of the linear differeatial equation
and $B_{1 /}$ is computed using

The poiestial and radius at order $\&$ are:

$$
\dot{\theta}_{1}=\frac{1}{2}+\frac{B_{1 \alpha}}{p}+\frac{1}{p^{2}}\left(B_{1,0} \cos \theta+B_{11} \operatorname{cin} \theta \cos \psi\right)+
$$

$\frac{1}{\mu}\left(3 B_{122} \sin \theta \cos \theta \cos \phi+B_{I J}\left(\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta\right)\right.$ (91)

Outer problem at order e
At this order the outer problem sees a singularity at the origin due to the preseace and behavior of the bubble, and also the curvalure of the body (see Figure 2). The colution can again be oblained by placing an identica eingularity symmetrically about the wall and by aldding a distribution of cources on the body. The singularity distribution will induce a change, $L$, in the velocity posential at the origin. The outer problem's solution at order $\varepsilon$ is then:

$$
\begin{equation*}
j_{j}=C\left(\frac{1}{\bar{p}}+\frac{1}{p}\right)+L(\bar{r}) \text { with } L(O)=L \tag{93}
\end{equation*}
$$

## Order $\boldsymbol{r}^{2}$

To continue the aymplotic expansions, we seed to evaluate the bigradient of che velocity field.

## . Matching condition at order $c$

Using the solution of the outer problem at order 2 , ( $(1)$, where the $1^{\text {constant } C \text { has been evaluated }}$

$$
\begin{equation*}
j_{1}=\frac{9}{2}+\frac{B_{100}}{j}, \tag{H}
\end{equation*}
$$

we obtaia::

$$
\left.B_{100}+\frac{r}{r_{0}} \bar{\phi}_{11}\left(\frac{r}{r_{0}}\right)+O\left(c \frac{r}{r_{0}}\right)=C\left(1+\frac{1}{2} \frac{r}{r_{0}}\right)+\frac{r^{2}}{4 r_{0} b_{0}} \cos 0+L \frac{r}{L_{0}} d 95\right)
$$

Which leads to $C=B_{100}$.

Resolution of the inner problem at order $\varepsilon^{2}$
For the following order we ased to calculate the terms of arder $c^{2}$ for che followiag exprescioas:

$$
\begin{equation*}
\left\{-\frac{1}{\dot{L}^{2}} \frac{\partial \dot{\theta}}{\partial 0} \frac{\partial \hat{R}}{\partial \theta}\right\}_{i=A}:-\frac{1}{\mathcal{L}_{8}^{2}} \frac{\partial \dot{\phi}_{1}}{\partial 0} \frac{\partial \dot{R}_{j}}{\partial \theta} \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
\left\{-\frac{1}{\mathcal{R}^{2} \sin ^{2} \theta} \frac{\partial \dot{\phi}}{\partial \psi} \frac{\partial \dot{k}}{\partial \psi}\right\}_{+=A}:-\frac{1}{\dot{R}_{0}^{2} \sin ^{2} \theta} \frac{\partial \dot{\phi}_{1}}{\partial \psi} \frac{\partial \dot{R}_{1}}{\partial \psi} \tag{99}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\left(\bar{V}_{1}-\nabla_{0}\right) \cdot \tilde{n}\right\}_{i=A}:-\frac{1}{2} \dot{R}_{0}^{2} B_{r}-G_{r} \dot{R}_{1}+G_{0} \frac{\theta \dot{R}_{1}}{\partial \theta}+\frac{G_{1}}{\sin f} \frac{\partial \dot{R}_{1}}{\partial_{0}}(101 \tag{100}
\end{equation*}
$$

$$
\begin{equation*}
\{\bar{f} \times O M \cdot \dot{M}\}_{+=A}: E\left(\cos +\frac{\partial \dot{R}_{1}}{\partial \theta}-\frac{\sin t \cos \theta}{\sin \theta} \frac{\partial \dot{R}_{1}}{\partial \eta}\right) \tag{10:1}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\frac{1}{2}\left(\frac{\partial \dot{\theta}}{\partial \dot{r}}\right)^{2}\right\}_{m A}: \frac{\partial \dot{\theta}_{i}}{\partial \dot{r}}\left(\frac{\partial \dot{\theta}_{11}}{\partial \dot{\dot{r}}}+\dot{R}_{1} \frac{\partial \dot{\theta}_{1}}{\partial \dot{r}_{i}}+R_{11} \frac{\partial \dot{c}_{h}}{\partial \dot{r}^{2}}+\right. \tag{lu3}
\end{equation*}
$$

$$
\begin{align*}
& \dot{\sigma}_{\mu( }\left(\frac{F}{r_{0}}\right)+O(c)=\frac{B_{100}}{2}+L+\frac{q}{4} \frac{r}{r_{0}} \cos O+O\left(\frac{r^{2}}{P_{0}}\right)  \tag{90}\\
& \Rightarrow \lim _{i=\infty}\left(\dot{\beta}_{11}(\dot{r})-\frac{B_{100}}{2}-L-\frac{g}{i}_{i}(000)=0\right. \tag{97}
\end{align*}
$$

$$
\begin{align*}
& 3 \dot{i}_{123} \sin \theta \cos \theta \cos \phi+\hat{i}_{j}\left(\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta\right) \tag{92}
\end{align*}
$$

$\left\{\left(\nabla_{O}-\nabla_{0}\right) \cdot \nabla \overline{\dot{\phi}}\right\}_{\delta=A}=\frac{1}{2} \hat{\mu}_{0}^{2} B_{V} \frac{\partial \dot{\phi}_{0}}{\partial_{\dot{r}}}+G_{F}$

$$
\begin{equation*}
\left(\dot{x}_{1} \frac{\partial \bar{\phi}_{0}}{\partial \bar{p}}+{\overline{L_{0}}}_{0} \frac{\partial \bar{\phi}_{1}}{\partial \bar{r}}\right)-G_{0} \frac{\partial \bar{\phi}_{1}}{\partial \theta}-G_{\psi} \frac{\partial \dot{\phi}_{1}}{\partial \psi_{\phi}} \tag{107}
\end{equation*}
$$

$$
\frac{1}{2}\left(V_{\delta}^{2}-V_{\delta}(0, t)\right): \mu v_{x}(t) \delta_{1}\left(\alpha_{2} \cos \theta+a_{1} \sin \theta \cos \phi\right)+
$$

$\hat{H}_{0}^{2}\left(G_{7}^{2}+G_{8}^{2}+\psi^{2}\right)+\frac{1}{2} \mu v_{5}(t) \dot{R}_{0}^{2}\left(7_{1} \cos ^{2} \theta+\gamma_{3} \sin (\cos \theta \cos \psi)(108)\right.$

$$
\begin{equation*}
\{\bar{\omega} \times 0 \mathcal{M} \cdot \nabla \bar{j}\}_{\gamma=A}: \dot{\theta}\left(\cos \phi \frac{\partial \tilde{\phi}_{1}}{\partial \theta}-\frac{\sin \phi \cos \theta}{\sin \theta} \frac{\partial \bar{\phi}_{l}}{\partial \phi}\right) \tag{109}
\end{equation*}
$$

## The system becomes:

The lumi condition at iafibits leads as to tate $\dot{b}_{1 /}$ as:

$$
\begin{aligned}
& \Delta \bar{\phi}_{I I}=0 \\
& \lim _{i \rightarrow \infty}\left(\bar{\eta}_{1 /}(j)-\frac{B_{100}}{2}-L-\frac{1}{4} ; \cos \theta\right)=0
\end{aligned}
$$

$$
\begin{aligned}
& G_{\rho} \frac{\partial \hat{k}_{i}}{\partial \theta}+\frac{C_{\psi}}{\sin \theta} \frac{\partial \hat{h}_{l}}{\partial \psi_{\phi}}- \\
& \left.-\dot{\omega}\left(\cos \phi \frac{\partial \hat{R}_{I}}{\partial \theta}-\frac{\sin \phi \cos \theta}{\sin \theta} \frac{\partial K_{l}}{\partial \phi}\right)\right\}_{\partial=\mathcal{R}_{0}}
\end{aligned}
$$

$$
\begin{align*}
& -G_{0} \frac{\partial \dot{\phi}_{1}}{\partial \theta}-G_{\psi} \frac{\partial \dot{\phi}_{1}}{\partial \psi}+\mu \nu_{F}(z) \boldsymbol{K}_{1}\left(a_{2} \cos \theta+a_{1} \sin \theta \cos \phi\right)+ \\
& +\hat{B}_{4}^{2}\left(G_{i}^{2}+G_{i}^{2}+G_{v}^{2}\right)+\frac{1}{2} \mu v_{z}(t) R_{0}^{2}\left(7_{1} \cos ^{2} \theta_{+}\right. \\
& \left.7 \sin \theta \cos \theta \cos \psi)+\dot{\psi}\left(\cos \psi \frac{\partial \dot{\theta}_{1}}{\partial \theta}-\frac{\sin \psi \cos \theta}{\operatorname{cin} \theta} \frac{\partial \bar{\phi}_{1}}{\partial \psi}\right)\right\}_{+=d_{1}} \tag{113}
\end{align*}
$$

$$
\begin{align*}
& \left\{\frac{1}{2 \mathcal{R}^{2}}\left(\frac{\partial j}{\partial 0}\right)^{2}\right\}_{i=R}: \frac{1}{2 \mathcal{R}_{0}^{2}}\left(\frac{\partial j_{1}}{\partial 0}\right)^{2}  \tag{105}\\
& \left\{\frac{1}{2 R^{2} \sin ^{2} \theta}\left(\frac{\partial \bar{\phi}}{\partial \phi}\right)^{2}\right\}_{\theta=R}: \frac{1}{2 \hat{R}_{\delta}^{2} \sin ^{2} \theta}\left(\frac{\partial \bar{\alpha}_{1}}{\partial \phi}\right)^{2}
\end{align*}
$$

$$
\bar{\eta}_{I I}=\frac{B_{j \infty}}{2}+L+\frac{q_{i}}{i} ; \cos \theta+\sum_{j, \infty} \frac{B_{l l_{j m}} Y_{j+1}}{j_{j m}}
$$

$\boldsymbol{R}_{l}$ and $j_{1}$ are functions of spherical harmonics up to the order $\boldsymbol{Y}_{21}$. The products of these functions give us harmonics up to the older 4 . which leads to 15 iudependent linear differential equations to solve.

## Application to Bubble Dynamics near a Headform

In this section, we put into application the asymptotir expansiun ly studying the collapse of a bubble near a selui-infinite bluff body. The velocity potential considered is that due to a superposition of a uniform flow and a source of intensity $\mathbf{Q}$ :

$$
\begin{equation*}
\phi_{0}=V_{\infty} x+\frac{Q}{r} \tag{115}
\end{equation*}
$$

It simulates the flow around the Rankine ogive of radius $\boldsymbol{R}$ at infinity:

$$
\begin{equation*}
R=\sqrt{\frac{Q}{I V_{\infty}}} \tag{116}
\end{equation*}
$$

The stagnation point occurs for $X=-R / 2$.
At order $4^{0}$, the outside pressure $\Delta p(t)$ is taken to be the pressure 'in the Ruid in absence of the bubble along the trajectory of a fluid :particle. At higher orders of $c$, the gradient and bigradient are also taken into account while following a fuid particle. Figure 3 shows the streamlines around the beadform.

A fourth order Runge-Kutta procedure is used to wolve char differeatial equations presented earlier. To illustrate the method, a Hankine body with a radius of 10 centimeters advancing at a constant velocity of $1 \mathrm{~m} / \mathrm{s}$ was relected. Figures 4 throught 7 show some results obtained on bubble behavior near the Rankine body. Figures fa through id show a case where the interaction between the bubble and the ogive's flow field is kignificant. The initial bubble radius is $r_{0}=1 \mathrm{~cm}$. and its distance, $L_{0}$, from the wall is such that $c=r_{0} / L_{0}$ is equal to 0.3 .

Figure 4 b shows the trajectory of the bubble center along the budy. and figure 4c shows the variations of the pressure in sime imposed on the bubble. In the initial phase $t<1.7$ the bubble ceess a pressure drup and as a results it grows, later on, the pressure rises bark towards the ambieat pressure and the bubble collapse. Figure 4d. shows the velocity of the Iuid along the bubble trajectory. This velurity is also that chosen for translating the origin of coordinates in wihich the bubble shape is prescribed. Figure 4a shows, overlaid on each other, the bubble contours at different times during the bubble growili and collapse. The orientation of the bubble relative to the bods is the satue as illustrased in Figure 4 b which shows bubble positions versus time. It is apparent from the contour plots that the bubble moves toward the body wall during its collapse. Due to the velocity and presoure gradient around the body the bubble elongates and in fact rotates around its center of mass. Iaitially, the side of the bublule surfare facing an intermediary direction between the dowastream dircetion and the wall direction gattens out. A reentrant jet is then pruduced perpendicular to that face. The direction of the jet appears to change with time in a fashion indicating increased infuence of the presture of the wall with time. The compusations shown in the fyure stupliud when the bubble wall touched the origin of coordinates. This monecut can be delayed in future computations by adding a component to the translation of the origin of coordinates that is perpendiculat to the wall

Figure 5 shows the influence of the distanicn of the buliohe to the wall. or $c$, on its shape history. In all three cases shown $z=0,1,0 . J$ and 0.7 only bubble collapse contours are shown. As expertiol daila tiol. from splericity is enlianced with the proaimity to the wall Dueto stronger shearing action clomst to the body approach liwe: the wall bai the effec: of increasing bublle stretcling aid elongation duriut its grow th. ther, reinforcing the reentran je: formathit de: wi: lhe collapse. For $c=0.3$ and $c=0.5$ the compuiatiun. stur $p$ we' wh... thebubbie surfaie touthed the origet. of cuordi:ale: Howre:re due the.
 witl. no reetitras: jer and is folluwed b! a bubble reloubi..! ut mevin! grow th that is not showin old the lepure


 be ibie cente: ald the wid is masiaiaued al $10 ; 3 \mathrm{cn}$. whar the huthie

- size is changed from $0.5 \mathrm{~cm}(\varepsilon \pm 0.15)$, to $1 \mathrm{~cm}(c=0.3)$, to 2 cm ( $s=0.6$ ). Here too the jet is seen to rotate to become clocer and closer to a perpendicular to the wall.


## Conclusions and suggested improvements

We bave presented in this paper an analycical approach based oa a matched asymptotic method to atudy the behavior of a bubble in a nonuniform potential fow field. The analysis was conducted up to order $c^{2}$ where $s$ is the ratio initial bubble size to initial bubble distagce to the nearby wall generating the nonuniform flow field. Numerical results calculated up to the order c show the formation of a jet moving opposite to the bubble trajectory and towards the wall on a curved trajectory which approaches a perpendicular to the wall with time. A lengthening effect on the bubble period is observed as well as an imparted rotation of the bubble.

Improvements on the numerical approach should include using a motion of the frame of reference which incorporates in addition to the motion parallel to the fuid particle (rajectory, a compoaent perpendicular to this trajectory to as to account for the bubble motion to wards the wall and retard as much as possible crossing of the origin of coordinates by the bubble surface. This will euable the description of the buble dynamics for a longer period of cime in the latest phases of the collapse. The results of this approximate analytical method should also be compared with those obtained with the available three dimensional boundary element method SDynaFs.
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Figure 1: Coordinate system of the muving franke $K$


Figure 2: Represeatation of the chject surface by means of a distribution of cources.


Figure 3: Sureaminas around the Ranhine bed) ceasidered ia the nuuncrixal epplication.
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Bubble shape in time for diferent values of the initial bubble redius





# Analytical study of a gas bubble in the flow field of a line vortex. 

Ramani Duraiswamand Georges L. Chahine<br>DYNAFLOW, Inc. 7210 Pindell School Road<br>Fulton, MD 20759

## abstract

The flow surrouading a bubble in the flow field of a lipe rortex is investigated by means of an acymptotic analysis. The fow is potential, and the leagth scale characteristic of the bubble is assumed to be much amaller than the dintance from the bubble to the vortex. The analycis is performed in a coordinate system moving with the bubble. Preliminary resulte show that the bubble moves with the fow, at a rete faster than the regular fow, and that a jet on the side away from its direction of motion, directed towards the vortex aris is formed.

## 1 Introduction

The problem of the interaction between bubbles and vartical flows is of relensace to several fluid engineering problems. Important examples include cavitation in shear layers, tip vortex cavitation, bubbles in regions of flow separation, and bubbles in boundary layers. In these flows it has been pootulated that the bubbles cause several dramatic effects (e.e. naise generation, material erosion, drag reduction) (Young 1989, Rood 1991, Hammit 1980, Blake and Gibson 1987). However, the mechanisme by which the bubbles play a role have not been fully understood. Whise a number of studies is the past have elucidated importanat mechanisms in acouatic cavitation, in the field of fow/vorter cavitation not much progreas has been raade. In this paper we hope to obtaiz some uoderstanding of the interaction of bubbles and vortex atructures by studying a zelatively simple problem - the interaction between a Rankine line vortex and a gas bubble.

When a bubble approaches a region of high vorticity in a fluid, it is accelerated towards the center of the vortex structure because of the pressure gradient it sees. The bubble undergoes a corresponding increase in volume and may split because of the dynamics of its motios. Explosive growth may occur if the bubble pressure drops below its critical presscre. This phenomenoc was recently numerically simulated by Chahiae ( 1990 j usiag a boundary element method. This stidy is intended to complement that work.

We preseat preliminary results from an andytical atods

[^6]of this problem. The study assumper that the bubble is outside the viscous core of the vortex. Consequently the fow may be assumed poteatial - an assumption standard in cavitation bubble dynamica. The assumption that the ratio of the bubble radius to its distance from the line vorter is a suall quantity (e) then allows us to treat the problem using an enymptotic technique. The results are securate to $O\left(c^{2}\right)$.

The novel feature of our analysis is that it represents one of the first analytical studies of the motion of a deforming bubble in a fow field where the velocity is not meglipible. Indeed in our sealing the velocity of the fow and the bubble collapse relocity are of the sampe order. The crucial part of the analysis is in performing the analysis in a coordinate aystem which approximates the bubble motion. This is in contract to earier atudies which relied on ao approximase model, es. Bovis (1980), where the Rayleigh Plesset equa. tion was combined wish a model of a spherical bubble in the flow field of a vortex. Preliminary results are presented, which qualitatively agree with observations and the simulatioss of Chahise (1990).

## 2 Problem formulation

Consider an initially spherical bubble in an incompressible, inviscid liquid of density $p$ in an infinite domain at a diatance $d$ from a line vortex of strengit $\Gamma$. The bubble is initially at rest with a radius $R_{0}$ and has gas at pressure $p_{\mu}$. The pressure at infinity is $p_{\infty}$ and the fluid is at rest there. The velocity due to the vortex alone (i.e. exeluding any bubble effects) is denoted $V$.

Figure 1 indicates the situation considered. The size of the bubble is assumed small compared to the distance d. To perform the calculations we shall consider two coordinate frames. The first is the fized freme which is convenient fur de. seribiag the overall fow, and through the origin of which the vortex passes, while the secoad is the moving frame, which bas its origi: initially at the eenter of the bubble and nowes at the rate the liquid would in the absence of the buble. We denote the location of the moving origin by $b$.

We choose a cylindrical coordinate system, ( $8,3.3$, with the yortex acis along the $=$ acis, and the origia in a: orthus ori plane coataining the inasi bubble center. Surse the motion is irsorational we may define a poteatici $g(x .1)$ so tta:

$$
\begin{equation*}
y=\nabla \phi . \tag{1}
\end{equation*}
$$

The equations of motion are

$$
\begin{equation*}
\nabla \cdot u=\nabla^{2} \phi=0 \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\frac{1}{2} \nabla \phi \cdot \nabla \phi=\frac{p_{\infty}-p}{\rho} . \tag{3}
\end{equation*}
$$

These equations are subject to the conditions that

$$
\begin{equation*}
\lim _{x=\infty} p \rightarrow P_{\infty} \quad \lim _{|x| \rightarrow \infty} \quad v=\nabla \phi \rightarrow 0 \tag{4}
\end{equation*}
$$

The equation of the surface of the bubble may be assumed to be represented in the form $B(x, t)=0$. Determining this function is an objective of this study.

The bubble is assumed to undergo deformations according to a polyiropic law. Thus

$$
\begin{equation*}
p V^{k}=\text { constant } \tag{5}
\end{equation*}
$$

where $V$ is the volume of the bubble, and $t$ the polytropic exponent. The mass of the gas in the bubble is acsumed to remain constant and equal to $m$. The kinematic boundary condition requires that the bubble surface be a material surface

$$
\begin{equation*}
\frac{D B}{D t}=0 \tag{6}
\end{equation*}
$$

The balance of the normal streases at the interface yields

$$
\begin{equation*}
p_{s}=p_{s}+p_{v}-\sigma C \tag{7}
\end{equation*}
$$

where $P_{g}$ represents the pressure of the gas inside the bubble, $p_{0}$ the vapor pressure, the surface tension coeficient and $C$ the curvature of the surface 8 . The normal to the anface 8 is given by

$$
\begin{equation*}
m=\frac{\nabla B}{|\nabla E|} \tag{8}
\end{equation*}
$$

The curvature may then be computed from the formula

$$
\begin{equation*}
c=\nabla \cdot s=\nabla \cdot \frac{\nabla B}{|\nabla B|}=\frac{1}{|\nabla E|} \nabla^{2} B+\nabla \frac{1}{|\nabla B|} \cdot \nabla B \tag{9}
\end{equation*}
$$

Since ve are interested in the modification in the fow caused by the presence of the bubble it is convenient to introduce the reduced potential $\psi$, defined by

$$
\begin{equation*}
\phi=\phi-\frac{\Gamma}{2 \pi} \beta=\phi-\phi_{v} \tag{10}
\end{equation*}
$$

where $\beta$ is the angular cylindrical coordinate in the fixed frame. The quantity $\psi$ represents the change to the potential of the flow because of the presence of the bubble. Because of linearity, the function $\$$ also setisfies Laplace's equation. The boundary conditions it is subject to on the bubble surface are

$$
\begin{equation*}
\left.a \cdot \nabla \nmid\right|_{B}=\left[\dot{B} e_{+}-V L_{B}\right] \cdot n \tag{11}
\end{equation*}
$$

which is a restatement of the kinematic bonndary condition, and

$$
\begin{equation*}
\left[\frac{\partial \psi}{\partial t}+\frac{1}{2}|\nabla \psi|^{2}+v \cdot \nabla \psi+\frac{1}{2} v^{2}\right]=p_{\infty}-p_{0}-p_{v}+\alpha c \tag{12}
\end{equation*}
$$

which is a restatement of the dynamic boundary condition. Here we bave used the symbol $V$ to indicate the quantity $\nabla \phi_{v}$. Additionally, fur from the bubble, the potential is expected to reduce to that of the vortex, and so we require

$$
\begin{equation*}
\lim _{k \mid \rightarrow \infty} \nmid=0 \tag{13}
\end{equation*}
$$

We now consider a moving system of coorditates. The coordinales are initially coincident with the bubble cester. and move at the ratc the flom at that location would have in the absence of the bubble. In the moving frame we let the Cartcsian axes remain parallel to those in the fixed frame. Let a denote a vector referred to the fixed frame and $x^{\prime}$ the same vector referred to the moving frame. Then

$$
\begin{equation*}
E=E^{\prime}+b(t), \tag{14}
\end{equation*}
$$

with the new coordinaties changing with time. We may thes write a piven function $\psi(x, t)$ as

$$
\begin{equation*}
\forall(x, t)=\psi\left(x^{\prime}+b, t\right)=\left(x^{\prime}, t\right) \tag{15}
\end{equation*}
$$

where the functions t and thave the same values at a given pliysicial location, but bave different functional form (and are hence indirated with different symbols). To clarify the behavior of this reprementatiou of the potestial we note

$$
\begin{equation*}
n-V=\frac{\partial \psi}{\partial z_{i}} e_{i}=\frac{\partial \theta^{2}}{\partial z_{i}^{\prime}} \omega_{i} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}=\frac{\partial \psi}{\partial t}+\frac{\partial t}{\partial z_{i}} \frac{\partial z_{i}}{\partial t}=\frac{\partial \psi}{\partial t}-\frac{\partial \psi}{\partial z_{i}} \frac{\partial b_{i}}{\partial t} \tag{17}
\end{equation*}
$$

Thus in what follows all conservation equations are written in an iner. tial system of coordinates, but the scalar representation of the prolifenn (in terms of the potentia) may be expressed in terint of courdinatce belonging to a moving system. In particular this insplics that imer. tial accelerations (such as centrifugal or Coriolis furcus eti.) will not have to be considered. The potential $\%$ may be called a "mixad" purtential, and we must be careful to reverse the transformations while interpreting results.

The velocity $\mathbf{V}$ is expressed in the noving franue as

$$
\begin{equation*}
V=\frac{r}{2 \pi l} e_{r} \times \tag{18}
\end{equation*}
$$

where a is a unit vector along the shortest line joining the point at which the velocity is to be measured and the $z$ axis of the fixed systenn, and $I$ the leagth of this line. This quantity is evaluated explicitly in the appendix. At the origin of the moving system it is

$$
V_{0}=\frac{r}{2 \pi d}\left[-\sin \omega t e_{1^{\prime}}+\cos \omega t e_{2}\right\}
$$

where we denote the Velocity of the basic flow at the origin of the muring coordinate system by Vo. The advantage of defining the moving cyatem is, of course, that the equation of the bubble surface ulay be represented is a single-vilued closed form more convenientls. Ideally such a system should be centered at the bubble centroid. However for , this asymplotic study is is sufficieat so let the origin of the moving ; system be initially at she bubble center, and let it move with the ve'locity a liquid particle at that location would have had in the absenre of the bubble. This restriction could perhaps be lifted at the expeuse of more complicated analysic. Let $F\left(x^{\prime}, t\right)$ represent clie equation of the bubble in the moving system. In the fixed system the equation of the bubble may then be written as $F(x-b, t)$. Thus the condition that the bubble surface is a material surface requires

$$
\frac{D F}{D t}=0
$$

which may be written as

$$
\begin{equation*}
\frac{\partial F}{\partial t}+\frac{\partial F}{\partial b_{i}} \frac{\partial b_{1}}{\partial t}+\nabla^{\prime} \phi \nabla^{\prime} F=\frac{\partial F}{\partial t}+\left.\left(\nabla^{\prime} \varphi+V-V_{0}\right)\right|_{F} \cdot \nabla^{\prime} F=0.1 \tag{19}
\end{equation*}
$$

In the moving frame we introduce a spherical coordinate systell $(r, \theta, p)$, centered at the point $b$. The equation of the bubble free surface may then be writien as

$$
\begin{equation*}
P=R(\theta, \varphi, t) \tag{20}
\end{equation*}
$$

The governing equations may then be written as

$$
\begin{align*}
& \nabla^{\prime 2} \boldsymbol{v}=0 \text {, subject to } \\
& \nabla^{\prime} \boldsymbol{*} \cdot \boldsymbol{m}_{i_{r=R}}=\left(\frac{\theta R}{\partial r}\right) e_{r}+\left(V_{r=R}-V_{U}\right) \cdot \boldsymbol{m},  \tag{21}\\
& {\left[\frac{\partial \psi}{\partial t}+\frac{1}{2}\left|\nabla^{\prime}\right|^{2}+\left(V-V_{C}\right) \cdot \nabla \psi+\frac{1}{2} V^{2}\right]_{r=\pi}=} \\
& =\frac{p_{a}}{p_{1}}\left[1-\frac{P_{k}}{P_{2}}\left(\frac{V_{u}}{V}\right)^{t}-\frac{p_{1}}{P_{2}}+\frac{\sigma C}{P_{2}}\right] . \\
& \lim _{\rightarrow-\infty} \|=0
\end{align*}
$$

## . 3 Dimensional Analysis

The flow is ansumed to be divided into two regions, an exterpal region ' where the effects of the vortex dominate, while the repion close to the bubble is domisated by its dyaamics. The leagth scale charsctaristic of the bubble region is $R_{0,}$ the initial bubble radius. The time seake is taken as $T_{0}$ (to be determined), and the scale of the pressure is taken to be the initial value of the impoced pressure seld at infiaity. The ides is to exploit the fact that the bubble size is much amaller than the length rcale ascociated with the vortex low, by ariag perturbatioa techniques.

The physical quantities entering the problem are $p_{0}$ and $R_{0}$ (from the bubble), and $p_{\infty}, \Gamma$, and $p_{1}$ from the liquid. The distance between the bubble and the vortex, is talen to be the leagth scale of the "outer" problem, while the initial bubble radius is characteristic of the "inner" one. We define

$$
\begin{equation*}
c=\frac{R_{0}}{d}<1 \tag{22}
\end{equation*}
$$

and will use it as the small parameter in the asymptotic treatment.

### 3.1 The inner problem

We non-dimensionalize the inner problem first, using

$$
\begin{equation*}
x^{\prime}=R_{0} \bar{x}^{\prime} \quad t=T_{0}{ }^{-} p=p_{0 \infty} \bar{p} \quad=\phi_{0} \bar{y}^{2} . \tag{23}
\end{equation*}
$$

In what follows, primes denoting relative variables will be dropped when we are concerned with the inner problem. Upon substitution ia the equations of motion we have

$$
\begin{equation*}
\dot{\nabla}^{2} \dot{\Psi}=0 . \tag{24}
\end{equation*}
$$

The problem scaling is determined by the boundary conditions. The kinematic boundary condition leads to

$$
\frac{\phi_{0}}{\boldsymbol{R}_{0}} \mathfrak{m} \cdot \nabla=\left(\mathbf{V}-V_{0}\right) \cdot \mathbf{m}+\frac{R_{0}}{T_{0}} \dot{\tilde{E}} \mathbf{e}_{r} \cdot \mathbf{m} .
$$

We are interested here in situations whure the initial bubble ancleas grows quite rapidly. Consequently the proper scaling is

$$
\phi_{0}=\frac{I_{0}^{2}}{T_{0}} .
$$

We shall return to the scaling of the velocity difference term on the sight hand cide atter determining the proper time scale. Opoa meing the above cealing for the potential the dyamic boundary condition yields

$$
\begin{align*}
& \frac{\partial \bar{W}}{\partial t}+\frac{1}{2}|\dot{\nabla} \dot{V}|^{2}+\frac{T_{0}}{R_{0}}\left(V-V_{0}\right) \cdot \vec{V}+\left.\left(\frac{T_{0}}{R_{0}}\right)^{2} \frac{1}{2} V^{2}\right|_{\text {reR }}= \\
& \frac{p_{\infty} T_{0}^{2}}{\rho_{1} R_{0}^{2}}\left(1-\frac{p_{0}}{\rho_{\infty}}\left(\frac{V_{0}}{V}\right)^{k}-\frac{\rho_{v}}{p_{\infty}}+\frac{c}{R_{0} p_{\infty}} c^{2}\right) \tag{25}
\end{align*}
$$

Balancing terms,

$$
\begin{equation*}
T_{0}=R_{0} \sqrt{\frac{\rho_{1}}{p_{\infty}}} \tag{26}
\end{equation*}
$$

which is the Rayleigh scaling for the time. The principle of least degeneracy leads to the condition that the scaling for the velocity $v$ be such that it is of the came order as the bubble deformation velocity

$$
\begin{equation*}
|V| \sim \frac{\Gamma}{2 \pi d} \sim \frac{R_{0}}{T_{0}} . \tag{2i}
\end{equation*}
$$

Wit dencle

$$
\begin{equation*}
\Omega=\frac{\Gamma / 2 z d}{\sqrt{p_{x} / \rho_{1}}} \tag{28}
\end{equation*}
$$

The oondimensional velocity is abesi defined by

$$
\begin{equation*}
v=\Omega \dot{\bar{v}} \frac{R_{u}}{\boldsymbol{T}_{G}} \tag{29}
\end{equation*}
$$

Returning to the binematic boundary condition. cince the velocity is assinned to be regula: and the bubble size small it comparisol to its scaie of variation. the veiocity difference tern. is seen to be $O(\varepsilon)$. Formalty this imposes the foliowing restriction the gradies: of the vortex velcuity fiedc

$$
\begin{equation*}
\left(\left.V\right|_{R}-V_{0}\right) \sim R_{0}|\nabla V| \sim \varepsilon \frac{R_{0}}{T_{0}} . \tag{30}
\end{equation*}
$$

Denoting

$$
\begin{equation*}
\mathbf{V}-\mathbf{V}_{0}=c \frac{\boldsymbol{R}_{0}}{T_{0}} \boldsymbol{\Omega} \dot{\mathbf{v}}_{d} \tag{31}
\end{equation*}
$$

where we have used the symbol $\dot{\mathbf{V}}_{\text {a }}$ to denote the mondinumsuonial velocity difference term, and

$$
\begin{equation*}
W=\frac{\theta}{P_{\infty} R_{0}} \quad P_{s}=\frac{P_{\infty}}{P_{\infty}} \quad P_{v}=\frac{P_{v}}{P_{\infty}} . \tag{32}
\end{equation*}
$$

(where $W$ is a Weber number), the complete inner problen may be written as

$$
\begin{align*}
& {\left[\frac{\partial \dot{\psi}}{\partial t}+\frac{1}{2} \dot{\nabla} \dot{\psi} \cdot \dot{\nabla} \dot{\psi}+c \Omega \dot{\mathbf{V}}_{c} \cdot \dot{\nabla} \dot{\psi}+\frac{1}{2} \Omega^{2} \dot{\mathbf{V}}^{2}\right]_{t=k}=0}  \tag{33}\\
& =\left(1-P_{B}\left(\frac{\dot{V}_{0}}{\dot{V}}\right)^{t}-P_{v}+W \dot{C}\right)  \tag{H}\\
& |n \cdot \vec{\nabla} \dot{\vec{V}}|_{\partial=k}=\mathrm{a} \cdot\left(\frac{\partial \dot{R}}{\partial \dot{t}} e_{r}+c V_{4}\right) \tag{35}
\end{align*}
$$

An important quantity is the rotation frequency of a particle around she vortex line. This is given by

$$
\begin{equation*}
\omega=\frac{2 \pi}{(2 \pi) /(\Gamma / 2 \pi d)}=\frac{\Gamma}{2 \pi d^{d}} . \tag{36}
\end{equation*}
$$

In the current scaling the ratio of this frequency and the Rayleigh Grequency is seen to be

$$
\begin{equation*}
\omega T_{0}=\frac{R_{0}}{d} \frac{\Gamma / 2 \pi d}{\sqrt{P_{\infty} / \rho_{1}}} \sim O(c) . \tag{37}
\end{equation*}
$$

### 3.2 The outer problem

Since the outer problem for thas so boundary conditions except res. ularity at infinity and matching with she inaer colution, the solution can be obtained assily by replacing the ianer variable with the uuter oae, and retajaing terms of appropriate order. Thus it need nut be concidered separately. To enforce regularity we just add the couldition

$$
\begin{equation*}
\lim _{\| \in \infty}=0 \tag{38}
\end{equation*}
$$

to the inder problem. With this ia view, and for ense of expressiont. the tildes indicating non-dimensional veriables are dropped in whal follows.

## | Asymptotic expansions

The above equations are solved up to and including terus of $O(a)$ though some of the work for the $O\left(c^{2}\right)$ problem has been dollr, and these results are also given where available. We write the poteutial and the expression for the bubble surface as

$$
\begin{align*}
& =\psi_{0}+\varepsilon \psi_{1}+c^{2} \psi_{2}+\phi\left(\varepsilon^{2}\right) \\
i & =\theta(t)+\varepsilon R_{3}(\theta, \varphi, t)+\varepsilon^{2} R_{2}(\theta, \varphi, t)+\alpha\left(\varepsilon^{2}\right) . \tag{su}
\end{align*}
$$

It has been assumed here that the leading ordes tern in she expanas.int fo: the bubble radius is independent of the angula variables. as will be jestified a posteriosi. Additionally we sulphose thal the functions $R_{1}$ and $R_{2}$ are regular so that we may expand thent as

$$
R_{1}(\theta, \varphi, t)=P_{\infty}+\sum_{t=1}^{\infty} \sum_{m=-1}^{1} r_{m m}(0, \nu) Y_{1}^{m}(0, \varphi), \quad i=1,!
$$

visi. $Y_{1}^{m,}(0, p)$ the sufface spherical harmonics (see the ap;iendin fo. de:c.:.:

## Order s ${ }^{\circ}$

Upon introducing the expancions, the lasding order problem at this order is

$$
\begin{equation*}
\nabla^{2} \varphi_{0}=0_{0} \tag{42}
\end{equation*}
$$

usbject to

$$
\begin{equation*}
\left.\frac{\partial \pm 0}{\partial r}\right|_{r=e}=-i_{0} \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \Psi_{0}=0 \tag{44}
\end{equation*}
$$

The spherical symmetry of the problem is obvjous, and this justifis our previous expansion fos the bubble shape function.

This problem has solution

$$
\begin{equation*}
\Psi_{0}=\frac{90}{5} \tag{45}
\end{equation*}
$$

Application of the kinematic boundary condition yields

$$
\begin{equation*}
\varphi_{0}=-a^{2} \dot{a} \tag{46}
\end{equation*}
$$

where the dot indicates a time derivative. Substituting the above colution in the dynamic boundary condition

$$
\begin{equation*}
\frac{\partial \varphi_{0}}{\partial t}+\frac{1}{2}\left(\frac{\partial \Psi_{0}}{\partial r}\right)^{2}+\Omega^{2}=1-P_{g} a^{-3 x}-P_{v}+\frac{\partial W}{t} \tag{47}
\end{equation*}
$$

yields the following equation for a

$$
\begin{equation*}
a_{\bar{a}}+\frac{3}{2} \dot{e}^{2}=P_{g} a^{-3 k}-\frac{2 W}{e}+\left(P_{v}+\Omega^{2}-1\right) \tag{48}
\end{equation*}
$$

This may be recognized as a variation on the conventional RayleighPlesset equation (Plesset and Prosperetti, 1977) for opherical bubble dynamics.

## Order $\boldsymbol{c}^{1}$

The equations at $O(c)$ are

$$
\begin{equation*}
\nabla^{2} \vec{V}_{1}=0 \tag{49}
\end{equation*}
$$

unbject to

$$
\begin{equation*}
\frac{\partial \dot{I}_{1}}{\partial r}-\left.2 \frac{\dot{\dot{E}}}{\partial} R_{2}\right|_{\text {ree }}=\frac{\partial R_{1}}{\partial t}+\Omega V_{i} \cdot E_{T} \tag{50}
\end{equation*}
$$

and

$$
\begin{align*}
& =3 k P_{s} \frac{P_{100}}{e^{3 k+1}}-\frac{2 W}{\infty} \sum_{i=1}^{\infty} \sum_{m=-1}^{1} \frac{n_{1}}{4}\left(1-\frac{(1-1)(1+2)}{2}\right) \tag{51}
\end{align*}
$$

Introducing the expansion for the functios $\boldsymbol{R}_{1}$, setting

$$
\begin{equation*}
\theta_{1}=\sum_{i=0}^{\infty} \sum_{m=-1}^{1} \frac{G_{1 / m}}{\nabla^{j+1}} Y_{i}^{m}(\theta, \varphi) \tag{52}
\end{equation*}
$$

and taling scalar products with a generic spherical harmonic, the kinematic boundary condition may be written as

$$
\begin{equation*}
-(l+1) \frac{b_{1 / m}}{e^{j+2}}-2 \dot{\dot{e}}_{\mathrm{p}_{1 / \mathrm{m}}}=\dot{H}_{1 / \mathrm{m}}+\Omega\left(A_{12}^{m}+A^{\circ} S_{12}^{m \cdot-2}\right) \tag{53}
\end{equation*}
$$

Here $A$ and $A^{*}$ are complex constants (functions of time), given in the appendix, and $\delta_{s,}^{m}$ is the Kronecker dela in two indices, with value unity if $m=n$ and $i=j$, and is zero otherwise. From this equation ve ge:

$$
\begin{equation*}
b_{1 \mathrm{~m}}=-\frac{e^{d+2}}{1+1}\left(\dot{r}_{11 m}+2 \frac{\dot{a}}{p_{1 / m}}+\Omega\left(A A_{12}^{m}+A^{-} S_{12}^{m},-2\right)\right) \tag{54}
\end{equation*}
$$

Substituting in the dynamic boundary condition we ge:

$$
\begin{aligned}
& -\left(2 \frac{i^{2}}{i}+i\right) r_{1 / m}=-31 P, \frac{r_{1000} 0_{0}^{0}}{0^{3 i+1}}+\frac{2 W}{e} \frac{r_{1 / m}}{e}(1- \\
& \left(\frac{(l-1)(l+1)}{2}\right)+\Omega\left(\Lambda_{i}^{m}{ }^{2}+A^{-} \delta_{12}^{m,-2}\right)+\Omega^{2}\left(\alpha_{11}^{m 1}+a^{-} \delta_{11}^{m,-1}\right),
\end{aligned}
$$

where the coeficients $A, \mathcal{A}^{+}, a, a^{\circ}$ are given is the appendix. Here* indicates complex conjugation.

Examination of the above equation revels that, except for $(1, m)=$ $(2,2),(2,-2),(1,1)$, and $(1,-1)$ the equations are homoteneous second order linear differential equations (iaitial value problems). Sinre we have assumed the bubble starts from a spherical shape, ass is ini. tially at rest, the solutions to these equations will vanish identicilly. For the four aon-trivial cases, the differeutial equation astisfied by the particular radial component may be writted as follows

$$
\begin{align*}
& \dot{\sigma} \dot{r}_{111}+3 \dot{a}_{111}-4 \frac{\dot{e}^{2}}{e} r_{111}=4 \frac{W_{r_{111}}}{a^{2}}+2 \Omega^{2} a  \tag{56}\\
& \dot{e}_{11,-1}+3 \dot{\dot{a}} \dot{r}_{11,-1}-4 \frac{\dot{e}^{2}}{e_{11,-1}}=4 \frac{W_{r_{11,-1}}}{\theta^{2}}+2 \Omega^{2} a^{\circ} \tag{57}
\end{align*}
$$

$$
\begin{align*}
& +\Omega\left(\frac{2}{3} A^{*} \dot{a}-\frac{1}{3} \dot{A}^{\cdot} \omega\right) \tag{59}
\end{align*}
$$

The coeficients $A, A^{\circ}, a, a^{\circ}$ are complex mumbers, and it would be convenient instead to seek solutions of real combinations of them. An
 reveals that they are complex conjugates. Similuriy the equations for $\mathrm{F}_{11}$ and $\mathrm{r}_{11,-1}$ iadicate that they too are complex conjugates. Concequeatly if we define instead the mew variables

$$
\begin{array}{ll}
\boldsymbol{R}_{111}=\rho_{111}+r_{11,-1} & \boldsymbol{R}_{11,-1}=\frac{r_{111}-\rho_{11,-1}}{i} \\
\boldsymbol{R}_{122}=\rho_{122}+r_{12,-2} & \boldsymbol{R}_{12,-2}=\frac{r_{12}-r_{12,-2}}{i} \tag{61}
\end{array}
$$

we obtain four equations in real quantities. These are given by

$$
\begin{align*}
& \hat{R}_{11,-1}+3 \dot{i} \dot{R}_{11,-1}-4 \frac{\dot{i}^{2}}{e} R_{12,-1}=4 \frac{W R_{11,-1}}{e^{2}}+2 \sqrt{2 \Omega^{2}} \operatorname{esin} \omega t(63)  \tag{62}\\
& \frac{E^{2}}{3} \tilde{R}_{122}+\dot{\dot{R}} \dot{R}_{122}-\left(2 \frac{\dot{\dot{e}}^{2}}{e}+\frac{1}{3}\right) R_{122}=-\frac{W R_{122}}{e^{2}}+ \\
& 2 \sqrt{\frac{2}{3}} \Omega\left(\frac{a \dot{a}}{3} \sin 2 \omega t-\frac{2 \omega a^{2}}{3} \cos 2 \omega t\right) \tag{6}
\end{align*}
$$

$$
\begin{align*}
& 2 \sqrt{\frac{2}{3}} \Omega\left(\frac{\alpha \dot{a}}{3} \cos 2 \omega t+\frac{2 \omega a^{2}}{3} \sin 2 \omega t\right)
\end{align*}
$$

In terms of these new coefficietits the surface of the bubble fin the moving coordiniale systen ) is giveu by

$$
\begin{array}{r}
r=c+c \mid\left(R_{111} \cos f-R_{1,-1} \operatorname{cin} p\right) \operatorname{cis} \theta \\
+\left(R_{122} \cos 2 p-R_{12 .-2} \sin 2 q 1 \sin ^{2} \theta_{j}^{\prime}+O_{\left(c^{2}\right.}\right)
\end{array}
$$

## 5 Results and Conclusions

We preseat here some results from a aumerical study using the above equations. The equations involve 4 parameters - Po. Pu, $\Omega, W$ and the perturbation parameter c . In the following we have not attempted to map the parameter space of the above equations, but rather demonstrate the characteristics of their solutions for a particular choice of the parameters and show that they make physical sense. We choose the following for the physical parameters:

$$
\begin{array}{ccc}
P_{\infty}=1.03 \times 10^{5} P a, & R_{0}=10^{-3} \mathrm{~m}, & d=5 \times 10^{-2} \mathrm{~m} \\
r=1.2 \mathrm{~m}^{2} / \mathrm{s}, & P_{v}=2 \times 10^{3} \mathrm{~Pa}, & \quad=7 \times 10^{-3} \mathrm{~N} / \mathrm{m}, \\
P_{\infty}=3 \times 10^{4} \mathrm{~Pa} & \rho=10^{3} \quad k=1.4 . &
\end{array}
$$

This yields the following for the non-dimensional parameters

$$
\begin{aligned}
P_{s}=2.9126 \times 10^{-1} & P_{*}=1.9417 \times 10^{-2} \quad W=6.7961 \times 10^{-4} \\
\Omega=3.764 \times 10^{-1} & T_{0}=9.85 \times 10^{-3} \quad \in=7.53 \times 10^{-3} .
\end{aligned}
$$

The equation systems at $O(1)$ and $O(c)$ are integrated using a simple fourth-order accurate Runge-Kutta scheme (Press et eh, 1989). The equations at $O(c)$ are linear, and consequently do not pose a difficult aumerical task to integrate.

The results from this trial run are shown in Figures 2-7. The results indicated that the expression for the bubble becomes multivalued for times after $4.6 T_{0}$, i.e. the origia of the local coordinates lies outside the bubble after this time. Thus results of the integration to this time are shown. Figures $2 \cdot 4$ show the beliavior of the radius coefficients $a, R_{1,1}, R_{1,-1}, R_{2,2}$ and $\boldsymbol{R}_{2,-2}$ as functions of time. The growth of the nonspherical modes with time indicates the asymmetric nature of the bubble behavior.

Figure 5 shows a cross-sectional view of the bubble in the $x, y$ piane. The bubble motion and deformation, and the formation of the jet are clearly seen. The bubble initially collapses almost spherically (while moving with the vortex fow), and reaches a minimum at approximately $1.55 T_{0}$, and grows till it reaches a maximum size at $2.9 T_{0}$.
It subsequently collapses and shows the formation of a jet on the side opposite to its direction of motion, and directed towards the vortex axis. The computations are stopped at $4.6 T_{0}$ when the bubble no loager contains the origin of coordinates. Figure 6 shows the motion of the $\varphi=0$ and $\varphi=\bar{x}$ points in this cros-section. Finally Figure 7 shows cross-sectional views of the bubble at the came times, but in a normal plane. This plane contains the $z$ axis and the line connecting the moving coordinate origin and the vortex. The fact that the jet is directed towards the vortex axis becomes apparent in this view.

Quite obviously a more systematic study of the parameter space is required. Also, as in Chahine and Duraiswami (1992) the results of the asymptotic analysis and of the 3D boundary element program 3Dynars must be compared. Qualitatively the same type of results are observed. The expression used for the motion of the moving co ordinate system must be refined to prevent bubble function becoming multi-valued so early in the collapse. These and related aspects are items of current research.
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## Appendix

The presence of the non uniform fow field makes the analycis a litile involved. Here we present a summary of the relations used to pi-rfurn the anllysis. McRobert (1967) and Greengard (1988) wert useful for material regarding the spherical harmonics.

## Spherical Harmonics

Laplace's equation in spherical coordinates ( $r, \|, \varphi$ ) may be written as

$$
\begin{array}{r}
\nabla^{2}=\frac{1}{r^{2}}\left(r^{2} \frac{\partial \phi}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta\left(\frac{\partial \phi}{\partial \theta}\right)\right) \\
+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}=0 \tag{67}
\end{array}
$$

The finite solutions of Laplace equations in an unbounded region uay be represented as

$$
\begin{equation*}
t=A+\sum_{t=0}^{\infty} \sum_{i=-\infty}^{m} A_{n}^{m} \frac{Y_{L}^{m}\left(A_{i} \varphi\right)}{p^{i+1}} \tag{60}
\end{equation*}
$$

where the coefficients $A_{m}^{m}$ are constant, and $Y_{l}^{m}(\varphi, \varphi)$ are the splierical harmonics. These are defined by

$$
\begin{equation*}
Y_{i}^{m}(\theta, \varphi)=\sqrt{\frac{(n-|m|)!}{(n+|m|)!}} P_{m}^{\prime m \mid}(\cos \theta) \exp (\operatorname{im\varphi }) . \tag{69}
\end{equation*}
$$

We note that $Y_{i}^{m}(\theta, \varphi)$ and $Y_{i}^{-m}(\theta, \varphi)$ are complex conjugates.
The part of the Laplacian operator with differentiation over the angular variables is denoted $\nabla \mathbf{3}$, i.e

$$
\begin{equation*}
\nabla_{5}^{2}: \frac{1}{r^{2} \sin \theta} \frac{\theta}{\partial \theta}\left(\sin \theta\left(\frac{\theta}{\partial \theta}\right)\right)+\frac{1}{\rho^{2} \sin ^{2} \theta} \frac{\theta^{2}}{\partial \varphi^{2}} . \tag{70}
\end{equation*}
$$

Berause of the form of Laplace's equation, the splerical barmonics Eatisf) the following identity

$$
\begin{equation*}
\nabla_{s}^{2} Y_{i}^{m}(\theta, p)=-(n+1)(n+2) . \tag{71}
\end{equation*}
$$

Axy regitat function can be expanded on the surface of the unit spin in in terms of the spheriril harmoans. In particular the expressiun: fur the voriex velocity field involve expreasions in the castesian courd asies $\varepsilon, y$.

## Exprescion for the normal

The Taylor cerien for the exprection for the mergal to the surfoce 5 pivea by

$$
\begin{equation*}
P-\theta(b)-s R_{3}(\varphi, \varphi)-s R_{2}(\varphi, \varphi)=0 \tag{72}
\end{equation*}
$$

about the urface $P \equiv C$ is

$$
\begin{equation*}
m=e_{r}+c\left[\frac{1}{a} \frac{\partial R_{1}}{\partial \nu} e_{0}+\frac{1}{\theta \sin \partial} \frac{\partial R_{1}}{\partial \varphi} e_{0}\right]+O\left(e^{2}\right) \tag{73}
\end{equation*}
$$

## Expression for the Curvature

Consider the equation of the surface given by

$$
\begin{equation*}
\varepsilon: \quad r=a+\varepsilon R_{1}(\varphi, \varphi)+\varepsilon^{2} R_{2}(\varphi, \varphi)+\varphi\left(\varepsilon^{2}\right) \tag{74}
\end{equation*}
$$

The expreasion for the curvature of the surface is

$$
\begin{align*}
& C=\nabla \cdot \mathrm{n}=\nabla \cdot\left[\frac{\nabla E}{|\nabla B|}\right]=\frac{1}{A} \nabla^{2} \bar{B}+\nabla\left(\frac{1}{A}\right) \cdot \nabla s_{i} \\
& \text { where } \quad A=|\nabla B| \tag{75}
\end{align*}
$$

We estimate the terms in the above equation upio $\phi\left(f^{2}\right)$. The gradient of the surface is

$$
\nabla \Delta=\left[1,-\frac{1}{1} \frac{\partial}{\partial \theta}\left(e R_{1}+e^{2} R_{2}\right)_{0}-\frac{1}{r \sin \theta} \frac{\theta}{\partial \psi}\left(c R_{1}+e^{2} R_{2}\right)\right](76)
$$

The quantity $A=|\nabla E|$ may be estimated as

$$
\begin{align*}
& A=\left[1+\frac{c^{2}}{\nabla^{2}}\left(R_{10}^{2}+\frac{R_{1_{\varphi}}^{2}}{\sin ^{2} \theta}\right)\right]^{1 / 2}+\alpha\left(c^{2}\right)= \\
& {\left[1+\frac{\varepsilon^{2}}{2 \nabla^{2}}\left(R_{10}^{2}+\frac{R_{1_{\varphi}}^{2}}{\sin ^{2} \theta}\right)\right]+\alpha\left(c^{2}\right)} \tag{77}
\end{align*}
$$

Thus

$$
\begin{equation*}
\frac{1}{A}=1-\frac{c^{2}}{2 r^{2}}\left(R_{10}^{2}+\frac{R_{16}^{2}}{\operatorname{cin}^{2} \theta}\right)+\alpha\left(c^{2}\right) \tag{78}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\nabla\left(\frac{1}{\Lambda}\right)=\frac{s^{2}}{r^{2}}\left[\frac{1}{r}\left(R_{i_{0}}^{2}+\frac{R_{i_{0}}^{2}}{\sin ^{2} \theta}\right), \ldots, \ldots\right] \tag{79}
\end{equation*}
$$

The eecond term on the right hand side of eq. (75), denoted $C_{I I}$, may be estimated as

$$
\begin{equation*}
C_{H}=\nabla\left(\frac{1}{\lambda}\right) \cdot \nabla B=\frac{c^{2}}{F^{3}}\left(R_{10}^{2}+\frac{R_{16}^{2}}{\sin ^{2} \theta}\right) \tag{80}
\end{equation*}
$$

The first term in eq. (75), denoted $C_{l}$, may be written as

$$
\begin{equation*}
c_{l}=\frac{1}{A}\left(\frac{2}{r}-\frac{c}{\nabla^{2}} \nabla_{S}^{2} R_{1}-\frac{c^{2}}{r^{2}} \nabla_{S}^{2} R_{2}\right) \tag{81}
\end{equation*}
$$

where $\nabla_{s}^{2}$ denotes the part of the spherical Laplacian operator containing derivatives with respect to the angular variables, and is defined in Eq. (70). Combining the expressions for $C_{i}$ and $C_{1 I}$, we get

$$
\begin{equation*}
c=C_{1}+C_{11}=\left[1-\frac{c}{r^{2}} \nabla_{S}^{2} R_{1}-\frac{c^{2}}{r^{2}} \nabla_{S}^{2} R_{2}\right] \tag{82}
\end{equation*}
$$

The above expression is to be expanded in Tayior series about $r=a$. The final formula for the curvature then is

$$
\begin{array}{r}
c=\frac{2}{a}\left\{1-c\left[\frac{1}{2} \nabla_{5}^{2} \frac{R_{1}}{e}+\frac{R_{1}}{e}\right]\right. \\
\left.+c^{2}\left[-\frac{1}{2} \nabla_{5}^{2} \frac{R_{2}}{4}+\frac{R_{1}}{2} \nabla_{5}^{2} \frac{R_{1}}{e}+\left(\frac{R_{1}}{2}\right)\right]\right\}+d\left(r^{2}\right) . \tag{83}
\end{array}
$$

The terms involving the spherical surface Laplacian may be simplified b! use of the identi:! (11).

## Bubble volume

The radims is expanded as

$$
\begin{equation*}
p=e+c R_{1}(\theta, \varphi)+c^{2} R_{3}(\varphi, \varphi)+\alpha\left(d^{2}\right) \tag{84}
\end{equation*}
$$

The volume of the bubble may be writtea at

$$
\begin{align*}
& V=\int_{0}^{2 \pi} d p \int_{0}^{\pi} \sin \theta d \theta \int_{0}^{\infty+\pi R_{1}+e^{2} R_{8}} p^{2} d r=e^{3}\left\{\frac{4 \pi}{3}+\right.  \tag{85}\\
& \left.c \frac{1}{e} \int_{0}^{2 \pi} d p \int_{0}^{\pi} \sin \theta d \theta R_{1}+e^{2} \int_{0}^{2 x} d x \int_{0}^{\pi} \sin \theta d \theta\left[\frac{R_{1}^{2}}{e^{2}}+\frac{R_{2}}{e}\right]\right\}
\end{align*}
$$

If the functions $\mathbb{R}_{\mathbf{n}} \mathbf{i}=1,2$ are expanded in terms of spherical harmopics as

$$
\begin{equation*}
R_{i}=P_{i 00}+\sum_{l=1}^{\infty} \sum_{m=-1}^{1} r_{i l_{m}} Y_{i}^{m}(\theta, \varphi)_{i} \tag{86}
\end{equation*}
$$

then, using the orthogonality of the harmonics, we niay write

$$
V=e^{3}\left[\frac{4 \pi}{3}+4 \pi c \frac{r_{100}}{e}+4 \pi e^{2} \frac{r_{200}}{e}+e^{2} \sum_{i=1}^{\infty} \sum_{m=-1}^{1}\left(N_{1}^{m} \frac{{ }_{11 m}}{e}\right)^{2}\right](87)
$$

where

$$
\begin{equation*}
N_{i}^{m}=\sqrt{\frac{4 \pi}{2 l+1}} \tag{88}
\end{equation*}
$$

## Asymptotic development of the basic Row velocity

The equations (33) iavolve several expressions for the vortex induced velocity expresced in the moving system of coordiates. These expressions are developed in aymptotic series bere.
__ In the fxed system of coordinates

$$
\begin{equation*}
V=\frac{r}{2 \pi p} \tag{B}
\end{equation*}
$$

To express this in the moving system at a point $P$. we denose the intersectios of the ay plane through $P$ with the $z$ axis as $O$. Then

$$
V=\frac{T}{2 \pi|O P|^{2}} e_{4} \times \operatorname{eOP}=\frac{\Gamma}{2 \pi|O P|^{2}} e_{0} \times \operatorname{e\rho P}
$$

Performing the indicated cross-product

$$
\mathbf{V}=\frac{\Gamma}{2 \pi d} \frac{-(f \sin \theta \cos \varphi+\sin \omega t) \theta_{s}+(f \operatorname{cin} \theta \sin \varphi+\cos \omega t) \varepsilon_{z}}{1+2 r \sin \theta \cos (\varphi t-\varphi)+f^{2} \sin ^{2} \theta}
$$

We introduce the non-dimencionalization of $\mathbf{5 3 . 1}$, but drop the tilde motation for the non-dimensional variables.

$$
V=\frac{-(c r \sin \theta \cos \varphi+\sin \omega t) e_{x}+(c r \sin \theta \sin \varphi+\cos \omega t) e_{x}}{1+2 c r \sin \theta \cos (\omega t-\varphi)+c^{2} \rho^{2} \sin ^{2}}
$$

Expanding the denominator bisomially

$$
V=\left[-(\sin \omega t+\operatorname{cr} \sin \theta \sin \varphi) \mathrm{e}_{x}+(\cos \omega t+\operatorname{cr} \sin \theta \cos \varphi) e_{\rho}\right)(90)
$$

$$
\left[1-2 \operatorname{sen} \sin \theta \cos (\omega t-\varphi)+c^{2}\left\{-r^{2} \sin ^{2} \theta+r^{2} \sin ^{2} \theta \cos ^{2}(\omega t-\varphi)\right\}\right]
$$

This expression has to be expanded in Taylor series about the surfare : $|x|=c+c \boldsymbol{R}_{1}+\varepsilon^{2} \boldsymbol{R}_{2}$. Such vectoria manipulations are most eaily done in a Cartesian representation, and accordiugly we express the above as

$$
\begin{align*}
& V=\left[-(\sin \omega t+e y) e_{x}+(\cos \omega t+c z) e_{y}\right]  \tag{91}\\
& \times\left[1-2 \varepsilon(z \cos \omega t+y \sin \omega t)-t^{2}(\varepsilon \sin \omega t-y \cos \omega t)^{2}\right]+o\left(t^{2}\right)
\end{align*}
$$

Expressing the above to consistent order
$\mathbf{V}=\left\{\left[-\sin \omega t e_{z}+\cos \omega t e_{z}!+c\left[\left(-y+2 \sin \omega f(z \cos \omega t+y \sin \omega t) / e_{z}\right.\right.\right.\right.$ $+\left(z-2 \cos \omega t(z \cos \omega t+y \sin \omega t) j e_{1} i+c^{2}\left[(\sin \omega t \mid x \omega \mu \omega t-y \cos \omega t)^{2}\right.\right.$
$2 y i z \cos \omega t+y \operatorname{cin} \omega t)) e_{4}-(\cos \omega f i z \sin \omega t-y \cos \omega t)^{7}$

$$
\begin{equation*}
\left.\left.+2 x_{i} z \cos \omega t-y \sin \omega t\right)\right) e_{y}!t+\alpha\left(e^{2}\right) \tag{92}
\end{equation*}
$$

## Evaluation at $O(c)$

At $O(A)$ the expreaciost for the quatitien required are

$$
\begin{align*}
\left(v-v_{0}\right) \cdot e_{0}= & (-y+2 \sin \omega t(s \cos \omega t+y \operatorname{sis} \omega t)) \frac{v_{r}}{r}+ \\
& (=-2 \cos \cos (s \cos \omega t+y \sin \omega t)) \frac{y_{r}}{r} \\
= & \frac{s^{2}-y^{2}}{r} \sin (2 \omega t)-\frac{2 x y}{r} \cos (2 \omega t) . \tag{93}
\end{align*}
$$

This can be expreceed in terms of the spherical harmocices by ming the relations given previously at

$$
\begin{equation*}
\left(V-V_{o} \|_{\text {mee }} \cdot \theta_{r}=A Y_{2}^{2}\left(\theta_{1} \varphi\right)+A^{-} Y_{2}^{-2}(\varphi, \varphi),\right. \tag{M}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\sqrt{\frac{2}{3}}(\sin 2 \omega t+i \cos 2 \omega t), \tag{95}
\end{equation*}
$$

and the superscript eindicates complex conjugation.
The other exprescion requiring evaluation at this order is:
$\left.V_{0} \cdot V_{3}\right|_{\text {oes }}=-s \cos \omega t+\left.y \sin \omega t\right|_{0}$

$$
=-e\left[\frac{Y_{1}^{1}+Y_{1}^{-1}}{\sqrt{2}} \cos \omega t-i \frac{Y_{1}^{1}-Y_{1}^{-1}}{\sqrt{2}} \sin \omega t\right]
$$

$=\frac{-8}{\sqrt{2}}\left[(\cos \omega t-i \sin \omega t) Y_{2}^{2}\left(\theta_{1} \varphi\right)+(\cos \omega t+i \sin \omega t) Y_{2}^{-1}\left(\theta_{1} \varphi\right)\right](\theta)$
This may be written in the form

$$
\left.V_{0} \cdot V_{3}\right|_{\text {ead }}=\left(a Y_{1}^{1}(\theta, \varphi)+a^{*} Y_{1}^{-1}(\theta, \varphi)\right)
$$

where

$$
\begin{equation*}
a=\frac{-a}{\sqrt{2}}(\cos \omega t-i \sin \omega t) . \tag{97}
\end{equation*}
$$
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Figure 5: Cromsection of the predicted bubble wape in the $\varepsilon-y$ plane (norma! to the vortex $2 x_{0}$ ). The vartex pasese through $(x, y)=$ $(0,0)$ alung the $z$ axis (nornal to the plane of the paper).
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Figure 7: Cross-aection of the predicted bubbic mape in a phane runt a a., ing the vortex line and the ceuter of the moviun courchumte oysticin The vortex asis is at 20 , on the alnciase.
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#### Abstract

The presence of cavities in a liquid can have significent effects on its behavior and its flow characteristics. In pructical flow situations, these effecter cannot be fully understood or predicted without addressing complicated, but nonetheless fundamental phenomena associated with the dynamics, interactions, and deformation of bubbles. The importance of these phenomena hes long been recognized, but has largely been neglected due to the difficully of the associated mathematical problems. In this contribution, bubble shape oscillations in response to nonuaiform flow fields and/or due to thair interection with other bubbles are considerad waing both a matched asymptotic expansions technique and a fully three-dimensional bowndary integral method

Results from both approsches in a fow merticular cases are comparad, and the limite of application of these methods for these cases is assessed.


## Nomenclature

$r_{10}$, characteristic bubble size,
To, characteristic bubble time scale
$L_{0}$, outermost characteristic flow length scale
To, characteristic flow time scale
$l_{0}$, bubble/boundary distance scale
$T_{0}$, interaction time scale.
$c$, ratio between $\mathrm{r}_{10}$ and $l_{0}$
$t$, time
\$. bubble velocity potential in moving frame
$\phi$, bubble velocity potential $=\phi^{\prime \prime}$ - $\phi$
$\phi$, total velocity potential
©, basic velocity potential
G. velocity gradient scale

M, velocity bigradient scale
$R_{i}$, ith component of the bubble radius

[^7]
## Introduction

The presence and dynamics of bubbles and cavisiea in a flow field can have significant effects of relevance to engineering applications. These effects include erosion, noise generation, damping of acoustic signals, degradation of per!ormance...etc $\{1,2,3,4\}$. This has instigated a great interest in the stidy of the problem, and thousands of publications have been devoted to the study of cavity flows since the early work of Rayleigh [5] and Besant [6]. Due to the complexity of the general math. ematical and physical problem, most approaches have, however, been limited to the study of spherical, isolated bubbles, or to elongated inearized two-dimensional cavities. More recently, with the advent of new mathematical and computational :ools, increasing attention has been given to the study of more practical cavity configurations: namely noaspherical bubblea and bubble clouds. Nonspherical axisymmetric bubble dynanics, such as in the vicinity of a solid wall or a free surface were most particularly studied $(7,8,9,4)$. All these studies were restricted to the simplified case where the bubble is is a quiescent fluid and where external forces, if any are potential, and act in a direction perpendicular to any nearby rigid or free boundary. Advantage was taken of the axisymmetry of the resulting problem. Deviations from these simplifying assumptions could significantly influence the results. In fact, in most practical cases bubbles are neither isolated, nor in a uniform flow or in a quiescent fluid. Common examples include cavitation bubbles near propeller blades, large cavity dynamics near complex geometries in a gravity field, dynamics of bubble clouds, and bubble dynamics in a shear or boundary layers.

The dynamics of bubble clouds have also recently received a lot of attention $[10,11,12,13]$, especially since they have been obeerved to produce dramatic delecerious effects, which cannot be explained with approaches based on single bubble dynamics.

All these studies but $\{9,11\}$, have considered only the contribution of the bubble volume change on the cloud dynamics, and have either neglected bubble lluid relative motion and bubble deformation, or restricted their approach to acoustic perturbations.

In a first approach, based on the method of matched asymptotic expansions, we consider these effects in the limiting configuration where the bubble size is small compared to inter-bubble distance (small void fraction), or where the bubble size is much smaller than some characteristic leagth sca'? of the surrounding flow.

These include problems of bubble dynamics in nonuniform flow fields (bubble dynamics in the flow field of a vortex or near a headform) and the inclusion of compressibility. In these cases, the small perturbation is chosen to express small but not negligible interactions.

This limitation is removed in a second parallel approach where a fully three dimensional numerical method is developed. This method has been tested for bubble dynamics in a quiescent fluid ( 14,15 ), and has been recently used for the investigation of bubble dynamics in complex flow fields such as vortical, boundary and shear flows (16, 17).

In this contribution we will present first the model used for the bubble dynamics (Section 1). We will highlig! * affects taken into account and attempt to describe the limits of validity of the model. We will then describe in generai terms the asymptotic approach used (Section 2). In Sections 3 to 5 bubble behavior in nonuniform flow fields, partizularly the flow about a headform and in a vortex flow are described. In Section 6 the same method is used to describe the particular configurations of multibubble clouds with a particular note on the extension of the method to the case where the bubbly medium is slightly compressible. In the following sections the studies described above will be extended to very large deformations and interactions. The numerical method used will be described in Section 7 while Sections 8 will consider the particular cases of bubble behavior in a sheared flow field near a solid wall, in a vortex flow, and for a multibubble configuration. Finally some conclusions are drawn from the results.

## 1 Bubble Dynamics Model

We will consider mostly cavitation bubbles where relatively large bubble wall velocities are involved and where, as a result, viscosity has no appreciable effect on the growth and collapse of the bubbles. The study will also be restricted to the case where the flow velocities remain small compared to the speed of sound in water, and as a result, we can neglect or approximately account for compressibility effects. This is usually valid until the latest collapse pliase. The above two ass.' nptions, classical in cavitation bubble dynamics studies, result in a low due to bubble dynamics that is potential (velocity potential, $\phi_{b}(x, t)$ ) so that $u_{t}=\nabla \phi_{b}$ and
which satisfies the Laplace equation, $\nabla^{\mathbf{2}} \phi_{b}=0$.
In our numerical work this assumption is not imposed on the "basic flow," i.e. to the underlying flow existing in absence of the bubble, . In addition, compressibility of the liquid, or of the bubbly medium in the case of a bubble cloud, can be considered in an "ad-hoc" fashion through a delay time for the propagation of information between the source and a field point, as well as through a compressible model for the spherical component of the bubble oscillations. The solution must in addition satisfy boundary conditions at infinity, at the bubble walls and at the boundaries of any nearby bodies. At all moving or fixed surfaces (such as a bubble surface or a nearby boundary) an identity between fluid velocities normal to the boundary and the normal velocity of the boundary itself is to be satisfied. For instather, at the. bubble-liquid interface, the normal velocity of the moving bubble wall must equal the normal velocity of the fluid, or,
$\nabla \phi_{\mathbf{b}} \cdot \mathbf{n}=\mathbf{V}_{\mathbf{B}} \cdot \mathbf{n}$,
where $n$ is the local unit vector normal to the bubble surface and $V_{s}$ is the local velocity vector of the moving surface. This equation expresses the fact that the bubble surface, $B(r, \theta, \phi, t)$, is a material surface of the liquid

$$
\begin{equation*}
\frac{D B}{D t}=0 \tag{3}
\end{equation*}
$$

The bubble is assumed to contain noncondensible gas as well as vapor of the surrounding liquid. The pressure within the bubble at any given time is considered to be the sum of the partial pressures of the noncondensible gases, $P_{g}$, and that of the vapor, $P_{v}$. Vaporization of the liquid is assumed to cocur at a fast enough rate so that the vapor pressure remains constant throughout the simulation and equal to the equilibrimm vapor pressure at the liquid ambient temperature. In contrast, since time scales associated with gas diffusion are much larger, the amount of noncondensible gas inside the bubbles is assumed to remain constant and the gas is assumed to satisfy the polytropic relation, $P_{g} \mathcal{V}^{k}=$ constant, where $\mathcal{V}$ is the bubble volume and $k$ the polytropic constant, with $k=1$ for isothermal behavior and $k=c_{p} / c_{v}$ for adiabatic conditions. In previous studies the influence of heat transfer [18], and gas diffusion [19] on the dynamics of a bubble cloud was considered. We will neglect these effects in this presentation.

The pressure in the liquid at the bubble surface, $P_{L}$, is obtained at any time from the following pressure balance equation:
$P_{L}=P_{v}+P_{\rho_{0}}\left(\frac{\nu_{0}}{\nu}\right)^{k}-C \sigma$,
where $P_{90}$ and $\nu_{0}$ are the initial gas pressure and volume respectively, $\sigma$ is the surface tension, $C$ the local curvature of the bubble, and $V$ the instantaneous valus
of the tribble volume. Here $P_{s p}$ and $\nu_{0}$ are known quantities at $t=0$. The curvature and the normal, $n$, to the surface $\mathcal{B}$ are given by:
$\mathcal{C}=\boldsymbol{\nabla} \cdot \mathrm{n} \quad \mathrm{n}=\frac{\nabla \mathcal{B}}{|\nabla \mathcal{B}|}$.

## 2 Asymptotic Theory for Bubble Flow Interactions

The asymptotic method that we have developed is centered on the following approach. Whether the problem considered is that of bubble interactions in a cloud or that of the interaction between bubbles and a nonuniform complex flow, the problem is addressed by a decomposition of both time and space domains into multiple scales. For instance, the dynamics of any bubble is obtained by considering an inner problem of scales $r_{b 0}$, a characteristic bubble size, and $T_{00}$, a characteristic bubble time scale. The overall flow field, on the other hand is addressed by considering an outermost problem with scales $L_{0}$, a characteristic flow length scale, and $T_{0}$, a characteristic flow time scale. Using the same procedure, an intermediate outer problem is introduced with outer scales such as a characteristic length scale of interbubble distances or bubble/boundary distances, $l_{0}$, and an interaction time scale, $\mathrm{r}_{0}$. Finally, a far-field acoustic field scale can be introduced based on the length, $c T_{b o}$, where $c$ is the snund speed in the liquid.

An asymptotic analysis of the problem can be developed when these various scales are of different orders of magnitude. For instance, for bubble/bubble interactions in a cloud or for bubble/llow interactions near a boundary an asymptotic approach can be introduced when $r_{s o}$ is much smaller than $i_{0}$, in which case one could use the ratio between $r_{s o}$ and $l_{0}$ as the small perturbation parameter, $e$.
$c=\frac{r_{60}}{l_{0}}$
The outer problem is associated with the macroscopic behavior of the bubbles in a bubble cloud or in a complex flow geometry. A bubble then appears as a superposition of singularities of various orders. If more then one bubble is involved, the summation is to be carried out over all the bubbles. The inner problem obtained when the lengths are normalized by roo, provides the microscopic details of the behavior of the flow in the vicinity of an individual bubble center ( $B_{\mathbf{i}}$ ). The presence of the other bubbles or boundaries, all considered to be at infinity in the inner problem, is sensed only by means of the matching condition with the outer problem. The boundary conditions at intinity for the inner problem are therefore obtained at each order of approximation by the asymptotic behavior of the outer solution in the vicinity of $B_{i}$. Thus, if one knows the behavior of all bubbles except $B_{i}$, the motion, deformation and pressure field due to this cavity can be determined
by solving linearized forms of the equations presented in the previous section. At the lowest order, $\epsilon=0$, each bubble (of index i) behaves spherically as if in an infinite medium and the time dependence of its radius, $a_{0}^{i}(t)$, is given by the Rayleigh-Plesset equation if the medium compressibility is neglected, [20], or by the Keller-Herring equation [21, 24] for example if a slight compressibility of the medium is taken into account (see section 6).

The combination of all these first approximations of each inner problem provides a description of the whole first order flow field (i.e. a distribution of sources or sinks representing all bubble oscillations). The behavior of this outer flow field in the vicinity of each bubble sets the boundary conditions at influity at che following order of approximation, $\epsilon$, for the corresponding inner problem. The same process is then repeated for the successive orders.

At all orders solutions of the Laplace equation are expanded in general form as spherical harmonics and the bubble radius equation is expanded in surface harmonics:
$\phi(r, \theta, \varphi, t)=\sum_{j=0}^{\infty} \sum_{m=-j}^{j}\left(A_{l j m} r^{j}+\frac{B_{l, m}}{r^{j+1}}\right) Y_{j m}(0, \varphi)$,
$r=\mathcal{R}(0, \varphi, t)=\sum_{j=0}^{\infty} \sum_{m=-1}^{J} R_{i, m}(t) Y_{j m}(0, p)$,
In what follows, quantities indicated with a superscript - are inner variables, while those with a superscript refer to outer variables. The $Y_{j m}$ are given by:

$$
Y_{j m}= \begin{cases}P_{j}^{m}(\cos \theta) \cos m ; ; & \text { for } m \geq 0  \tag{9}\\ P_{j}^{m \mid}(\cos \theta) \sin |m| \varphi ; & \text { for } m<0\end{cases}
$$

Then all quantities, $\chi$, particularly $\bar{\phi}, \bar{\phi}, a n d \bar{R}$, are expanded in powers of $\varepsilon$ as follows:
$x=\chi_{0}+\varepsilon \chi_{1}(r, \theta, \varphi, t)+\varepsilon^{2} \chi_{2}(r, \theta, \varphi, t)+O\left(\varepsilon^{3}\right)$.

## 3 Bubble Behavior in a Nonuniform Flow Field

Let us consider a basic flow field (flow in absence of the bubble) that is potential and steady, with a velocity vector $\mathrm{V}_{0}$ deriving from the potential $\phi_{0}$. Let the pressure be $p_{0}$ and the liquid density $\rho$. The velocity potential satisfies the Laplace equation and the Bernoulli equation:
$\nabla^{2} \phi_{0}=0, \quad \frac{1}{2}\left(\nabla \phi_{0}\right)^{2}+\frac{p_{0}}{\rho}=$ constant.
Let $\phi^{\prime}$ and $p^{\prime}$ be the potential, the speed and pressure in presence of the bubble. We now have similar equations as (11-12) with these complete flow variables. In addition, far away from the bubble, we have
$\phi^{\prime}=\phi_{0}$,
and the continuity of the normal velocities at the bubble wall can be written:
$\left\{\nabla \phi^{\prime} \cdot \mathbf{n}\right\}_{r=R}=\left\{\frac{\partial R}{\partial t} e_{r}^{\prime} \cdot \mathbf{n}\right\}_{r=R}$,
We will consider now the bubble potential, $\phi_{b}$, difference of the potentials $\phi^{\prime}$ and $\phi_{0}$.
$\phi_{t}=\phi^{\prime}-\phi_{0}$.
Since at infinity $V_{b}$ and $\phi_{b}$ decay to zero, and the pressure is $p_{0}$, the Bernoulli equation becomes:

$$
\begin{align*}
\left\{\frac{\partial \phi_{b}}{\partial t}+\frac{1}{2}\left(\nabla \phi_{b}\right)^{2}+\frac{1}{2} V_{0}^{2}\right. & \left.+\nabla \phi_{b} \cdot V_{0}+\frac{p^{\prime}}{\rho}\right\}_{r=R}= \\
& =\left\{\frac{1}{2} V_{0}^{2}+\frac{p_{0}}{\rho}\right\}_{M=\infty} \tag{14}
\end{align*}
$$

where we have limited ourselves to the case where the basic flow is steady. The right hand side of the equation is a constant of the basic flow field.

At this time we can transform the above equations to those in a coordinate system with origin o moving with a velocity prescribed $\mathbf{V}_{\boldsymbol{M}}$, and decompose this velocity as
$\mathbf{V}_{M}=\mathbf{V}_{\mathrm{e}} \boldsymbol{x}+\vec{\omega} \times \mathbf{o} \mathbf{M}$,
where $V_{e}$ is the translation velocity of 0 , and $\vec{\omega}$ is the rotation velocity with respect to the fixed frame.

Making the transformation, the system of equations of the problem becomes, $\phi$ being the velocity potential of the bubble flow in the moving frame:

$$
\begin{align*}
& \Delta \phi=0 ; \quad \lim _{\infty} \phi=0 ; \quad\{\nabla \phi \cdot n\}_{\text {wall }}=0, \\
& \left\{\nabla \phi \cdot n=\frac{\partial R}{\partial t}+\left(V_{e}-V_{0}\right)+\vec{\omega} \times o M \cdot n\right\}_{r=R}, \\
& \left\{\frac{\partial \phi}{\partial t}+\frac{1}{2}(\nabla \phi)^{2}+\left(V_{0}-V_{e}-\vec{\omega} \times o M\right) \cdot \nabla \phi+\right. \\
& \left.\quad+\frac{1}{2}\left(V_{0}^{2}-V_{e}^{2}\right)+\frac{p}{\rho}\right\}_{r=R}=\frac{p_{0}(0)}{\rho} . \tag{16}
\end{align*}
$$

The pressure at the bubble wall and the pressure inside the bubble are related through Equation (4).

## Nondimensionalizations

All equations can be normalized using the following scales. In the outer problem:
$r=l_{0} F \quad l_{0}$ : the initial bubble wall distance
$\phi=\phi_{\text {est }} \Phi \phi_{\text {ext }}$ : outer velocity potential scale
In the inner problem:

$$
\begin{array}{lll}
R & =r_{0} \dot{R} & r_{0}: \text { the initial bubble radius } \\
p & =\Delta p \dot{p} & \Delta p: \text { pressure change scale } \\
t & =T_{0} \dot{t} & T_{0}: \text { characteristic collapse time } \\
\phi & =r_{0}^{2} \dot{\phi} / T_{0} & r_{0}^{2} / T_{0}: \text { inner velocity potential scale } \\
V_{0} & =v_{0} \bar{V}_{0} & v_{0}: \text { basic flow velocity scale } \\
\nabla V_{0} & =\mathcal{C} \dot{\nabla} V_{0} & \mathcal{C}: \text { basic velocity gradient scale }
\end{array}
$$

The matching conditions between the inner and the outer solutions is obtained by formally writing that there exists an intermediate region characterized by $r^{\circ}, r_{0} \ll$ $r^{*} \ll l_{0}$ where both solutions are valid. This leads to:

$$
\begin{equation*}
\frac{r_{0}^{2}}{T_{0}} \tilde{\phi}\left(\frac{r}{r_{0}}\right)=\phi_{e x 1} \bar{\phi}\left(\frac{r}{l_{0}}\right) . \tag{17}
\end{equation*}
$$

## Taylor series expansions of the basic velocity

Since we are considering the case where the size of the inner region is small compared to the characteristic length of the basic flow, we can express the velocity field in the inner region as a Taylor series expansion about the moving origin 0 .

$$
V_{0}(\tilde{r})=\left.V_{0}\right|_{0}+\left.\tilde{r} \cdot \tilde{\nabla} V_{0}\right|_{0}+\left.\frac{1}{2} \tilde{r} \cdot \dot{\nabla} \dot{\nabla} V_{0}\right|_{0} \cdot \tilde{r}+O\left(c^{3}\right)
$$

In order to compute the various terms in Equation (16) we need the following quantities:

$$
\begin{align*}
\mathbf{V}_{0}(\mathbf{r})-\mathrm{V}_{e}= & \mathcal{C} r_{0} \tilde{\mathbf{r}} \cdot \bar{\nabla} \mathrm{~V}_{0}(0)+ \\
& \frac{1}{2} r_{0}^{2} \mathcal{H} \tilde{\mathbf{r}} \cdot \dot{\nabla} \dot{\nabla} V_{0}(0) \cdot \tilde{\mathbf{r}}+\cdots \tag{18}
\end{align*}
$$

$$
\begin{align*}
& \left(\mathbf{V}_{0}(\mathbf{r})-\mathrm{V}_{e}\right) \cdot \bar{\nabla} \phi=\frac{r_{0}^{2}}{T_{0}^{2}} \dot{\nabla} \bar{\phi} \cdot\left(\mathcal{G} T_{0} \tilde{\mathrm{r}} \cdot \dot{\nabla} \mathrm{~V}_{0}(0)+\right. \\
& \frac{1}{2} \mathcal{H} T_{0}^{2} r_{0} \overline{\mathrm{r}} \cdot \dot{\nabla} \dot{\nabla} V_{0}(0) \cdot \tilde{\mathbf{r}}+\cdots \\
& \frac{1}{2}\left(V_{0}^{2}(r)-V_{e}^{2}\right)=\frac{r_{0}^{2}}{T_{0}^{2}}\left(\mathcal{G} T_{0}^{2} \frac{v_{0}}{r_{0}} \dot{r} \cdot \dot{\nabla} V_{0}(0) \cdot V_{0}(0)+\right. \\
& \frac{1}{2} T_{0}^{2} v_{0} \mathcal{H} \tilde{\mathbf{r}} \cdot \tilde{\nabla} \tilde{\nabla} V_{0}(0) \cdot \tilde{\mathbf{F}} \cdot \mathrm{V}_{0}(0)+ \\
& \frac{1}{2}\left(g T_{0} \tilde{F} \cdot \tilde{\nabla} V_{0}(o)\right)^{2}+\cdots \tag{19}
\end{align*}
$$

where $v_{0}$ is the characteristic velocity of the flow field, $\boldsymbol{G}$ the characteristic dimension of the velocity gradient and $\mathcal{H}$ the characteristic dimension of the velocity bigradient.

## 4 Problems with a Plane of Symmetry

We now consider the problem of a bubble in a flow in the case where there is a plane of symmetry. This assumption is not fundamental and has been made to simplify the analysis. The general theory is first developed, and is then applied to the problem of a bubble collapsing near a semi-infinite bluff axisymmetric body in a uniform flow field.

## Problem formulation

We will choose a coordinate system Oxyz fixed to a streamline, $V_{e}=V_{0}(0(t))$, so that the $x$-axis is parallel to $V_{0}(0) ; \quad \bar{V}_{0}=v_{s}(t) e_{s}$. If we consider the case where
the problem is symmetrical about the $(O x z)$ plane then

$$
\dot{\nabla} V_{0}(0)=\left[\begin{array}{ccc}
\alpha_{1} & 0 & \alpha_{2}  \tag{20}\\
0 & 0 & 0 \\
\alpha_{2} & 0 & -\alpha_{1}
\end{array}\right]_{\alpha_{x, 0 y, \alpha_{z}}}
$$

As a result $\tilde{\mathbf{r}} \cdot \nabla \mathrm{V}_{0}(0)$ and $\tilde{\mathbf{r}} \cdot \nabla \nabla \mathrm{V}_{0}(0) \cdot \tilde{\mathbf{r}}$ can be written:

$$
\begin{aligned}
& \dot{\nabla} V_{0}(0) \cdot\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]_{e x, e y, 0 z}=\left[\begin{array}{c}
\alpha_{1} x+\alpha_{2} z \\
0 \\
-\alpha_{1} z+\alpha_{2} x
\end{array}\right]_{e_{z, \ell_{v}, e_{t}}} \\
& =r\left[\begin{array}{l}
G_{r}(\theta, \psi) \\
G_{\theta}(\theta, \psi) \\
G_{\psi}(\theta, \psi)
\end{array}\right]_{\varepsilon_{r, e_{0}, e_{\psi}}} \\
& {\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]_{e_{x}, e_{y}, e_{z}} \cdot \nabla \nabla \vec{V}_{0}(O)\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]_{e_{z}, e_{y}, e_{z}}=} \\
& {\left[\begin{array}{c}
\gamma_{1} z^{2}+2 \gamma_{3} x z \\
0 \\
\gamma_{4} x^{2}+2 \gamma_{3} x z
\end{array}\right]_{e_{n}, e_{v}, e_{s}}=r^{2}\left[\begin{array}{c}
H_{r} \\
H_{\theta} \\
H_{\psi}
\end{array}\right]_{e_{r, e, e, e_{\psi}}}}
\end{aligned}
$$

where we have transformed the quantities from cartesian coordinates $(x, y, z)$ to spherical coordinates $(r, \theta, \psi)$ with the polar axis along the $z$ axis. In the above equations:
$\gamma_{1}=\frac{\partial \alpha_{2}}{\partial z}, \quad \gamma_{2}=\frac{\partial \alpha_{2}}{\partial x}$,
$\gamma_{3}=\frac{\partial \alpha_{1}}{\partial z}, \quad \gamma_{4}=\frac{\partial \alpha_{1}}{\partial x}$.
Since the problem has a plane of symmetry, we shall take $\vec{\omega}=\omega(t) \mathrm{e}_{Y}$,
$\vec{\omega} \times o M=\omega r\left(e_{r} \times e_{r}\right)$.
We nondimensionalize $\omega$ as $\omega=\Omega \tilde{\omega}$, where $\Omega$ is the characteristic rotation speed of the frame.

## Domain of validity of the asymptotic solution

The choice of the relative sizes of the six nondimensional parameters of the problem to consider was determined first by application of the least degeneracy principle. This was then relaxed in order to obtain solutions in some practical physical configurations. The analytical and numerical solutions presented below are based on the following sizes of thesc parameters relative to $\varepsilon$.

1. The characteristic length of the inner problem is smaller than that of the outer problem, $r_{0} / l_{0} \ll 1$.
2. The characteristic velocity of the initial flow, $v_{0}$, is of same order as the characteristic collapse velocity, $v_{0}=O\left(r_{0} / T_{0}\right)$.
3. The characteristic basic velocity gradient is of the order of $\varepsilon$ in the inner problem: $\mathcal{G} T_{0}=O(\varepsilon)$.
4. The characteristic velocity bigradient at the scale of the inner problem is far smaller than that of the inner problem: $\mathcal{H} T_{0} r_{0}=O\left(\varepsilon^{2}\right)$.
5. The characteristic rotation speed at the scale of the inner problem is smaller than the collapse velocity: $\Omega T_{0}=O(\varepsilon)$.
6. The collapse velocity is directly related to the local pressure by $p v_{\text {collapes }}^{2} / \Delta p=O(1)$.

The bubble is considered to be close enough to the submerged body so that at leading order, $\epsilon^{0}$, in the outer problem, the body appears as an infinite flat wall. At subsequent orders, the curvature is taken into account. This means that the ratio of the bubble standoff distance to the local radius of curvature of the body is of order $\varepsilon$. In the inner problem, the effect of the wall is seen first at order $\varepsilon$ for the potential and at order $\varepsilon^{2}$ for the bubble radius. The effect of the curvature only intervenes at order $\varepsilon^{2}$ on the potential and only adds a constant to the equations.

## Order $\epsilon^{0}$

The system of equations described above reduces at order $\epsilon^{0}$ in the inner problem to that of an oscillating spherical bubble:
$\dot{\phi}_{0}=q / \bar{r} \quad$ with $q=-\dot{R}_{0}{ }^{2} \dot{\bar{R}}_{0}$,
where $\tilde{R}_{0}$ is determined by the Rayleigh-Plesset equation

$$
\begin{align*}
\dot{R}_{0} \dot{\tilde{R}}_{0}+\frac{3}{2} \dot{\tilde{R}}_{0}^{2} & =\mathcal{P}\left(\dot{R}_{0}^{-3 K}-1\right)  \tag{2.4}\\
& -2 W^{-1}\left(\frac{1}{\dot{R}_{0}}-\dot{R}_{0}^{-3 K}\right)-\Delta \dot{p},
\end{align*}
$$

where $\mathcal{W}=\Delta P R_{0} / \sigma$ and $\mathcal{P}=\left(p_{\infty}-p_{v}\right) / \Delta P$, with the initial conditions: $\dot{R}_{0}=1$ and $\dot{\vec{R}}_{0}=0$. In the outer problem the general solution (7) reduces to
$\bar{\phi}_{0}=B_{0}(\tilde{t}) P_{0}(\cos \theta)\left(\frac{1}{\bar{r}^{n+1}}+\frac{1}{\bar{r}^{n+1}}\right)$
The matching condition between the two problems can be written

$$
\begin{align*}
& \frac{r_{0}^{2}}{T_{0}}\left[\dot{\phi}_{0}(\bar{r})+\varepsilon \bar{\phi}_{I}(\bar{r})+\varepsilon^{2} \tilde{\phi}_{I I}(\bar{r})+O\left(\varepsilon^{3}\right)\right]= \\
& \quad \phi_{\varepsilon x!}\left[\bar{\phi}_{0}(\bar{r})+\varepsilon \bar{\phi}_{I}(\bar{r})+\varepsilon^{2} \bar{\phi}_{I I}(\bar{r})+O\left(\varepsilon^{3}\right)\right] \tag{26}
\end{align*}
$$

which leads to:
$\phi_{e x t}=\varepsilon \frac{r_{0}^{2}}{T_{0}} ; \quad B_{0}(t)=q(t) ; \quad \lim _{f \rightarrow \infty} \bar{\phi}_{I}=\frac{q}{2}$

## Order $\varepsilon$

After accounting for the solution at $O\left(\varepsilon^{0}\right)$ the equations of the problem at $O(\varepsilon)$ become:

$$
\begin{aligned}
& \Delta \ddot{\phi}_{1}=0 ; \quad \lim _{r \rightarrow \infty} \dot{\phi}_{1}=\frac{q}{2} \\
& \left\{\frac{\partial \dot{\phi}_{1}}{\partial \dot{r}}+\bar{\phi}_{1} \frac{\partial^{2} \tilde{\phi}_{0}}{\partial \tilde{r}^{2}}\right\}_{r=R_{0}}=\frac{\partial \dot{\phi}_{1}}{\partial \dot{r}}-G_{r} \bar{R}_{0}
\end{aligned}
$$

$$
\begin{array}{r}
\left\{\frac{\partial \phi_{1}}{\partial \vec{t}}+\phi_{1} \frac{\partial^{2} \dot{\phi}_{0}}{\partial t \dot{\partial} \dot{r}}+\frac{\partial \phi_{1}}{\partial \dot{r}} \frac{\partial \bar{\phi}_{0}}{\partial \dot{r}}+\phi_{1} \frac{\partial \dot{\phi}_{0}}{\partial \bar{r}} \frac{\partial^{2} \dot{\phi}_{0}}{\partial \dot{r}^{2}}+( \right.  \tag{28}\\
\left.\tilde{R}_{0} G_{r} \frac{\partial \bar{\phi}_{0}}{\partial \tilde{r}}+\mu v_{x}(t) \tilde{R}_{0} F(\theta, \psi)\right\}_{t=R_{0}}=3 K P \phi_{1} \dot{R}_{0}^{-3 K-1}
\end{array}
$$

where

$$
\begin{align*}
G_{\mathrm{r}} & =2 \alpha_{2} \cos \theta \sin \theta \cos \psi+\alpha_{1}\left(\sin ^{2} \theta \cos ^{2} \psi-\cos ^{2} \theta\right) \\
F & =\alpha_{1} \sin \theta \cos \psi+\alpha_{2} \cos \theta \tag{29}
\end{align*}
$$

## Resolution of the order $\varepsilon$

Using the general solution of the Laplace equation, the limit condition at infinity on $\phi_{1}$ leads us to take:

$$
\begin{equation*}
A_{1 j m}=\delta_{j, 0} q / 2 \tag{30}
\end{equation*}
$$

Since the problem is symmetrical about the ( $O x z$ ) plane, there are no terms in $\sin \psi$, and we do not have to consider $m<0$. Equation (16) becomes:

$$
\begin{align*}
& -\frac{j+1}{\dot{R}_{O}^{j+2}} B_{l j m} Y_{j m}+\frac{2 q}{\dot{R}_{O}^{3}} R_{1 j m} Y_{j m}=\dot{R}_{1 j m} Y_{j m}+ \\
& -\frac{2}{3} \tilde{R}_{O} \alpha_{2} Y_{21}+\alpha_{1} \tilde{R}_{O}\left(Y_{20}-\frac{Y_{22}}{6}\right), \\
& \frac{\dot{q}}{2}+\frac{\dot{B}_{1 j m}}{\dot{R}_{o}^{j+1}} Y_{j m}-\frac{\dot{q}}{\dot{R}_{o}^{2}} R_{1 j m} Y_{j m}+q \frac{j+1}{\dot{R}_{o}^{j+4}} B_{1 j m} Y_{j m}+ \\
& -2 \frac{q^{2}}{\tilde{R}_{\overparen{5}}^{5}} R_{1 \mathrm{j} m} Y_{j m}-\frac{2}{3 \dot{R}_{o}} q \alpha_{2} Y_{21}+ \\
& -\frac{q}{\tilde{R}_{0}} \alpha_{1}\left(\frac{Y_{22}}{6}-Y_{20}\right)+\mu \tilde{R}_{0} v_{x}\left(\alpha_{1} Y_{11}+\alpha_{2} Y_{10}\right) \\
& =\quad \dot{R}_{100} Y_{00} 3 K \mathcal{P} \tilde{R}_{0}^{-3 K-1} \tag{31}
\end{align*}
$$

For $j>2$ we have a homogeneous linear differential system where the initial conditions are zero. The solution is therefore $R_{1 j m}=B_{1 j m}=0 ; \forall j>2$.

The equations for the non-zero terms at order $\epsilon$ as well as all equations obtained at order $\epsilon^{2}$ can be found in Reference [22]. At order $\epsilon$ the bubble behavior is modified by both the presence of the wall, which at this order only appears as a flat plate, and the presence of a pressure gradient. At the following order $\epsilon^{2}$ the curvature of the wall comes into play as well as the velocity bigradient.

## Application to Bubble Dynamics near a Headform

We consider now the dynamics of a bubble near a semiinfinite bluff body. The velocity potential considered is that due to a superposition of a uniform flow and a source of intensity $Q$ located at the origin:

$$
\begin{equation*}
\phi_{0}=V_{\infty} x+\frac{Q}{r} \tag{32}
\end{equation*}
$$

This simulates the flow field about a Rankine body of radius, $R=\sqrt{\frac{Q}{V_{0}}}$ and stagnation point at $X=-R / 2$.

At order $\varepsilon^{0}$, the outside pressure $\Delta p(t)$ is taken to be the pressure in the fluid in absence of the bubble along the trajectory of a fluid particle. At higher orders of $\epsilon$, the gradient and bigradient are also taken into account while following a fluid particle.

A fourth order Runge-Kutta procedure is used to solve the ordinary differential equations presented earlier. To illustrate the method, a Rankine body with a radius of 10 centimeters with flow at infinity advancing at a velocity of $1.15 \mathrm{~m} / \mathrm{s}$ was selected. Figures 1 through 4 show some results obtained on bubble behavior near the Rankine body. Figures la through ic show a case where the interaction between the bubble and the flow field is significant. The initial bubble radius is $r_{0}=1 \mathrm{~cm}$. and its distance, $l_{0}$, from the wall is such that $\varepsilon=r_{0} / l_{0}$ is equal to 0.3 .

Figure 1b shows the trajectory of the bubble center along the body, and Figure lc shows the pressure and velocity variations with time. In the initial phase $t<2.0$ the bubble sees a pressure drop. Later, the pressure rises back towards the ambient pressure. This velocity is also that chosen for translating the origin of coordinates in which the bubble shape is prescribed. Figure la shows, overlaid on each other, the bubble contours at different times (from $t=0.1 T_{0}$ to $2 T_{0}$ during .the bubble growth and collapse. The orientation of the bubble relative to the body is the same as illustrated in Figure 1 lb which shows bubble positions versus time. It is apparent from the crantour plots that the bubble moves toward the body wall during its collapse. Due to the velocity and pressure gradient around the body the bubble elongates and in fact rotates around its center of mass. Initially, the side of the bubble surface facing an intermediary direction between the downstream direction and the wall direction flattens out. A reentrant jet is then produced perpendicular to that face. The direction of the jet appears to change with time in a fashion indicating increased influence of the presence of the wall. The computations shown in the figure stopped when the bubble wall touched the origin of coordinates. This moment will be delayed in future computations by selecting an adequate translation of the origin of coordinates that is perpendicular to the wall.

Figure 2 shows the influence of the distance of the bubble to the wall, or $\varepsilon$, on its shape history. Bubble collapse contours are shown for $\varepsilon=0.15,0.3$ and 0.6 . As expected, deviation from sphericity increases with the proximity to the wall. Due to stronger shearing action closer to the body approaching the wall has the effect of increasing bubble stretching and elongation during its growth, then reinforcing the reentrant jet formation during the collapse. For $\varepsilon=0.3$ and $\varepsilon=0.6$ the computation stopped when the bubble surface touched the origin of coordinates. However, due to the weak nature of the interaction for $\varepsilon=0.15$ the collapse is completed with no reentrant jet and is followed by a bubble re-
bound or second growth that is not shown on the figure.
Also, as expected, a similar effect as in figure 2 is obtained if the distance to the body is maintained constant while the bubble size is changed. Figure 3 shows such a case, where the distance between the bubble center and the wall is maintained at 3.333 cm , while the bubble size is varied from $0.5 \mathrm{~cm}(\varepsilon=0.15)$, to 1 cm $(\varepsilon=0.3)$, to $2 \mathrm{~cm}(\varepsilon=0.6)$. Here too the jet is seen to rotate to become closer and closer to perpendicular to the wall.

## 5 Bubble/Vortex Interaction

One of the most fundamental phenomena observed in flow cavitation is the capture of bubbles/nuclei by vortices. The problem of the interaction of a single gas bubble and a Rankine line vortex is amenable to treatment via analytical techniques. Here we also apply to this problem the method of matched asymptotic expansions described above. To do so we assume that the length scale characteristic of the bubble, $r_{b o}$ is small compared to the initial distance from the bubble to the vortex, $d$.

The analytical results have been tested for a plausible set of parameters, and yield physically reasonable solutions. The solution shows that the bubbles are attracted towards the vortex center, and that a jet appears on the side of the bubble opposite to the flow direction. Further investigation of the parameter space and computation of higher order corrections are currently underway.

## Problem formulation

Consider a spherical bubble initially at rest in an incompressible, inviscid liquid at a distance $d$ from a line vortex of strength $\Gamma$. The pressure at infinity is $p_{\infty}$ and the velocity due to the vortex alone (i.e. excluding any bubble effects) is $V_{0}$. To perform the calculations we consider, as in the previous section, two coordinate frames. The first is a fired frame which is convenient for describing the overall flow, one axis of which coincides with the vortex axis. The second is a moving frame which has its origin initially at the center of the bubble and moves at the liquid velocity in the absence of the bubble. We denote the location of the moving origin by o.

With the same assumptions as in the previous section the equations of the problem, both for the flow and the boundary conditions on the bubble are the ones presented in Section 1. Since we are interested in the modification in the flow caused by the presence of the bubble, it is convenient to introduce as in Section 3 the reduced or bubble potential $\phi_{b}$, defined by
$\phi_{b}=\phi^{\prime}-\frac{\Gamma}{2 \pi} \beta=\phi^{\prime}-\phi_{v}$,
where $\phi_{y}$ is the velocity potential due to the isolated vortex and $\beta$ is the angular cylindrical coordinate in
the fixed frame. The quantity $\phi_{0}$ represents the change to the potential of the flow because of the presence of the bubble. Because of linearity, the function of also satisfies Laplace's equation and conditions described in Section 3.

We now consider the moving system of coordinates. The coordinates are initially coincident with the bubble center, and move with the flow at that location in the absence of the bubble while the Cartesian axes remain parallel to those in the fixed frame. Let $\phi$ denote the bubble velocity potential in the moving frame.
$\phi_{b}(x, t)=\phi_{b}\left(x^{\prime}+0, t\right)=\phi\left(x^{\prime}, t\right)$
where $x^{\prime}$ is $x$ referred to the moving frame. The velocity $\mathbf{V}$ is expressed in the moving frame as
$\mathbf{V}=\frac{\Gamma}{2 \pi l} e_{z^{\prime}} \times e_{l}$,
where $e_{l}$ is a unit vector along the shortest line joining the point at which the velocity is to be measured and the $z$ axis of the fixed system, and $/$ the length of this line. The velocity of the moving coordinate system is then:
$\mathbf{V}_{0}=\frac{\Gamma}{2 \pi d}\left[-\sin \omega t e_{1^{\prime}}+\cos \omega t e_{2^{\prime}}\right]$,
By maintaining the moving cartesian axis parallel to the fixed frame axis we obtain the same equations for $\phi$ as in Section 3, with $\omega \equiv 0$.

## Dimensional Analysis

As in the previous section the flow is assumed to be divided into two regions, an external region where the effects of the vortex dominate, while the region close to the bubble is dominated by its dynamics. The length scale characteristic of the bubble region is $r_{\text {too }}$, the initial bubble radius, while the outer problem has as scale $d$. We will consider the case where $\epsilon=r_{b o} / d$ is small. The physical quantities entering the problem are $p_{90}$ and $r_{b o}$ (from the bubble), and $p_{\infty}, \Gamma$, and $\rho_{l}$ from the liquid.

The matching between the inner and outer problem and the application of the principle of least degeneracy leads to the condition that the scaling for the velocity $\mathbf{V}$ be such that it is of the same order as the bubble deformation velocity
$|V| \sim \frac{\Gamma}{2 \pi d} \sim \frac{r_{b 0}}{T_{0}}$.
The nondimensional velocity is then defined by
$\mathbf{V}=\Omega \overline{\mathbf{V}} \frac{r_{b_{0}}}{T_{0}}$ with $\Omega=\frac{\Gamma / 2 \pi d}{\sqrt{p_{\infty} / \rho}}$.
This imposes the following restriction on the gradient of the vortex velocity field
$\left(V_{R}-V_{0}\right) \sim r_{b_{0}}|\nabla V| \sim \epsilon \frac{r_{b_{0}}}{T_{0}}$.
We will denote
$V-V_{0}=\varepsilon \frac{r_{0}}{T_{0}} \Omega \bar{V}_{d}$,

An important quantity is the rotation frequency of a. particle around the vortex line. Thia is given by
$\omega=\frac{\Gamma}{2 \pi d^{2}}$.
The ratio of this frequency and the Rayleigh frequency is seen to be
$\omega T_{0}=\frac{r_{0}}{d} \frac{\Gamma / 2 \pi d}{\sqrt{p_{\infty} / \rho_{1}}} \sim O(\varepsilon)$.

## Asymptotic expansions

After expanding the equations of the problem described earlier as indicated in Section 2 these are solved up to and including terms of $O(\varepsilon)$. As in the previous section problem upon introducing the expansions, the leading order problem $\epsilon^{0}$ reduces to the spherical oscillating bubble problem. This problem has solution
$\phi_{0}=q_{0} / r=-R_{0}^{2} \dot{R}_{0} / r$,
which yields the following Rayleigh-Plesset equation for $R_{0}$

$$
\begin{equation*}
R_{0} \dot{R}_{0}+\frac{3}{2} \dot{R}_{0}^{2}=\mathcal{P}_{g} R_{0}^{-3 k}-\frac{2 \mathcal{W}^{-1}}{R_{0}}+\left(\mathcal{P}_{v}+\Omega^{2}-1\right) \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{P}_{g}=\frac{p_{g 0}}{p_{\infty}} ; \quad \mathcal{P}_{v}=\frac{p_{v}}{p_{\infty}} \tag{45}
\end{equation*}
$$

Order $\varepsilon^{1}$
The equations at $O(\varepsilon)$ are
$\nabla^{2} \phi_{1}=0$
subject to
$\frac{\partial \phi_{1}}{\partial r}-\left.2 \frac{\dot{R}_{0}}{R_{0}} R_{1}\right|_{r=R_{0}}=\frac{\partial R_{1}}{\partial t}+\Omega V_{d} \cdot e_{r}$,
and

$$
\begin{array}{r}
\frac{\partial \phi_{1}}{\partial t}+\dot{R}_{0} \frac{\partial \phi_{1}}{\partial r}+R_{1}\left(2 \frac{\dot{R}_{0}^{2}}{R_{0}}+\tilde{R}_{0}\right)++51 \\
+\dot{R}_{0} \Omega V_{d} \cdot e_{r}+\left.V_{0} \cdot V_{1}\right|_{t=R_{0}}=3 k \mathcal{P}_{s} \frac{r_{100}}{R_{0}^{3 k+1}}+ \\
-\frac{2 W}{R_{0}} \sum_{l=1}^{\infty} \sum_{m=-1}^{i} \frac{r_{M m}}{R_{0}}\left(1-\frac{(l-1)(l+2)}{2}\right) \tag{48}
\end{array}
$$

Introducing the expansion for the function $R_{1}$ and $\phi_{1}$ similar to that in Section 2, with the difference that the $Y_{i m}(0, \varphi)$ are defined here as
$Y_{1}^{m}(\theta, \varphi)=\sqrt{\frac{(n-|m|)!}{(n+|m|)!}} P_{n}^{m \mid}(\cos \theta) \exp (i m \varphi)$.
the dynamic boundary condition becomes:
$\frac{R_{0}}{l+1}\left\{\tilde{r}_{1 / m}+2\left(\frac{\dot{R}_{0}}{R_{0}} \dot{r}_{1 / m}-\left(\frac{\dot{R}_{0}}{\dot{R}_{0}}\right)^{2} r_{1 l m}+\frac{\dot{R}_{0}}{R_{0}} r_{1 / m}\right)+\right.$
where
$\alpha=\frac{-R_{0}}{\sqrt{2}}(\cos \omega t-i \sin \omega t)$.
Examination of the above equation reveals that, except for $(1, m)=(2,2),(2,-2),(1,1)$, and $(1,-1)$ the equations are homogeneous second order linear differential equations (initial value problems). Since we have assumed the bubble starts from a spherical shape, and is initially at rest, the solutions to these equations will vanish identically. For the four non-trivial cases, the differential equation satisfied by the particular radial component may be written as follows:

$$
\begin{align*}
& R_{0} \dot{R}_{111}+3 \dot{R}_{0} \dot{R}_{111}-4 \frac{\dot{R}_{0}^{2}}{R_{0}} R_{111}= \\
& 4 \frac{W R_{111}}{R_{0}^{2}}-2 \sqrt{2} \Omega^{2} R_{0} \cos \omega t \tag{50}
\end{align*}
$$

$R_{0} \tilde{R}_{11,-1}+3 \dot{R}_{0} \dot{R}_{11,-1}-4 \frac{\dot{R}_{0}^{2}}{R_{0}} R_{11,-1}=$
$\frac{W R_{11,-1}}{R_{0}^{2}}+2 \sqrt{2} \Omega^{2} R_{0} \sin \omega t ;$

$$
\begin{align*}
& \frac{R_{0}}{3} \bar{R}_{122}+\dot{R}_{0} \dot{R}_{122}-\left(2 \frac{\dot{R}_{0}^{2}}{R_{0}}+\frac{1}{3} \bar{R}_{0}\right) R_{122}= \\
& -\frac{W R_{122}}{R_{0}^{2}}+2 \sqrt{\frac{2}{3}} \Omega\left(\frac{R_{0} \dot{R}_{0}}{3} \sin 2 \omega t-\frac{2 \omega R_{0}^{2}}{3} \cos 2 \omega t\right) ; \tag{52}
\end{align*}
$$

$$
\frac{R_{0}}{3} \tilde{R}_{12,-2}+\dot{R}_{0} \dot{R}_{12,-2}-\left(2 \frac{\dot{R}_{0}^{2}}{R_{0}}+\frac{1}{3} \bar{R}_{0}\right) R_{12,-2}=
$$

$$
-\frac{W R_{12,-2}}{R_{0}^{2}}+2 \sqrt{\frac{2}{3}} \Omega\left(\frac{R_{0} \dot{R}_{0}}{3} \cos 2 \omega t+\frac{2 \omega R_{0}^{2}}{3} \sin 2 \omega t\right),(
$$

where

$$
\begin{array}{ll}
R_{111}=r_{111}+r_{11,-1} & R_{11,-1}=\frac{r_{111}-r_{11,-1}}{i} \\
R_{122}=r_{122}+r_{12,-2} & R_{12,-2}=\frac{r_{122}-r_{12,-2}}{i} \tag{54}
\end{array}
$$

In terms of these new coefficients the surface of the bubble (in the moving coordinate system) is given by

$$
\begin{gather*}
r=R_{0}+\varepsilon\left[\left(R_{111} \cos \varphi-R_{11,-1} \sin \varphi\right) \sin \theta+\right. \\
\left.\left(R_{122} \cos 2 \varphi-R_{12,-2} \sin 2 \varphi\right) \sin ^{2} \theta\right]+O\left(\epsilon^{2}\right) \tag{55}
\end{gather*}
$$

$$
\begin{aligned}
& \left.+\Omega\left(\dot{A} \delta_{12}^{m 2}+\dot{A} \cdot \delta_{12}^{m,-2}\right)\right\}+\frac{\dot{R}_{0}}{1+1}\left(\dot{r}_{1 m m}+2 \frac{\dot{R}_{0}}{R_{0}} r_{1 m}+\right. \\
& \left.+\Omega\left(A \delta_{i 2}^{m}+A^{-} \delta_{12}^{m,-2}\right)\right)-\left(2 \frac{\dot{R}_{0}^{2}}{R_{0}}+\bar{R}_{0}\right) r_{11 m}= \\
& -3 k \mathcal{P}_{g} \frac{r_{100} \delta_{10}^{m 0}}{R_{0}^{3 k+1}}+\frac{2 W}{R_{0}} \frac{r_{11 m}}{R_{0}}\left(1-\frac{(l-1)(l+1)}{2}\right)+ \\
& +\Omega\left(A \delta_{12}^{m 2}+A^{*} \delta_{12}^{m,-2}\right)+\Omega^{2}\left(R_{01} \delta_{11}^{m 1}+R_{\alpha i}^{m} \delta_{11}^{m,-1}\right),
\end{aligned}
$$

## Results and Conclusions

We present here some results from a numerical study using the above equations. The equations involve 1 parameters - $\mathcal{P}_{g}, \mathcal{P}_{v}, \Omega, W$ and the perturbation parameter $\varepsilon$. In the following we have not attempted to map the parameter space of the above equations, but rather demonstrate the characteristics of their solutions for a particular choice of the parameters and show that they make physical sense. We choose the following for the physical parameters: $P_{\infty}=1.03 \times 10^{5} \mathrm{~Pa}, R_{0}=10^{-3} \mathrm{~m}$, $d=5 \times 10^{-2} \mathrm{~m}, \Gamma=1.2 \mathrm{~m}^{2} / \mathrm{s}, P_{v}=2 \times 10^{3} \mathrm{~Pa}, \sigma=$ $7 \times 10^{-2} \mathrm{~N} / \mathrm{m}, P_{\rho 0}=3 \times 10^{4} P_{a, p}=10^{3} \mathrm{~kg} / \mathrm{m}^{3}, k=1.4$.

This yields the following for the non-dimensional parameters: $\mathcal{P}_{g}=2.9126 \times 10^{-1}, \mathcal{P}_{v}=1.94174 \times 10^{-2}$, $W^{-1}=6.7961158 \times 10^{-4}, \Omega=3.764 \times 10^{-1}, T_{0}=$ $9.85 \times 10^{-5}, \varepsilon=0.05 \omega=7.53 \times 10^{-3}$.

The equation systems at $O(1)$ and $O(\varepsilon)$ are integrated using a simple fourth-order accurate Runge-Kutta scheme. The results from this trial run are shown in Figures 4-6. The results indicate that the expression for the bubble becomes multivalued for times after $4.6 T_{0}$, i.e. the origin of the local coordinates lies outside the bubble after this time. Thus results of the integration up to this time are shown. Figure 4 shows a cross-sectional view of the bubble in the $x, y$ plane at various times. The bubble motion and deformation, and the formation of the jet are clearly seen. The bubble initially collapses almost spherically (while moving with the vortex
flow), and reaches a minimum at approximately $1.55 T_{0}$, and grows till it reaches a maximum size at $2.9 T_{0}$. It subsequently collapses and shows the formation of a jet on the side opposite to its direction of motion, and directed towards the vortex axis. The computations are stopped at $4.6 T_{0}$ when the bubble no longer contains the origin of coordinates. Figure 5 shows the trajectory of the $\varphi=0$ and $\varphi=\pi$ points in this cross-section. Finally Figure 6 shows cross-sectional views of the bubble at the same times, but in a normal plane. This plane contains the $z$ axis and the line connecting the moving coordinate origin and the vortex. The fact that the jet is directed towards the vortex axis becomes apparent in this view.

Quite obviously a more systematic study of the parameter space is required. Also, as in Reference [28] the results of the asymptotic analysis and of the 3D boundary element program 3DynaFS must be compared. Qualitatively the same types of results are observed. The expression used for the motion of the moving coordinate system must be refined to prevent bubble function becoming multi-valued so early in the collapse. These and related aspects are items of current research.

## 6 Bubble Cloud Study

Consider a cloud of $N$ bubbles of radius $r_{i}^{i}, i=1, \cdots, N$ immersed in a liquid. The bubbles are initially assumed to be at rest and at equilibrium with the surrounding fluid. The characteristic radius of the bubbles is ro. We denote the distance between bubbles $i$ and $j$ as $l_{1}$, which we take to be of the order of the characteristic distance $l_{0}$. We define as before $c$ as $r_{m} / l_{0}$.

The matched asymptotic expansions method described in the previous sections was implemented earlier in $[11,25]$ to study the behavior of such a bubble: cloud. Here we will only sketch an outline of the inodel. We assume that the characteristic geometric scale of the cloud ( $l_{0}$ ), is small compared to the outside driving pressure field scale ( $L_{0}$ ), but is much larger than the typical bubble radius $r_{\text {wo }}$. Therefore, to first approximation, the same driving pressure is assumed to bee felt at the same time by all bubbles in the cloud. Variations of this pressure due to the position of each bubble are only seen at the higher orders. In a more general case, the pressure felt by each bubble is dependent on the bubble location and on the modification of the outside flow field by the presence of the bubble cloud. We are presently implementing such an approach which accounts for the compressibility of the two-phase bubbly medium.

Since $\varepsilon$ is the ratio $r_{w} / l_{0}$, it is directly related to the void fraction here assumed to be low. At the lowest or-
der, $\epsilon=0$, each bubble (of index i) behaves spherically as if in an infinite medium and the time dependence of its radius, $a_{0}^{i}(t)$, is given by the Rayleigh Plesset equation, [20]. If the compressibility of the medium is to be included, then an equivalent equation such as in [24] can be used. This first approximation of the whole flow field (a distribution of sources or sinks representing all bubble oscillations) sets the boundary conditions at infinity at the following order of approximation. The same process is then repeated for the successive orders. $U_{p}$ to the order $O\left(e^{3}\right)$, one can show, $[11,25]$, that the influence of the remaining bubbles on each bubble $B_{i}$, can be schematically replaced by the influence of a single equivalent bubble centered at $G_{i}$. The growth rate and position of this equivalent bubble are determined by the distribution and the growth rate of the other cavities. In general, this fictitious bubble equivalent to the "rest-of-the-cloud" and the corresponding "cloud center" and "equivalent bubble intensity" are diferent for each bubble. If $\boldsymbol{\theta}_{\text {ig }}$ is the angle between the centers' direction $B_{1} G_{1}$ and the direction of a field point $B_{1} M_{1}$, the equation of the surface of the axisyinmetric bubble $B_{i}$ can be written in the form:

$$
\begin{array}{r}
R\left(0_{i g}, \varphi_{i} t\right)=a_{0}^{i}(t)+\epsilon a_{1}^{i}(t)+\epsilon^{2}\left[a_{2}^{i}(t)+f_{2}^{i}(t) \cdot \cos 0_{i g}\right] \\
\left.+\epsilon^{3}\left[a_{3}^{j}(t)+f_{3}^{( }(t) \cdot \cos 0_{i g}+g_{3}^{i}(t) \mathcal{P}_{2}\left(\cos 0_{i g}\right)\right]+\alpha \epsilon^{3}\right),
\end{array}
$$

where $\mathcal{P}_{2}$ is the Legendre polynomial of order 2, and argument $\cos 0_{i j}$. The components, $a_{n}^{i}$, $f_{n}^{i}$ and $g_{n}^{i}$, satisfy
linear socond order differential equatione which can be written in symbolic form as follows:
$\mathcal{D}_{2}\left(y_{n}^{i}\right)=\sum_{j}^{\dot{j}}\left(\frac{l_{0}}{l_{0}^{j}}\right)^{m} \mathcal{F}_{j}^{i}\left(y_{0}^{i}, \ldots, y_{n-1}^{i}\right) \mathcal{P}_{m}\left(\cos \theta_{i_{i}}\right)$.
Here $D_{z}\left(y_{n}^{i}\right)$ represents a differential operator of the second order in time acting on the radius component $y_{n}^{i}$ ( one of $\left.a_{n}^{i}, f_{n}^{i}, g_{n}^{i}\right)$ of the bubble $i ; i_{0}^{j}$ is the initial distance between the bubbles $B_{i}$ and $B_{j} ; \mathcal{F}_{j}^{j}\left(y_{0}^{i}, \ldots, y_{n-1}^{i}\right)$ is a known function of the terms ( $y_{k}^{\mathrm{i}}$ ), determined at the preceding orders; $\boldsymbol{m}$ is an integer indicating the order of the spherical harmonic; $\boldsymbol{\theta}_{\text {ig }}$, is the polar angle measured $w$ th respect to the line coanecting the center of the bubble $i$ and the center of the equivalent bubble $B_{g}$; and $n$ is an integer indicating the order of the approximation.

The detailed expressions can be found in Reference [11]. The behavior of $B_{i}$ can then be computed by integration of the obtained system of differential equations using a multi-Runge-Kutta procedure. The behavior of the whole cloud is thus obtained. Earlier studies $[11,25,18]$ have shown that collective bubble behavior can have a dramatic effect on both bubble growth and implosion. Specifically, bubble growth is inhibited by bubble interactions, while bubble collapse is enhanced. This cumulative effect comes from the fact that the interaction reduces any driving pressure drop as a result of the other bubble growth, while it increases the collapse driving pressure as a result of the other bubble collapse. Due to the cumulative effects of the collapse of all the bubbles in the cloud, each bubble ends its collapse under the influence of a pressure which is orders of magnitude higher than that for an isolated bubble (see Figure 9 described below and corresponding discussion)

## Extension to a slightly compressible liquid

The incompressibility approximation assumed above can be relaxed. In this section we extend our asymptotic treatment of a bubble cloud to the case of a slightly compressible liquid. Briefly the method followed is that of expansion in two parameters - the Mach number $\mathcal{M}$, and the parameter $\epsilon$ introduced earlier. We derive $O(M)$ corrections to the in_-mpressible equations (valid till $O\left(\epsilon^{3}\right)$ discussed above.

To consider the effect of compressibility we consider the following equations of motion:

$$
\begin{align*}
& \frac{1}{\rho}\left(\frac{\partial \rho}{\partial t}+(u \cdot \nabla) \rho\right)+\nabla \cdot u=0  \tag{57}\\
& \left(\frac{\partial u}{\partial t}+(u \cdot \nabla) u\right)+\frac{1}{\rho} \nabla_{p}=0  \tag{58}\\
& \frac{d p}{d \rho}=c_{\infty}^{2} \quad h=\int_{p_{\infty}} \frac{d p}{\rho} \tag{59}
\end{align*}
$$

The flow is assumed irrotational, so that we can define a velocity potential
$\mathbf{u}=\nabla \phi$.

Subatituting from (59) for the velocity in the equations of motion we obtain
$\nabla^{2} \phi+\frac{1}{\rho c_{\infty}^{2}}\left[\frac{\partial h}{\partial t}+(\nabla \phi \cdot \nabla) h\right]=0$,
and
$\frac{\partial \phi}{\partial t}+\frac{1}{2}|\nabla \phi|^{2}+h=0$
We now consider the cases where the length acale $L_{0}=c_{\infty} \pi_{0}$ is much larger than the length scales $l_{0}$ and $r_{\text {to }}$, so that
$r_{\text {wo }} \ll l_{0} \ll L$,
and define a new parameter $\mathcal{M}$ such that
$\mathcal{M}=\frac{r_{10}}{L}=\frac{r_{60} / T_{0}}{c_{00}}$.
We can identify $\mathcal{M}$ with the Mach number, and use it as a perturbation parameter. The details of this calculation will be demonstrated in a later paper [29], and we only outline the approach here, and present some preliminary results.

The problem can be decomposed into an acoustic part and a hydrodynamic part. The acoustic part consists of the "far" field corresponding to the pure liquid far away from the cloud region, while the "near" field is that in the neighbourhood of the bubbles, and corresponds to the hydrodynamic part of the problen. The near field can be decomposed, as before, into an "inner" (corresponding to the neighborhood of a bubble) and "outer" field (corresponding to the rest of the cloud).

It turns out that if we take $\mathcal{M} \sim \epsilon^{3}$ the inner equations are almost identical to the incompressible ones until $O(\mathcal{M})$, except that they account for the time retardation due to the compressibility of the medium.

Performing the analysis with this assumption yields that the preceding equations hold, with the equation of the bu'ble radius at $O\left(\epsilon^{0}\right)$ modified from a RayleighPlesset form to a Keller-Herring form [21]

This equation can be written as

$$
\begin{array}{r}
\rho\left[\left(1-\frac{\dot{a}}{c}\right) a \bar{a}+\frac{3}{2}\left(1-\frac{\dot{a}}{3 c}\right) \dot{a}^{2}\right]= \\
\frac{1}{\rho}\left(1+\frac{\dot{a}}{c}+\frac{a}{c} \frac{d}{d t}\right)\left[p_{B}-p_{\infty 0}\right], \tag{65}
\end{array}
$$

where
$p_{B}=p_{g 0}\left(\frac{V_{0}}{V}\right)^{k}+p_{v}-\frac{2 \sigma}{a}$,
and $c$ is the sound speed.
This model is being used in in combination with the bubble interaction model to extend the study to the case where a slight compressibility of the liquid is taken into account. Figure 7, for instance shows the inlluence of a finite sound speed on the behavior of a bubble in a 6 -bubble configuration.

## 7 Boundary Element Method for Three-Dimensional Bubble Dynamics

In order to enable the simulation of bubble behavior in complex geometry and now configurations including the full non-linear boundary conditions, a threedimensional Boundary Element Method was developed. This method uses Green's identity to solve Laplace's equation. If the velocity potential, $\phi$, or its normal derivative is known on the fluid boundaries (points $M$ ), and $\phi$ satisfies the Laplace equation, then $\phi$ can be determined anywhere in the domain of the fluid (field points $P$ ) using the identity:
$\iint_{0}\left[-\frac{\partial \phi}{\partial n} \left\lvert\, \frac{1}{|\mathrm{MP}|}+\phi \frac{\partial}{\partial n}\left(\frac{1}{|\mathrm{MP}|}\right)\right.\right] d s=\operatorname{ax\phi }(P)$,
where $a \pi=\Omega$ is the solid angle under which $P$ sees the fluid.
$a=4$, if $P$ is a point in the fluid $a=2$, if $P$ is a point on a smooth surface $a<4$, if $P$ is at a corner of the discretized surface.

The advantage of this integral representation is that it effectively reduces the dimension of the problem by one. If the field point $P$ is selected to be on the boundary of the fluid domain (a bubble surface or on any other boundary), then a closed system of equations can be obtained and used at each time step to solve for values of $\partial \phi / \partial n$ (or $\phi$ ) assuming that all values of $\phi$ (or $\partial \phi / \partial n$ ) are known at the preceding step.

To solve Equation (66) numerically, it is necessary to discretize the bubble into panels, perform the integration over each panel, and then sum up the contributions to complete the integration over the entire bubble surface. To do this, the initially spherical bubble is discretized into a geodesic shape using flat, triangular panels. After discretizing the surface, Equation (66) becomes a set of $N$ equations ( $N$ is the number of discretization nodes) of index $i$ of the type:

$$
\begin{equation*}
\sum_{j=1}^{N}\left(A_{i j} \cdot \frac{\partial \phi_{j}}{\partial n}\right)=\sum_{j}\left(B_{i j} \cdot \phi_{j}\right)-a \pi \phi_{i}, \tag{68}
\end{equation*}
$$

where $A_{i j}$ and $B_{i j}$ are elements of matrices which are the discrete equivalent of the integrals given in Equation (66). To evaluate the integrals in (66) over any particular panel, a linear variation of the potential and its normal derivative over the panel is assumed. In this manner, both $\phi$ and $\partial \phi / \partial n$ are continuous over the bubble surface, and are expressed as a function of the values at the three nodes which delimit a particular panel. Obviously higher order expansions are conceivable, and would probably improve accuracy at the expense of additional analytical effort and numerical computation time. The two integrals in (66) are then evaluated analytically. The resulting expressions, too long to
present here, can be found in [27]. In order to proceed with the computation of the bubble dynanics several quantities appearing in the above boundary conditions need to be evaluated at each time step. The bubble volume presents no particular difficulty, while the unit normal vector, the local surface curvature, and the local tangential velocity at the bubble interface need further development. In order to compute the curvature of the bubble surface a local bubble surface three-dimensional fit, $f(x, y, z)=0$, is first computed. The unit normal at a node and the local curvature can then be expressed using Equations (5).

To obtain the total fluid velocity at any point on the surface of the bubble, the tangential velocity, $V_{b}$, must be computed at each node in addition to the normal velocity, $V_{n}=\partial \phi / \partial n \mathrm{n}$. This is also done using a local surface fit to the velocity potential, $\phi_{1}=h(x, y, z$, Tak. ing the gradient of this function at the considered node, and eliminating any normal component of velocity appearing in this gradient gives a good approximation for the tangential velocity
$V_{t}=\mathbf{n} \times\left(\nabla_{1} \times n\right)$.
With the problem initialized and the velocity potential known over the surface of the bubble, an updated value of $\partial \phi / \partial n$ can be obtained by performing the integrations outlined above, and solving the corresponding matrix equation. The unsteady Bernoulli equation can then be used to solve for $D \phi / D t$, the total material derivative of $\phi$,
$\frac{D \phi}{D t}=\frac{\partial \phi}{\partial t}+|\nabla \phi|^{2}=\frac{P_{0}-P_{L}}{\rho}-g z+\frac{1}{2}|\nabla \phi|^{2}$.
$D \phi / D t$ provides the total time variations of $\rho$ at any node during its motion with the fluid. The second term on the right hand side is the hydrostatic pressure and is introduced to account for cases where the iniluence of the gravitational acceleration is not negligible. Using an appropriate time step, all values of $\phi$ on the bubble surface can be updated using $\phi$ at the preceding time step and $D \phi / D t$. In the results presented below the time step was based on the ratio between the length of the smaller panel side, $l_{\text {min }}$ and the highest node velocity, $V_{\text {mas }}$. This choice limits the motion of any node to a fraction of the smallest panel side. It has the great advantage of constantly adapling the time step. by refining it at the end of the collapse - where $I_{\text {min }}$ becomes very small and $V_{\text {mar }}$ very large - and by increasing it during the slow bubble size variation period. New coordinate positions of the nodes are then obtained using the position at the previous time step and the displacement,
$d \mathbf{M}=\left(\frac{\partial \phi}{\partial n} n+V_{t}\right) d t$.
This time stepping procedure is repeated throughout the bubble oscillation period, resulting in a shape history of the bubbles.

## 8 Presence of a Viscous Basic Flow

Cavitation bubbles seldom grow and collapse in a quiescent fluid or in a uniform flow field. To the contrary, cavities are most commonly observed in shear layers, boundary layers and vortical structures. To study bubble dynamics in a nonuniform flow field, let us consider the case where the "basic fiow" of velocity $V_{0}$ is known and satisfies the Navier Stokes equations:

$$
\begin{equation*}
\frac{\partial V_{0}}{\partial t}+V_{0} \cdot \nabla V_{0}=-\frac{1}{\rho} \nabla P_{0}+\nu \nabla^{2} V_{0} \tag{72}
\end{equation*}
$$

If the basic flow is potential the application of the Boundary Element Method is straightforward and there is no need for any additional assumptions.

In the presence of the oscillating bubbles, the velocity field is given by $\mathbf{V}$ which also satisfies the Navier Stokes equation:
$\frac{\partial V}{\partial t}+V \cdot \nabla V=-\frac{1}{\rho} \nabla P+\nu \nabla^{2} V$.
Both $V$ and $V_{0}$ also satisfy the continuity equation. We can now define bubble flow velocity and pressure variables, $\mathrm{V}_{\mathrm{b}}$ and $P_{\mathrm{b}}$, as follows:
$\mathrm{V}_{\mathrm{b}}=\mathrm{V}-\mathrm{V}_{\mathrm{0}}, \quad P_{\mathrm{b}}=P-P_{\mathrm{o}}$.
If we assume that this bubble flow field ( $V_{b}$ and $P_{b}$ ) is potential, we can use a method similar to the one described in the previous section to study the dynamics. This assumption implies that, even though the basic flow is allowed to interact with the bubble dynamics and be modified by it, no new vorticity is allowed to be generated by the bubble behavior. Within this restriction, we have
$\mathbf{V}_{b}=\nabla \phi_{b}, \quad \nabla^{2} \phi_{b}=0$.
By subtracting (72) from (71), and accounting for (74) we obtain

$$
\begin{equation*}
\nabla\left[\frac{\partial \phi_{\mathrm{b}}}{\partial t}+\frac{1}{2} \mathrm{~V}_{\mathrm{b}}^{2}+\mathrm{V}_{0} \cdot \mathrm{~V}_{\mathrm{b}}+\frac{P_{\mathrm{t}}}{\rho}\right]=\mathrm{V}_{\mathrm{b}} \times\left(\nabla \times \mathrm{V}_{0}\right) . \tag{76}
\end{equation*}
$$

This equation, once integrated, may be considered the equivalent of the classical unsteady Bernoulli equation in potential flow. As an illustration consider the case where the basic flow field is that of a two-dimensional Rankine vortex, $\mathbf{V}_{\mathbf{0}}=V_{0} \mathbf{e}_{\boldsymbol{f}}$, with
$V_{\theta}=\frac{\Gamma}{2 \pi r} ;$
$r \geq \boldsymbol{a}_{c} ;$
$V_{0}=\omega r=\frac{\Gamma r}{2 \pi a_{c}^{2}} ; \quad r \leq a_{c}$,
where $a_{c}$ is the radius of the viscous core, $\Gamma$ the vortex circulation and $V_{\theta}$ the tangential velocity. In that case the Bernoulli equation can be replaced by:
$\frac{\partial \phi_{b}}{\partial l}+\frac{1}{2}\left|V_{b}\right|^{2}+\frac{P_{b}}{\rho}=$ constant along radial direction.

Accounting for at-infinity conditions, the pressure at the bubble wall, $P_{L}$, is related to the pressure field in the Rankine vortex, $P_{0}$, by:
$\left[\frac{P_{L}}{\rho}=\frac{P_{O}}{\rho}-\frac{\partial \phi_{b}}{\partial t}-\frac{1}{2}\left|V_{b}\right|^{2}\right]_{a t}$ bubble wall
The nondimensional basic flow pressure, $\bar{P}_{0}$, normalized with the ambient pressure, $P_{\infty}$, is known and is given by:

$$
\begin{aligned}
\bar{P}_{O}(\bar{F})=1-\Omega\left[1-\frac{1}{2}\left(\frac{F}{\bar{a}_{c}}\right)^{2}\right] ; & F \leq \bar{a}_{c} \\
\bar{P}_{O}(\bar{F})=1-\frac{\Omega}{2}\left(\frac{\bar{a}_{c}}{\bar{F}}\right)^{2} ; & F \geq \bar{a}_{c},
\end{aligned}
$$

where lengths are normalized by $R_{\text {mas }}$, the maximum radius the bubble would achieve in an infinite medium if the pressure drops to the value on the vortex axis. The swirl parameter $\Omega$, defined as,
$\Omega=\frac{\rho}{P_{\infty}}\left(\frac{\Gamma}{2 \pi a_{c}}\right)^{2}$,
characterizes the intensity of the rotation-generated pressure drop relative to the ambient pressure. The pressure on the vortex axis is ( $1-\Omega$ ) and goes to zero if $\Omega=1$.

## 9 Computational Results and Discussion

We present in this section some results obtained with the Boundary Element Method code (3DynaFS), and compare them with results from the a aptotic expansion method. The accuracy of the numerical code was evaluated by using simple test cases known in the literature such as the collapse of spherical and axisyminetric bubbles. For spherical bubbles, comparison with the Rayleigh-Plesset "exact" solution revealed that numerical errors were less than 0.14 percent for a discretized bubble of 162 nodes. The error dropped to 0.05 percent for 252 nodes. The two discretizations 162 nodes ( 320 triangular panels) or 252 nodes ( 500 panels) - are usually selected for most of our nonspherical bubble dynamics runs. However, for the purpose of studying multibubble interactions we were limited to 102 node bubbles ( 200 panels) due to the limitations of our 32 MBytes MIPS RC3240 computer. For an 8bubble configuration the code uses about 30 MBytes for 102 -node bubbles. With this "coarse" discretization the error is about 2 percent on the achieved maximum radius, but is very small, 0.03 percent, on the bubble period. (This can be seen in figure 9). Comparisons were also made with studies of axisymmetric bubble collapse available in the literature $[8,4]$, and have shown, for the coarse discretization, differences with these stud-
ies on the bubble period of the order of 1 percent. Finally, comparison with actual test results of the complex three-dimensional behavior of a large bubble collapse in a gravity field near a cylinder shows very satisfactory results, [15] (see Figure 8). The observed difference in the period was shown to be related to the confinement of the experimental bubble in a cylindrical container [27].

Figure 9 compares the results obtained with the 3D code with those given by the asymptotic approach. The bubble cloud is subjected to a sudden pressure drop, and for ease of interpretation, only symmetric cloud configurations are considered. Results for one, two, four and eight-bubble symmetric configurations are shown. For the two-bubble case the bubble centers are separated by a distance $l_{0}$, and the initial gas pressure in each bubble is such that the bubble would achieve a maximum radius $R_{\text {mas }}=R_{50}=0.07 l_{0}$ if isolated. The four-bubble configuration considers similar bubbles centered on the corners of a square with sides of dimension $l_{0}$. Finally, the eight bubbles are located on the corners of a cube of side $l_{0}$. The figure presents the variations with time of the distance between an initial bubble center and both the point closest to $(<0)$, and the point farthest ( $>0$ ) from the "cloud center". These points are selected because they lie along the direction of development of the reentrant jet the farthest point becoming the tip of the jet which penetrates the bubble during the collapse. As we can see from the figure, the BEM method clearly shows that for bubbles oscillating in phase the period of oscillation increases with the number of interacting bubbles. The maximum bubble size along the jet axis is however not significantly modified. The jet advancement towards the "cloud center" increases with the number of bubbles. This is seen by the crossing of the $r=0$ line by the upper curves on the graph which becomes more and more pronounced with an increase in the number of bubbles. This effect is more pronounced for larger values of $\epsilon$ (see Figure 10).

Figure 9 also compares the results of the BEM code with the asymptotic approach. It illustrates the limitations of the incompressible asymptotic approach as it stands now. When the number of bubbles increases the method diverges towards the end of the collapse and predicts either a much faster collapse than obtained with the more accurate BEM method ( $\mathrm{N}=2$ and 4), or an unexplained early bubble rebound ( $N=8$ ). This behavior occurs earlier when either the number of bubbles or the value of $\epsilon$ increases.

Figure 10 shows the influence of $\epsilon$ on the bubble dynamics for a 4 -bubble configuration. Using the BEM 3D results enables one to study the influence of reducing bubble inter-distance on the dynamics of each bubble. Increasing the proximity between the bubbles, or increasing the number of bubbles is seen to increase the lengthening effect on the bubble period, while enhancing the reentrant jet formation, as in the more clas-
sical case of bubble collapse near a solid wall. In all cases, the reentrant jet formed is directed towards the center of the bubble cloud, or here, the center of the square. As expected, the asymptotic approarh gives a very good approximation at low values of $c$, but fairs poorly for high values of $c$ (note that for $c=0.5$ the bubbles touch at their maximum size). The above conclusions on the asymptotic approach have to be tempered by the fact that all cases presented addressed relatively intense bubble collapse (with a strong reentrant jet formation). The relevant nondimensional paraineter to characterize the collapse intensity is the ratio, $\mathcal{P}_{g m}$, of the gas pressure to the outside pressure at inaximum bubble size. This ratio is about 0.06 for the cases shown above. For higher values of $\mathcal{P}_{g m} a$ smoother cullapse followed by a rebound occurs, and the asymptotic approach fairs much better [28]. Figures 11 allil 12 il. lustrate further the three-dimensional behavior of the bubble, using 198 -node bubbles. Figure 11 shows two cross-sectional views of the bubble shapes at various times during the collapse for a strong interaction case ( $\epsilon=0.498$ ), for a 4 -bubble configuration. The first view shows bubble contours in the $Z=0$ plane, plane of the four bubble centers. In this plane all four hubbles can be seen, and the reentrant jet appears very wide giving the bubble at the end of the collapse the appearance of a "deflated balloon". The second view is a diagonal cut though the centers of two of the bubbles. In this view, the reentrant jet appears much more pronounced. The combination of the two views illustrates very clearly the reentrant jet formation, its direction towards the center of the square, and gives a qualitative idea about the intensity of the collapse. In this case, due the geometry of the configuration, the jet has a two-dimensional flat shape, rather than a conical axisymmetric shape. This clearly provides one reason for the failure of the asymptotic approach for this case, since the expansions in that approach were stopped to an order ( $\epsilon^{3}$ ) which does not allow the description of any azimuthal bubble shape variations. Figure 12 presents a 3D view of the bubbles towards the end of a relatively weak collapse of a 4 -t abble configuration ( $\varepsilon=0.185$ ). Since the case shown is symmetrical and all bubbles have the same shape, this diagonal view can be interpreted as showing the shape of the same bubble from different view angles. The reentrant jet is here again seen to be wide, pointed, and well advanced lowards the other side of the bubble. A complete history of the advancement of the jet in the bubble can be deduced from figure 10. Figures 13 through 17 illustrate various important effects due to either asymmetries in the bubble configuration, or due to the presence of an underlying nonuniform flow. Figure 13 shows the case of an asymmetric five bubble config. uration. All bubbles have the same initial radius and internal pressure, and are initially spherical and located in the same plane. The most visible effect observed is that on the center bubble. Its growth is initially similar to that of the other bubbles, but it ends up being
the least deformed. Later on, as the collapse phase advances with the development of a reentrant jet directed towards the central bubble, this bubble appears to be shielded by the rest of the cloud. Its period appears to be at least double that of the other bubbles. Unfortunately, the code cannot presently follow the dynamics beyond this point since it fails following the touchdown of the first reentrant jet on the other bubble side. Here, this occurs before any significant progress of the collapse of the central bubble is observed. The issue of continuing the computations beyond this point is clearly important and is presently the subject of an ongoing research at DYNaflow. Reference [30] gives results of our first attempt towards solving this problem. Figure 14 shows a 4-bubble configuration where the bubbles are centered on the corners of a square. All bubbles were chosen so that they would behave identically if in an infinite medium. However, a time delay between the bubble oscillations was imposed. As a result, at $t=0$ the bubbles had relative initial sizes in the ratios $2,1,3,1$ counter-clockwise starting from the bubble centered at the origin. This results in a very asymmetric behavior of the cloud configuration. The bubble periods appear to be lengthened the most for the larger bubbles at $t=0$. The "delayed" bubbles (the smaller at $t=0$ ) are prevented by the other bubbles from growing significantly, and end up collapsing very early in their history. These bubbles on the other hand significantly influence the "earlier" ones by increasing at some point the pressure drop these bubbles sense and then by preventing them later on from collapsing. Since the code presently breaks down before a significant collapse, we car. only speculate that a very strong collapse of the larger bubbles would ensue, because of the large pressure produced by the collapse of the smaller bubbles. This can be illustrated by observing the modification of the imposed pressure drop by the behavior of an individual bubble. As shown in figure 15, the bubble growth initially reduces the effective pressure drop that would be felt by a second bubble at the distance $l_{0}$, this trend is later reversed, and is followed by a significant pressure rise during the bubble collapse.

Figure 16 shows the three-dimensional behavior of a bubble in a line vortex. The bubble is initially positioned at a distance of $2 R_{\text {max }}$ from the vortex axis located at $\bar{X}=2$. The normalized core size is 4 in this case. Figure $16 a$ gives a view in the XOY plan of the bubble at different instants. The bubble is seen spiraling around the vortex axis ( perpendicular to the figure) while approaching it. At the same time, due to the presence of the pressure gradient, the bubble strongly deforms and a reentrant jet is formed directed towards the axis of the vortex. Figure $16 b$ shows the same bubble seen from the $O X$ axis. Here some elongation is observed along the axis of the vortex as well as a very distinct side view of the re-entrant jet. This result is totally contrary to the usually held belief that bubbles constantly grow during their capture until they reach
the axis and elongate along it. Finally, Figure 17 shows in the XOY plane perpendicular to the vortex axis the motion of two particular points on the bubble, $A$ and $B$, initially along $O Y$. Also shown is the motion of the mid point, $C$. While $C$ seems to follows a path similar to the classical logarithmic spiral, $A$ and $B$ follow more complicated paths, even moving away from the vortex axis at some point in time.

Figures 18 and 19 , address the behavior of a bubble near a solid wall in the presence of a nonuniform flow field and as a result of a relative velocity between the bubble and the flow. In the example shown a simple linear velocity profile is used to simulate the the boundary layer flow near the wall in which the bubble dynamics is considered. The basic flow velocity varies from a value, $V_{\text {shear }}$ at a distance $r_{b 0}$ from the wall to zero at the wall. The basic pressure is assumed constant across the shear layer and is an input of the problem, $P_{\text {amb, }}$ as is the initial gas pressure inside the bubble, $P_{90}$. The bubble center is located at a distance $l_{0}$ from the wall, the ratio $r_{b o} / l_{0}$ being a key parameter characterizing the bubble / wall interaction. Here, another important parameter is the ratio between the characteristic shear velocity and a characteristic bubble dynamics velocity [16], for instance $\chi=V_{\text {shear }} / \sqrt{\Delta P / \rho}$. Figure 18 shows an example of bubble growth and collapse shape contours obtained with 3DynaFS near a solid wall in the absence of shear. Figure 19 shows for the same conditions the bubble collpase in the presence of the nonuniform flow. A very significant effect of the wall flow is seen on the development of the reentrant jet. The jet is seen to be much weakened and delayed. Since we have made these numerical observations in 1990 in [16], tests conducted by other researchers in the Large Cavitation Channel appears to confirm experimentally at least some aspects of these observations.

Figure 20 shows the strong interaction between a growing and collapsing bubble and a vortex ring. Figure 20a shows a high speed movie sequence where the vortex ring, the axis of which is on the left edge of the successive pictures, was generated using the impulsive motion of a piston in a tank where a reduced ambient pressure was imposed [45]. The bubble was spark-generated using submerged electrodes positionned where the initial bubble center is sought. The figure shows that the bubble grows initially almost spherically, then the shear flow due to the vortex ring becomes very important leading to a stretching and elongation of the bubble along a stream line of the vortex flow. The bubble then collapses in a very unusual manner producing a constriction along the vortex flow line, then decomposing into two bubble clouds. A set of various bubble / vortex interaction intensities is presented in [45]. Figure 20b is a direct numerical simulation of the experimental case shown in figure 20a. The vortex ring flow was simulated assuming a Rankine model and a viscous core size as observed from other tests where microbubble motion inthe vortex flow were visualized. Given such a crude
model of the vortex ring and given that the modification of the vortex flow by the bubble dynamics neglected, the similitude between the numerical simulation and the experimental result is quite satisfactory and is able to capture most of the feature of the bubble behavior. An improved viscous model and the inclusion of the basic flow modification will enable an even better correspondence. The study of such an interaction is essential to the understanding of the the interaction between microbubble and large organized viscous structures which occur in boundary layers. These interactions are expected to be much more significant at full scale than in the laboratory, particularily due to a significant increase of the ratio between hydrodynamics scales and bubble scales.

## 10 Conclusions

In this contribution the dynamics of the interaction between bubbles and nearby boundaries (other bubbles or complex geometries) or nonuniform flows was considered using an asymptotic method and a threedimensional Boundary Element model. Both approaches enabled us to address aspects of the bubble dynamics that have been ignored to date due to their mathematical difficulty. The asymptotic approach, valid for the case of weak interactions, enables a better understanding of the general trends without recourse to an extensive analysis of test cases, since it provides analytical expressions from parts of the solutions. On the other hand direct 3D simulation have the advantage of enabling the study of strong interactions where the asymptotic expansion metod fails. Comparison of the two methods provides a means of mutual validation of the methods.

From the application of both methods the following conclusions can be drawn from the study:

1. When compared to the dynamics of a single bubble, significant modification of the bubble dynamics and shape is observed for multibubble interaction. For identical bubbles acting in concert, an increase in the bubble period is observed without significant modification of the bubble maximum size when the number of bubbles increase or when their separation distance decreases.
2. A shielding effect of the bubbles was observed leading to an increased period and maximum size of the bubbles in the center of the cloud.
3. While very large pressures are computed using the asymplotic method with bubble clouds composed of the same size bubbles, more moderate pressures are obtained when the bubbles are not exactly in phase and when large deformations are taken into account.
4. Bubble collapse near a solid wall and in the presence of a nonuniform flow field is seen to be significantly modified by the presence of this flow field. Reentrant jet formation is seen to be delayed and weakened when not eliminated.
5. Bubble capture, growth and collapse in a line vortex flow field is seen to involve significantly non spherical effects which have been systematically neglected by previous studies. For instance, noise generation at the inception of tip vortex cavitation can probably be explained by the deformation, collapse and splitting of the bubble while being captured.
6. The study of the interaction between bubbles and large organized structures provides some hints about the complexity of bubble dyanmics in real full scale flow fields.

On-going areas of improvement of this study include extension of the asymptotic approach to the case of a compressible fluid and coupling of the multibubble approach to a two-phase medium model. The Boundary Element Method approach is being improved to include the full description of the reentrant jet piercing of the bubble and its subsequent advancement in the fluid. The 3D code 3DynaFS is also being exercised on a Cray Y-MP and implemented on a parallel Connection Machine in order to significantly improve computation time, and to allow practical consideration of a much larger number of elements than at present.
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Figure la-c: Fig. Ib and Fig. le show the geometry and flow field of the problem considerea. The trajectory of the bubble center along the headform (of radius 10 cm ) is indicated in Fig. 1b. The pressure (in $\mathbf{P a}-\boldsymbol{y}$ axis) and the velocity (in $\mathrm{ms}^{-1}$ - right $y$ axis) of the basic flow along this streamline, are plotted against the non-dimensional time. The free stream velocity is $1.15 \mathrm{~ms}^{-1}$. Fig. la shows the computed bubble contours for $\varepsilon=0.3$, and time between $0.1 T_{0}$ to $2 T_{\mathrm{G}}$. Bubble translation, rotation and re-entrant jet formation are clearly seen.


Figure 2a-e: Bubble contours at various times for $\varepsilon=0.15,0.3$ and 0.6 . Here the initial bubble radius was kept constant at 1 cm , while the initial standoff from the head form was varied to change $c$. Increasing interaction is seen with decreasing atandoff.


Figure 3a-c: Bubble contoure at various times for $c=0.15,0.3$ and 0.6 . Here the initial atandoff distance $l_{0}$ wan kept constant at 3.333 cm , while the initial radius was varied to change $e$. Increasing interaction is seen with increasing initial bubble size.


Figure 4:


Figure 5:


Figure 6:

Figures 4-6: The interaction of the bubble with a line vortex is shown in these figures (see Section 5). Fig. 4 shows the crosesection of the predicted bubble shape in the $x-y$ plane (normal to the vortex axis). The vortex pasees through $(x, y)=(0,0)$ along the $z$ axis (normal to the plane of the paper). Fig. 5 indicates the motion of the points initially farthest from and closest to the vortex axis in Fig. 4. Fig. 6 shows the crose-ection of the predicted bubble shape in a plane containing the vortex line and the center of the moving coordinate aystem. The vortex axis is at -20 , on the abscissa.


Figure 7: Influence of compresibility on the dynamics of a 6 -bubble cloud. The figure shows $R\left(\theta_{i,}=0, t\right)$ va. time for one bubble. The bubbles have an initial radius of 0.01 cm and are arranged at equal diatancea from the origin along the coordinate axes, so that $\varepsilon=0.07$. The bubbles are at equilibrium at $t=0$ when they are subjected to a audden pressure drop. Here $\mathcal{P}=2.0$, and $\boldsymbol{W}=679$. The solid line indicates the incompresesible solution. Also plotted is the corresponding curve for $\mathcal{M}=0.01$ (small dashes), $\mathcal{M}=0.03$ (small daah-dot), and $M=0.07$ (dash-dot). The strong effect of increasing compressibility can be seen.
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Figure 8: Large bubble collaper near a cylinder. Comparison between our three-dimensional BEM code and the experimental results of Goertner et al.


Figure 10: Motion of the bubble points farthest and cloeest to the cloud center versus time for a 4-bubble symmetric configuration. Comparison between 3D code remults and the saymptotic analysis. Influence of bubble proximity or c. $P_{\rho, 0} / P_{\text {amb }}=283$.

Figure 9: Motion of the bubble points tarthest and cloweat to the cloud center versua time for $1,2,4$ and 8 -bubble symmetric configurations. Comparison between 3D code results and the asymptotic analyais. $c=0.07, P_{\text {so }} / P_{\text {emt }}=$ 283.


Figure 11: Bubble contours during collapee of a 4-bubbb configuration. a) Cross rectional view in the plane $Z=0$. b) Cross sectional view in the plane $Y=X . \quad e=0.498$ besed on the maximum radius. Note the non-axinymmetric shape of the jet during collapse.


Figure 13: Groweli and collapse of 5 bubbles having the sanne initial size and internal pressure. Influence of the initial bubble geometry on dynamics. $\epsilon=0.474$ based on the maximum radius. The center bubble ia seen to have a remarkably different behavior.


Figure 12: Bubble Contours for the collapse of a 4-bubble cloud for $e=0.185$. Since the case shown is symmetrical and all bubbles have the same shape, this diagonal view can be interpreted as showing the shape of the same bubble from different view angles.


Figure 14: Growth and collapse of 4 identical bubbles initialiy symmatrically distributed but with different initial radii ( $2,1,3,1$ clockwise starting from origin). The figure shows the influence of 'phasing' on the dynamice.


Figure 15: Pressure at distance $I_{0}$ from a bubble following a sudden pressure drop. $c=0.3, P_{j 0} / P_{\text {amb }}=283$.


Figure 16:


Figure 17:
Figure 18-17: These figurea show bubble vortex interaction for $\Omega=0.948, a_{c}=4 R_{\text {mas }}$, and $P_{s 0} / P_{\text {amt }}=584$. Figure 16 shows three dimensional bubble shapes at various timen during bubble capture in a vortex line. a) View in the XOY plane. b) View in the XOZ plane. Figure 17 show the motion of the two bubble points initially on axis OY and their mid-point va. time. a) Vortex at $X=2$. b) Vortex at $X=1$.


Figure 20: Comparison of 3D BEM simulation and high speed movie sequence for the interaction between a bubble and a vortex ring. The bubble is spark generated and the vortex ring pistion generated.

# Dynamical Interactions in a Bubble Cloud 

Georges L. Chahine, ${ }^{1}$ Ramani Duraiswam, A.N. Lakshminarasinha DYNAFLOW, Inc.<br>10422 Mountain Quail Road<br>Silver Spring, MD 20901.

## 1 Introduction

Practical liquid flows contain many microscopic bubbles which respond dynamically to the fiow. These bubbles can grow explosively and collapse, leading to cavitation and all its deleterious effects [1,2]. These bubbles seldom occur singiy, and their mutual interaction is likely to play an important part in the fluid drnamics. However, most previous studies consider only the problem of single bubbles (including only spherical or aisymmetric deformations in their models), or consider highly simplified models of multiple bubble interactions. To study cavitation in practical flows one needs to be able to properly moded these interactions. Mathematically the problem is a difficult one, as it is intrinsically three-dimensional, and involves multiple free surfaces (with the associated non-linearity). Purely analytical progress into the problem is clearly out of reach presently.

Our studies into this subject have proceeded along two differeat paths. In the first, $(3-7,13,14)$, an asymptotic approach was employed, using the assumption that the characteristic interbuible distance was large compared to characteristic bubble size. Solutions valid to the third order in this parameter were obtained. Our more recent efforts bave been devoted to the deveiopment of a completely three-dimensional boundary element method capable of handling multiple free-surfaces, and rigid suriaces and particles. A computer program (3DynaFS) implementing the method has been developed. It has been applied to problems involving single bubbles in a rariety of configurations, and more recently to problems involving several bubbles and where the bubbles are in either a shear flow or in the flow fieid of a Rankine vortex [8-12].

Lo this paper we present some preliminary results from numerical experiments with the code 3DynaFS. We study a number of flows involving a few bubbles, with particular emphasis on the effects of various parameters on bubble growth and collapse. Additionally the "exact" numerical solutions from the boundary element technique are used to obtain a domain of raidity for the asymptotic studies.

## 2 Mathematical Formulation

Consider an incompressible liquid in an infinite domain (this
restriction can be relaxed to allow rigid boundaries or other restriction cas be relaxed to allow rigid boundaries or other

[^8]free surfaces within the domain). Distributed in this liquid are $\boldsymbol{N}$ bubbles, numbered $1, \ldots . N$. Since we shall be concerned with caritation bubbles where relatively large wall velocitia are invoived, viscosity has no appreciable effect on the dynamics of the bubble. Additionally we restrict the case to flows where the Mach number is small enough so that the incompressibility essumption holds. (We are currently working to relax this assumption). These two uscumptions are classical in caritation bubble studies, and with suitable initial conditions the flow is irroiational. Following standard procedure we introduce a velocity potertial $\phi$, in terms of which the conservation laws in the liquid may be stated in the form
\[

$$
\begin{equation*}
\nabla^{2} \phi=0 \tag{1}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
P+\rho\left(\frac{\partial \phi}{\partial t}+\frac{1}{2}|\nabla \phi|^{2}\right)=\text { constant } \tag{2}
\end{equation*}
$$

Eere (2) is the Bernoulli integral of the momentum equation. We shall study the reaction of this system to a prescribed pressure field at infinity, $P_{\infty}(t)$. These equations are subject to initial conditions for the potential, and boundary conditions on the surfaces of the bubbles (and on any rigid surfaces in the domain). At all boundaries we impose the condition that the surface is a material surface and moves with the flow, so that

$$
\begin{equation*}
\mathbf{n} \cdot \nabla \dot{\varphi}=\mathbf{n} \cdot \mathbf{V}_{\bullet} \tag{3}
\end{equation*}
$$

where $V$, is the velocity of the surface, and $n$ is the local unit vector normal to the surface. In addition on the surface of the bubble we must balance the normal stresses in the liquid and the gas. The bubble is assumed to contain both non-condensible gas and rapor. Within the bubble the prescuse is assumed not to vary spatially, and to be given by the sum of the partial pressures of the noncondersible gases, $P_{f}$, and that of the va. por, $P_{v}$. Vaporization of the liquid is assumed to occur at a fast enough rate so that the vapor pressure can be ascumed constant throughout the simulation and equal to the equilibrium rapor pressure at the liquid ambient temperature. Since time scales associated with ges diffusion are much larger than those of irterest, the amount of non-condensible gas inside the bubble: is assumed to remain constant. This gas is assumed to satisfy the polytropic relation, $P V^{k}=$ constant, where $V$ is the bubble volume, and $k$ the polytropic index, with $k=1$ representing isothermal behavior and $k=C_{p} / C_{v}$ adiabatic behavior. With these assumptions the condition of normal stress balance, at anv time $t$. on anv point $x<$ on the surface. mav be stated as

$$
\begin{equation*}
P_{L}\left(x_{s}, t\right)=P_{v}+P_{s n}\left(\frac{\nu_{0}}{\nu(t)}\right)^{k}-\sigma C\left(x_{s}, t\right) \tag{4}
\end{equation*}
$$

where $P_{L}$ is the liquid pressure at the bubble well, $P_{n}$ and $\nu_{0}$ are the initial gas pressure and volume respectively, $O$ is the surface tension coefficient, $C$ the local curvature of the bubble, and $\mathcal{V}$ the instantaneous value of the bubble volume. Here $P_{50}$ and $\nu_{0}$ are known quantities at $t=0$. The curvature of the bubble can be computed uring the relation $C=\nabla \cdot n$. The pressure at the bubble surfaces can be related to the potential using Bernoulli's equation, to give

$$
\rho\left[\frac{\partial \phi}{\partial t}+\frac{1}{2}|\nabla \phi|^{2}\right]_{S}=P_{\infty}(t)-P_{v}-P_{\rho}\left(\frac{\nu_{0}}{\nu}\right)^{k}+\sigma \nabla \cdot n(5)
$$

On any moving rigid surfaces, we need an equation similar to (5) relating the velocity of the surface to the pressure. Equations (1-5), along with prescribed initial conditions, form a complete system of equations for the variabler $\phi, x_{s}, P_{1}$, and determine the location and geometry of the bubbles, and the pressure and velocity in the domain. The two methods used to solve this non-linear problem are described briefly in what follows. For more complete descriptions see $[5,8,9]$.

## Boundary element solution

The boundary element method (BEM) uses Green's identity to solve Laplace's equation. If the velocity potential, $\phi$ (or its normal derivative, $\delta \phi / \partial n$ ) is known on the boundaries of the domain, and $\phi$ satisfies the Laplace equation, then $\phi$ cap be determined anywhere in the domain of the fluid by using the identity:
$\int_{S}\left[-\frac{\partial \phi(y)}{\partial n_{y}} \frac{1}{|x-y|}+\phi(y) \frac{\partial}{\partial n_{y}}\left(\frac{1}{|x-y|}\right)\right] d S_{j}=a \pi \phi(x) \cdot(6)$
We first select $x$ on the boundary to determine $\partial \phi / \partial_{n}($ or $\phi$ ) on the boundary, and then using the known values on the boundary determine $\phi$ at the required point in the domain. Here $a \pi=\Omega$ is the solid angle under which the point $x$ sees the fluid, with $a=4$ if $x$ is a point in the fluid
$a=2$ if $x$ is a point on a smooth surface
$a<4$ if $x$ is a point at a sharp corner on the boundary.
The advantage of this representation is that it reduces the dimension of the problem by one. If the point $x$ is selected to be on the boundary of the fluid domain (a bubble surfens or on any other boundary), then a closed system of equations can be obtained and used at each time step to solve for values of $\delta \phi / \theta_{n}$ (or $\phi$ ). The points on the moving boundaries (bubble surfaces) are advanced in a Lagrangian fashion using the calculated velocities, while the potential at the subsequent times is obtained by integrating (5).

To solve (6) numerically, we discretize the bubble surfaces as well as other boundaries into panels. A local linear basis for $\phi$ and $\partial \phi / \partial n$ is assumed over each pai-l. Integration is performed over each panel, and the results su:nmed up to complete the integration over the complete boundiary. The initially spherical bubble is discretized into a geodesic shape using flat, triangular panels. Equation (6) then becomes a set of $M$ linear equations ( $M$ is the total number of discretization nodes) of index $i$ of the type:

$$
\begin{equation*}
\sum_{j=1}^{M}\left(A_{i j} \cdot \frac{\partial \phi_{j}}{\partial n}\right)=\sum_{j=1}^{M}\left(B_{i j} \cdot \phi_{j}\right)-a \pi \phi_{i} \tag{7}
\end{equation*}
$$

where $A_{i j}$ and $B_{i}$, are elements of matrices which are the discrete equivalent of the integral operators given in Equation (6). Details of the calculation of these matrices, of the geometrical quantities needed (normal, curvature, volume), the other physical variables (tangential and normal velocities, pressure)
the adaptive time integration scheme can be found in $[8,9,11]$. Results of the velidation of this code may be found in $[9,7,12]$.

If the potential at a point within the domain is needed, (6) (or its discrete equivelent (7)) can be used. The known values of $\phi$ and $\theta \phi / \theta n$ on the boundary are used to compute the integrals on the left hand side. To calculate velocities at an interior point the potential in a neighborhood of the point is obtained and local finite-differencing used, while the pressure is obtained via the Bernoulli equation (2).

## Asymptotic solutions

We seek asymptotically valid solutions to Equations (1-5), under the assumption that the characteristic sixe, rwo of the bubbles is small compared with a characteristic inter- bubble distance 4. The small parameter used to linearize the system is the ratio between $r_{t o}$ and $l_{0}$ denoted $\epsilon$. The sero order approximation ( $\epsilon=$ 0 ) reduces to the case of a single bubble in an infinite medium. In the absence of relative motion with respect to the surrounding fluid, each of the bubbles reacts to the local pressure rariations spherically, as if isolated.

At higher orders of approximation ( $\epsilon \neq 0$ ), mutual bubble interactions and individual bubble motion and deformation come into play. These approximations are obtained by means of the method of matched asymptotic expansions. The "outer problem" is that obtained when the reference length is chosen to be $l_{0}$. This problem is associated with the macroscopic behavior of the cloud, and each bubble appear in it only as the summation of singularities of various orders. The "inner problem" is that obtained when the lengths are normalized by $\mathrm{r}_{\mathbf{w}}$ The solution of this problem provide. the microscopic details of the beharior of the cloud, i.e., in the vicinity of an individual bubble center ( $B_{i}$ ). The presence of the other bubbles, all connidered to be at infinity in the "inner problem," is sensed only by means of the matching condition with the "outer problem." The boundary conditions at infinity for the "inner problem" are obtained, at each order of approximation by the aymptotic behavior of the outer solution in the vicinity of $B_{i}$. Thus, if one knows the behavior of all bubbles except $B_{i}$, the motion, deformation and pressure field due to this carity can be determined by solving linearised, non-dimensional versions of Equations (15). The non-dimencionalization yields the following parameters $\epsilon, \mathcal{P}, \mathcal{W}, \nu, N$. These are defined by

$$
\begin{align*}
\epsilon=\frac{r_{60}}{L_{0}} & \mathcal{P}=\frac{P_{\infty}(0)-P_{v}}{\Delta P} \\
W=\frac{r_{60} \Delta P}{\sigma} & \nu=\omega r_{50} \sqrt{\frac{\rho}{\Delta P}} . \tag{8}
\end{align*}
$$

Here $\epsilon$ is a measure of the roid fraction in the bubble cloud, $P$ is a 'cavitation number,' $W$ is a Weber number, $\nu$ is the ratio of the forcing frequency $w$ and the natural frequency of a bubble with radius $r_{b o}$, while $\Delta p$ is the characteristic pressure variation associated with the forcing $P_{\infty}$.

At the lowest order, $\epsilon=0$, each bubble, $B_{i}$, behaves spherically as if in an infinite medium and the time dependence of its radius, $a_{0}^{i}(t)$, is given by the Rayleigh-Plesset equation, $[1]$. This inst approximation of the whole flow field (a distribution of sources or sinks representing all bubble oscillations) sets the boundary conditions at infinity at the following order of approximation. The same process is then reperted for the successive orders. One can show, $\{5,6]$, that up to the order $O\left(e^{3}\right)$, the influence of the remaining bubbles on each bubble $B_{1}$, can be achematically replaced by the influence of a single equivalent bubble centered at $G_{i}$ (see Figure 1). The growth rate and position of this equivalent bubble are determined by the distribution and the growth rate of the other cavities. In general, this fictitious bubble equivalent to the "rest-of-the-cloud" and
the corresponding "cloud center" and "equivalent bubble intensity" are different for each bubble. If $\theta_{i g}$ is the angle between the direction of the center, $B_{1} G_{1}$, and the direction of a field point $B_{i} M$, the equation of the surface of the axisymmetric bubble $B_{i}$ can be written in the form:

$$
\begin{align*}
& R\left(\theta_{i j}, \varphi, t\right)=a_{0}^{i}(t)+e a_{1}^{i}(t)+e^{2}\left[a_{2}^{i}(t)+f_{2}^{i}(t) \cdot \cos \theta_{i j}\right]+ \\
& \quad+e^{3}\left[a_{j}^{i}(t)+f_{j}^{i}(t) \cdot \cos \theta_{i j}+g_{3}^{i}(t) P_{2}\left(\cos \theta_{i j}\right)\right]+o\left(e^{3}\right), \tag{9}
\end{align*}
$$

where $P_{2}$ is the Legendre polynomial of order 2 , and argument $\cos \theta_{i j}$, while the $\varphi$ dependence is not seen till the order of the included terms.

The first component, $a_{0}^{i}(t)$, is given by the Rayleigh-Plesset equation, while the other components, $a_{n}^{i}$, $f_{n}^{i}$ and $g_{n}^{i}$, are given by similar second order differential equations which can be written in symbolic form as follows:

$$
\begin{equation*}
\mathcal{D}_{2}\left(y_{n}^{i}\right)=\sum_{j}\left(\frac{l_{0}}{l_{0}^{i j}}\right)^{m} \mathcal{F}_{j}^{i}\left(y_{0}^{i}, \ldots ., y_{n-1}^{i}\right) P_{m}\left(\cos \theta^{i j}\right) \tag{10}
\end{equation*}
$$

Here $D_{2}\left(y_{n}^{i}\right)$ represents a second order, non-linear, differential operator in time, acting on the radius component $y_{n}^{i}$ (one of $a_{n}^{i}, f_{n}^{i}, g_{n}^{i}$ ) of the bubble $i_{;} l_{0}^{j}$ is the initial distance between the bubbles $B_{i}$ and $B_{j} ; \mathcal{F}_{j}^{\prime}\left(y_{0}^{j}, \ldots ., y_{n-1}^{i}\right)$ is known (it is a function of the terms ( $y_{k}^{i}$ ), dete mined at the preceding orders); $m$ indicates the order of the spheical harmonic; $\theta_{i j}$ is the angle between the direction $B_{\mathrm{i}} B_{\mathrm{j}}$ connecting the bubble centers and the direction of motion of bubble $i$ toward the cloud center, $B_{g}$; and $n$ indicates the order of approximation. The detailed expressions can be found in [5]. The behavior of $B_{i}$ can then be computed by integration of the obtained system of differential equations using a Runge-Kutta procedure. The behavior of the whole cloud - thus obtained.

Earlier studies $[3,5,6]$ have shown that collective bubble behavior can have a dramatic effect on both bubble growth and implosion. Specifically, bubble growth is inhibited by bubble interactions, while bubble collapse is enhanced. This cumulative effect comes from the fact that the interaction reduces any driving pressure drop as a result of the other bubble growth, while it increases the collapse driving preasure as a result of the other bubble collapse. Due to the cumulative effects of the collapse of all the bubbles in the cloud, each bubble ends its collapse under the influence of a pressure which is orders of magnitude higher than that for an isolated bubble (see Figures 6 and 7 ).

## 3 Numerical Experiments

## Comparison of the two methods

While the BEM code represents a significant advance in that it allows us to simulate flows with very strong bubble interactions in a relatively accurate way, it is computationally intensive compared to the asymptotic code. While the latter requires $O(N)$ floating point operations per time step, where $N$ is the number of bubbles, the BEM code requires $O\left(M^{2}\right)$ operations per time siep where $M$ is the total number of nodes in the discretization. It is thus a matter of some interest to determine the region in the parameter space (see (8)) for which the asymptotic analysis holds. A complete map of the parameter space is a matter of current study. Here a few prelimi ary results are presented.

In all cases presented for comparison here the ratio $\epsilon$ is the ratio of the initial radius of the bubble, and the minimum distance (at $t=0$ ) between any two bubbles in the configuration. The study was restricted to one particular form of the driving pressure field-a drop in the pressure field at time $t=0$. Thus the influence of the parameter $\nu$ is not studied. Two values of
the initial pressure drop were chosen corresponding to values for Pof 1.004 (a very large drop) and 2.508 (a relatively milder drop). The number of bubbles raried from 2 to 8 , while the ralue of epsilon was also veried. The studies were performed for large $\boldsymbol{W}$ (corresponding to large bubbles). Symmetric bubble configurations were chosen for ease of visualization, and efficiency in computation. The bubbles were arranged reapectively at the edges of a line, a square, and a cube. In each case the bubble oscillations caused "collapse" of the bubble in the direction towards the center of the cloud. The data for the "radii" reported are for points on a bubble which are closest to the cloud center initially (the positive radii in Figure 2) and that which are farthest from the cloud center (the regative radii).

As can be seen (Figure 2) the BEM code shows that the time period of the oscillation of the bubbles increases with the number of interacting bubbles. The maximum bubble size along the jet aris is however not much modified. The jet advancement towards the cloud center increases with $N$. This is seen from the fact that the upper curves in the graph cross the $r=0$ axis earlier as $N$ increases. This effect is more pronounced as $e$ is increased (Figure 3). The asymptotic code predicts substantially the same curves for amall $N$ (Figure 2) and low e (Figure 3), but begins to diverge at higher rilues. The method predicts either a much faster collapse for $N=2,4$ or an unexpected early rebound for $N=8$ in Figure 2.

In the cases addressed in Figure 2 and 3 the collapse of the bubbles was relatively intense. This may be seen that the value of $P=1.001$, corresponds to a pressure drop of 240 times the original. Thus it is unreasonable to expect good agreement from the asymptotic analysis. To check if the method fares better in case the pressure drop is milder, a case where $P_{\infty}$ is reduced to approximately $40 \%$ of its original value was studied, corresponding to $P=2.508$. Results from such a study are shown figures 4 and 5. The agreement between the asymptotic method and the
BEM code is seen to be quite good at low e. Figure 4 presents the influence of changing $N$ while figure 5 presents results for a four bubble study where $e$ is varied from 0.05404 to 0.386 . (Note that the bubbles would touch for $\epsilon=0.5$, as the scaling is based on the radius.)

The relative influence the dynamics of an individual bubble has on its neighbors may be best understood by examining the pressure at a point and compare it with its value in the absence of the bubbles. Figures 6 and 7 show the pressure at the center of the cloud, non- dimensionalized with respect to the maximum pressure that would have been induced by a "Rayleigh-Plesset bubble" (i.e. an isolated bubble at a distance $l_{0} / 2$ away. The pressure predicted by the asymptotic analysis is seen to be much higher during collapse. This high value is explained by the much higher values of the velocity during collapse predicted by the asymptotic analysis (see Figure $2,3,4$ ) than by the BEM code. Again the influence of increasing $N$ or increasing $\epsilon$ is to make the asymptotic analysis less accurate.

An explanation of why the predictions of the asymptotic method are in error during the collapse phase is provided by Figure 8, which shows the collapse of a 4 bubble cloud. Here the ralue of $\epsilon=0.4$. Here two cross-sectional cuts of the cloud are shown, the first being a top-riew, while the second is a view from the plane of the bubbles with the viewing angle perpendicular to an edge. The fact that the bubbles are distributed in a plane is clearly visible from the appearance of the jet, which is seen to have a two-dimensional flat appearance, rather than a conical axisymmetric shape. Since the asymptotic method, to the order we have solved for ( $O\left(\epsilon^{3}\right)$ ), only allows for deformations expressible in terms of the first two Legendre modes, it becomes inaccurate during the final stages of the collapse. The error made in the pressure is much higher since it depends on the time derivative of the shape (the velocity).

From these experiments we may conclude that, as expected,
the asymptotic method is good for relatively large inter bubble separation, for a small number of bubbles, and when the bubble collapse is weak.

## Other Experiments

Here we report the results of some numerical experiments performed with 3DynaFS on some asymmetric bubble configurations. The effects of phasing (i.e. the introduction of differences in the temporal response), and the screening effect of the outer bubbles in a cloud on their inner members are studied.

Figure 9 shows a 4-bubble configuration where the bubbles are centered on the corners of a square. All bubbles were chosen so that they would behave identically if in an infinite medium. However, a time delay between the bubble oscillations was im. posed. As a result, at $t=0$ the bubbles had relative initial sizes in the ratios $2,1,3,1$ counter- clockwise starting from the bubble centered at the origin. A dramatic modification in the behavior of the cloud is seen. The bubble periods appear to be increased for the larger bubbles at $t=0$. The "delayed" bubbles (the smaller ones at $t=0$ ) are prevented by the other bubbles from growing too much, and end up collapsing very early in their history. These bubbles on the other hand significantly influence the "earlier" ones by increasing at some point the pressure drop these bubbles sense and then by preventing them later on from collapsing. Since the code presently breaks down during the last stages of a violent collapse, we can only speculate that a very strong collapse of the larger bubbles would ensue, because of the large pressure produced by the collapse of the smaller bubbles. This can be illustrated by observing the modification of the imposed pressure drop by the behavior of an individual bubble. As shown in figure 8, the bubble growth initially reduces the effective pressure drop that would be felt by a second bubble at the distance $L_{0}$, this trend is later reversed,
and is followed by a significant pressure rise during the bubble collapse.

Figure 10 shows the case of an asymmetric five bubble configuration. All bubbles have the same initial radius and internal pressure, and are initially spherical and located in the same plane. The most visible effect is observed on the center bubble. Its growth is initially similar to that of the other bubbles, but it ends up being the least deformed. Later on, as the collapse phase advances with the development of a reentrant jet directed towards the central bubble, this bubble appears to be shielded by the rest of the cloud. Its period appears to be at least double that of the other bubbles. Unfortunately, the code cannot presently follow the dynamics beyond this point since it fails following the touchdown of the first reentrant jet on the other bubble side. Here, this occurs before much progress of the collapse of the central bubble is observed. The issue of continuing the computations beyond this point is clearly important and is presently the subject of an ongoing research program at DYNAFLOW. Figure 11 shows a similar computation for a 16 bubble cloud. Here due to memory limitations the discretization is coarser. However the same qualitative features as the 5 bubble cloud can be observed.

## 4 Conclusion

In this contribution the dynamics of a multi-bubble system was considered using an asymptotic method and a three-dimensional Boundary Element model. While the asymptotic method is simple and satisfactory for relatively weak interactions and nonviolent bubble oscillations, the 3D numerical approach is more involved computationally, but allows one to study both very large deformations and very intense oscillations. For multibubble interaction the 3D code shows significant modifications of
the bubble dynamics and shape. For identical bubbles acting in concert, an increase in the babble period is obecrved without significant modification of the bubble macimum sise when the number of bubbles increase or when their separation distance decreases. For violent interaction the eymptotic approsch allows one to follow the dynamica only partially during the collapse. The pressures that it predicts during the collapme increase tremendously at the "cloud center" with the number of bubbles. Comparisons with the BEM code results show that the asymptotic approsech can significantly overpredict the relocities at the end of the collapre, which implies that the conclusions on the pressuses, while still correct, need to be tempered. Similarly, other real fluid flow conditions, such as the presence in the cloud of rarious bubble sises, the presence of a velocity or pressure gradient, etc., moderate the conclusions drawn from simplified symmetric models. These various effects can be considered and analyzed using the 3D code.

The phasing study indicates that the influence of compressibility on the dynamies of multiple bubbles is likely to be significant. Similarly the screening effect observed in the multiple bubble simulations shows that the dynamies of a cloud of bubbles is very different from that of a single bubble.

We are presently attempting to repeat our aymptotic analysis by including compressibility. The results from the phasing study indicate that the compressibility of the medium is likely to play an important role, as identical bubbles wouid receive pressure information at different times, and consequently could have very different behavior. The large reduction of the sound speed (from its value in pure water) in a bubbly medium makes it important that such an effect be included.

While the BEM code 3DynaFS represents a significant advancement in our ability to computationally treat problems hitherto impossible in an efficient way, its application to more realistic problems requires much further work. In a current study at DYNAFLOW we are attempting to take advantage the inherent parallelizability of the BEM technique by implementing it on a Connection Machine.
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Figure 1: Geometry of the bubble cloud. The infuence of the bubble cloud (bubbles $B^{j}$ ) an a bubble $B^{i}$ may be replaced by the action of a ciagle bubble placed at $G^{\circ}$.


Figure 2: Motion of the bubble points farthest and clowest to the "cioud center" versus time for $1,2,4$ and 8 -bubble symmetric configurations. Comparison between 3DynaFS and the symptotic code resulte. $\varepsilon=0.0076, P=1.0014, W=2.4 \times 10^{\circ}$. Note $\varepsilon=0.07$ if it were calculated at maximum bubble size.


Figure 3: Motion of the bubbble poisto farthest front and clowast to the "cloud center" versus time for a 4 -bubble syımatrir conliguration. Cunparinut becween 3DynaFS code rasulk and the aymphotic code results. Intureuce of bubble proximity or $c=R_{\text {mas }} / L_{0} . P=1.0014, W=2.4 \times 10^{6}$. The valuce of o uned in the aymptotic calculations is bined ou the initid radius, and are $0.076,0.02,0.0323$, and 0.0543 , rospectively for the cmass shown.


Figure 4: The wifect of changing the number of bubblea. $\in=0.047, \mathrm{P}=$
 the eabetantial improvement is the agreemeat of the eaymptotic asalysis an the resulte from 3Dymar's. The solid line indicates the Raybigh-Plemet solh tion, the abort dambee the BEM solutioa, while the loag dachers the mympiot: serults.


Figure 5: The effect of changing C . $N=4, P=2.508, W=6.7 \times 10^{5}$. The cymptotic revalts are indicated with loag demhes, and the BEM results with short daches. The solid line indicates the Rayleigh-Plemet solution. Asymptotic reaults for $\mathrm{c}=\mathbf{0 . 3 0 9}$ are not shown.


Figure 6: Comparison of the premure predicted by 3DymaFS and the mymptotic satyyis at the center of the bubble cloud for Figure 4. The pressure is noo-dimensionalized by the max. premure that would be felt in the field of an inolaved bubble at a distance $l_{0} / 2$ from the cencer. This scaling was chowen whighlight asy relationship between $N$ and the incresse in the presure. The agreement for $N=\mathbf{2}$ is good, but worsens for other cases for reesons cited in the lext.


Figure 7: Comparison of the presure predicted by 3Dynars and the asymptotic analysis for Figure 5. The results from the asymptotic analysis are shown only for the $\epsilon=0.054$ and $c=0.139$ cases.


Fisure 9: Growth and collapse of 4 identical bubbles initially symmetrically distributed but with different initial radii (2,1,3,1 clockwise atarting from origin). The figure shows the influence of 'phasing' (see discussion in §3) on the dynamics.


Figure 8: Bubble comtours during collapee of a 4 bubble configuration. a) Croms eectional view in the plase $Z=0$. b) Croms sectional view in the plase $\boldsymbol{Y}=\boldsymbol{X}$. $\&=0.498$ baed on the macimum radius. Note the nop-axisymmetric shape of the jet duriag collapee.


Figure 10: Growth and collapee of 5 bubbles having the ange initial size and internal pressure. Influence of the initial bubble geometry on dynamics. $c=0.474$ based on the maximum radius. The center bubble is seen to have e remarkably different behavior.


Figure 11: Contours of the collapse of a aixteen bubble cloud. The bubbles are arranged initially on a regular grid in a plane. Again the cemral bubbles show different bebavior than the ouler bubbles. Contours from the growith phase are on the left while thove from the collapm phace are on the right.

# Dynamics of the Interaction of Non-Spherical Cavities 

Georges L. Chahine


#### Abstract

The presence of cavities in a liquid can have sigrificant effects on its behavior and its flow characteristics in practical fow situations, these effects cannot either be fully understood or predicted without addressing complicated, but nonetheless fundamental phenomena associated with the dyaamics, interactions, and deformation of bubbles. The importance of these phenomena has long been recognized, but has largely been neglected due to the difficulty of the associated mathematical problems. In this contribution, bubble shape:oscillations in response to nonuniform How fields and/or due to their interaction with other bubbles are considered using both a fully three-dimensional boundary integral method and a previously developed matched asymptotic expansions technique. Results from both approaches in a few particular cases are compared, and the limits of application of these methods for these cases is assessed.


### 4.1. Introduction

The understanding of bubble and cavity dynamics has preoccupied researchers and engineers over the past several decades. Since the early work of Rayleigh [1] and Besant [2], numerous papers and books have been devoted to the study of cavity flows. However, due to the complexity of the general mathematical problem, most approaches have been limited to the study of spherical bubbles, or elongated linearized two-dimensional cavities. More recently, with the advent of new mathematical and computational tools, increasing attention has been given to the study of more practical cavity configurations: namely nonspherical bubbles and bubble clouds. This contribution presents a recently developed three-dimensional nonlinear numerical approach whose results will be compared with an earlier contribution, presently being improved, which uses an asymptotic approach.

Since the late seventies considerable attention has been given to the study of nonspherical bubble dynamics, but restricted to the axisymmetric cases in the vicinity of a solid wall or a free surface $[3,4,5,6]$. All these studies were constrained to the simplified case where external forces act in the same direction as the nearby rigid or free boundary and took advantage of the axisymmetry of the resulting problem. Deviations from this simplifying assumption were not considered, even though such deviations can be expected to have significant influence on the results. Examples of where this assumption fails include large cavity dynamics near complex geometries in a gravity field, the dynamies of a cloud of bubbles, and bubble dynamics in a shear or boundary layer. The study presented here dirfers from all previous investigations
in that it considers both the fully three-dimensional dynamics of the bubble and that it accounts for the strong interaction between bubbles in a "cloud" or multi-bubble system.

The dynamics of bubble clouds have also recently received a lot of attention [ $8,9,10$ ], as they have been observed to produce dramatic deleterious effects (erosion, noise, .. etc.), which cannot be explained with approaches based on single bubble dynamics. All these studies but [5,9], have considered only the contribution of the bubble volume change on the cloud dynamics, and have neglected bubble/fluid relative motion and bubble deformation. Our own previous contributions considered these effects in the limiting configurations where bubble size is small compared to interbubble distance (small void fraction).

In the numerical method presented here this limitation is removed. A more complete three-dimensional dynamic behavior of the bubbles including the fully nonlinear boundary conditions of the problem is considered. The method, already well tested for bubble dynamics in a quiescent fluid [11,12], is presently being extended to the investigation of bubble dynamics in complex flow fields such as vortical, boundary and shear flows [13,14]. Some of these results are shown below. The use of the method for the study of multiple bubble dynamics is here illustrated and the results compared with the results of the matched asymptotic expansion method.

In the following sections we present the general model used for the bubble dynamics. The assumptions needed for the asymptotic approach are then presented, and the steps needed to expand the various orders of approximation are outlined. The following two sections are devoted to the numerical approach and describe its implementation for nonspherical bubble dynamics in the presence or absence of an underlying base flow. This is followed by a section presenting and discussing some particular results using both the asymptotic and the numerical methods.

### 4.2. Bubble Dynamics Model

This study will consider cavitation bubbles where relatively large bubble wall velocities are involved, and where, as a result, viscosity has no appreciable effect on the growth and collapse of the bubbles. The study will also be restricted to the case where the flow velocities remain small compared to the speed of sound in water, and as a result, compressibility effects are neglected. This is valid until the last phases of bubble collapse. The above two assumptions, classical in cavitation bubble dynamics studies, result in a flow due to the bubble wall motion that is potential (velocity potential, $\phi$ ) and which satisfies the Laplace equation,

$$
\begin{equation*}
\nabla^{2} \phi=0 \tag{4.1}
\end{equation*}
$$

The solution must in addition satisfy initial conditions and boundary conditions at infinity, at the bubble walls and at the boundaries of any nearby bodies.

At all moving or fixed surfaces (such as a bubble surface or a nearby boundary) an identity between fluid velocities normal to the boundary and the normal velocity of the boundary itself is to be satisfied. For instance, at the bubble-liquid interface, the normal velocity of the moving bubble wall must equal the normal velocity of the fluid. or,

$$
\begin{equation*}
\nabla_{0} \cdot \mathbf{n}=V_{\mathbf{s}} \cdot \mathbf{n}, \tag{4.2}
\end{equation*}
$$

where $\mathbf{n}$ is the local unit vector normal to the bubble surface and $\mathbf{V}_{\mathbf{s}}$ is the local velocity vector of the moving surface.

The bubble is assumed to contain noncondensible gas as well as vapor of the surrounding liquid. The pressure within the bubble at any given time is considered to be the sum of the partial pressures of the noncondensible gases, $P_{g}$, and that of the vapor, $P_{0}$. Vaporization of the liquid is assumed to occur at a fast enough rate so that the vapor pressure may be assumed to remain constant throughout the simulation and equal to the equilibrium vapor pressure at the liquid ambient temperature. In contrast, since time scales associated with gas diffusion are much larger, the amount of aoncondensible gas inside the bubbles is assumed to remain constant and the gas is assumed to satisfy the polytropic relation, $P V^{k}=$ constant, where $\mathcal{V}$ is the bubble volume and $k$ the polytropic constant, with $k=1$ for isothermal behavior and $k=c_{p} / c_{v}$ for adiabatic conditions.

The pressure in the liquid at the bubble surface, $P_{L}$, is obtained at any time from the following pressure balance equation:

$$
\begin{equation*}
P_{L}=P_{v}+P_{g 0}\left(\frac{V_{0}}{\nu}\right)^{k}-\mathcal{C} \sigma \tag{4.3}
\end{equation*}
$$

where $P_{y_{0}}$ and $\nu_{0}$ are the initial gas pressure and volume respectively, $\sigma$ is the surface tension, $\mathcal{C}$ the local curvature of the bubble, and $\mathcal{V}$ the instantaneous value of the bubble volume. Here $P_{g o}$ and $\mathcal{V}_{0}$ are known quantities at $t=0$.

### 4.3. Asymptotic Theory for Multiple Bubble Dynamics

Let us consider a finite number of bubbles clustered in a cloud. If the characteristic size, $r_{b 0}$, of the bubbles in the cloud is small compared with a characteristic interbubble distance $l_{0}$, then an asymptotic analysis of the bubble dynamics can be developed using the ratio between $r_{b 0}$ and $l_{0}$ as the small parameter, $\epsilon$. Thus, the first order approximation ( $\epsilon=0$ ) consists in neglecting interactions between the bubbles. In the absence of relative motion with respect to the surrounding fluid, each of the individual bubbles reacts to the local pressure variations spherically, as if isolated.

At higher orders of approximation ( $\epsilon \neq 0$ ), mutual bubble interactions and individual bubble motion and deformation come into play. These approximations are obtained by means of the method of matched asymptotic expansions. The "outer problem" is that obtained when the reference length is chosen to be $l_{0}$. This problem is associated with the macroscopic bebavior of the cloud, and each bubble appear in it only as the summation of singularities of various orders. The "inner problem" is that obtained when the lengths are normalized by $r_{b 0}$. The solution of this problem provides the microscopic details of the behavior of the cloud, i.e., in the vicinity of an individual bubble center ( $B_{i}$ ). The presence of the other bubbles, all considered to be at infinity in the "inner problem," is sensed only by means of the matching condition with the "outer problem." The boundary conditions at infinity for the "inner problem" are obtained, at each order of approximation by the asymptotic behavior of the outer solution in the vicinity of $B_{i}$. Thus, if one knows the behavior of all bubbles except $B_{i}$, the motion, deformation and pressure field due to this cavity can be determined by solving linearized forms of the equations presented in the previous section.

The following assumption was adopted for the numerical examples presented below. The characteristic geometric scale of the cloud is small compared to the outside driving pressure field scale. Therefore, to first approximation, the same driving pressure is assumed to be felt at the same time by all bubbles in the cloud. Variations of this pressure due to the position of each bubble are only seen at the higher orders. In a more general case, the pressure felt by each bubble is dependent on the bubble location and on the modification of the outside flow field by the presence of the
bubble cloud. We are presently implementing such an approach which accounts for the compressibility of the two-phase bubbly medium.

At the lowest order, $\epsilon=0$, each bubble (of index $i$ ) behaves spherically as if in an infinite medium and the time dependence of its radius, $a_{0}^{i}(t)$, is given by the RayleighPlesset equation, [15]. If the compressibility of the medium is to be included, then an equivalent equation such as in [7] can be used. This first approximation of the whole flow field (a distribution of sources or sinks representing all bubble oscillations) sets the boundary conditions at infinity at the following order of approximation. The same process is then repeated for the successive orders. One can show, $[9,16]$, that $u p$ to the order $O\left(\epsilon^{3}\right)$, the influence of the remaining bubbles on each bubble $B_{i}$, can be schematically replaced by the influence of a single equivalent bubble centered at $G_{i}$. The growth rate and position of this equivalent bubble are determined by the distribution and the growth rate of the other cavities. In general, this fictitious bubble equivalent to the "rest-of-the-cloud" and the corresponding "cloud center" and "equivalent bubble intensity" are different for each bubble. If $\theta_{i g}$ is the angle between the centers' direction $B_{i} G_{i}$ and the direction of a field point $B_{i} M$, the equation of the surface of the axisymmetric bubble $B_{i}$ can be written in the form:

$$
\begin{align*}
R\left(\theta_{i j}, \varphi, t\right)=a_{0}^{i}(t) & +\epsilon a_{1}^{i}(t)+\epsilon^{2}\left[a_{2}^{i}(t)+f_{2}^{i}(t) \cdot \cos \theta_{i j}\right]+ \\
& +\epsilon^{3}\left[a_{3}^{i}(t)+f_{3}^{i}(t) \cdot \cos \theta_{i j}+g_{3}^{i}(t) \mathcal{P}_{2}\left(\cos \theta_{i j}\right)\right]+o\left(\epsilon^{3}\right) \tag{4.4}
\end{align*}
$$

where $\mathcal{P}_{2}$ is the Legendre polynomial of order 2 , and argument $\cos \theta_{i j}$.
The first component, $a_{0}^{i}(t)$, is given by the Rayleigh-Plesset equation, while the other components, $a_{n}^{i}, f_{n}^{i}$ and $g_{n}^{i}$, are given by similar second order differential equations which can be written in symbolic form as follows:

$$
\begin{equation*}
\mathcal{D}_{2}\left(y_{n}^{i}\right)=\sum_{j}\left(\frac{l_{0}}{l_{0}^{i j}}\right)^{m} \mathcal{F}_{j}^{i}\left(y_{0}^{i}, \ldots ., y_{n-1}^{i}\right) \mathcal{P}_{m}\left(\cos \theta^{i j}\right) \tag{4.5}
\end{equation*}
$$

Here $\mathcal{D}_{2}\left(y_{n}^{i}\right)$ represents a differential operator of the second order in time acting on the radius component $y_{n}^{i}$ ( one of $a_{n}^{i}, f_{n}^{i}, g_{n}^{i}$ ) of the bubble $i ; l_{0}^{i j}$ is the initial distance between the bubbles $B_{i}$ and $B_{j} ; \mathcal{F}_{j}^{i}\left(y_{0}^{j}, \ldots ., y_{n-1}^{i}\right)$ is a known function of the terms ( $y_{k}^{i}$ ), determined at the preceding orders; $m$ is an integer indicating the order of the spherical harmonic; $\theta_{i j}$ is the angle between the direction $B_{i} B_{j}$ connecting the bubble centers and the direction of motion of bubble $i$ toward the cloud center, $B_{g}$; and $n$ is an integer indicating the order of approximation. The detailed expressions can be found in reference [9]

The behavior of $B_{i}$ can then be computed by integration of the obtained system of differential equations using a multi-Runge-Kutta procedure. The behavior of the whole cloud is thus obtained.

Earlier studies $[9,16,17]$ bave shown that collective bubble behavior can have a dramatic effect on both bubble growth and implosion. Specifically, bubble growth is inhibited by bubble interactions, while bubble collapse is enhanced. This cumulative effect comes from the fact that the interaction reduces any driving pressure drop as a result of the other bubble growth. While it increases the collapse driving pressure as a result of the other bubble collapse. Due to the cumulative effects of the collapse of all the bubbles in the cloud. each bubble ends its collapse under the influence of a pressure which is orders of magnitude higher than that for an isolated bubble (see Figure 4.8 and corresponding discussion).

### 4.4. Boundary Element Method for Three-Dimensional Bubble Dynamics

In order to enable the simulation of bubble behavior in complex geometry and flow configurations including the full non-linear boundary conditions, a three-dimensional Boundary Element Method was developed. This method uses Green's identity to solve Laplace's equation. If the velocity potential, $\dot{\phi}$, or its normal derivative is known on the fluid boundaries (points M), and $\phi$ satisfies the Laplace equation, then $\phi$ can be determined anywhere in the domain of the fluid (field points P ) using the identity:

$$
\begin{equation*}
\iint_{s}\left[-\frac{\partial \phi}{\partial n} \frac{1}{|\mathrm{MP}|}+\phi \frac{\partial}{\partial n}\left(\frac{1}{|\mathrm{MP}|}\right)\right] d s=a \pi \dot{\phi}(p) \tag{4.6}
\end{equation*}
$$

where $a \pi=\Omega$ is the solid angle under which $P$ sees the fluid.
$a=4$, if $P$ is a point in the fluid,
$a=2$, if $P$ is a point on a smooth surface, and
$a<4$, if $P$ is a point at a sharp corner of the discretized surface.
The advantage of this integral representation is that it effectively reduces the dimension of the problem by one. If the field point $P$ is selected to be on the boundary of the fluid domain (a bubble surface or on any other boundary), then a closed system of equations can be obtained and used at each timestep to solve for values of $\partial \phi / \partial n$ (or $\phi$ ) assuming that all values of $\phi$ (or $\partial \phi / \partial n$ ) are known at the preceding step.

To solve Equation (4.6) numerically, it is necessary to discretize the bubble into panels, perform the integration over each panel, and then sum up the contributions to complete the integration over the entire bubble surface. To do this, the initially spherical bubble is discretized into a geodesic shape using flat, triangular panels. After discretizing the surface, Equation (4.6) becomes a set of $N$ equations ( $N$ is the number of discretization nodes) of index $i$ of the type:

$$
\begin{equation*}
\sum_{j=1}^{N}\left(A_{i j} \cdot \frac{\partial \phi_{j}}{\partial n}\right)=\sum_{j}\left(B_{i j} \cdot \phi_{j}\right)-a \pi \phi_{i}, \tag{4.7}
\end{equation*}
$$

where $A_{i j}$ and $B_{i j}$ are elements of matrices which are the discrete equivalent of the integrals given in Equation (4.6).

To evaluate the integrals in (4.6) over any particular panel, a linear variation of the potential and its normal derivative over the panel is assumed. In this manner, both $\phi$ and $\partial \phi / \partial n$ are continuous over the bubble surface, a-d are expressed as a function of the values at the three nodes which delimit a particular panel. Obviously higher order expansions are conceivable, and would probably improve accuracy at the expense of additional analytical ffort and numerical computation time. The two integrals in (4.6) are then evaluated analytically. The resulting expressions, too long to present here, can be found in [18].

In order to proceed with the computation of the bubble dynamics several quantities appearing in the above boundary conditions need to be evaluated at each time step. The bubble volume presents no particular difficulty, while the unit normal vector, the local surface curvature, and the local tangential velocity at the bubble interface need further development. In order to compute the curvature of the bubble surface a local bubble surface three-dimensional fit, $f(x, y, z)=0$, is first computed. The unit normal at a node can then be expressed as:

$$
\begin{equation*}
\mathbf{n}= \pm \frac{\nabla \mathbf{f}}{|\nabla \mathbf{f}|} \tag{4.8}
\end{equation*}
$$

with the appropriate sign chosen to insure that the normal is always directed towards the fluid. The local curvature is then computed using

$$
\begin{equation*}
c=\nabla \cdot \mathbf{n} \tag{4.4}
\end{equation*}
$$

To obtain the total fluid velocity at any point on the surface of the bubble, the tangential velocity, $\mathbf{V}_{\mathbf{t}}$, must be computed at each node in addition to the normal velocity, $\mathbf{V}_{\mathbf{n}}=\partial \phi / \partial n \mathbf{n}$. This is also done using a local surface fit to the velocity potential, $\phi_{l}=h(x, y, z)$. Taking the gradient of this function at the considered node, and eliminating any normal component of velocity appearing in this gradient gives a good approximation for the tangential velocity

$$
\begin{equation*}
\mathbf{V}_{\mathbf{t}}=\mathbf{n} \times\left(\nabla \phi_{l} \times \mathbf{n}\right) \tag{4.10}
\end{equation*}
$$

With the problem initialized and the velocity potential known over the surface of the bubble, an updated value of $\partial \phi / \partial n$ can be obtained by performing the integrations outlined above, and solving the corresponding matrix equation. The unsteady Bernoulli equation can then be used to solve for $D \phi / D t$, the total material derivative of $\phi$,

$$
\begin{equation*}
\frac{D \phi}{D t}=\frac{\partial \phi}{\partial t}+|\nabla \phi|^{2}=\frac{P_{a}-P_{L}}{\rho}-g z+\frac{1}{2}|\nabla \phi|^{2} . \tag{4.11}
\end{equation*}
$$

$D \phi / D t$ provides the total time variations of $\phi$ at any node during its motion with the fluid. The second term on the right hand side is the hydrostatic pressure and is introduced to account for cases where the influence of the gravitational acceleration is not negligible.

Using an appropriate timestep, all values of $\phi$ on the bubble surface can be updated using $\phi$ at the preceding time step and $D \phi / D t$. In the results presented below the timestep was based on the ratio between the length of the smaller panel side, $l_{\text {min }}$ and the highest node velocity, $V_{\text {max }}$. This choice limits the motion of any node to a fraction of the smallest panel side. It has the great advantage of constantly adapting the timestep, by refining it at the end of the collapse - where $l_{\text {min }}$ becomes very small and $V_{\max }$ very large - and by increasing it during the slow bubble size variation period. New coordinate positions of the nodes are then obtained using the position at the previous time step and the displacement,

This time stepping procedure is repeated throughout the bubble oscillation period, resulting in a shape history of the bubbles.

### 4.5. Presence of a Basic Flow

Cavitation bubbles seldom grow and collapse in a quiescent fluid or in a uniform flow field. To the contrary, cavities are most commonly observed in shear layers, boundary layers and vortical structures. To study bubble dynamics in a nonuniform flow field, let us consider the case where the "basic flow" of velocity $\mathbf{V}_{\mathbf{0}}$ is known and satisfies the Navier Stokes equations ${ }^{1}$ :

$$
\begin{equation*}
\frac{\partial \mathrm{V}_{0}}{\partial t}+\mathrm{V}_{\mathbf{0}} \cdot \nabla \mathrm{V}_{0}=-\frac{1}{\rho} \nabla P_{0}+\nu \nabla^{2} \mathrm{~V}_{\mathbf{0}} . \tag{4.13}
\end{equation*}
$$

[^9]In the presence of the oscillating bubbles, the velocity field is given by $\mathbf{V}$ which also satisfies the Navier Stokes equation:

$$
\begin{equation*}
\frac{\partial \mathbf{V}}{\partial t}+\mathbf{V} \cdot \nabla \mathbf{V}=-\frac{1}{\rho} \nabla P+\nu \nabla^{2} \mathbf{V} \tag{4.14}
\end{equation*}
$$

Both $\mathbf{V}$ and $\mathrm{V}_{0}$ also satisfy the continuity equation. We can now define bubble flow velocity and pressure variables, $\mathrm{V}_{\mathrm{b}}$ and $P_{b}$, as follows:

$$
\begin{equation*}
\mathbf{V}_{\mathbf{b}}=\mathrm{V}-\mathrm{V}_{0}, \quad P_{\mathrm{b}}=P-P_{0} \tag{4.15}
\end{equation*}
$$

If we assume that this bubble flow field ( $\mathbf{V}_{\mathbf{b}}$ and $P_{b}$ ) is potential, we can use a method similar to the one described in the previous section to study the dynamics. This assumption implies that, even though the basic flow is allowed to interact with the bubble dynamics and be modified by it, no new vorticity is allowed to be generated by the bubble behavior. Within this restriction, we have

$$
\begin{equation*}
\mathbf{V}_{\mathbf{b}}=\nabla \phi_{b}, \quad \nabla^{2} \phi_{b}=0 \tag{4.16}
\end{equation*}
$$

By subtracting (4.14) from (4.13), and accounting for (4.16) we obtain

$$
\begin{equation*}
\nabla\left[\frac{\partial \phi_{b}}{\partial t}+\frac{1}{2}\left|\mathbf{V}_{b}\right|^{2}+\mathbf{V}_{0} \cdot \mathbf{V}_{b}+\frac{P_{b}}{\rho}\right]=\mathbf{V}_{\mathbf{b}} \times\left(\nabla \times \mathbf{V}_{0}\right) \tag{4.17}
\end{equation*}
$$

This equation, once integrated, may be considered the equivalent of the classical unsteady Bernoulli equation in potential flow.

As an illustration consider the case where the basic flow field is that of a twodimensional Rankine vortex, $\mathbf{V}_{\mathbf{0}}=V_{\mathbf{0}} . \mathrm{e}_{\mathrm{f}}$, with

$$
\begin{align*}
& V_{0}=\frac{\Gamma}{2 \pi r} ; \quad r \geq a_{c} ; \\
& V_{0}=\omega r=\frac{\Gamma r}{2 \pi a_{c}^{2}} ; \quad r \leq a_{c} \tag{4.18}
\end{align*}
$$

where $a_{c}$ is the radius of the viscous core, $\Gamma$ the vortex circulation and $V_{0}$ the tangential velocity. In that case the Bernoulli equation can be replaced by:

$$
\begin{equation*}
\frac{\partial \phi_{\mathrm{b}}}{\partial t}+\frac{1}{2}\left|\mathrm{~V}_{\mathrm{b}}^{2}\right|+\frac{P_{\mathrm{b}}}{\rho}=\text { constant along radial directions. } \tag{4.19}
\end{equation*}
$$

Accounting for at-infinity conditions, the pressure at the bubble wall, $P_{L}$, is related to the pressure field in the Rankine vortex, $P_{0}$, by:

$$
\begin{equation*}
\left[\frac{P_{L}}{\rho}=\frac{P_{\mathrm{O}}}{\rho}-\frac{\partial \phi_{\mathrm{b}}}{\partial t}-\frac{1}{2}\left|\mathrm{~V}_{\mathrm{b}}\right|^{2}\right]_{a t ~ b u b b l e ~ w a l l} \tag{4.20}
\end{equation*}
$$

The nondimensional basic flow pressure, $\bar{P}_{0}$, normalized with the ambient pressure, $P_{\infty}$, is known and is given by:

$$
\begin{array}{rr}
\bar{P}_{O}(\bar{r})=1-\Omega\left[1-\frac{1}{2}\left(\frac{\bar{r}}{\bar{a}_{c}}\right)^{2}\right] ; & \bar{r} \leq \bar{a}_{c} \\
\bar{P}_{O}(\bar{r})=1-\frac{\Omega}{2}\left(\frac{\bar{\sigma}}{\bar{a}_{c}}\right)^{2} ; & \bar{r} \geq \bar{a}_{c},
\end{array}
$$

where lengths are normalized by $R_{\text {mas, }}$, the maximum radius the bubble would achieve in an infinite medium if the pressure drops to the value on the vortex axis. The swirl parameter $\Omega$, defined as,

$$
\begin{equation*}
\Omega=\frac{\rho}{P_{\infty}}\left(\frac{\Gamma}{2 \pi a_{c}}\right)^{2}, \tag{4.21}
\end{equation*}
$$

characterizes the intensity of the rotation-generated pressure drop relative to the ambient pressure. The pressure on the vortex axis is $(1-\Omega)$ and goes to zero if $\Omega=1$.

### 4.6. Computational Results and Discussion

We present in this section some results obtained with the Boundary Element Method code (3DynaFS), and compare them with results from the asymptotic expansion method. The accuracy of the numerical code was evaluated by using simple test cases known in the literature such as the collapse of spherical and axisymmetric bubbles. For spherical bubbles, comparison with the Rayleigh-Plesset "exact" solution revealed that numerical errors were less than 0.14 percent for a discretized bubble of 162 nodes. The error dropped to 0.05 percent for 252 nodes. The two discretizations -162 nodes ( 320 triangular panels) or 252 nodes ( 500 panels) - are usually selected for most of our nonspherical bubble dynamics runs. However, for the purpose of studying multibubble interactions we were limited to 102 node bubbles ( 200 panels) due to the limitations on our 32 Mbytes MIPS RS3240 computer. For an 8-bubble configuration the code uses about 30 Mbytes for 102 -node bubbles. With this "coarse" discretization the error is about 2 percent on the achieved maximum radius, but is very small, 0.03 percent, on the bubble period. (This can be seen in figure 4.2). Comparisons were also made with studies of axisymmetric bubble collapse available in the literature [4,6], and have shown, for the coarse discretization, differences with these studies on the bubble period of the order of 1 percent . Finally, comparison with actual test results of the complex three-dimensional behavior of a large bubble collapse in a gravity field near a cylinder shows very satisfactory results, [12] (see Figure 4.1). The observed difference in the period was shown to be related to the confinement of the experimental bubble in a cylindrical container [18].

Figure 4.2 compares the results obtained with the 3D code with those given by the asymptotic approach. The bubble cloud is subjected to a sudden pressure drop, and for ease of interpretation, only symmetric cloud configurations are considered. Results for one, two, four and eight-bubble symmetric configurations are shown. For the two-bubble case the bubble centers are separated by a distance $l_{0}$, and the initial gas pressure in each bubble is such that the bubble would achieve a maximum radius $R_{\text {max }}=R_{b 0}=0.07 l_{0}$ if isolated. The four-bubble configuration considers similar bubbles centered on the corners of a square with sides of dimension $l_{0}$. Finally, the eight bubbles are located on the corners of a cube of side $l_{0}$. The figure presents the variations with time of the distance between an initial bubble center and both the point closest to ( $<0$ ), and the point farthest ( $>0$ ) from the "cloud center". These points are selected because they lie along the direction of development of the reentrant jet the farthest point becoming the tip of the jet which penetrates the bubble during the collapse.

As we can see from the figure, the BEM method clearly shows that for bubbles oscillating in phase the period of oscillation increases with the number of interacting bubbles. The maximum bubble size along the jet axis is however not significantly


Fig. 4.1. Large bubble collapse near a cylinder. Comparison between the three-dimensional BEM code results [18] and experimental results of reference 19.
modified. The jet advancement towards the "cloud center" increases with the number of bubbles. This is seen by the crossing of the $r=0$ line by the upper curves on the graph which becomes more and more pronounced with an increase in the number of bubbles. This effect is more pronounced for larger values of $\epsilon$ (see Figure 4.3).

Figure 4.2 also compares the results of the BEM code with the asymptotic approach. It illustrates the limitations of the incompressible asymptotic approach as it stands now. When the number of bubbles increases the method diverges towards the end of the collapse and predicts either a much faster collapse than obtained with the more accurate BEM method ( $\mathrm{N}=2$ and 4 ), or an unexplained early bubble rebound ( $\mathrm{N}=8$ ). This behavior occurs earlier when either the number of bubbles or the value of $\epsilon$ increases.

Figure 4.3 shows the influence of $\epsilon$ on the bubble dynamics for a 4 -bubble configuration. Using the BEM 3D results enables one to study the influence of reducing bubble inter-distance on the dynamics of each bubble. Increasing the proximity between the bubbles, or increasing the number of bubbles is seen to increase the lengthening effect on the bubble period, while enhancing the reentrant jet formation, as in the more classical case of bubble collapse near a solid wall. In all cases, the reentrant jet formed is directed towards the center of the bubble cloud, or here, the center of the square. As expected, the asymptotic approach gives a very good approximation at low values of $\epsilon$, but fairs poorly for high values of $\epsilon$ (note that for $\epsilon=0.5$ the bubbles touch at their maximum size).

The above conclusions on the asymptotic approach have to be tempered by the fact that all cases presented addressed relatively intense bubble collapse (with a strong reentrant jet formation). The relevant nondimensional parameter to characterize the collapse intensity is the ratio, $\bar{P}_{g m}$, of the gas pressure to the outside pressure at maximum bubble size. This ratio is about 0.06 for the cases shown above. For higher values of $\bar{P}_{g m}$ a smoother collapse followed by a rebound occurs, and the asymptotic approach fairs much better [5].

Figures 4.4 and 4.5 illustrate further the three-dimensional behavior of the bubble, using 198-node bubbles. Figure 4.4 shows two cross-sectional views of the bubble


Fig. 4.2. Motion of the bubble points farthest and closest to the "cloud center" versus time for $1,2,4$ and 8 -bubble symmetric configurations. Comparison between 3D code results and the asymptotic code results. $\epsilon=0.07, P_{g 0} / P_{\text {amb }}=283$.


Fig. 4.3. Motion of the bubble points farthest from and closest to the "cloud center" versus time for a 4-bubble symmetric configuration. Comparison between 3DynaFS code results and the asymptotic code results. Infiuence of bubble prozimity or $c=R_{\text {mas }} / h_{0}, P_{50} / P_{\text {amb }}=283$.


Fig. 4.4. Bubble contours during collapse of a 4-bubble configuration. a) Cross sectional view in the plane $Z=0$. b) Cross sectional view in the plane $Y=X . \epsilon=0.498, P_{90} / P_{a m b}=283$.
shapes at various times during the collapse for a strong interaction case ( $\epsilon=0.498$ ), for a 4 -bubble configuration. The first view shows bubble contours in the $Z=0$ plane, plane of the four bubble centers. In this plane all four bubbles can be seen, and the reentrant jet appears very wide giving the bubble at the end of the collapse the appearance of a "deflated balloon". The second view is a diagonal cut though the centers of two of the bubbles. In this view, the reentrant jet appears much more pronounced. The combination of the two views illustrates very clearly the reentrant jet formation, its direction towards the center of the square, and gives a qualitative idea about the intensity of the collapse. In this case, due the geometry of the configuration, the jet has a two-dimensional flat shape, rather than a conical axisymmetric shape. This clearly provides one reason for the failure of the asymptotic approach for this case, since the expansions in that approach were stopped to an order $\left(\epsilon^{3}\right)$ which does not allow the description of any azimuthal bubble shape variations.

Figure 4.5 presents a 3D view of the bubbles towards the end of a relatively weak collapse of a 4 -bubble configuration ( $\epsilon=0.185$ ). Since the case shown is symmetrical and all bubbles have the same shape, this diagonal view can be interpreted as showing the shape of the same bubble from different view angles. The reentrant jet is here again seen to be wide, pointed, and well advanced towards the other side of the bubble. A complete history of the advancement of the jet in the bubble can be deduced from figure 4.3.

Figures 4.6 through 4.10 illustrate various important effects due to either asymmetries in the bubble configuration, or due to the presence of an underlying nonuniform flow. Figure 4.6 shows the case of an asymmetric five bubble configuration. All bubbles have the same initial radius and internal pressure, and are initially spherical and located in the same plane. The most visible effect observed is that E. the center bubble. Its growth is initially similar to that of the other bubbles, but it ends up being the least deformed. Later on, as the collapse phase advances with the development of a reentrant jet directed towards the central bubble, this bubble appears to be shielded by the rest of the cloud. Its period appears to be at least double that of the other bubbles. Unfortunately, the code cannot presently follow the dynamics


Fig. 4.5. Three-dimensional view of bubble shape at $\bar{t}=1.8$ during collapse of a 4-bubble configuration. $\epsilon=0.184, P_{90} / P_{a m b}=283$.
beyond this point since it fails following the touchdown of the first reentrant jet on the other bubble side. Here, this occurs before any significant progress of the collapse of the central bubble is observed. The issue of continuing the computations beyond this point is clearly important and is presently the subject of an ongoing research at DYNAFLOW.

Figure 4.7 shows a 4 -bubble configuration where the bubbles are centered on the corners of a square. All bubbles were chosen so that they would behave identically if in an infinite medium. However, a time delay between the bubble oscillations was imposed. As a result, at $t=0$ the bubbles had relative initial sizes in the ratios $2,1,3,1$ counter-clockwise starting from the bubble centered at the origin. This results in a very asymmetric behavior of the cloud configuration. The bubble periods appear to be lengthened the most for the larger bubbles at $t=0$. The "delayed" bubbles (the smaller at $t=0$ ) are prevented by the other bubbles from growing significantly, and end up collapsing very early in their history. These bubbles on the other hand significantly influence the "earlier" ones by increasing at some point the pressure drop these bubbles sense and then by preventing them later on from collapsing. Since the code presently breaks down before a significant collapse, we can only speculate that a very strong collapse of the larger bubbles would ensue, because of the large pressure produced by the collapse of the smaller bubbles. This can be illustrated by observing the modification of the imposed pressure drop by the behavior of an individual bubble. As shown in figure 4.8, the bubble growth initially reduces the effective pressure drop that would be felt by a second bubble at the distance $l_{0}$, this trend is later reversed, and is followed by a significant pressure rise during the bubble collapse.

Figure 4.9 shows the three-dimensional behavior of a bubble in a line vortex. The bubble is initially positioned at a distance of $2 R_{\text {mas }}$ from the vortex axis located at $\bar{X}=2$. The normalized core size is 4 in this case. Figure $4.9 a$ gives a view in the XOY plan of the bubble at different instants. The bubble is seen spiraling around the vortex axis ( perpendicular to the figure) while approaching it. At the same time, due to the presence of the pressure gradient, the bubble strongly deforms and a reentrant jet is formed directed towards the axis of the vortex.


Fig. 4.6. Growth and collapse of 5 bubbles having the same initial size and internal pressure. Infiuence of the initial bubble geometry distribution on dynamics. $\epsilon=0.474, P_{90} / P_{a m b}=283$.


Fig. 4.7. Growth and collapse of 4 identical bubbles initially symmetrically distributed but with different initial radii ( $2,1, s, 1$ clockwise starting from origin). Infuence of phasing on dynamics. $P_{90} / P_{a m b}=283$.


Fig. 4.8. Pressure at a distance $l_{0}$ from a bubble following a sudden pressure drop. $c=$ $R_{\max } / l_{0}=0.3, P_{90} / P_{\text {amb }}=283$.

Figure 4.96 shows the same bubble seen from the $O X$ axis. Here some elongation is observed along the axis of the vortex as well as a very distinct side view of the re-entrant jet. This result is totally contrary to the usually held belief that bubbles constantly grow during their capture until they reach the axis and elongate along it.

Finally, Figure 4.10 shows in the XOY plane perpendicular to the vorte" axis the motion of two particular points on the bubble, $A$ and $B$, initially along $C Y$. Also shown is the motion of the mid point, $C$. While $C$ seems to follows a path similar to the classical logarithmic spiral, $A$ and $B$ follow more complicated paths, even moving away from the vortex axis at some point in time.

### 4.7. Conclusions

In this contribution the dynamics of a multi-bubble system was considered using an asymptotic method and a three-dimensional Boundary Element model. The emphasis in the presentation was placed on the 3D BEM results since they are both more accurate and constitute a more recent development in our efforts. While the asymptotic method is simple and satisfactory for relatively weak interactions and non-violent bubble oscillations; the 3D numerical approach is more involved computationally, but allows one to study both very large deformations and very intense oscillations. For multibubble interaction the 3D code shows significant modifications of the bubble dynamics and shape. For identical bubbles acting in concert, an increase in the bubble period is observed without significant modification of the bubble maximum size when the number of bubbles increase or when their separation distance decreases. For violent interaction the asymptotic approach allows one to follow the dynamics only partially during the collapse. The pressures that it predicts during the collapse increase tremendously at the "cloud center" with the number of bubbles. Comparisons with the BEM code results show that the asymptotic approach can significantly overpredicts the velocities at the end of the collapse, which implies that the conclusions on the pressures, while still correct, need to be tempered. Similarly, other real fluid flow conditions, such as the presence in the cloud of various bubble sizes, the presence of a velocity or pressure gradient, ..etc. moderate the conclusions drawn from simplified symmetric models. These various effects can be considered and analyzed using the 3D




Fig. 4.9. Three-dimensional bubble shapes at various times during bubble capture in a vortex line. $\omega=0.948, a_{c}=4 R_{\text {max }}, P_{90} / P_{a m b}=584$. a) View in XOY plan, b) View in XOZ plan.


Fig. 4.10. Motion of two bubble points initially on axis OY and their mid point versus time. $\omega=0.948, a_{c}=4 R_{\text {mas }}, P_{p o} / P_{\text {amb }}=584$. a) Vortex at $X=2$, b) Vortex at $X=1$.
code. In this communication, an example of these effects related to the problem of bubble capture, growth and collapse in a line vortex flow field was presented. Nonspherical effects, commonly neglected, were shown to significantly modify our understanding of the phenomenon. As a result, noise generation at the inception of tip vortex cavitation can now be explained by the deformation, collapse and splitting of the bubble while being captured.

On-going areas of improvement of this study include extension of the asymptotic approach to the case of a compressible fluid and coupling of the multibubble approach to a two-phase medium model. The Boundary Element Method approach is being improved to include the full description of the reentrant jet piercing of the bubble and its subsequent advancement in the fluid. The 3D code is also being implemented on a parallel Connection Machine in order to significantly improve computation time, and to allow practical consideration of a much larger number of elements than at present.
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